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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2021.org

http://2021.hci.international/ 
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Abstract. Facebook provides hospitals many potential benefits but also forces
them to adapt the way they connect with their stakeholders in various fields of
application. Within these fields of application hospitals can act in various roles.
Hospitals might influence these roles, but they are also dependent on how they
are perceived by their Facebook community. In this paper, we aim to find out
how hospitals differ in the perception by their Facebook communities and how
these differences can be measured. Furthermore, we develop hypotheses with
image strength and identity diffusion as factors influencing how hospitals are
perceived by their Facebook communities. We test our hypotheses with data of all
hospitals in Switzerland. Our statistical analysis provides strong support for all of
our hypotheses. Our findings might help hospitals better to assess their position
in their Facebook community and to adapt their intended roles as well as their
strategies, content, and behavior in accordance to that.

Keywords: Social media · Facebook · Hospitals · Organizational identity ·
Brand image · Content · Switzerland

1 Introduction

Social media (and Facebook in particular) provide hospitals many potential benefits but
also force them to adapt the way they connect with their stakeholders in various fields
of application, like marketing, public health information, enhanced service delivery,
recruiting, or employer branding (Beier and Früh 2020; Carpentier et al. 2017; Diddi
and Lundy 2017; Kordzadeh and Young 2018; O’Connor et al. 2016; Smith 2017; Wong
et al. 2016). Within these fields of social media applications hospitals can act in various
roles (e.g., information source, content curator, regional brand, or host of an online
community). Hospitals might influence these roles by their strategy, content, or behavior.
But regarding the ability to perform their intended role on social media to a certain extent
they are just dependent on the perception of their social media community.

In this paper, we aim to answer two research questions. First, we want to find out
how hospitals differ in the perception by their Facebook communities and how these
differences can bemeasured (RQ1). Second, wewant to answer the questionwhat factors
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influence this perception of hospitals by their Facebook communities (RQ2). To answer
RQ1 we develop theory on users’ motivations to like or follow Facebook fan pages.
To answer RQ2 we develop a research model with two groups of hypotheses covering
image strength and identity diffusion as influencing factors and test it with data of all
hospitals in Switzerland.

2 Hospitals and Facebook

2.1 Hospitals and Social Media

Social media platforms provide important new channels for hospitals to reach the general
public as well as to connect with specific stakeholder groups (Beier and Früh 2019a;
Campbell et al. 2014;Moorhead et al. 2013). Socialmedia allowhospitals to address their
community with informational content as well as to offer social, emotional, and com-
panionship support (Zhou et al. 2018). Therefore, social media in general are important
for marketing and communication for hospitals (Smith 2017).

Many hospitals see in such digital channels significant potential to gainmore patients
for their services (Duymus et al. 2017; Huang and Chang 2012). On the one hand, this
approach follows the logic of brand marketing by developing an individual brand image
for a hospital, fostering trust and reputation, and to communicate it to its stakeholders
(Wu 2011). On the other hand, this approach is often combined with the idea of digital
word-of-mouth via social media (Bruhn et al. 2012). To this end, hospitals try to convert
their stakeholders to “brand evangelists”, who in turn further communicate the hospitals
brand image to their other contacts (Medina et al. 2016). These stakeholder activities of
further communicating and sharing content are also one of the basic ideas of virality in
social media (De Bruyn and Lilien 2008; Heimbach et al. 2015).

Beside such marketing-oriented branding purposes, social media also allow hospi-
tals to distribute relevant and reliable health information to their community, which is
nowadays a very important service for society (Beier and Früh 2019a; Kordzadeh and
Young 2018). On the one hand, more and more people rely on social media content for
health information and their own health behavior (Zhou et al. 2018). On the other hand,
many health related sources on social media are of questionable quality often spreading
misleading information (Jindal and Liao 2018; Moorhead et al. 2013; Ventola 2014).
Therefore, hospitals could act as a reliable source for health information in their com-
munities and in many cases they have a societal mandate to do so (Beier and Früh 2019a;
Hagg et al. 2018).

In summary, with today’s social media platforms hospitals have the chance to pro-
mote their own brand marketing as well as to provide valuable and reliable information
to their communities, if they manage to position their channels accordingly (Zhou et al.
2018). However, similar to organizations in other fields many hospitals still face consid-
erable difficulties to apply social media platforms in a purposeful and strategic manner
(Beier andWagner 2016a; Glazer 2012; Medina et al. 2016; Vanzetta et al. 2014). Social
media channels of many hospitals show low user engagement and the interaction with
stakeholders is mainly unidirectional from the hospitals (Beier and Früh 2019b; Huang
and Dunbar 2013; Vanzetta et al. 2014). Reasons of hospitals’ challenges in that regard
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are legal insecurities, ambiguous expectations of various stakeholder groups, a poor tra-
dition in public communications but also difficulties of communicating scientific and
health related content (Beier and Früh 2019a; Medina et al. 2016). Better knowledge
of users’ expectations in social media platforms and how the own hospital is perceived
by its communities might be helpful to improve strategies, content, and behavior of
hospitals in their own accounts on social media platforms.

2.2 Hospitals on Facebook

Facebook is currently the most popular social media platform in the world. In the third
quarter 2018 Facebook had 2’271 million monthly active users (1’495 million daily
active users) worldwide (Facebook 2019). Correspondingly, inmany countries Facebook
is the social media platform with the highest reach in the general public. In the USA
and Canada Facebook has 242 million monthly users (185 million daily users), which is
equivalent to shares of about 2/3 (monthly users) or 1/2 (daily users) of the population in
the regions (Facebook 2019). With regard to hospitals, a study on social media observed
already in 2014 a 99% adoption rate for Facebook in the USA (Griffis et al. 2014). In
contrast, in Switzerland Facebook adoption has been slower and lower. In 2017, 45% of
the population were Facebook users, 28% on a daily basis (IGEM 2017). A recent study
on social media adoption of Swiss hospitals observed 58% of the hospitals having an
own official Facebook fan page (Beier and Früh 2020). However, Facebook is the most
used social media platform by hospitals in Switzerland.

Facebook is also the social media platform, which has been most often analyzed in
empirical research on healthcare and social media (Hagg et al. 2018; Moorhead et al.
2013). Early research on hospitals and Facebook provided mainly descriptive results on
adoption rates and usage intensities in various countries (e.g., Beier and Früh 2019b;
Griffis et al. 2014; Richter et al. 2014; Thacker et al. 2011; Van de Belt et al. 2012;
Vanzetta et al. 2014; Wong et al. 2016; Yang et al. 2018). Some of these studies also
analyzed the engagement rates of Facebook users by simply counting page likes of
hospital fan pages (e.g., Beier and Früh 2019b; Griffis et al. 2014; Richter et al. 2014;
Yang et al. 2018). Other research analyzed content of Facebook posts and patterns of
interaction to better understandhowhospitals andFacebookusers interact on the platform
(e.g., Distaso et al. 2015; Kordzadeh and Young 2018; Yang et al. 2018).

Facebook is mainly applied by hospitals for brandmarketing and content distribution
purposes. For instance, content analyses of Facebook pages of US hospitals showed that
the greatest proportion of posts (about 36%) consists of sharing of health information
(Kordzadeh and Young 2018). Another study on US children hospitals’ Facebook pages
found balanced shares of promotional and informational posts (each about 35%) by
the hospitals (Wong et al. 2016). Furthermore, researchers observed positive effects of
Facebook applications for operational figures of hospitals. For instance, in a quantita-
tive survey in Turkey six percent of the respondents said that they were influenced by
Facebook in their hospital choice (Duymus et al. 2017). Another recent study observed
positive effects of hospitals operating own Facebook pages on hospital patient revenues
(only for hospitals located in rural areas but not for hospitals in urban regions) (Apenteng
et al. 2020). However, research regarding organizational or corporate effects on hospitals
resulting from their activities on Facebook is still in its infancy.
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2.3 Facebook Page Engagement and Community Perception

As described above, strategies of organizations for Facebook are often driven by brand
marketing purposes and word-of-mouth tactics. An important aspect of user engagement
on Facebook (as well as word-of-mouth marketing) is the “Liking” of fan pages (Beuke-
boom et al. 2015; Halaszovich and Nel 2017; Mochon et al. 2017; Zaglia 2013). With
liking a fan page, (depending on the privacy settings of the user and actual developments
of the news feed algorithm) Facebook basically posts a respective “Like” story on the
profile feed of the user and starts to display new posts of the fan page in the newsfeed
of the user (Beukeboom et al. 2015; Halaszovich and Nel 2017). Furthermore, the fan
page will be displayed in the info tab of the user profile under activities and interests as
well as the user grants the owner of the fan page additional rights to communicate the
connection on Facebook. Although Facebook likes are a rather weak form of customer
or community engagement (Beukeboom et al. 2015; Zaglia 2013). However, they are a
first step towards community engagement and a precondition for most of the interactive
word-of-mouth functionalities on Facebook.

Research on the motivation for users to connect with fan pages on Facebook showed
that there are two main groups of influencing factors (Brandtzaege et al. 2014; Halas-
zovich and Nel 2017). On the one hand, users are motivated by the content of a page
(e.g., entertainment, information, curiosity). This content is provided by the posts on
the fan page and can be followed by users in their own Facebook news feeds (Mochon
et al. 2017). On the other hand, users are influenced by motives of brand attraction with
a fan page mainly driven by a user’s wish to express and show a relationship to the
organization or brand running the fan page (Nisar and Whitehead 2016).

Facebook provides its users functionalities to support them in both motivations to
interact with fan pages. Facebook’s basic idea was that users can connect with brands
and organizations like they can do it with people in the social network (Zaglia 2013).
Therefore, they provided the “Like” button on fan pages. However, after this they recog-
nized that the motivations to follow content posted on a page versus to publicly express
a positive attitude and relation with a fan page are quite different. Therefore, Facebook
additionally introduced the “Follow” button (initially called “Subscribe” button) in 2011
(Peters 2011; Hamburger 2012). Since then, users were able to differentiate if they are
only interested in the content (“follow”) or to express their social connection with a fan
page (“like”). However, technically, Facebook heavily promotes the application of the
“like” button, which leads in a first step to both, a “like” and a “follow” of a fan page.
In a second step, users however can define in the settings of their fan page connection,
whether they really want both or if they want to switch of the “like” or the “follow”
(Facebook Help). As described above, by adapting the settings of a fan page connection
users can specify if they just want to get content of the page posted in their news feed
(as “followers”), if they only want to express their connection with the organization or
brand running the fan page (as “fans”), or if they want both. Table 1 shows a matrix
how Facebook functionalities support users to express their preferences in dependence
of their motivation to connect to a fan page.

These expressions of user preferences in Facebook pages also manifest an aggregate
picture of how the community of a Facebook fan page perceives its operator. Users who
perceive a hospital as an attractive brand, with which they want to express publicly their
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Table 1. Motivation matrix for Facebook page connections

Motivation for connection Content interest = YES Content interest = NO

Brand attraction = YES “Fan” & “Follower”
Standard Setting after Page
Like

“Fan”
Content Subscription Canceled
after Page Like

Brand attraction = NO “Follower”
Visible Page Like switched off
after initial Like

No Connection

connection on Facebook, connect as fans with the fan page. Users, who perceive the
hospital as a source or provider of interesting content, connect as followers. User, who
perceive a hospital as none of both, do not connect on Facebook. Most people might
combine bothmotivations or do not adapt their connection settings adequately. However,
the ratio of fans to followers on a Facebook fan page provides an aggregate indication of
how an organization is perceived by its Facebook community. More concrete, the more
the community perceives a hospital only as an attractive brand (including a willingness
for open visible word-of-mouth activities) but not as a source of attractive content the
higher will be the Fan Follower Ratio (hereinafter referred to as FFR).

In this section, (in regard to RQ1) we developed a concrete understanding of how
Facebook communities might differ in their perception of hospitals and how these
differences are observable directly on the Facebook fan pages with the FFR.

3 Hypotheses Development and Research Model

In a next step, (regarding RQ2) we develop a research model on two different groups
of factors (image strength and identity diffusion) influencing the perception of hospitals
by their Facebook communities. Figure 1 provides an overview of our research model:

Fig. 1. Research model.
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3.1 Image Strength

In the first set of hypotheses, we follow the overall hypothesis that hospitals with a
stronger brand image will show a higher FFR. One important factor influencing the
word-of-mouth willingness of hospitals’ Facebook communities is the image of a hospi-
tal. Image can generally be understood as the sum of attitudes, beliefs, and impressions
that is distributed in a relevant population (Barich and Kotler 1991). Therefore, hospitals
with a positive image and good reputation are trusted and recommended more by their
stakeholders (Wang et al. 2011; Wu 2011). For some Facebook users liking a fan page
of a hospital might be an ambiguous decision with regard to privacy risks as well as to
potential reputation effects resulting of this connection. In such ambiguous situations
people tend to show “herding behavior” by applying a simple social heuristic just fol-
lowing the observable behavior of others (Beier and Wagner 2016b; Duan et al. 2009;
Lee and Lee 2012). Facebook supports such tendencies as it displays for fan pages the
number of fans (size of a community) as well as an aggregate value for the five-star
ratings of the community (reputation within the community). On the one hand, this pro-
vides an external indicator for brand image within a Facebook community. On the other
hand, this also might increase herding behavior.

In a more general context of word-of-mouth marketing several studies have also
observed that users tend more to word-of-mouth activities for an organization or a prod-
uct, the more others already did it (Moe et al. 2012). Furthermore, people are more moti-
vated to be publicly affiliated to organizations, which have higher reputation (Kovács
and Horwitz 2018). This motivation might be enforced by expectations, that word-of-
mouth activities for a reputable organization also might increase one’s own reputation
(Cheung and Lee 2012). Therefore, the visible reputation of a hospital on Facebook is
also a relevant driver of word-of-mouth willingness within their community (Wang et al.
2011). In summary, we expect:

H1a: Hospitals with larger Facebook communities (FB Community Size) will show a
higher FFR on their Facebook fan page.

H1b: Hospitals, which are better rated by their Facebook community (FB Review
Score), will show a higher FFR on their Facebook fan page.

3.2 Identity Diffusion

In the second group of hypotheses, we follow the overall hypothesis that hospitals with
a more diffuse social identity will show a lower FFR. Stakeholders’ word-of-mouth
willingness for a hospital mainly bases on the personal relatedness and identification
with the organization (Medina et al. 2016). Therefore, a more diffuse identity of a
hospital might lead to reduced brand attraction and lower word-of-mouth willingness
for a hospital.

Generally, the organizational identity defines who an organization is. However, this
identity is also related to the boundaries of an organization (Santos and Eisenhardt
2005). We expect two different ways, how hospitals might blur their boundaries and in
doing so diffuse their organizational identity. On the one hand, there is a potential effect
for hospitals to reduce the clarity of their organizational identity externally if they are
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affiliated with a parent group or network (e.g., Hirslanden or Swiss Medical Network in
Switzerland). Although, from an image perspective (especially smaller) hospitals might
benefit from an affiliation with a bigger brand or parent organization (Vollmers et al.
2010). However, the organizational identity of a hospital might also becomemore diffuse
as with the group affiliation it becomes complemented (or blurred) by its additional
identity as part of another organization (Clark et al. 2010; Van Dick et al. 2006). This
might decrease the identification of stakeholders with a hospital.

On the other hand, hospitals’ organizational identities may also erode internally. This
can be the case when internal stakeholders interact intensely in boundary spanning activ-
ities with external partners (Bartel 2001). In Switzerland many hospitals use affiliated
doctors in addition to physicians directly employed by the hospital. These additional
doctors allow to increase service capacities and might foster patient acquisition of hos-
pitals (Kuntz and Scholtes 2013; Liedke et al. 2017). However, they are also external
actors in the hospitals, which might diffuse their organizational identity.

Finally, it can be expected that the regional (or national) health service provision
of a hospital might be a facilitator for the identification of local stakeholders with it.
Furthermore, for many people a local hospital is much more than just a place of health
service delivery, providing regional identification (Jones 2015). Accordingly, hospitals’
organizational identity might also be connected with the local communities in their
region. However, in some cases this connection might be damaged by activities of a
hospital, for instance, if it strongly focusses on foreign patients and medical tourism
(Blum 2015). Such an orientation on stakeholders from outside the regional community
might reduce the perceived connection of the community members (Kaufmann 2017).
We thus expect:

H2a: Hospitals, which externally distort their organizational identity (with an affil-
iation to a group or network), will show a lower FFR on their Facebook fan
page.

H2b: Hospitals, which internally distort their organizational identity (by operating an
affiliated doctors system), will show a lower FFR on their Facebook fan page.

H2c: Hospitals, which weaken their regional/national identity (with a stronger focus
on foreign patients), will show a lower FFR on their Facebook fan page.

4 Data and Method

4.1 Variables and Measurement

Our research model considers two groups of independent variables with regard to image
strength and identity diffusion of hospitals. We measured image strength with respect to
the community size and the reputation of hospitals on Facebook. Therefore, wemeasured
the size of hospitals’ Facebook communities by the mean of the number of fans and
the number of followers of their official Facebook page (“FB Community Size”). This
aggregate value allowed us to measure the connections of Facebook users with a hospital
without distorting the measure towards one specific connection type (fans vs. followers).
Furthermore, we measured reputation of hospitals on Facebook with the overall review
score displayed on the Facebook fan page of the hospital (“FB Review Score”).
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Regarding different types of identity diffusion of hospitals we defined three variables
for our measurement. First, we measured external identity diffusion with a dummy
variable (“Group Affiliation”), taking the value of one for hospitals where we found any
indication on their homepage or in their social media accounts that they are affiliated to a
group or network of other hospitals. Second, with regard to internal identity diffusion we
computed a dummy variable (“Affiliated Doctors”) taking the value of one for hospitals,
which have implemented an affiliated doctor system. Third, we measured hospitals’
weakening of their regional/national identity on the basis of their share of foreign patients
(“Foreign Patients %”).

Additionally, we included several control variables into our analyses. We con-
trolled for the size of hospitals measuring the number of inpatients per year (“Hospital
Size”). Furthermore, we covered with dummy variables different types of hospitals.
We applied hospitals that are established as private companies as reference class. In
contrast to this reference class, we measured with two dummy variables public hos-
pitals (“Public Hospital”) and hospitals established as foundations or associations
(“Found./Association”).

We measured our dependent variable regarding hospitals’ perception by their Face-
book community by means of a fan/follower ratio of a hospital’s Facebook page. This
Fan Follower Ratio (FFR) represents the ratio between Facebook community members
wanting to present their relationship with a hospital and their support on the platform
against the members who prefer to only follow the fan page invisibly for others. More
precisely, we calculated:

Fan Follower Ratio (FFR) = Number of Fans

Number of Followers
− 1 (1)

This specific formula leads to a FFR of 0 if the numbers of fans and followers are equal.
The higher the value of the FFR, the more the fans outweigh over the followers in the
Facebook community of a hospital. Correspondingly, a FFR of 0 indicates a balanced
perception by the Facebook community of a hospital as a provider of valuable content
as well as an attractive brand. The more the value of the FFR is greater than 0 the more
the Facebook community tends to perceive the hospital more as an attractive brand than
as a provider of valuable content. Values below 0 indicate the opposite pattern.

4.2 Data Collection and Sample

We tested our research model with data of all hospitals in Switzerland. For this purpose,
we collected data from two different sources. First, we gathered relevant hospital data
from the official list of the “Federal Office of Public Health” in Switzerland (FOPH) on
key figures for all 283 Swiss hospitals (FOPH 2018). Second, we used the FOPH list to
collect data on the Facebook pages of all hospitals in Switzerland. In line with previous
studies, we collected the Facebook data in a three-step procedure (e.g., Richter et al.
2014; Thaker et al. 2011; Van de Belt et al. 2012; Yang et al. 2018). In the first step,
we searched with Google Search for the official homepages of all hospitals. During this
step we had to reduce our sample to 279. Two hospitals had closed. Another hospital is
listed on the FOPH list as two sub-organizations. This did not allow to merge the FOPH
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data with data of a Facebook page. We found for all remaining 279 hospitals an official
internet homepage. In 96 cases the homepage provided a link to the official Facebook
page of the hospital. In a second step, for hospitals, which did not provide a link to their
Facebook page on their homepage, we also searched via Google Search for the name
of each hospital in combination with the term “Facebook”. In a third step, we finally
searched on Facebook itself for each name of the remaining hospitals.

This procedure resulted in the identification of 163 official Facebook pages (pages,
whichwere not displayed on Facebook as “unofficial”) for hospitals on the official FOPH
list. On these Facebook pages we gathered data on FB Review Score, number of page
likes as well as page followers. The final collection of Facebook data was performed
within three days in September 2018. Information about indications of group affiliations
were obtained from the official homepages of the hospitals as well as from their official
social media presences on Facebook, Twitter, Google+, Instagram, LinkedIn, XING, and
YouTube. Not all official Facebook pages displayed numbers of followers and review
scores. Excluding data sets with such missing values our final sample resulted in 130
complete data sets of Swiss hospitals with an official Facebook page.

4.3 Analytical Approach

In this study we aim to analyze the influence of several independent variables on one
dependent variable (Fan Follower Ratio, FFR). Furthermore, the dependent variable is
a metric variable. Therefore, we test our hypotheses by means of a linear regression
analysis. We also considered potential multicollinearity issues. Therefore, we computed
correlations (Kendall’s tau) between all explanatory variables in our analyses as well
as variance inflation factors (VIF) in our regression analysis. All correlations were less
than 0.35. Correspondingly, nomulticollinearity issues were indicated for our regression
analysis.

5 Results

We present the results of our data analyses in three steps. First, we provide descriptive
statistics on all measures of our research model. Second, regarding RQ1 we present
results on the perception of hospitals by their Facebook communities measured by the
FFR. Third, regarding RQ2 we present the results of our hypotheses tests on basis of a
linear regression.

5.1 Descriptive Statistics

In Table 2 we present descriptive statistics for all non-binary measures of our research
model. Hospital size ranges between 37 and 41’010 patients per year with a mean of
6’326. Facebook communities of the hospitals in our sample are between 31 and 9’994
users with a mean of 1’047 and a median of 591. The hospitals have an average review
score on Facebook of 4.5 with a median of 4.6. The share of foreign patients ranges
between 0 and 67.2% with a mean of 3.8% and a median of 1.1%.

25.4% of the hospitals in our sample are affiliated to a network or parent group and
51.5% apply an affiliate doctors system. Furthermore, 18.5% of the hospitals are public
and 21.5 are run by a foundation or association.
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Table 2. Descriptive statistics (non-binary variables)

Variable Mean Median SD Min Max

Fan Follower Ratio (DV) in % −1.296 −1.069 1.761 −8.399 2.857

Hospital Size (Cont.) 6’326 2’573 8’828 37 41’010

FB Community Size (H1a) 1’047 591 1’424 31 9’994

FB Review Score (H1b) 4.492 4.6 0.5338 1.0 5.0

Foreign Patients % (H2c) 3.878 1.085 9.082 0.000 67.18

Notes: N = 130

5.2 Hospitals’ Perception by Their Facebook Communities (RQ1)

The descriptive data in Table 2 show that the Fan Follower Ratio (FFR) of hospitals in
our sample ranges from aminimumof−8.4 to amaximumof 2.9. Furthermore, themean
(−1.3) and the median (−1.1) are below 0. Correspondingly, hospitals in our sample
have on average more followers than fans. Figure 2 displays the distribution and density
of the FFR in our sample.

Fig. 2. Distribution of the fan follower ratio (FFR) in %; N = 130.

Overall, the hospitals in our sample are by trend perceived more as valuable con-
tent providers than as attractive brands by their Facebook communities. However, the
propensity to show a connection on Facebook to a hospital might be generally lower than
for other brand pages. Healthcare and hospitals are for many people a rather intimate
topic, which they tend less to communicate openly online. For instance, in a study on
the willingness to like a Facebook fan page on influenza vaccination between five and
six percent of the respondents did not want to like the page because others could see it
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on Facebook (Mena et al. 2012). So there might be a general tendency by some people
not to show a connection with a hospital on Facebook.

Furthermore, the values for FFR have a range of 11.3 in our sample. This seems to
be quite a low extent of variation in our data. However, the data only show the cases
where Facebook users who engaged with a hospital fan page actively turned of the “fan”
or “follower” attribute of their connection. The attitudes or intentions toward such a
behavior might be much higher. For instance, under the term “privacy paradox” studies
on user behavior on Facebook show that even so a magnitude of users perceive threads
to their privacy on the platform, much less apply adequate privacy settings in the options
(Jones and Soltren 2005; Kanampiu and Anwar 2018). Often users are not familiar with
optional settings on Facebook features. For our study this means, that even the low
variation in the FFR values might indicate much higher variations in the underlying
perceptions of hospitals. However, at this point this is just an assumption and needs
further empirical research to be clarified.

5.3 Regression Results (RQ2)

In Table 3 we present the results of our linear regression. Effects are displayed
as standardized coefficients. As all variance inflation factors (VIF) are below 2 no
multicollinearity issues are indicated (Dormann et al. 2013).

Table 3. Linear regression (dependent variable = fan follower ratio, FFR)

Explanatory variables Standardized
coefficients

VIF

Hospital Size (Con.) −0.272 *** 1.709

Public Hospital (Con.) −0.105 1.303

Found./Association (Con.) −0.208 ** 1.173

FB Community Size (H1a) 0.424 *** 1.744

FB Review Score (H1b) 0.183 ** 1.124

Group Affiliation (H2a) −0.224 ** 1.231

Affiliated Doctors (H2b) −0.170 ** 1.190

Foreign Patients % (H2c) −0.321 *** 1.369

R2 0.271

Adjusted R2 0.223

Significance 0.000

Notes: N = 130;
*0.1 > p ≥ 0.05; **0.05 > p ≥ 0.01; ***p < 0.01.

Our control variables show that smaller hospitals have a lower FFR. Similarly, hos-
pitals operated by a foundation or association show lower FFRs compared to private
hospitals. Both seems plausible and can be interpreted as that smaller hospitals as well
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as hospitals operated by a foundation or association are less perceived as attractive brands
by their Facebook communities. In contrast, large and private hospitals tend more to be
perceived as attractive brands.

Regarding effects of image strength of hospitals the regression results fully support
our hypotheses. Hospitals with larger Facebook communities (H1a) as well as with
higher review scores (H1b) on Facebook show higher FFRs. Correspondingly, these
hospitals tend to be perceived by their Facebook communities more as attractive brands
than as content providers.

Also all effects regarding identity diffusion of hospitals are fully supported by the
linear regression analysis. More concrete, hospitals affiliated to a group or network
(H2a), operating a system of affiliated doctors (H2b), or with a higher share of foreign
patients (H2c) show significantly lower FFRs. Correspondingly, these hospitals tend to
be perceived by their Facebook communities more as providers of interesting content
than as attractive brands.

6 Discussion and Conclusions

Our statistical analysis provides strong support for all of our hypotheses. Our findings
show how the community perception of hospitals (as valuable content providers or
as attractive (regional) brands) is influenced by the strength of their image and the
diffusion of their organizational identity. Our findings help hospitals to assess their
position in their Facebook community better and to adapt their intended roles as well as
their strategies, content, or behavior in accordance to that. This might support hospitals
in a more dialogic evolution of their organizational identity (Theunissen 2014). On the
one hand, own Facebook fan pages provide hospitals a valuable channel to express their
own organizational identity to their internal and external stakeholders. On the other hand,
own Facebook fan pages also support hospitals in learning more about themselves and
how they are perceived by their stakeholders in their Facebook community (Devereux
et al. Devereux et al. 2017).

The Fan Follower Ratio (FFR) presented in this study, provides an easy applicable
metric for such purposes. Research and practice so far mostly applied only fan page likes
as anoverallmetric for community engagement (e.g.,Azar et al. 2016; Phelan et al. 2013).
Only few studies included follower numbers on Facebook fan pages or analyzed fan and
follower numbers together (e.g., Cao and Smith 2018). On the one hand, page likes
are the stronger metric for a strategic focus on brand marketing and intended word-of-
mouth effects in Facebook activities of organizations. On the other hand, both measures
(fan and follower numbers) show highly correlated values, which is why most studies
might have neglected follower metrics in statistical analyses. However, in the context of
community perception the FFR (as a combination of fan and follower numbers) might
be more beneficial than the usual applications of only fan (or follower) numbers.

This study presents first considerations and empirical results on Facebook commu-
nity perception on basis of the FFR. The study and its results are rather of exploratory
character as the study faces some significant limitations. One main limitation is the one-
sided focus of the research model on brand image. Basically, the FFR is conceptualized
to measure the balance between users, who are attracted to the fan page by the brand
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image, and users, who are just interested in the content of the page. In this regard our
research model is quite unbalanced, as all hypotheses only address patterns showing
effects via brand attractiveness. In all hypotheses of the current model, the perception
of fan page content is only covered as “ceteris paribus”. Future research should enhance
the model with hypotheses on content of hospitals’ fan pages and its perception by their
communities.

Another main limitation is that the FFR is a rather abstract measure with several
unobserved effects, which can only be assumed at the current state of the model. For
instance, the empirical analysis only applies aggregate numbers of fans and followers,
but the overlap of users being both is unknown. Furthermore, the resulting numbers
of adapted settings of users’ fan page connections might be biased, for instance, if the
ability or motivation to adapt the connection settings differ between only fans and only
followers of a fan page.More research is needed on how in detail users connect and relate
to hospitals via Facebook. Applications of the Theory of Planned Behavior (Ajzen 1991)
could explain in more detail how users develop intentions to adapt the settings for their
connection with a Facebook fan page of a hospital and what behavior they finally show
(Saeri et al. 2014).

Overall, this study provides some initial ideas and first empirical results on how
hospitals are perceived by their Facebook communities and how this perception is influ-
enced by the image strength and identity diffusion of the hospitals. However, more
detailed (especially qualitative) research is needed to further develop knowledge and
understanding of the topic.
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Abstract. Background. Topic modelling is a method of automated probabilistic
detection of topics in a text collection. Use of topic modelling for short texts,
e.g. tweets or search engine queries, is complicated due to their short length and
grammatical flaws, including brokenword order, abbreviations, and contamination
of different languages. At the same time, as our research shows, human coding
cannot be perceived as a baseline for topic quality assessment. Objectives. We
use biterm topic model (BTM) to test the relations between two topic quality
metrics independent from topic coherence with the human topic interpretability.
Topic modelling is applied to three cases of conflictual Twitter discussions in three
different languages, namely the Charlie Hebdo shooting (France), the Ferguson
unrest (the USA), and the anti-immigrant bashings in Biryulevo (Russia), which
represent, respectively, a globalmultilingual, a largemonolingual, and amid-range
monolingual type of discussions. Method. First, we evaluate the human baseline
coding by providing evidence for the Russian case on the coding by two pairs
of coders who have varying levels of knowledge of the case. We then measure
the quality of modelling on the level of topics by looking at topic interpretability
(by experienced coders), topic robustness, and topic saliency. Results. The results
of the experiment show that: 1) the idea of human coding as baseline needs to
be rejected; 2) topic interpretability, robustness, and saliency can be inter-related;
3) the multilingual discussion performs better than the monolingual ones in terms
of interdependence of the metrics. Conclusion.We formulate the idea of an ‘ideal
topic’ that rethinks the goal of topicmodelling towards finding a smaller number of
good topics rather instead of maximization of the number of interpretable topics.

Keywords: Twitter · Inter-ethnic discussions · Topic modelling · Ideal topic ·
Topic quality · Human coding

1 Introduction

The studies of large text corpora via automated detection of topicality are a growing
area of social research. Topic modelling is a probabilistic tool for discovering non-
evident topics in a collection of texts. After the potential of topic modelling for Twitter
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has been proven [1], it has become a separate and growing area within topic detection
research. Several works have shown that topic modelling of Twitter data is suitable for
both detection of hidden discussion topics and data pre-processing aimed at reducing the
topical dimensionality of the studied corpora [2, 3], as well as for a range of comparative
tasks. In both capacities, it has already been applied to practical tasks like drug use
analysis [4] or assessment of popular behavior during natural disasters [5, 6].

But, despite the promise, topicmodelling is highly problematic when applied to short
texts [7], especially of the oral-written nature [8] often met online, of which Twitter is
exemplary. Short texts, including Twitter posts (tweets), are today a popular form of
public speech online, but their nature creates substantial obstacles tomodelling topicality
in Twitter corpora of virtually any size.

Topic modelling algorithms for the English language on Twitter have been explored
widely, even if not extensively. Several models beyond LDA with Gibbs sampling, such
as vector models or pLSA, as well as extensions for LDA, have been proposed. In most
cases, classic unsupervised LDA performed worse than extended LDA or other models
like biterm topic modelling (BTM). But, in some cases, LDA is used unquestioned, with
results interpretable enough; this is why we will compare LDA which is in wide use
with two other models described below.

Till today, comparative works on Twitter topic models for various languages beyond
English remain very rare, mostly focusing on German and Spanish. Comparative studies
of topic modelling for the francophone segment of Twitter are truly scarce, and, for the
Russian-language Twitter, except for the earlier pilot works by our working group [1,
2, 9], are almost non-extant. For a rare comparative work on five languages including
French and Russian. This work, similar to ours in its goals, tests three models of topic
detection, including the authors’ own development, and tests them by human coders and
objectivemeasures. The paper reports the comparative results on topic coherence and the
so-called ‘utility’ of topic clusters (not topics!) without explaining how utility relates to
human interpretability (whether this actually is interpretability or not). The authors also
claim that their own model performs better than both LDA and BTM, but they do not
reveal its full details for that would allow for comparison of the algorithms. Moreover,
the results are not presented in full but, e.g. for all the languages beyond English, only on
LDA and the authors’ model. Due to these reasons, we will look to French and Russian
to once again compare the quality of topic detection.

Another gap in the current research on Twitter topics detection is that, except for
e-health and natural disasters, issue- or event-oriented discussions are practically not
studied. The methodological papers, including [10], do a lot to avoid limitations to
overall Twitter topicality and work with large data that contain all possible topics. But,
within a case-oriented discussion, detection of topics must be seriously complicated by
the fact that the inner sub-topics share very similar lexicons.

To partly cover these gaps, we have taken under scrutiny three conflictual cases in
three different countries, as they have provoked the respective Twitter discussion of a
large scale but at the same time were focused enough for our experiment. In our earlier
research, we have applied unsupervised LDA, aswell asWNTMandBTM, to these three
cases (see below), with BTM showing the best results by automated quality assessment
metrics, namely Umass and NPMI [2]. But here we need to re-discuss our conclusions
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and juxtapose them to other, more subjective quality metrics such as topic saliency and
human interpretation. Also, we try to seewhether topic saliency and topic interpretability
are linked to each other; to our best knowledge, this idea has not yet been explored by
the academic community.

The remainder of the paper is organized as follows. In Sect. 2, we discuss the topic
modelling algorithms that we use and the results we have received by applying the auto-
mated quality metrics and human coding, with the conclusion to reject both baselines.
In Sect. 3, we present our ideas on the two other measures of topic detection quality,
namely topic saliency and topic robustness. Section 4 serves for describing the cases and
formulating the hypotheses. Section 5 provides the description of methods. In Sect. 6,
we present the results and discuss them. To conclude, we formulate our idea of the ‘ideal
topic’.

2 Human and Automated Evaluation of Quality: Rejection of Both
Baselines

2.1 Automated Quality Assessment

For automated quality assessment, we have used the coherence metrics that have gained
popularity in the recent academic research, namely Umass and normalized PMI (NPMI).
As we have shown in our earlier pre-tests, by both metrics, we have seen BTM to be
performing better than the two other algorithms [2].

But, after preliminary evaluation by human coders, we have seen that there are
problems in topic interpretation that are not captured by the topic coherence metrics.
Thus, the problems that we have discoveredmay be summarized as follows: 1) seemingly
low number of interpretable topics; 2) a relatively big number of topics too similar to
each other; 3) one-retweet-based topics gathered around one popular tweet rather than
around a real topic in the discussion; 4) chained topics that unite several micro-themes
but are non-clear to the human coders.

2.2 Human Coding and Its Artifacts

Interpretability is understood here as an ability of a human coder to say why the topic
descriptors (the most relevant words that describe the topic) stay together in a given
topic. This is a traditional and ultimate metric of topic quality, as human interpretability
is the ultimate goal of the whole modelling procedure. But this metric is non-feasible if
the number of topics in multiple runs of the algorithms is overwhelming.

Interpretability is really hard to measure in an objective way. Moreover, below we
show that human coding is critically dependent on three types of knowledge: that on the
case, that on method, and that on the dataset. The difference in preparation to coding
critically alters the coding results.

In Table 1, we show the coding results for three pairs of coders: unexperienced coders
who have no detailed knowledge on the case, unexperienced coders who have received
detailed instructions on the case and a lot of background knowledge, and members of
our working group who have knowledge on the case, the dataset, and the algorithms.
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Table 1. Human coding of the Russian dataset, 100 topics: the artifacts of coder training

Unexperienced Trained Experienced

Coder 1 Coder 2 Coder 1 Coder 2 Coder 1 Coder 2

LDA 33% 11% 65% 94% 53% 63%

WNTM 12% 11% 75% 92% 76% 73%

BTM 22% 8% 88% 86% 76% 83%

As we see from Table 1, the coding result is, indeed, highly skewed by the coder
background knowledge. Also, experienced coders from the working group show the
tendency to give out a more balanced coding output, as they are more strict on the
method performance and do not imply the inner grammar relations to the topics, filtering
interpretability by the knowledge on the internal discourses in the dataset.

Thus, we see both automated dataset-level and human-based topic-level metrics to
be unreliable in terms of finding ‘real topics’. This is why we suggest two other metrics
and test their interconnectedness with human interpretability, to be able in future to
substitute human coding by measuring these metrics.

3 Topic-Level Quality Assessment: In Search of Independence
Form Human Eye

Thus, we have decided to introduce topic-level metrics of quality of topic modelling
and test whether human interpretability will be related to them; we do it in an attempt
to find topic-level metrics to substitute human coding without the necessity to assess
the quality of the algorithm. At the same time, we still consider the well-known tf -idf
metric relevant for topic quality detection and will test our metrics against it in future.

3.1 Topic Saliency

The idea of topic saliency lies in the fact that, for various time slots within a discussion,
different sub-themes may emerge as the leading ones. Saliency is calculated in the
following way. Each document in the dataset is assigned a topic distribution; then, based
on the time of publication, the topic distributions in the tweets are summarized, and, for
each topic, the saliency is calculated as the sum of the tweets belonging (with a certain
probability) to the particular topic. Since the intensity of the discussion may vary in
time, the overall topic saliency for all topics may vary (from 0 to 1, in our case). We have
used a 24-h step and measured the topic saliency for each day in aggregate. This strategy
constitutes one of the limitations for our study, as the French dataset encompasses four
days only, due to its overwhelming volume (see below); in future, for the 4-day French
dataset, we plan to change the step and conduct an hourly analysis.

To our best knowledge, topic saliency has not yet been discussed in the literature as a
possible quality metric for topic modelling. But, by commonsense logic, topic saliency
should be related to topic interpretability: the more salient a topic is, the bigger it is
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within the dataset and must be easier to interpret. And, if so, topic saliency may in future
be seen a quality metric – a proxy for understanding topics by human coders.

3.2 Topic Robustness

Topic robustness shows whether the topic is composed of a relatively large number
of relevant texts/words. We will look at the relevance levels of topic descriptors (top
words). The relevance is, basically, the extent to which a particular word belongs to a
given topic, depending on how many times it is met in the topic-relevant tweets; the
relevance is measured 0 to 1. There is no clear agreement in today’s research what
relevance is to be considered high; this metric is dataset-dependent and thus needs to be
assessed for each topic depending on the highest levels for a given run of topicmodelling.
Usual values for word relevance range from 0.01 to 0.1 for short-text small datasets to
0.001 to 0.05 for longer-text larger datasets.

Topic robustness, thus, combines two internal parameters: the word relevance to a
topic and the number of relevant words in a topic. Robust topics are those who have
many highly relevant words; it means they attract a lot of similar texts. We will provide
the exact measurements for topic robustness in Sect. 5. But topics with lower robustness
must not be viewed as ‘bad’: robustness highly depends on the nature of the discussion.

We will check the relationships between these metrics, to see how one can describe
an ideal topic: a robust, understandable, salient one – and assess which datasets
(bigger/smaller, monolingual/multilingual) provide for a bigger quantity of ideal topics.

4 The Cases Under Scrutiny and the Research Hypotheses

Here, we describe the cases we work with, which will help formulate the hypotheses.
For this research, we work with the datasets from Twitter on the three cases:

– Anti-immigrant riots in the Moscow district of Biryulevo, Russia, 2013: number of
users who published tweets – 3574, total number of user messages – 10215;

– The Ferguson unrest, USA, 2014: number of users who published tweets – 70018,
total number of messages – 193812;

– The Charlie Hebdo shooting, France, 2015: number of users who published tweets
– 238491, total number of messages – 505069.

The datasets are highly uneven in volume, and thus we had conducted pre-tests of
the number of topics that would provide the most interpretable results and, at the same
time, remain comparable. We ran the topic modelling for all the three cases with the
BTM algorithm for the following number of topics set arbitrarily: for Biryulevo, 10, 50,
and 100; for Ferguson, 50, 100, and 200; for Charlie Hebdo, 100, 200, and 400 topics.
We have pre-tested their interpretability for small numbers of topics for each run (10 to
20), and we have seen that, for 100 topics, the results may be comparable. This is why
we will further on use the 100-topic runs for comparing the quality assessment results.

Having in mind the aforementioned metrics for quality assessment and the number
of topics in each run, we have set the following hypotheses:
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H1.Human-based interpretabilitywill correspond to the volumeof the dataset: the bigger
the dataset, the more interpretable the topics are.
H2. Human-based interpretability will be higher for monolingual discussions (Russia,
the USA) than for multilingual discussions (France).
H3. More interpretable topics will have higher saliency in all the datasets.
H4. More interpretable topics will show higher robustness in all the datasets.
H5. More robust topics will have higher saliency in all the datasets.
We note that H1 and H2 are mutually exclusive.

5 The Research Methods

Here, we will in short describe the methods we use to test the hypotheses. As tour
data collection has been well-described in our previous works, we will only provide the
description for the methods directly used in this paper.

For H1 and H2, we have worked with native speakers as human coders. Unlike in
other research, we do not test the inter-rater reliability for the coders and then let them
code separate segments of the task. Instead, two coders were asked to code the topic
descriptors independently, and then, their inter-coder reliability was checked. We used
this to see how divergent the opinions of the coders could be and whether the number of
interpretable topics corresponds to earlier studies of longer texts, e.g. Russian blogs [3].
Thus, six coders were instructed to code the topics as interpretable or non-interpretable
based on the abovestated assumption of comprehensibility of why the topic descriptors
stay together in a particular topic. Then, the number of interpretable topics for each coder
and the meta-coding results were calculated. Each topic was assigned an interpretability
index of 0 (non-interpretable for both coders), 1 (interpretable for one coder), or 2
(interpretable for both coders).

In case of France, multi-lingual coders had to work (those who could recognize
English, French, Spanish, Italian, German, and, with additional help, Russian). Finding
such coders constitutes a separate problem in assessing the quality ofmultilingual global-
scale discussions. We consider the procedures of assignment of meaning comparable for
Russia, the USA, and France, as interpreting the topic descriptors requires simple word
recognition procedures and basic knowledge of language(s), which makes recognition
of a top word the unit of interpretation, disregarding the language belonging of a word.

For H3, topic saliency was automatically calculated based on the modelling results,
and the saliency thresholds were defined based on the overall saliency picture for a given
case. But, as the saliency measurements have shown, topics could be considered salient
if they reached circa 30% of the overall saliency of topics in a given day. Then each topic
was assigned a saliency index of 0 (the topic has never reached over 30% of the overall
saliency for a particular time slot), 1 (the topic has at least once reached over 50% of
saliency for a particular time slot), or 2 (the topic stably reached over 50% of saliency
in at least 30% of the overall time span for the case). Then, Spearman’s rho was used to
see the dependencies between topic interpretability and topic saliency.

For H4 and H5, we have calculated the topic robustness for each topic. First, we have
calculated the word relevance and have established 0.02 as the high relevance threshold.
Then, we have introduced the robustness score: if a topic has no top words with the
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relevance reaching 0.02, it is non-robust (0); if there are up to 5 words of the relevance
of 0.02 or higher, the topic is acceptably robust (1); if there are more than 5 words with
the relevance of 0.02 or higher, the topic is fully robust (2).

6 Results and Discussion

H1.We have presupposed that the datasets with a bigger amount of tweets will provide
for better topic extraction, if the number of topics is the same. But H1 has to be rejected,
as we have found that the number of highly interpretable topics was almost the same for
all the datasets: 45 of 99, for Russia; 40 of 96, for the USA; and 41 of 100, for France
(topics on non-Russian and non-English were eliminated from the first two cases). Thus,
we do not observe any growth of interpretability for bigger tweet collections.

H2.The same goes for H2: we do not observe higher interpretability for monolingual
cases, given that the coders understand the languages of the multilingual discussion.

Rejection of H1 and H2 is telling, as it provides input for understanding the nature
of topic interpretability on Twitter using BTM. Only circa 40−45% of the topics get
surely interpreted, which needs to be addressed in the future research. In the French
case, most non-interpretable topics were composed by tweets in different languages,
first and foremost French, English, and Spanish. The algorithm that puts the tweets
in different languages into one topic is still to be analysed, to prevent the mixing of
languages in future. Another problem discovered both in the ‘international’ topics and
in the francophone one is the over-abundance of pronouns, service words and particles
as top words. In the biterm-based approaches, eliminating them from the pre-processed
dataset would significantly change the clustering results; but maybe a decision here is
simple – they should not be allowed to the lists of topic descriptors, thus leaving more
space to the meaningful top words.

H3–H5. For the results for H3 to H5, see Table 2.

Table 2. Topic quality metrics and their interdependence for the three datasets

Russia The USA France

Interpr. Saliency Rob. Interpr. Saliency Rob. Interpr. Saliency Rob.

Interpretability – −0,080 0,064 – 0,226* 0,192 – 0,337*** 0,396***

Saliency −0,080 – 0,261** 0,226* – −0,086 0,337*** – 0,345***

Robustness 0,064 0,261** – 0,192 −0,086 – 0,396*** 0,345*** –

Note. * - p ≤ 0, 05; ** - p ≤ 0,01; *** - p ≤ 0,001.

Table 2 does not provide for any systematic picture of the interdependence of the
three topic quality metrics. Our hypotheses were formulated the way that they demanded
a clear picture, which is not always the case in practice. In the way they are formulated,
they have to be rejected; but important conclusions can be drawn.

Thus, more interpretable topics are more salient in the US and French cases. This
might have to do with the dataset volume. And the French case, despite its multilingual-
ism, shows that the three aspects of the topic detection quality may be interdependent.
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The correlations for the French case are stronger than for the monolingual cases, and this
definitely demands future research on how multilingual discussions are constructed in
terms of topicality andwhy themultilingual discussions performbetter thanmonolingual
ones, which is quite counter-intuitive.

To conclude, we underline the following. Putting our results against previous
research, we need to state that interpretability for Twitter is significantly lower than for
longer-text datasets (cf. [3]). Also, looking at topic/dataset characteristics like robustness
and saliency may provide for better understanding of the nature of an ideal topic. In all
300 topics we have assessed, only 7 were all robust, salient, and well-interpretable.
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Abstract. The replication crisis has further eroded the public’s trust in
science. Many famous studies, even published in renowned journals, fail
to produce the same results when replicated by other researchers. While
this is the outcome of several problems in research, one aspect has gotten
critical attention—reproducibility. The term reproducible research refers
to studies that contain all materials necessary to reproduce the scientific
results by other researchers. This allows others to identify flaws in cal-
culations and improve scientific rigor. In this paper, we show a workflow
for reproducible research using the R language and a set of additional
packages and tools that simplify a reproducible research procedure.

Keywords: Reproducible research · Replication crisis · Literate
programming

1 Introduction

The scientific database Scopus lists over 73,000 entries for the search term “repro-
ducible research” at the time of writing this document. The importance of mak-
ing research reproducible was recognized in the early 1950s in multiple research
subjects. And with the reproducibility project, the Open Science Foundation
[26] found that merely half of all studies conducted in psychological research can
be replicated by other researchers. Several factors have contributed to this prob-
lem. From a high-level perspective, the pressure to publish and the increase in
scientific output has lead to a plethora of findings that will not replicate. Both
bad research design and (possibly unintentional) bad research practices have
increased the number of papers that hold little to no value. More than half of
researchers agree that there is a severe reproducibility crisis in science according
to Baker [3] and her article in Nature. The study also found that problems for
reproducibility include: a lack of analysis code availability, a lack of raw data
availability, and problems with reproduction efforts.

2 Problematic Research Practices

One problem that is often mentioned is HARKing [16] or “hypothesizing after
results are known”. When multiple statistical tests are conducted with a normal
c© Springer Nature Switzerland AG 2020
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alpha-error rate (e.g., α = .05), it is expected that some tests will reject the
null-hypothesis on mere randomness alone. Hence, the error-rate. If researchers
now claim that these findings were their initial hypotheses, results will be indis-
cernible from randomness. However, this is unknown to the reviewer or reader
who only hears about the new hypotheses. HARKing produces findings were
there are none. It is thus crucial to determine the research hypothesis before
collecting (or analyzing) the data.

Another strategy applied (often without ill intent) is p-hacking [13]. This
technique is widespread in scientific publications and probably already is shifting
consensus in science. p-hacking refers to techniques that alter the data until
the desired p-value is reached. Omitting individual outliers, creating different
grouping variables, adding or removing control variables—all these techniques
can be considered p-hacking. This process also leads to results that will not hold
under replication. It is crucial to show what modifications have been performed
on data to evaluate the interpretability of p-values.

When researchers already “massage” the data to attain better p-values, it
is additionally bad that many researchers do not understand the meaning of
p-values. As Colquhoun [9] found, many researchers misinterpret p-values and
thus frame their findings much stronger than they really are. Adequate reporting
of p-values is thus important to the interpretability of results as well.

Lastly, scientific journals have the problem that they are mostly interested
in publishing significant results. Thus contradictory “non-findings” seldom get
published in renowned journals. There is little “value” for a researcher to publish
non-significant findings, as the additional work to write a manuscript for some-
thing like arXiv does often not reap the same reward as a journal publication.
This so-called publication bias [29] worsens the crisis. As now only significant
findings are available. It is thus necessary to simplify the process of publishing
non-significant results.

3 Reproducible Research Workflows

Many different solutions to this process have been proposed to address these
challenges (e.g., [22,37]). However, no uniform process exists that allows the
creating of documents and alternative reproducibility materials in one workflow.

In this paper, we demonstrate a research workflow based on the R-language
and the R Markdown format. This paper was written using this workflow and
the sources are freely available online (https://www.osf.io/kcbj5). Our work-
flow directly addresses the challenge of writing LNCS papers and a compan-
ion paper website (https://sumidu.github.io/reproducibleR/) that includes addi-
tional material and downloadable data.

In this paper, we will focus on the following aspects:

– Creating a reproducible research compendium using RMarkdown
– Using GitHub and the OSF to make research accessible
– Packages that simplify research in RStudio

https://www.osf.io/kcbj5
https://sumidu.github.io/reproducibleR/


Making Reproducible Research Simple Using RMarkdown and the OSF 29

We assume that the reader is somewhat familiar with the R Programming
language and knows that scientific analyses can be run using computational tools
such as R, Python, Julia or others. The guidance in this paper addresses the R
user.

3.1 What Is Reproducibility?

The Open Science Foundation (OSF) speaks of three different kinds of repro-
ducibility [24]. Computational reproducibility refers to the quality of research
that when other researchers get access to your code and data that they will
be able to reproduce your results. Empirical reproducibility means that your
research has sufficient information that allows other researchers to recreate your
experiments and copy your study. Replicability refers to the quality of an outcome
and a study, meaning that given that you were to reproduce the experiment, you
would also reach the same outcome. In this article, we provide tools for the first
type of reproducibility only, as the latter are both dependent on your research
content not exclusively on your procedure. It is important to note that creating
computationally reproducible research is important, but it is also worthless when
basic concepts of methods and research processes are ignored. If you measure
incorrectly, your result may reproduce, but the finding may be wrong anyways.
Hopefully, when you are using the suggested workflow here, others will be able
to point out mistakes to you more easily.

4 Writing a Research Compendium

The central aim of a research compendium is to provide all data and information
necessary to allow others to reproduce your findings from your data [12]. There
are several different ways of achieving this but a central theme of a research
compendium is to organize data in a meaningful fashion. Since we are addressing
R users, it makes sense to consider possible computing environments for R first.

You can find detailed information on how to create a research compendium
online here https://research-compendium.science/.

4.1 Why R and RMarkdown?

R is the de-facto standard when it comes to statistical analysis tools that are
open source and free to use. In economics and the social sciences, similar tools
that provide a GUI like SPSS are used with one immediate downside for repro-
ducibility. If your analysis toolkit is proprietary, other users will not be able to
reproduce your work without a significant investment.

Moreover, using a GUI makes it untraceable—even to yourself—what anal-
yses you have conducted later. You might have manually deleted a row with
broken data, or might have recoded a typing error in your data manually. If this
is not documented, this information is lost. Using a language like R, where every

https://research-compendium.science/
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change of the data corresponds to a line of code, no accidental “quick fixes” will
get lost over time. R also provides a rich set of tools for reproducible research
on CRAN1.

4.2 Literate Programming

RMarkdown is a tool that is extremely helpful for researchers, as it allows us
to combine analysis code with regular text. This document was written using
RMarkdown and integrating some analysis code in between. RMarkdown is a
literate programming approach. The documentation of code is equally necessary
for understanding the code, as the code itself. By interleaving code and text, the
intentions of the developer are implicitly communicated. Python and Julia have
similar approaches by using Jupyter notebooks.

RMarkdown allows not only for the integration of text and figures directly
from code, but it also allows writing in an abstract format. A single document
(such as this) can be rendered to various output formats. In this case, it is
rendered to the LNCS styled Latex output format, as well as to a website using
bootstrap. The benefit is that text and code are reusable, so when papers get
rejected no excessive reformatting has to be made. Formatting is done using
Markdown (see here2 for a tutorial). Code and analyes are interleaved in text
in so-called “code chunks”. Code chunks can contain R code, but also code from
other languages (e.g., Python).

4.3 Project Workflows

The most popular integrated development environment (IDE) for R is RStudio.
RStudio comes with a license that allows researchers to freely use it for scientific
purposes and it integrates many of the tools described in this paper. The first
strong tool for reproducible research using R is using RStudio projects.

RStudio projects contain information about where your code, your data, and
your output should reside on your computer. The benefit of RStudio projects is
that they contain relative path information, so when another user installs your
project on their computer, it should work without a problem. Since you need
to refer to files in some cases, even relative paths work well. The here package
provides a helpful tool to access data relative to the project main directory. This
works on Linux, Windows, and Mac computers.

4.4 Package Management

Another key requirement for computational reproducibility is that the software
versions on different computers actually produce the same analysis. This is most
safely achieved by keeping all libraries in the same version as in the original anal-
ysis. Sometimes libraries change their features and this can render old projects
1 https://cran.r-project.org/web/views/ReproducibleResearch.html.
2 https://www.markdowntutorial.com/.

https://www.markdowntutorial.com/
https://cran.r-project.org/web/views/ReproducibleResearch.html
https://www.markdowntutorial.com/
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unusable. Using package management is not only a necessity for computational
reproducibility, but it is also helpful for yourself when you get back at a project.
There are several tools in the R universe that address this challenge. All of them
have different efforts involved and provide different benefits.

The packrat package [32] comes integrated into RStudio and allows you to
create a localized copy of the used libraries in your analysis. Packrat even down-
loads sources of these packages and allows using libraries from different sources
(CRAN, GitHub, etc.). Packrat provides a function (packrat::bundle()) to
pack everything into a shareable file. However, packrat sometimes has problems
with multiple RMarkdown files in the project, causing it to re-render all docu-
ments to infer the used packages. In these cases packrat is not a viable solution.
When you find your project becoming very slow, it might make sense to remove
packrat.

This is where the renv package [31] comes into play. It is a simplified version
of package management and runs relatively reliable even with multiple RMark-
down files in the project. By calling renv::init() a lock file is created that
contains information on all packages used in the project. It does, however, not
download sources, so it will only work if the packages you use are expected to
be available in the future as well.

Neither of these options though addresses the challenge of using the same R-
version or the same operating system. Differences between Windows and Linux
could yield different results in the future. This is where docker comes into play.
Docker is a light-weight virtualization software that allows you to run a virtual
machine based on other users’ machine images. It also provides a sharing plat-
form for these images. Rocker provides a set of default virtual machine images3
that contain both a fixed R version and a set of libraries usable in research. By
adding a dockerfile to a project, you can create a definition of your project
that will build a matching machine image. Docker does require the user to install
the docker software on their machine.

There are options for sharing your run-time environment without asking
other researchers to install any software. RStudio comes with a cloud version that
can (currently) be used for free if the projects are either private or completely
public. By running your project in rstudio.cloud and sharing the public link
to a project, others can create copies of your run-time environment in their
rstudio.cloud account.

An even simpler version is the use of binder. Binder can be set up to
automatically build your project on a virtual machine and provide an RStu-
dio instance on the virtual machine that has access to your project. However, to
make this work, you need to use a version control system, more specifically
you need to use GitHub with your project. The auto-generated binder link
from the www.mybinder.org website can be extended to use RStudio by adding
?urlpath=rstudio to the URL. You can have a lookt at the readme of this
project on GitHub to see how it is done.

3 https://github.com/rocker-org/rocker.

www.mybinder.org
https://github.com/rocker-org/rocker
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4.5 Writing Articles Using rmdtemplates

The package rmdtemplates [7] provides templates for writing RMarkdown files
that adhere to the Lecture Notes in Computer Sciences series. It also contains a
template for an open data website. This website allows creating a reader-friendly
version of your paper to send around. Moreover, you can add additional analyses
in the open data website which can then be added as supplementary materials to
your paper. You must ensure though that copyrights are respected when sharing
the written content of your paper.

Key benefits of the rmdtemplates package are that it supports to automati-
cally generate citations for the R packages that you use. RMarkdown uses bib-
files to store your references. To make referencing easier, install the citr [2]
package in RStudio to enable a GUI to use references from your library. Citr
allows connecting your Zotero database and using those references as well.

5 Open Data and Open Code

One key idea of reproducibility is making data and analysis code openly available.
Sharing your code allows other researchers to inspect it and verify that your
results are valid conclusions from your analyses. Research and statistical analyses
are complex processes and mistakes are bound to happen sometime. Mistakes
are less severe when they can be retraced and results adapted. Sharing your
data allows other researchers to see what other information might have been
undiscovered by your analyses. Studying open data can be used to explore new
theories, used in meta-analyses and be used in teaching settings. Typically data
is released under the CC0 license, making data part of the public domain.

5.1 Data Sharing and Anonymization

Sharing data is not just uploading your data to a website. First, several consid-
erations must be made before data can be shared. The most important question
is: “Does my data contain personal information?” Any data that was collected
on human subjects potentially contains personal information. This has several
implications.

First, you must ask whether the participants agreed with data sharing. Typi-
cally, participants sign data waivers allowing researchers to use data for scientific
purposes. It is important to inform participants about the possibilities of sharing.

Second, information on people can be damaging to these people upon release.
By allowing others to utilize your data, you must consider possible threats to
your participants before deciding what data to release. It is crucial to inform
yourself about data and anonymization before carelessly releasing information.
For example, releasing information on your participants when they were students
from a certain semester might leave individuals identifiable in your data set.
Thus it may be necessary to either anonymize your data or to limit additional
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information on data gathering procedures (or both). It makes sense to speak to
an expert on anonymization about this topic and to ask for permission from your
organization’s ethics board.

K-Anonymity. The simplest form of anonymity can be generated if all quasi-
identifiers of a person appear mulitple times in the database from several other
persons. Each person is then represented by the same data attributes so that
each person can no longer be distinguished from other persons with the same
attributes. This concept is called k anonymity [1]. If at least k persons exist in a
given data set, who are identically represented in terms of their quasi-identifiers,
the data is k-anonymized. Each person is now in an equivalence class of at least
k − 1 other people who share the same quasi-identifiers.

This method provides an intuitive version of privacy that is both algorith-
mically simple to implement and easy to explain to the participant. Technically,
we can simply add noise to the data to enhance privacy. For example, we can
remove the last digits of postal codes (data deletion) until at least k equal entries
exist for each postal code. We can also store age groups instead of birth dates
(data aggregation).

The advantage of this method is that our data is only slightly changed, as
only the quality of the data is reduced. One problem is not solved with this
method. It could be that the combination of quasi-identifiers and sensitive data
could still be too informative for an external attacker. An insurance company
might want to know that all persons from a region aged 65 and older suffer from
heart disease. Even if no person is de-anonymized in this scenario, all persons in
the data set may suffer from the consequences of possible secondary use of the
data.

The most important finding of k-anonymity is that the most important prob-
lem in anonymization is not user identification, but data sensitivity and the
possibilities of secondary use. For this purpose l-diversity [20] or t-closeness [19]
may be considered. A package for R that provides an interactive tool for applying
anonymization techniques to a data set is the sdcMicro [30] package. Another
option is the anonymizer [14] package which provides methods for detecting
potentially identifying information and replacing it with hashes.

Differential Privacy. Often other scientists are not interested in individual
data. If only the statistical properties of a data set are interesting, it should be
easy to ensure the privacy of individuals. However, it is still possible to obtain
sensitive information about individual users by repeatedly querying a database.

Attackers can combine multiple queries to narrow down sensitive information
about individuals. The idea behind Differential Privacy is to establish a privacy
budget [11]. Whenever statistics are calculated on the data, the amount of infor-
mation in these statistics is deducted from this privacy budget. This is achieved
by replacing data with noisy data. This means that two identical database queries
will most likely yield different results. The more queries are received, the more dif-
ferent the results become until the database returns only noise. The database must
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now either be discarded or new data must be collected to increase the budget for
data protection.

The advantage of Differential Privacy is that there is a mathematically guar-
anteed privacy for each user. It is therefore impossible to gain knowledge about
individuals from the retrieved information [18].

5.2 GitHub and Git

Sharing of code is a procedure that is natural to computers scientists, as almost
all larger software products are team efforts. GitHub has crystallized as the de-
facto standard of sharing code for open-source software. What is GitHub and
how do you use it?

First, we must understand Git. Git is a version control software (VCS). Git
allows you to keep track of changes in your files. It allows you to store individual
changes as so-called commits. Each individual commit can always be restored
from the git repository on your computer. This gets read of the challenge of
keeping multiple version files of a document. Git works completely locally, so
you can move project folders that are tracked by git around on your computer
or someone elses computer, without losing tracking information.
RStudio is completely integrated with Git, so committing new versions of your
project is as simple as a click. Git has proven to be the most valuable tool in
literate programming for science [6].

GitHub is a website that provides free repositories for open source software
or open-source research. GitHub allows you and your collaborators to work on the
same project asynchronously. By uploading (called pushing) your local git repos-
itory to the public GitHub repository your collaborators or other researchers get
access to this project. These people can now download the repository (called
pulling) to their computer and work on the project or reproduce your analysis.
Git has extensive mechanisms for merging your progress and your collaborator’s
project progress. Changes can be integrated on a line-by-line basis. Thus it is
best to break lines in your code frequently.

It is important to note that GitHub is not the best place to store your data.
Individual files are limited to 100 MB and projects are limited to 2 GB.

GitHub Readme. Beyond providing a publicly available place to store your
analysis code. GitHub serves as a publicly accessible website for your research
project. It is recommended to upload a README.md file that contains basic infor-
mation about your research project. It could contain a DOI of the published
article, it could contain links to other parts of the project such as data stores
on the web. The benefit of GitHub readme files is that they will automatically
render a pretty HTML output on the website (see Fig. 1).
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Fig. 1. Rendered Readme.MD file on GitHub.

GitHub Pages. If you have generated your analysis using RMarkdown you
can render your output to a website as well. This provides the benefit of adding
additional figures and making your document more accessible. By using libraries
such as plotly other researchers can even explore your data using interactive
visualizations. The template from the rmdtemplates [7] package provides a nice
pre-structured interactive website that allows you to include tabular download-
able data in the website.

When you store your projects on GitHub, you can make your website publicly
available easily. By copying the output format to a sub-folder called docs and
enabling GitHub Pages in your GitHub settings your page is exposed to the
public without requiring a hosting service (except for GitHub).

5.3 OSF

While GitHub is an excellent provider for storing the code of your analysis, it is
not very well suited for sharing data and for reviewing purposes. The Open Sci-
ence Foundation (OSF) provides a service where researchers can create projects
that have Wikis, file storage, and transparent referencing. You may even choose
the server where your data is stored when data protection laws require your data
to be in your country.

A key benefit of the OSF is that you can create sub-modules in your project
and share the whole project or the sub-modules individually with others. Each
“node” in your project gets an easy-to-recognize and short unique URL which
can be added to a paper or a website. More importantly, it allows the sharing of
parts of your project anonymously, during the reviewing process. The reviewers
can see the available data, without seeing the authors’ names. But they also can
verify that data has not been changed since the project has gone public.
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To make things even better, there is a package called osfr [38] that lets you
download (or upload) your data directly from your R or RMarkdown documents.
This can be leveraged in the setup procedures of a document, as in: “If the data
is not available, try downloading it automatically.”

Preregistration. Another benefit of the OSF is that you may preregister your
study before collecting data. By setting up preregistration at the OSF and setting
up the rest of your project before collecting data, you prevent yourself from
HARKing in your research. Preregistered trials are part of the gold standard of
high-quality social science research. Some journals have decided to accept studies
after preregistration to prevent a publication bias towards significant findings.
This does not mean that you can no longer conduct exploratory research on your
data, it simply ensures that confirmatory and exploratory findings are clearly
separated.

6 Helpful Tools for Everyday Tasks

In this section, we will introduce some tools that make life as a researcher easier,
when relying on computational analysis using R and RStudio.

6.1 Automizing Builds Using Drake

One large challenge for literate programming is that for every small change in
a document you need to re-run your complete analysis. This is not a problem
with modern computers in many cases, but when your data is large enough, it
can become a hassle. While RMarkdown does provide a caching mechanism, it
is limited to the individual computer and may not be shared among researchers.
And when individual code chunks depend on external data that has changed,
RMarkdown caching no longer registers these changes.

The package drake [17] addresses this challenge. By creating a plan using the
drake plan function we first determine what steps are necessary for our analysis.
Drake then analyzes our code and files for implicit dependencies. It derives a
dependency tree (see Fig. 2) that visually shows how the project should run.

Each build target (e.g., report) is the call to an R function. The result of
which can easily be reloaded anywhere inside the project using the loadd or
readd function. In the simplistic build path for this document, the hist target
creates a histogram of the iris data, which is downloaded from the OSF. The
figure (see Fig. 3) is then included in the document. Whenever a single previous
dependency becomes outdated, the rest of the dependency graph is executed.

When all dependencies are properly modeled, drake allows running individual
targets on multiple CPUs or a compute cluster without much overhead. The
interested reader can take a look at the make.R file in the project root of this
document.
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Fig. 2. The drake plan to generate this document.
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Fig. 3. This figure was created outside of the document in the hist target.
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6.2 Ensuring Relative Paths Using here

The here [25] package provides a useful tool to find files on all operating systems.
Windows and Unix are famous for using different slashes as directory separators,
which can make addressing file paths complicated for reproducible research. By
encapsulating all file operations in the here function, the relative root is set to
the destination of the R project file and directory separators are automatically
inserted in accordance with the local operating system.

6.3 Automating Project Setup Using usethis

When setting up a project, many tasks have to conducted over and over again.
To simplify this the usethis [35] package provides a set of tools to start working
on a project. A typical workflow for setting up a project using usethis could
look like this.

1. Create a project using create tidy project
2. Setup the license using, e.g., use mit license
3. Setup using git use git
4. Setup using GitHub use github
5. Setup a readme using use readme rmd
6. Setup a citation for your project use citation

Running git vaccinate once will add all files that typically contain creden-
tials or other personal information to the global git-ignore file, preventing them
from being accidentally shared.

Another library that helps with setting up a project is the rrtools [21]
package.

6.4 Onboarding New Users to RStudio with Addins

Learning how to write code can be hard for someone changing over from UI-
based approaches such as SPSS. However, there are several tools that help you
create reproducible R code from the UI of RStudio. Such tools can be found in
the “Addins” menu and we will highlight some that make research easier.

Working with factors is not always easy in R. They will appear in alphabetic
order in plots, they are hard to rename and hard to reorganize. The forcats [33]
package simplifies the use of factors, by unifying the interface to them. An addin
from the questionr [5] package allows for easy recoding and relabeling of factors.

Creating custom plots using the ggplot2 package creates usable figures for
scientific papers. Yet, it may take a while to get accustomed to ggplot. The
esquisse [23] package has an interactive addin (see Fig. 4) that lets you drag
and drop variables to axes, adjust layout and color, filter the data, and export
the script that would generate the matching plot.
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Fig. 4. This is the interface to the ggplot builder from esquisse.

6.5 Using ggstatsplot to Generate Meaningful Statistical Analyses

Knowing how to report a statistical finding often requires a deep under-
standing of what test to use and how to report the results adequately. The
ggstatsplot [27] package provides a set of plotting functions that use very sen-
sible defaults derived from the data input. If, for example, you want to compare
means between multiple groups the ggbetweenstats function will produce a nice
plot with all relevant statistical information—including effects sizes, confidence
intervals, and Bayes factors.

The upcoming plot (Fig. 5) was created from a single line of code.

ggbetweenstats(iris, Species, Sepal.Width, messages = F)
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Fig. 5. A comparison of means using the iris data.

6.6 Create Research Plans Using DiagrammeR

Even process diagrams as in Fig. 6 can easily be created using the
DiagrammeR [15] package. It requires writing a process description in the dot
language which is relatively easy to learn.

library(DiagrammeR)

grViz(diagram = "
digraph boxes and cicrles {

graph [rankdir = TB]

node [shape = box
fontname = Helvetica
]

'Setup OSF Project Site'
'Setup R Project'
'Setup GitHub Repo'
'Ensure reproducibility using renv'
'Write analysis'
'Preregister Study'
'Collect Data'
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node [shape = circle]

Start
'Submit Paper'

edge []

Start->'Setup OSF Project Site';
'Setup OSF Project Site'->'Setup R Project';
'Setup R Project'->'Setup GitHub Repo';
'Setup GitHub Repo'->'Ensure reproducibility using renv';
'Ensure reproducibility using renv'->'Write analysis';
'Write analysis'->'Preregister Study';
'Preregister Study'->'Collect Data';
'Collect Data'->'Submit Paper'
}
")

7 Discussion

In this paper, we have very shortly introduced a large number of tools that can be
utilized to make research more computationally reproducible. By integrating the
different tools into a complete workflow, emergent effects from the interactions
of the individual steps can be reaped. However, this workflow can easily become
overwhelming as it includes multiple tools, each of which has large documents
attached to them explaining how to use them. You as a reader may decide on
which tools to use from this set and which to ignore. Be warned though, that
skipping some of the steps will reduce the benefits for other researchers and
yourself.

We did not extensively elaborate on how some of these tools are used most
effectively. We leave it up to you to deepen the knowledge of some of these tools.
In the future, we want to create additional tutorial materials made available on
the website for this paper4.

4 (https://sumidu.github.io/reproducibleR/).

https://sumidu.github.io/reproducibleR/
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Fig. 6. Reproducible workflow using the tools from this paper.
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packages we have used. We used the following packages to create this document:
knitr [39], tidyverse [34], rmdformats [4], kableExtra [40], scales [36], psych [28],
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Abstract. Posters are widely used a powerful tool for communication. They are
very informative but are normally viewed for only 3 s, which calls for efficient and
effective information delivery. It is thus important to know where people would
look for posters. Saliencymodels could be of great help where expensive and time-
consuming eye-tracking experiment isn’t an option. However, current datasets for
saliency model training mainly deal with natural scenes, which makes research
on saliency models for posters difficult. To address this problem, we collected
1700 high-quality posters as well as their eye-tracking data where each image is
viewed by 15 participants. This could be the groundwork for future research in the
field of saliency prediction for posters. It is noticeable that posters are rich in texts
(e.g. title, slogan, description paragraph). The various types of texts serve respec-
tive functions, making some relatively more important than others. Nevertheless,
the difference is largely neglected in current studies where researchers put same
emphasis on all text regions, and the problem is especially crucial when it comes
to saliency model for posters. Our further analysis of the eye-tracking results with
focus on text offers some insights into the issue.

Keywords: Visual saliency prediction · Eye-tracking dataset of posters ·
Relative importance of different text regions

1 Introduction

Poster is a popular and rather unique means of information delivery. Unlike photos or
artworks which are more likely to be carefully looked at, they are normally viewed for
around 3 s [1]. Plus, they are often rich in context, which requires higher level of semantic
understanding. All these call for efficient and high-quality information delivery, and it
is thus important to know where people would pay more attention to when they look at
posters.

Alongwith the progress ofmachine learning, studies on visual saliencymodels using
neural networks have gain strong momentums these years. Visual saliency models can
make predictions for fixations of viewers, offering help where expensive, tedious and
time-consuming eye-tracking experiment isn’t an option [2]. Most saliency models deal
with prediction of fixation points of natural scenes, and few other studies focus on other
image types such as webpages and infographics [3]. This is partly due to the fact that
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current datasets used for saliency model training basically consist of natural scenes.
MIT300 which contains 300 natural images is one of the most frequently used datasets,
and the same researchers later established MIT1003 which consists of 1003 landscapes
and portraits [4, 5]. Other datasets include UNCEF (758 images, many of them emotion-
evoking) [6], AVA (over 250,000 photography work) [7], CAT2000 (4000 images from
20 categories) [8] etc. Shen and Zhao [9] provided one of the very few datasets for
webpages which contains 149 webpages and eye-tracking from 11 participants. To our
knowledge, there isn’t yet a dataset of posters. It is therefore important to introduce a
dataset of posters as the groundwork for saliency models of posters.

Compared to natural scenes, posters are rich in semantics which requires higher level
of cognition. Bottom-up and top-down mechanism are the two cognitive mechanisms
in human’s visual system: bottom-up mechanism refers to the instinctive and automatic
deployment of attention, while top-down mechanism is driven by subjective factors
such as pre-knowledge and personal interest [10]. Many studies have looked into how
to incorporate top-down semantic features into saliency models. High-level semantic
features such as face, person, object, text etc. have been employed by researchers. Among
them, face is found the most important semantic feature, followed by text and other
pop-out elements [11].

It’s important to note that posters are especially rich in texts (e.g. title, slogan, descrip-
tion paragraph), making it necessary to put special emphasis on this sematic feature. The
various types of texts serve respective functions, making some relatively more impor-
tant than others. However, current saliency models incorporate texts as feature for model
training by using a text detector, which puts same weight on every piece of text and thus
results in significant inaccuracy for saliency prediction of text regions [12]. In terms of
why different texts attract differently, there are two levels of reasons: the lower-level
reason is about typography, which leads to bottom-up saliency difference and is largely
decided the type of text; the higher-level one concerns top-down understanding of words.
In this study we focused on the former and tried to tried to alleviate the latter. Analysis
of eye-tracking results of our dataset with text as the focus aims to offer some insights
into how text influences saliency.

2 Large-Scale Eye-Tracking

2.1 Dataset Gathering

Our dataset consists of 1700 posters from a wide range of fields such food, cosmetics,
electronics, jewelry, auto etc. This was done to cover more design patterns and reduce
the impact of personal preference or pre-knowledge of our participants. The posters were
then divided into three categories based on the ratio of graph and text: The first contains
almost no readable text (group A), the second only a piece of title/slogan (group B), and
the rest are the third (group C). The number of images for each category is almost equal.
In order to ease top-down semantic influence, we only included posters in Chinese for
groupB and groupC, and posterswhich featured copywritingweren’t chosen at all. After
clarity examination, watermark editing and resizing, the three categories of pictures were
mixed and evenly distributed into four groups.
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2.2 Eye-Tracking Experiment

60 participants (29 males, 31 females) were students between the age of 18 and 25.
They were divided into four groups, making each image viewed by 15 participants. All
viewers sat at a distance of about 50 cm from a screen with resolution of 1280 * 1024,
and they were asked to stabilize their heads. Tobii T60 eye tracker was used to record
eye movement and calibration was examined before each run. During the free-viewing
task, each image was shown for three seconds.

3 Data Analysis

In order to statistically study the saliency pattern of our dataset, we chose one group of
images from our dataset and used tools provided by Tobii Studio such as heatmap and
area of interest to analyze the eye-tracking data. Further investigation into the differences
in statistic results of the three categories of images reveals how various text elements
interact with each other and how they impact other elements.

3.1 Heatmap

Center-Bias
The term center-bias refers to the phenomenon thatmost fixation points tend to be located
in the center of an image during a free-viewing task. Center-bias has been widely proved
in eye-tracking studies using datasets of natural scenes [5, 13]. It is often attributed to
the preference of photographers, who are likely to put objects of interest in the center of
the image. In turn, viewers would form the habit of searching for important content near
the central area of an image [14]. Also, due to experiment settings the fact that viewers
directly face the center of the screen could contribute [15].

It is interesting to note that center-bias still applies for our dataset of posters. Figure 1
shows the mean heatmap of all posters within the group. The average heatmap has
spindle-shaped clustering of fixation points in the central region, proving the center-bias
hypothesis. However, the tendency towards the center isn’t very strong compared with
previous work on dataset of natural scenes [5]. This may be due to the fact that posters
are naturally more informative and efficient compared to natural scenes. This means that
more scattering elements, which serve specific functions, are intentionally designed to
attract viewers’ attention.

Fig. 1. Average heatmap of all posters within the group
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Fig. 2. (A) Average heatmap of group A, group B and group C; (B) Gray level plot of group A,
group B and group C; (C) Entropy map of group A, group B and group C

We then looked at the saliency difference between our three categories of stimuli.
We found that fixation region is more concentrated for group A, and group C is the
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least concentrated. Figure 2(A) shows the average saliency map for the three different
categories. From our observation, Group A enjoys more clustered fixation areas which
form a clear spindle-shaped fixation region near the center of the image. However, for
group C the fixation area is rather vague. Statistically, for group A 41.1% of salient areas
fall in the 25% central region, and for group C the number is 34.2%. According to the
gray level plot, for groupA there is a larger number of black pixels (more than 500K) and
smaller number of gray pixels, and the decrease slope is rather smooth (see Fig. 2(B)).
In comparison, group C owns fewer black pixels (around 350 K) as well as more gray
pixels, and its decrease slope fluctuates. The reason for the difference in concentration
of salient area may lie in the fact that designers tend to place the most important and
eye-catching element in the center when designing posters with only graph and logo
(group A). Without other distracting elements, viewers are naturally drawn to the center.
With the increase in dispersed text elements, viewers’ fixation is more scattered.

In order to analyze whether human fixation consists for different people, we mea-
sured the entropy of saliency maps averaged across all viewers. Our Entropy histograms
present gaussian-like distribution (see Fig. 2(C)). GroupA exhibits lower level of entropy
compared with group B, and group C has the highest entropy. For images with various
text elements (group C), viewers’ choice of where to look tends to differ based on subjec-
tive top-down factors such as personal interest and pre-knowledge. However, for images
with fewer places to look at, viewers’ decisions tend to be driven by bottom-up factors
which basically act the same on everyone.

Specific Salient Element
From observation of the saliency maps, we noticed that viewers tend to focus on specific
elements such as face, object and text.

A. Face

Our saliency maps show a strong bias for people to focus on face, and the same
applies for faces of animals, personified objects and even sculpture (see Fig. 3). Within
the face, fixations are more likely to fall on eyes, nose and lips. When several faces
appear, people tend to focus on faces in the middle and probably the more good-looking
face.

Fig. 3. Examples of heatmap for images with face
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B. Object

Objects can also catch a lot of attention (see Fig. 4). Objects placed in the center are
more likely to be looked at than those which scatter around. It’s interesting to note that
there seems tendency for fixations to fall on objects presented by a spokesperson.

Fig. 4. Examples of heatmap for images with object

C. Text

Texts are very common and very carefully designed in posters, as they could convey
information both effectively and efficiently. Through observation of our saliency maps,
it is clear that text areas always rank high on the fixation list (see Fig. 5). This could
be attributed to the fact that we are almost instinctively driven to look at text and to try
to understand it. However, not every piece of text enjoys the same degree of saliency
because of the differences in text type, and this would be further investigated in the next
part.Additionally, there are two interesting points to notice: text-on-object can often draw
lot of attention, and both text saliency and object saliency may have contributed; name
of the spokesperson can always attract attention. This could be explained by the location
of the text which is normally near face of the person, making movement of attention
easy. Also, the drive to know the name of the spokesperson is a possible reason.

Fig. 5. Examples of heatmap for images with text-on-object
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3.2 Area of Interest

In order to quantitively study how people fixate on specific elements we hand-labeled our
dataset. The elements chosen are face, object, logo and text. Text is further categorized
into title, subtitle, description line, description paragraph, slogan and text-on-object so
that we could study at length how different types of text influence overall visual saliency.

Time to First Fixation
Time to first fixation demonstrates the order inwhich viewers fixate on an area of interest.
As in shown in Fig. 6(A), all the areas in concern could be grouped into three tiers: object
and face first catch attention at around 0.6 s, then around 0.9 s title and text-on-object
take the focus, after that comes all the text elements such as paragraph, logo, subtitle
and slogan during 1.2 s and 1.4 s. This shows that object and face could catch viewers’
attention straight away. Title and text-on-object come the next. Fixation of title could
be explained by typography of the title: as the usually most important piece of text in a
poster, a title is normally big in size, placed in the center of the image and with carefully
chosen font. As for text-on-object, perhaps object saliency itself and the instinct drive to
know what the object is by reading text-on-object could explain. Within the remaining

Fig. 6. (A) Average time to first fixation; (B) Time to first fixation of group A, group B, and
group C
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text elements, description paragraph and description line seem the least attractive for
viewers, as they often are not very interesting. On the contrary, a logo, though not big
in size and very often placed in the corner of the poster, is always emphasized through
color, font etc.

Further analysis of average time to first fixation of three different groups reveals
the differences between the groups (see Fig. 6(B)). With the increase in text elements,
there is tendency of delayed time to first fixation for object, face, text-on-object, logo
and slogan. The reason may lie in the fact that as the amount of text elements increases
people spend longer time deciding where to look at. For title and subtitle, however,
time to first fixation seems to be brought forward, as title and subtitle might be more
intentionally designed to catch attention among all the elements in the poster.

Observation Length
Observation length measures the degree to which an area attracts. It stands for the total
time a person looks within an area of interest, starting from a fixation within the area and
ending with a fixation out of the area. Figure 7(A) shows the average observation length
of posters. Object, face and title are among the top three areas which could hold attention
for a fairly long period of time. Observation length of the remaining text elements are

Fig. 7. (A) Average observation length; (B) Average observation length of group A, group B, and
group C
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mostly the same, with description paragraph a bit longer than others. It is noticeable that
the order of fixation and the length of fixation go hand in hand, which means that the
area which attracts attention first is more likely to hold attention longer. Object, text-on-
object and description paragraph, however, are the exceptions. For object, the rather long
observation length could be because that viewers are actually spending time on text-on-
object, which is hard to separate; For text-on-object, although it catches attention very
fast it might not hold it very long because the words may be easily understood; For
description paragraph, the larger amount of message contained requires more time of
understanding.

Figure 7(B) demonstrates the comparison between observation length of posters of
different groups. It is clear that observation length of face, object, text-on-object and
logo is much longer for group A than that for group B and group C. This is because that
with more distracting text elements in Group B and Group C, viewers tend to search for
more information instead of dwelling on the first few interest areas.

Participant%
Participant% refers to the ratio of participants who fixated on a specific area of interest.
It has strong impacts on the intensity of an area on a saliency map.

As is shown in Fig. 8(A), among all the text-related areas, title ranks first (89.4%),
next comes text-on-object (67.3%), followed by description paragraph (55.8%), subtitle

Fig. 8. (A) Average participant%; (B) Average participant% of group A, group B, and group C
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(50.8%) and description line (47.4%), and finally logo (40.2%) and slogan (39.2%).
This reveals the relative importance of different text elements, and could help determine
weights of those elements in studies of saliency prediction neural networks. Comparison
of participant% between three groups (see Fig. 8(B)) shows that less people fixate on
text-on-object and logo when the number of text elements increases.

4 Discussion

Our eye-tracking dataset of 1700 posters with category annotations based on the ratio of
graph and text allowed us to quantitatively inspect the overall saliency pattern of posters
with focus on text. Subsequent between-group studies helped us gain knowledge of how
texts interact with each other and other elements in posters.

We learned that center-bias still holds true for posters, though not so strong and
rather spindle-shaped. With the increase in text elements, fixations are more dispersed
and people’s choices of where to look at tend to differ. Observation of heatmap shows
that face, object and text are the specific elements people focus on. Also, different types
of text are found to attract differently. All the elements mentioned above were labeled
as area of interest, with text further categorized into title, subtitle, description line,
description paragraph, slogan and text-on-object. Analysis of time to fixation shows that
object and face are the first elements that draw attention, followed by title and text-on-
object. However, as the amount of text elements increases people tend to take longer
time to fixate on object and face, as they need more time to decide where to look at.
Observation length reveals the degree to which an area attracts, and the result mostly
seems to go hand in hand with the order of fixation, with face, object and title remaining
the top 3. There is a strong tendency for people to spend less time on face and object
when more text elements exist. The ratio of participants who fixated on a specific region
(participant%) distributes almost evenly from object (89.4%) to slogan (39.2%). Less
people focus on text-on-object and logo when there are more text elements. The relative
importance of different types of text could offer some advice on the weights for different
text features in saliency model studies.

5 Conclusion

In this paperwemade the following contributions:Weprovided a dataset containing 1700
high-quality posters falling into a wide range of areas, with eye-tracking data collected
from 15 people for each image. To our knowledge there aren’t yet such datasets for
posters. Our dataset could thus be the foundation for research on visual saliency model
for posters. Statistical analysis of heatmap and area of interest reveals the overall saliency
pattern of posters. Specifically, the relative importance of different text regions and how
they influence saliency of other elements. This could provide some advice on saliency
prediction of posters.

For future work it is advisable to work on saliency prediction model for posters, as it
is a relatively novel field and has strong practical value. To take a step further, research
could be done on automatic evaluation system for posters.
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Abstract. Web accessibility is an essential aspect in nowadays technologically
ever-advancing societies as it promotes equality and inclusiveness of those people
with different kind of disabilities, such as visual impairment. This article examined
the accessibility of one Chilean University’s Virtual Library platform in order to
generate significant improvements and to make it more accessible for visually
impaired students. To do so, the present research used a mixed method approach,
which included heuristic usability evaluation, user experience evaluation through
the usability test involving real users, and both automatic and manual evaluations
of accessibility. Results revealed that themost remarkable accessibility issueswere
related to the general structure of the website and the user control of the moving
elements. Based on the information gathered through the different evaluations, it
was possible to outline a proposal for changes to the University’s Virtual Library
platform. The proposed changes were subsequently implemented, resulting in the
platform’s compliance with the A and AA levels.

Keywords: Accessibility · Heuristic usability evaluation ·Methodology · Visual
disabilities

1 Introduction

The importance of Web accessibility lies in the fact that it allows the social inclusion of
people with disabilities, favoring participation and interaction in access to knowledge.
Currently, there are several studies that describe how to promote Web accessibility,
especially in different university libraries. Although this research topic is not new, it is
worth drawing attention to the evaluation techniques used in different researches. Some
scholars have relied exclusively on heuristic evaluation [1–3], while usability testing
through experiments have been implemented in others [4, 5]. Likewise, an automated
evaluation instrument has also been used by several researchers as the main technique
to check library websites and to identify their accessibility issues [6, 7].

© Springer Nature Switzerland AG 2020
G. Meiselwitz (Ed.): HCII 2020, LNCS 12194, pp. 56–71, 2020.
https://doi.org/10.1007/978-3-030-49570-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49570-1_5&domain=pdf
https://doi.org/10.1007/978-3-030-49570-1_5


Improving the Web Accessibility of a University Library 57

What has been missing in this research area so far is an all-inclusive methodology
that would combine heuristic evaluation, usability testing involving real users, as well
as automated and manual evaluation, giving a more complete and holistic view of Web
accessibility-related issues.

Therefore, this paper aims to redesign the current digital platform of one Chilean
University library, by applying all the aforementioned methods, in order to make it more
accessible for studentswith visual impairment, so that they can access electronicmaterial
of the digital library more easily.

The following evaluations have been carried out: heuristic usability evaluation
involving experts in the area; evaluation of user experience through the usability test
involving real users; and evaluation of Web accessibility, both automatic and manual.

Based on the results of different evaluations performed at the University’s Virtual
Library platform, a set of improvements were proposed, implemented and validated.
The evaluations have provided comprehensive and relevant information to analyze and
to decide the breadth and depth of the set of improvement proposals. Likewise, these
proposals present their traceability with regard to the evaluations they were identified.
As a result, it was possible to determine the efficiency of different evaluations and how
they complement each other in the analysis of the needs and acceptance criteria of the
end users. Additionally, formal tests were carried out with visually impaired students
in order to validate the implementation of the elements proposed in the improvements.
The User Experience Questionnaire (UEQ) [8] was applied in both formal tests, which
were compared using the UEQ Compare Products tool [9]. These results show a general
improvement in all evaluation scales, validating the success of the proposal.

2 Related Work

Indeed, heuristic evaluations which focus on the new interface assessment conducted
by experts (see [10]) are likely to overcome a number of disadvantages faced by other
methods. For instance, heuristic evaluations tend to be less time-consuming and less
costly, providing efficient guidance to assess and to enhance systems [1, 11]. Among the
recent studies that applied heuristic evaluation, it isworthmentioning Inostroza et al. [12]
who identified a total of 53 usability-related issues in an experiment with touchscreen
mobile devices using heuristic evaluation.

Likewise, Rusu and others [13] argue that “there is no evidence that a formal process
or methodology had been used in order to establish sets of heuristics” (p. 51), proposing
their own stages to develop usability heuristics. Similarly, a recent research conducted by
Fung et al. [1] who evaluated the University of Hong Kong Library mobile website using
the ten usability heuristic proposed byNielsen [10], resulted in only 5 usability heuristics
with adequate performance. Thus, a great number of international studies in heuristic
evaluation have shown that the findings in this research area are still few and scattered,
which was also confirmed by a systematic literature review on usability heuristics for
mobile phones conducted by Salazar et al. [11], calling in this way for the need for more
investigation.

As for the experiments-based usability testing, a recent qualitative study of Mulliken
and Falloon [4] discovered several limitations in accessibility of blind screen readers to
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academic library in the USA, including locating articles through links or accessing
printed library books. Another recent study conducted by Arzola [14] that involved
interviews with students with visual impairment revealed a serious concern related to
documents’ accessibility due to the lack of implementation of accessibility requirements
in higher education in the USA. Indeed, this kind of studies that involve a considerable
number of in-depth interviews are likely to contribute to the research area by showing
first-hand experiences and challenges encountered by the population under study.

When it comes to the automated evaluation as the main tool to identify the accessi-
bility issues of library websites, Nir and Rimmerman [6] used the WAVE instrument to
check different Israeli university web pages and to identify accessibility issues, reveal-
ing very low accessibility levels. These findings go in line with the findings of previous
studies that used automated evaluation as the main instrument, including [15] and [16].
Nevertheless, as mentioned by Wijayaratne and Singh [16], the automated evaluation
tool is not able to examine every single issue in the guidelines.

Therefore, there have been several previous international studies that assessed both,
usability and accessibility of different Web pages particularly for visually impaired peo-
ple using diverse methodologies, such as heuristic evaluation, usability testing through
experiments and automated evaluation instruments.Nonetheless, to our knowledge, there
are no previous studies in this research field that would combine all three methodologies
in order to overcome the drawbacks of each methodology separately and to obtain a
more comprehensive view of Web accessibility-related issues.

3 Experimentation

In the present research, several usability and web accessibility evaluations were carried
out with the Virtual Library platform of the University of Andrés Bello (UoAB) in Chile,
with the aim of evaluating the user experience as a whole (Fig. 1).

Fig. 1. Virtual Library Platform of the UoAB.

3.1 Usability Test

The experimentation with users was performed with 5 higher education students with
visual impairment, belonging to either UoAB or University of the Americas (UoA). The
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experimental sessions were carried out in the premises of both universities using the
personal equipment of each user.

Participants. All participants were visually impaired (totally blind). They performed
all tests with the help of assistive technologies (screen reader software). It is worth
mentioning that none of them had previously used the UoAB Virtual Library platform.

Table 1 shows the characteristics of each of the collaborators, including gender, age,
screen reader and the degree of web expertise.

Table 1. Data of the usability test participants.

Participants Gender Age Screen reader Web
expertise

P#1 Male 26 Jaws High

P#2 Male 30 Jaws y NVDA High

P#3 Female 26 Jaws Medium

P#4 Female 24 Voice over High

P#5 Female 25 Jaws Medium

This data was obtained through the interviews prior to the usability test as well as
during the test.

The following techniques were selected to carry out the usability test: Retrospective
test, Thinking Aloud, and the application of the UEQ user experience questionnaire.
The aim of the above-mentioned techniques was to gather more information about the
interaction with the platform and users’ experience.

The tasks that the users had to perform were composed of two cases. The first case
corresponded to a free search. The aim of this case was to search for a particular e-
book on the website, employing the resources that the students used frequently, and to
interact with the e-book. The second case consisted of a library catalogue search. In
this opportunity the same resource had to be found, however, using the UoAB Virtual
Library platform.

Case 1: Free Search. The tasks proposed for the first free search case are described
hereafter:

1. Open the web browser used frequently.
2. Search for a specific book. Book title: Organic Chemistry. Author: John McMurry.
3. Open the resource and go to chapter 3: Organic compounds: alkanes and its

stereochemistry.

Results of the Case 1. Table 2 and Table 3 present the results of the tasks performed
by the participants in case 1.
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Table 2. Results of the completed tasks of case 1.

Participants Completed tasks

T#1 T#2 T#3 T#4 Number of
tasks

% of tasks

P#1 ✓ ✓ ✓ ✕ 2 66.66%

P#2 ✓ ✓ ✓ ✓ 3 100%

P#3 ✓ ✕ ✓ ✕ 1 33.33%

P#4 ✓ ✓ ✓ ✓ 3 100%

P#5 ✓ ✓ ✓ ✕ 2 66.66%

Table 3. Results of the times used in the tasks of case 1.

Participants Time spent on tasks
(Seconds)

Total time (Seconds)

T#1 T#2 T#3

P#1 6 130 1000 1136

P#2 2 309 2292 2603

P#3 4 892 0 896

P#4 5 260 1243 1508

P#5 8 511 765 1284

Average time to complete tasks 5 420 1060

Case 2: Library Catalogue Search. The tasks proposed for the second case of free
search in library catalogue are described below:

1. Open the web browser used frequently.
2. Enter the Virtual Library page http://biblioteca.unab.cl/
3. Search for a specific book. Book title: Organic Chemistry. Author: John McMurry.
4. Open the resource and go to chapter 3: Organic compounds: alkanes and its

stereochemistry.

Results of the Case 2. Table 4 and Table 5 present the results of the tasks performed
by the participants in case 2.

Moreover, during the interaction carried out, valuable information could be collected
by the researchers. This information was grouped into two categories: on the one hand,
strategies used by the participants and, on the other hand, problems identified during the
development of the tasks. Both categories are specified below.

http://biblioteca.unab.cl/
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Table 4. Results of the completed tasks of case 2.

Participants Completed tasks

T#1 T#2 T#3 T#4 Number of
tasks

% of tasks

P#1 ✓ ✓ ✓ ✕ 3 75%

P#2 ✓ ✓ ✓ ✕ 3 75%

P#3 ✓ ✓ ✓ ✕ 3 75%

P#4 ✓ ✓ ✓ ✕ 3 75%

P#5 ✓ ✓ ✓ ✕ 3 75%

Table 5. Results of the times used in the tasks of case 2.

Participants Time spent on tasks (Seconds) Total time (Seconds)

T#1 T#2 T#3 T#4

P#1 4 102 709 240 1055

P#2 2 132 423 612 1169

P#3 7 23 494 282 806

P#4 6 183 619 480 1288

P#5 5 254 388 219 866

Average time to complete tasks 5 139 527 367

Strategies:

• Links and fileswere sent to email as amethod of downloading the resources or opening
them via email.

• Navigation was performed using keyboard commands in all system options (web
browser, PDF viewer). No touchpad or mouse were used.

• The most frequently used browser on Windows was Internet Explorer, followed by
Mozilla Firefox and Google Chrome. Students indicated that Internet Explorer had
presented more accessibility options for them.

Problems:

• There was a large amount of PDF in non-accessible formats, which were similar to
an image where the text was not recognizable, making it difficult for screen readers
to read it.

• The images and links in the UoAB Virtual Library lack a description that could be
interpreted by screen readers, making it difficult to access these resources. In these
cases, the help of a third party was needed.
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• The format of the books, downloaded from the library platform, was not a standard
one, such as PDF. Therefore, a special program called Adobe Digital Editions was
needed in order to view it.

• The advertising on the pages was not correctly interpreted by the screen readers,
making navigation more challenging and problematic.

UEQ Questionnaire. Once the experimentation with the users was completed, they
were asked to fill in the UEQ questionnaire [8]. The results of the questionnaire are
presented in Fig. 2. As it can be seen, the scores were poor in all scales with regard
to other products evaluated with the same questionnaire. It is important to notice that
a negative evaluation corresponded to a value lower than −0.8 [17]. The novelty scale
had a value of −0.85 and thus it was the only one to obtain such a negative value.

Fig. 2. Benchmark results of the UEQ questionnaire.

The benchmark or theUEQquestionnaire reference index classifies a softwarewithin
5 categories or scales [17]:

• Excellent: In the range of the top 10% of best results.
• Good: 10% of the results in the benchmark data set are better while 75% are worse.
• Above average or average: the 25% of the results in the benchmark data set are better
than the results for the evaluated product, while the other 50% of the results are worse.

• Below average or average: the 50% of the results in the benchmark data set are better
than the results for the evaluated product, while the other 25% of the results are worse.

• Bad: In the range of 25% of worst results.
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The measurement scales were established in relation to the existing values of a
reference data set. This allowed researchers to draw conclusions on the relative quality
of the evaluated product, compared to other products [9].

The negative evaluation obtained through the UEQ user experience questionnaire is
in line with the accessibility problems and barriers identified above. For example, there
was a lack or absence of descriptions of the different elements that composed the Virtual
Library platform, making it difficult for screen readers to interpret them; the navigation
flow to be followed was not intuitive or explicit; in most cases, access to resources
required authentication by means of a user and password.

3.2 Heuristic Evaluation

Heuristic evaluation is a screening method that helps identify usability problems based
on usability principles. An expert evaluator judges the application interface by listing
the usability problems that were found. These problems are categorized and evaluated,
and a report is then generated with the analysis of the results and possible suggestions
for the system developers [18].

In order to carry out the usability evaluation, in the present study researchers applied
specific heuristics for library web services proposed by [19]. On the other hand, to
measure the severity of the identified usability problems, the following factors were
considered [20]:

• Frequency: The frequency of the problem and whether it is common or not.
• Impact: Whether users tend to have many difficulties due to the occurrence of the
problem.

• Persistence: Whether the problem appears repeatedly or not.

Finally, a score was established for each of the findings or problems as follows [20]:

• 0 = Not a usability problem.
• 1 = A minor problem: Does not need to be corrected unless there is enough time to
do so.

• 2 = A small problem: Fixing the problem is not relevant.
• 3 = A serious problem: It is important to fix it.
• 4 = A disastrous problem: It is mandatory or essential to fix it.

Results. The usability problems that have been identified are presented below, according
to their degree of severity and impact on the system. It should be noted that the only
results included were those from levels 3 and 4, since these impact on making changes
to the system:

As presented in Table 6, the most serious problems that needed to be addressed were
related to the following aspects: the contrast of background and text colors; the absence
of<alt> labels for graphics and other elements so that they could be read by the screen
readers; the total absence of prevention and error messages in the platform.
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Table 6. Usability problems detected.

Problems Heuristic (#) Severity

Use of frames No.2 3

Background color does not contrast clearly with the text colors No.4 4

Use of embedded links No.5 4

Links without description No.5 3

Graphics as links No.5 3

No information about links leading to files other than HTML is
attached

No.5 3

Text is presented as a graphic No.6 3

Graphics without text on the label < alt> No.6 4

No additional text is provided for media files No.6 3

Graphics with text without label < alt> No.6 4

Not all buttons are recognizable No.6 3

Text colors are different from black, very low contrast with
backgrounds

No.6 4

Strong colors used in excess No.6 4

There are no error messages No.7 4

The accessibility of the site cannot be checked No. 8 3

3.3 Automatic Evaluation of Accessibility

The automatic evaluation was performed using theW3CMarkup Validation Service and
the Wave browser extension in Google Chrome.

The results of both tools indicated that therewere certain elements that did not comply
with the WCAG web accessibility guidelines, such as alternative text for images, color
contrast, empty HTML headers, and the presence of frames.

3.4 Manual Evaluation of Accessibility

For a more detailed analysis, a manual evaluation of accessibility was performed. This
evaluation included three stages: the initial accessibility check, the execution of the
WCAG-EM methodology, and the generation of the report using the W3C template.

Initial Accessibility Check. In the initial check, the search for accessibility problems in
the page code was done manually and was then complemented with the use of automatic
evaluation tools, which yielded the following findings:

– Absence of alternative text for all images.
– Headings: Empty headings were found.
– Contrast ratio: Some did not follow a contrast ratio of at least 4.5:1 for normal-sized
text.
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Execution of the WCAG-EM Methodology. Once the initial check was completed,
the WCAG-EM methodology was applied, with the following steps:

5. Scope of the assessment: The web accessibility of the UoAB Virtual Library page
was assessed. The objective was to identify its current status of compliance with the
WCAG guidelines at the AA compliance level.

6. Exploring the website: Main page and sub-pages, where the most important func-
tionality to be evaluated was the search for electronic resources and the requirements
to be able to carry it out.

7. Selection of the representative sample:Main page and sub-pages related to the search
for electronic and physical library resources.

8. Assessment of the selected sample: Both successes and failures in the WCAG
guidelines were determined.

9. Reporting the Assessment Results: The accessibility report was prepared using the
report template recommended by W3C (See Table 7).

Table 7. Results of the accessibility report.

Principle Guideline Compliance Level

1: Perceivable 1.1 Text alternatives 1.1.1 Non-textual content A

1.4 Distinguishable 1.4.1 Use of color A

1.4.3 Contrast (minimum) AA

1.4.5 Text images AA

2: Operative Guideline 2.1 Accessible by
keyboard

2.4.3 Order of the focus A

2.4.6 Headings and labels AA

2.4.7 Visible focus AA

Finally, and byway of summary, the following identified elements can bementioned:

• The UoAB Virtual Library site did not meet the conditions for the AA compliance
level, nor did it meet the conditions for the A compliance level.

• The most remarkable accessibility features were the general structure of the website
and the user control of the moving elements.

• The most important measures to be implemented were the following: alternative text
labels for all images; contrast correction of site elements; removal of empty headings;
removal or correction of frames.

4 Proposal

Based on all the information gathered through the different evaluations that were carried
out in this study, it was possible to outline a proposal for changes to the UoAB Virtual
Library platform. Table 8 indicates the traceability between improvement proposals and
the type of evaluation that was identified.
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Table 8. Traceability between improvement proposals and the type of evaluation that was
identified.

Proposal Type of evaluation

Usability test Heuristic
evaluation

Manual evaluation of
accessibility

Automatic
evaluation of
accessibility

Adding the alt
attribute with a
comprehensible and
logical description
for all the images
on the Virtual
Library website.

✓ ✓ ✓ ✓

Changing the color
contrast for all
elements that did
not comply with the
4.5:1 ratio
recommended by
the WCAG web
accessibility
guidelines [21].

✓ ✓ ✓

Removing empty
headings in the
website structure.

✓ ✓

Correcting the
frames by adding a
title attribute so that
the screen readers
could identify it as
an element.

✓ ✓ ✓

As shown in Table 8, both accessibility evaluations (manual and automatic) allowed
to identify all improvement proposals. Manual evaluation requires more time for its
implementation, but it provides valuable insights to get a more comprehensive view.
On the other hand, even though most improvement proposals were not identified in the
usability test, this evaluation allowed to discover participants’ interaction styles with the
platform. The latter was valuable information to identify improvement opportunities.

5 Experimentation of the Proposal Implementations

The proposals identified abovewere implemented on theUoABVirtual Library platform.
Subsequently, several evaluations have been conducted to assess whether user-perceived
improvements had been achieved.
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Evaluation Method. In order to evaluate the new version of the UoAB Virtual Library
platform, a usability test was carried out. In this evaluation, users had to perform a
number of tasks so as to interact with the platform. Afterwards, the UEQ user experience
questionnaire was applied to them, with the aim of comparing the results obtained before
and after the implementation of the changes.

5.1 Usability Test

Participants. Five higher education students (belonging toUoAB andUoA)with visual
impairment (total blindness) participated in the user test. In this way, the same profile
of the first evaluation described above has been complied with.

Tasks. The tasks associated with this evaluation correspond to those applied in the
previous evaluation (see Sect. 3.1).

Procedure. The XAMPP software was installed on the participants’ personal comput-
ers. Afterwards, the Virtual Library platform was executed. The tasks described in the
previous point were then carried out. Finally, the UEQ user experience questionnaire
was applied to every participant.

Results. As can be seen in Fig. 3, unlike the evaluation conducted prior to the implemen-
tation of changes (see Sect. 3.1), none of the scales had a negative evaluation, meaning
that no lower value than −0.8 was obtained.

Fig. 3. Benchmark results of the UEQ questionnaire.
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While there were four scales that were still in the poor category, two other scales
have changed significantly. For instance, the perspicuity was above average, and the
efficiency was below average. This shows that the modifications made to the site had an
impact on the user experience of the participants.

On the other hand, using the User Experience Questionnaire tool [9], the comparison
between both user experience evaluations (pre and post changes in the Virtual Library)
was obtained. The results are presented in Fig. 4. In this way, Data Set 1 is the evaluation
made before the changes while Data Set 2 is the evaluation made after the changes.
As can be observed, there was a general improvement in all scales from one evaluation
to another on the UoAB Virtual Library site, which also validates the success of the
proposal.

Fig. 4. Comparison of UX evaluations from UEQ questionnaire

5.2 Automatic Evaluation of Accessibility

The automatic accessibility evaluation could not be carried out via the W3C’s Markup
Validation Service because the changes were not uploaded to the Library System server.
Instead, it was attempted to upload the.PHP files. However, the latter were not supported
by the evaluation tool as the validator exposed in it could only analyseHMTLorXHTML
files. Therefore, the manual evaluation of the web accessibility of the Virtual Library
platform was carried out.

5.3 Manual Evaluation of Accessibility

In this second evaluation, the WCAG-EM methodology was applied, using exactly the
same steps and objectives as described in Sect. 3.4. In this way, only those WCAG
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guidelines that had not met the compliance criteria in the previous assessment were
verified.

Report Results. The results of the evaluation indicate that the Virtual Library platform
met the A and AA compliance levels.

The aspects that stand out in accessibility were the following: the correct overall
structure of the website; user control over moving elements; the correct contrast ratio;
all images had the alt attribute so that they could be interpreted by the screen readers.

On the other hand, inaccessible features of the site that still persisted despite the level
of compliance achieved were the following: text images, such as computer graphics.
Although a description was provided by means of alt attributes in the HTML code, more
information would be specified if they were replaced by some more accessible formats
such as PDF.

Both the user experience evaluation and the web accessibility evaluation show that
the system has made significant progress, validating the proposal of this study. This is
based on the results obtained in the UEQ questionnaire where the scores of all the scales
have increased, as well as on the accessibility of the website which has reached the AA
compliance level with the WCAG 2.0 guidelines.

6 Conclusions

Although a great number of international studies have been conducted so far on Web
accessibility, they all tend to focus on one methodological perspective only. By contrast,
the present study offered a novel and all-encompassing approach to Web accessibility
by combining three different methods: heuristic evaluation, experiments-based usability
testing and both automatic and manual evaluation.

Overall the evaluation results showed that the University’s Virtual Library platform
selected for this study did not meet the conditions for either the A or the AA compliance
level at first instance. Likewise, the most remarkable accessibility features detected in
this study were related to the general structure of the website and the user control of
the moving elements. Moreover, it was revealed that alternative text labels for images,
contrast correction of site elements, removal of empty headings and removal or correction
of frames were the most important measures to be implemented in the platform.

Based on the results obtained through mixed method evaluations, improvement sug-
gestions were made and implemented, resulting in a considerable enhancement of Uni-
versity’s Virtual Library platform accessibility. As a result, the Virtual Library platform
finally met the A and AA compliance levels.

Indeed, the present research has meaningful contributions to the academics and prac-
titioners. Regarding the former, this is one of the first studies to combine three different
methodologies in order to examine and to get an in-depth understanding ofWeb accessi-
bility for visually impaired students. In this sense, this study provides an insight on how
each evaluation method can overcome the drawbacks of other methods, complementing
each other. As for the practitioners, this study provides valuable guidelines for website
designers for identifying the main obstacles that visually impaired users face on a daily
basis and thus creating more accessible and inclusive sites.
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Nevertheless, this research also presents some limitations. First, it is important to
note that this study was based on one particular University’s website. A comparison
with other Virtual Library platforms would be advantageous. Second, there were several
obstacles to access to visually impaired students during the research, so the number
of participants has not been as expected initially. However, these limitations have been
considered for future research work. Therefore, it is expected to continue the research
by expanding the number and type of websites, carrying out comparative evaluations.
The researchers also hope to contact associations with people who suffer from different
disabilities, in order to recruit a greater variety and number of participants.
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Abstract. Energy saving activities are human activities to reduce
energy consumption. These activities can be an effective measure to
reduce energy consumption and humans can start them immediately,
so it is expected as a measure against resource depletion and increased
carbon dioxide emissions. In this context, there have been attempts made
from various viewpoints based on the knowledge that the improvement
of understanding it would lead to putting it into practice. However, the
results of a questionnaire survey on energy saving activities have indi-
cated that there is a gap between understanding and in-practice regard-
ing energy saving, and improvement of understanding does not lead to
in-practice. From this point, it is expected not to improving the under-
standing, but to propose a method that gives direct motivation for energy
saving activities. In this study, we focus on@“vanity”, which is consid-
ered to be one of human needs for promoting energy saving activities.
Here, “vanity” means a desire to pretend to be something good they
are not. The purpose of this study is to consider experimentally whether
energy saving activities could be applied to the target of vanity. At first,
we will consider a method of applying vanity for energy saving activities
and construct an experimental system to experimentally verify whether
or not vanity could act as a motivation to promote energy saving activ-
ities. The experiment will be conducted using the experimental system
to check if there are any persons who activate vanity regarding energy
saving activities.

Keywords: Energy saving activities · Vanity · Action

1 Introduction

Energy saving activities are human activities to reduce energy consumption.
These activities can be an effective measure to reduce energy consumption and
humans can start them immediately, so it is expected as a measure against
resource depletion and increased carbon dioxide emissions [1,2]. In this context,
there have been attempts made from various viewpoints based on the knowledge
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that the improvement of understanding it would lead to putting it into practice
[3,4]. However, the results of a questionnaire survey on energy saving activi-
ties have indicated that there is a gap between understanding and in-practice
regarding energy saving, and improvement of understanding does not lead to in-
practice. From this point, it is expected not to improving the understanding, but
to propose a method that gives direct motivation for energy saving activities. In
this study, we focus on@“vanity”, which is considered to be one of human needs
for promoting energy saving activities, as shown in Fig. 1. Here, “vanity” means
a desire to pretend to be something good they are not.

Fig. 1. Our approach for promoting energy saving activities.

In recent years, there have been many studies that encourage people to act to
support energy saving activities [5,6]. On the other hand, on social networking
services (SNS) such as Facebook and Instagram, there are many posts including
photos. Among them, there is a term “Instagrammable”, which is a photo that
shows well on Instagram. The term means assuming the value by others, and
aims at getting others to feel “good”. In addition, it shows the desire to pretend
to be something good they are not. The desire to be recognized well by others
is approval desire and a mindset of “vanity”.

The purpose of this study is to consider experimentally whether energy sav-
ing activities could be applied to the target of vanity. At first, we will consider a
method of applying vanity for energy saving activities and construct an exper-
imental system to experimentally verify whether or not vanity could act as a
motivation to promote energy saving activities. The experiment will be con-
ducted using the experimental system to check if there are any persons who
activate vanity regarding energy saving activities.

Vanity originates from a human desire to be recognized by others and is an
internal motive. If vanity could be used to promote energy saving activities, it is
expected that it would lead to voluntary and sustainable energy saving activities.
Figure 2 shows the concept for utilization of vanity on energy saving activities.
If there is a person who utilize vanity for energy saving activities, it can be
expected to promote energy saving activities by creating a place to activate
vanity for energy saving activities. However, energy saving activities generally
have different characteristics from the target of vanity. In other words, the targets
of vanity are assumed to be what many people want, such as possessing goods
that many people want to get, traveling to popular places, etc.



74 K. Ito et al.

Fig. 2. Out concept for utilization of vanity on energy saving activities.

2 Related Studies

In recent years, there have been many studies on interfaces that encourage peo-
ple to promote energy saving activities [5,6]. Gustafsson et al. have developed an
extension cord that shines when power is used to give people awareness of power
consumption [7]. Yagida et al. have investigated the impact of household elec-
tricity consumption by visualization on energy consumption in order to promote
human understanding of energy [8]. Ueno et al. have focused on the fact that
people have multiple ways of thinking about energy saving, classified people into
multiple patterns, and proposed a method of supporting energy saving activities
that matches the patterns [9]. In this way, there are some studies that promote
understanding of energy and expect energy saving activities.

However, in order to put them into practice, it is difficult to motivate human
energy saving behavior only because of the understanding of energy problem,
that is, “to reduce energy consumption”. Therefore, studies has been conducted
to motivate energy saving activities by using social influences such as the effects
of the existence, attitude, and behavior of others. Petersen et al. have focused
on competition among groups, and proposed a method of competing for low
power consumption among groups and motivating energy saving activities [10].
Aoyagiet al. focused on the sympathy of groups and proposed a method of sup-
porting energy saving activities, which reporting each other on energy saving
activities would lead to synchronizing with other people, that is, “If everyone is
doing energy saving activities, let’s do it [11]”.

In these methods of supporting energy saving activities using various social
influences, Abrahamse et al. have proposed that a method of supporting energy
saving activities by using the influence of the group would be more effective than
supporting individuals [12]. In particular, they have pointed out that face-to-face
interaction would have a high energy-saving effect [12]. However, face-to-face
interaction is characterized by a low diffusion rate of influence and high human
cost. Therefore, we use the situation that arises from one-to-many interactions
by using the Web. In this study, we would like to promote the energy-saving
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effect by using the social influence, that is, the mindset of “vanity” of a person
in a situation where some people see it.

3 Method to Utilize “vanity” for Energy Saving
Activities

When the targets of vanity are energy saving activities, the targets are classified
into intentions and actions. As for the intentions, the vanity for the intension
would lead to trying to show more intentions than the actual one. As for the
actions, the vanity for the action would lead to trying to do more actions than
the real quantity of actions.

In order to form a place where vanity would be shown on the Web, we
examine a method of presenting intentions and actions on the Web. The targets
of the vanity should be limited to energy saving activities when presenting the
intentions and actions. In addition, in order to confirm the presentation of oneself
and to expect the competition of vanity, it is necessary to make the presentation
of intentions and actions by oneself and others visible. Figure 3 shows the outline
of the utilization of vanity.

Fig. 3. Outline of utilization of vanity.

As for the intentions, we request users to reduce the power consumption.
Here, we use “public commitment” as a mechanism for energy saving activi-
ties. Public commitment is to publicly declare the positions on an issue [13].
For example, Pallak and Cummings have shown that when homeowners make
a public commitment to energy conservation, they are more likely to comply,
compared to homeowners who make the declaration in a less public manner or
those who do not make a public commitment at all [14].

When we use the mechanism of public commitment, at first we ask a user for
energy saving activities. Then, the user announce the intention. Concretely, the
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user could select the intension on how much effort s/he wants to reduce power
consumption. When presenting the intention, s/he is required to input in the
range of 0% to 100% in increments of 10%. The output of the intension is a bar
graph and it shows the intension (%) and the others’ intentions (%). Figure 4
shows an example of the output.

Fig. 4. An example of an output for a user’s intention.

As for the actions, we request users to show an action for energy saving.
Specifically, in order to confirm the presented action, a photograph is used as a
recording medium of the action. And, we request users to show two photos before
and after the action for energy saving. The photos would clarify the action the
user did by comparing the photo before with the photo after. In addition, in
order to show the focused point on the photos, we request the users to add a
description about the action. Figure 5 shows an example of a presented action.

4 Experiment

4.1 Purpose

The purpose of this experiment is to confirm whether anyone is going to utilize
vanity with regard to energy saving activities.

4.2 Method

The number of the participants is thirty, and the participants were divided into
six groups (g1–g6;one group of five participants). The period of the experiment
was two weeks. We have prepared an experimental environments on the Web for
their presentation of energy saving activities. We gave them the instructions on
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Fig. 5. An example of a presented action (photos before and after the action).

how to use the environment and showed how to input each presentation and how
to see the output for the intent and action on energy saving activities. And, there
was no explanation on vanity for energy saving activities. After the experiment,
we asked them to answer the following questions regarding the intension and
action on energy saving activities at the time of their presentation and browsing.

– I want to show it off to the others.
– I want to show the power to someone.
– I want to be praised by someone.
– I want to show it off to the others.
– I want to be praised by someone.

The answers were selected between 1 (“strongly disagree”) and 5 (“Strongly
agree”) (five-degree scale).

4.3 Results

Figure 6 shows the total number of posts on action and intent for each group.
Figure 7 shows the average of the results of the questionnaire asked about vanity.
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Fig. 6. The number of posts on action and intent for each group (g1–g6).

Fig. 7. Results of the questionnaire on the vanity for energy saving activities .

From Fig. 7, the average value of all items was less than 3 for all items,
however, there were six participants out of 30 who showed vanity (the value of
the answer was 4 or more). In addition, “action” has a higher average value for
both input and output than “intent”.

Next, there were the differences in the situation among the groups. There
were 4 groups who showed vanity and 2 groups who did not. The former groups
were g1, g2, g3, and g4, and latter groups were g5 and g6. From Fig. 6, the
number of photos posted was larger in the former groups than in the latter
groups. From the results, the participants with vanity might influence the other
participants.

5 Conclusion

In this study, we proposed a method to support energy saving activities. Specifi-
cally, we focused on the mindset of vanity generated from the desire for approval.



Utilization of Vanity to Promote Energy Saving Activities 79

Then, we have designed and developed an experimental environment for energy
saving activities on the Web, and conducted a two-week experiment with 30
participants. The results would suggest the following points.

1. Among thirty participants of the experiment, there were six participants
whose mindset of vanity would be utilized for energy saving activities.

2. When a participant utilizing vanity was in a group, the other participants in
the group might have been influenced.

The contribution of this study is to suggest that vanity could be utilized for
energy saving activities. In the future, we would like to investigate how to create
a place to promote vanity for energy saving activities.
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Abstract. Whenever there are no vehicles ahead and there is good road visibility,
drivers tend to exceed speed limits even when they normally take care to drive
safely.However, in someof these cases, overspeedingmay cause serious accidents.
In this research, to encourage driving at safe speeds, we propose a system that uses
a mobile device installed in a car to visualize a virtual front vehicle. Specifically,
when the speed of the real car is faster, the size of the visualized vehicle becomes
bigger, as though the driver were approaching the virtual front vehicle. That is, the
size simulates approaching the front vehicle. On the other hand, when the speed is
slower, the size becomes smaller, as though the front vehicle were moving further
away from the driver. We expect that a driver will feel a sense of approaching
the front vehicle, notice their fast driving speed from the size of the virtual front
vehicle, and slow down. To verify this effect, we conducted a driving simulation
experiment.

Keywords: Driving support system · Speed control · User interface · Animation

1 Introduction

Traffic accidents and traffic violations occur frequently in various places in Japan.
According to the National Police Agency, the number of traffic accidents in Japan in
2018 was 430,601, and the number of traffic violations was 6,015,297 [1]. As a measure
for the effective prevention of accidents and violations, facilities such as traffic enforce-
ment cameras (ORBIS), traffic signs, and speed bumps have been introduced to road
environments [2]. However, because these facilities are installed on the roads, their ben-
efits are only partial. For example, drivers decelerate only in the areas where they know
the facilities are installed, and accelerate as soon as they pass these areas. Moreover, to
realize the automatic operation (Level 3–5) of all driving tasks in a practical manner,
improving traffic laws, in addition to dealing with technical problems, is necessary, an
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issue that may require a long time to discuss [3]. Thus, providing a supporting system
for safe driving that can be installed immediately is necessary.

In this study, we focus on the problem of the tendency of drivers to exceed legal
speeds when driving on good clear roads with no vehicle ahead. To solve this problem,
we propose a system for visualizing information as though a vehicle were driving in front
of the user, using a mobile device installed in the car of this user. Specifically, when the
speed of the real car is faster, the size of the visualized vehicle becomes bigger, as though
the driver were approaching the virtual front vehicle. That is, the size of the visualized
front vehicle simulates approaching this front vehicle. On the other hand, when the speed
of the real car is slower, the size of the visualized vehicle becomes smaller, as though
the virtual front vehicle were moving away from the driver. We expect that a driver will
feel a sense of approaching this vehicle, notice that his/her driving speed is fast, from the
size of the virtual front vehicle, and thus slow down. In this research, a demonstration
experiment using a driving simulator was conducted to verify this hypothesis. This paper
reports that the proposed method had a certain effect on the reduction of driving speed,
based on the results of the demonstration tests.

2 Related Works

2.1 Relationship Between Driving and Vision

Drivers have to keep recognizing their surrounding situations while they are driving. Of
the information that drivers generally recognize, 90% is said to be visual information [4].
The carelessness of a driver with confirming the surrounding situation via his/her visual
sense may prevent him/her from grasping the situation accurately and may therefore
cause a serious accident. One piece of information that drivers confirm frequently is
the distance to the vehicle ahead, which is an important factor in preventing vehicular
collisions. Generally, the distance to the vehicle ahead changes depending on the driving
speed, and the sense of danger about the collision is approximately proportional to the in-
verse of the inter-vehicle time. Therefore, the distance between the vehicles is determined
based on the recognition of a sense of crisis about a possible collision [5]. Therefore,
visual changes of the appearance of the preceding vehicle may be an important clue to
the awareness of the sense of crisis and driving speed.

2.2 Speed Control Method Using Vision

Much research has been performed about systems that support driving at safe speeds,
are implemented through the installation of mobile devices in car interior spaces, such
as on the dashboards of automobiles, and present useful information on the screens of
these mobile devices. Shimizu et al. [6] have proposed a system to promote safe driving
by providing a game point to a user from the viewpoint of collision safety with respect
to front vehicles, and by showing the rank of the user. Takada et al. [7]., on the other
hand, have proposed a game that rewards the user with the pleasure of driving safely, to
encourage speeding drivers to slow down spontaneously. The system, which is assumed
to be used on an expressway, evaluates a compliance situation with respect to speed
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limit and driving speed in real time. According to the results of the evaluation, points
are acquired by the user. All of these systems have demonstrated the effectiveness of
providing game points as reward for good driving behavior, which encourages speed
compliance naturally. However, if a driver prioritizes collecting points over actual safe
driving, the driver may perform driving behavior unsuitable for the surrounding situation
just to obtain points.

3 Proposed Method

In this research, to encourage drivers to control their speeds, we propose a method
of visualizing a virtual vehicle travelling in front of a driver. We assume a situation
where there is no preceding vehicle on roads with good visibility, such as expressways
and bypasses. By showing a front vehicle virtually, we expect that a driver recognizes
visually that he/she is approaching the vehicle and slows down because he/she feels
anxiety due to the close distance to the virtual vehicle. Specifically, similar to what is
shown in Fig. 1, an illustrations or photographs of a vehicle seen from behind is shown
on the screen of a device, such as a mobile device or a car navigation system, that is
installed in the real vehicle. The size of the illustration is changed based on the driving
speed of the real vehicle, to express the feeling of approaching the vehicle in front. That
is, when the speed is faster, the size of the visualized vehicle becomes bigger, as though
the driver were approaching the virtual front vehicle. On the other hand, when the speed
is slower, the size of the visualized vehicle becomes smaller, as though the front vehicle
were moving away from the driver.

Fig. 1. Example of information visualization for a virtual front vehicle

4 Verification Experiment

4.1 Outline of Experiment

In this research, we conducted an experiment using a driving simulator to maintain the
same environment for all participants. To verify the effectiveness of the proposed system,
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we required each of the participants to run three test courses in the driving simulator. In
these three driving cases, the participants used a system that shows virtual vehicles under
different conditions (listed in Table 1). The conditions of the experiment were different in
terms ofwhether the size of the virtual vehicle displayed on the device changes or not and
of whether prior explanation about the system was given or not to the participants. That
is, the 1st drive was a normal run, whereas the 2nd drive was a run in which the size of the
virtual vehicle changed according to the driving speed, but the size-changingmechanism
was not explained before the experiment. This mechanism was then explained before
the 3rd drive. We asked the participants to drive under each pattern of conditions and
to answer a questionnaire regarding their impressions and feelings about the displayed
information.

In this experiment, we evaluate the proposed system via subjective and objective
evaluations.

• Subjective evaluation: Do you feel the approximate speed when the size of the virtual
vehicle changes to large or small?

• Subjective evaluation: Do you feel proximity and anxiety when the size of a virtual
vehicle changes to large or small (become particularly large)?

• Objective evaluation: Is it possible to make the participants follow safe speed using
this system? (This question is evaluated from the behavior of the participants and the
driving log.)

Table 1. Patterns of the experiment

Size of virtual front vehicle changes? Mechanism of our proposed system
explained beforehand?

1st drive No No

2nd drive Yes No

3rd drive Yes Yes

To investigate these evaluation points, we required participants to complete the ques-
tionnaire shown in Table 2. For each question, the participants answered one of five
possible grades (1: Strongly disagree, 5: Strongly agree). Questions No. 1, 2, and 3 were
answered after the 1st driving experiment, questions No. 1 to 7 were answered after the
2nd driving experiment, and questions No. 1 to 8 were answered after the 3rd driving
experiment.

4.2 Experiment Environment

In this experiment, we used the driving simulator shown in Fig. 2, which consisted of a
PC, a driving seat, three displays for the driving simulator (for the front, right, and left
windows of the simulated car that the participant was driving), a display for operating the
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Table 2. Questionnaire

No. Question items

1. Did you check the speed while driving?

2. Did you check the system (smartphone) while driving?

3. Did you notice the system (smartphone) while driving?

4. Did it seem are though you were approaching the vehicle, based on the changing
information on the display?

5. Did the vehicle seem as though it was driving away from your car, based on the changing
information on the display?

6. Did you have a sense of approaching the vehicle, based on the changing information on
the display?

7. Did you feel anxious because of the changing information on the display?

8. Do you want to use it in the future?

Fig. 2. Experimental environment

proposed system, a web camera, and a camera for taking images of the participants. The
proposed system assumed that a driver uses a smartphone as a car navigation system,
and thus a smartphone was shown on the display as though it were installed on the right
side of the dashboard of the driver (Fig. 3). We used a driving simulator from Forum
Eight Co., Ltd., and created the road environment using UC-win/Road.
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Fig. 3. Example of the experiment course and an example of implementation of the proposed
system

4.3 Overview of the System Used in the Experiment

The system that we constructed displayed a virtual front vehicle separately from the
system of the driving simulator. Figure 4 shows an example of the system screens.
When a user started driving, a screen simulating a mobile device was displayed. The
background photograph of the driving simulator was applied to the background of the
mobile-device screen tomake it appear as though the virtual vehiclewas running forward.

Because this system was independent from the driving simulator, it needed to obtain
information on the driving speed. Thus, we used the web camera to determine the driving
speed of the image from the display of a driving simulator. The speed data were obtained
by converting the image into numbers via image recognition. The display for operation
was used to obtain speed information via the web camera, and the system was set to
show the same information as that shown by the driving simulator. Whenever the value
for speed was determined from the web camera, the result was transmitted to the PC for
the operation of this system and was also saved as a log.

When this system detected the running speed of the driving simulator, the illustration
of the virtual vehicle was shown on the screen of the system. The system calculated the
size of the illustration of the vehicle according to the driving speed acquired by the web
camera and updated the illustration. The illustration of the vehicle became larger as the
driver accelerated and became smaller as the driver decelerated.

In this experiment, to verify the speed control effect of the proposed system, the
size of the illustration of the vehicle was not changed in proportion to the speed. Rather,
the size was changed with consideration of the speed limit set in the experiment. An
example of the display pattern is shown in Fig. 5. The size was changed in proportion
to the driving speed when the speed was slower than the limit speed (i.e., 80 km/h).
Whenever the speed limit was exceeded, the size was doubled every 20 km/h to make it
easy to understand the change, and to give a feeling of approach and anxiety. Whenever
the speed exceeded the speed limit significantly, the virtual vehicle was displayed as
being larger than the screen size of the device. As described in Sect. 4.1, the size of
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Fig. 4. System screen

Fig. 5. Display patterns of the system (Above: Under the speed limit, Below: Over the speed
limit)

the virtual vehicle did not change in the 1st drive, that is, the size was fixed to the size
corresponding to 80 km/h shown in Fig. 5.

4.4 Experimental Course

In this experiment, we configured roads with good visibility, such as expressways and
bypass roads. This course was composed of an eight-course track 20 km long. In this
experiment, the participants drove up to 15 km from the starting point of this course. We
set various vehicles in the left lane with traveling speeds of 80 km/h and no vehicles in
the right lane.
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4.5 Experimental Procedure

Before the experiment, we explained the purpose and outline of the experiment to each
of the participants, andwe obtained his or her consent to participate in the experiment. To
grasp the driving characteristics of the participants, we then used the Driving Style Ques-
tionnaire (DSQ) and Workload-Sensitivity Questionnaire (WSQ) created by Ishibashi
et al. [8]. Afterward, we explained the procedure and precautions of this experiment.
Each participant then performed a simple practice drive to get used to the driving oper-
ation of the driving simulator and the feeling of steering and accelerator. In the practice
drive, the participant ran on the opposite lane of the course starting from the start position
of this experiment, under the condition that there were no other vehicles on the road.

The participants then performed a driving experiment under the patterns of conditions
for each of the experiments listed in Table 1. After each experiment, we asked the
questions from the questionnaire shown in Table 2 to the participants. After the 2nd drive
ended, we asked the question, “Did you understand the mechanism of or the reason for
the changing information on the display?” to the participants. Afterward, before the 3rd
drive started, we explained the mechanism of the display. After the completion of all
experiments, we conducted interviews on their driving behaviors during the experiments
and based on the questionnaire results.

5 Experimental Results

5.1 Questionnaire Results

We conducted the experiment with 21 participants (20 males and 1 female) aged 20 to
25 years (average age: 22.8 years old). Each of the participants has a driver’s license.
The attributes of the participants are listed in Table 3.

Table 4 outlines the results of the questionnaire for the three experiments. In the 1st
drive, the average score and standard deviation for question No. 1 are 3.95 and 1.00,
respectively. The average answers to questions No. 2 and No. 3, asking if the participant
confirmed or cared about the presence of the system, are 2.52 and 2.38, respectively,
which are both low scores.

Among the results of the 2nd drive, the average score for question No. 1 is 3.81. Both
the average score and standard deviation are almost the same as for the 1st drive. On the
other hand, the average score for question No. 2 is 3.38 and for question No. 3 is 3.48.
These results indicate that the degrees of confirmation and concern for the system in the
second experiment are higher than for the third one. The average score for question No.
4, asking how the change of the display was recognized by the participant, is high, at
4.05, whereas the average scores for questions No. 5, No. 6, and No. 7 are 3.52, 3.81,
and 3.29, respectively. However, the standard deviations for questions No. 4, No. 5, and
No. 6 are slightly higher than those for the other questions. These results indicate that
the participants had the various reactions to the system. Table 5 lists a summary of the
answers to the question “Did you understand the mechanism of or the reason for the
changing information?”, which was asked after the 2nd drive. Of the 21 participants,
those who understood the mechanism (Yes) numbered at 13 persons (62%), whereas
those who did not (No) numbered at 8 persons (38%).
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Table 3. Attributes of the participants

Participant Gender Age Licensed driver for
how long?

Driving frequency Uses expressway?

A Male 23 2–3 years Once a month Yes

B Female 22 2–3 years Almost every day Yes

C Male 23 3 years or more Almost every day
(Motorbike)

Yes

D Male 23 3 years or more Once a month Yes

E Male 25 3 years or more Once a month Yes

F Male 22 3 years or more Once a month Yes

G Male 22 2–3 years Once a week Yes

H Male 25 3 years or more Once a year Yes

I Male 21 3 years or more Once a month Yes

J Male 24 2–3 years Almost every day
(Motorbike)

Yes

K Male 23 3 years or more Once a year Yes

L Male 24 3 years or more Almost every day
(Motorbike)

Yes

M Male 22 1–2 years Once a month Yes

N Male 22 2–3 years Once a month Yes

O Male 20 Less than 1 year Once a year Yes

P Male 21 Less than 1 year Once a month Yes

Q Male 21 3 years or more Once a month Yes

R Male 23 1–2 years Almost every day
(Motorbike)

Yes

S Male 24 3 years or more Once a month Yes

T Male 22 2–3 years Once a year No

U Male 24 1–2 years Once a year Yes

Meanwhile, among the results of the 3rd drive, the average scores for questions No.
1, No. 2, and No. 3 are 4.00, 4.10, and 3.95, respectively. These scores are the highest,
and the standard deviations are the lowest, compared with for the other experiments.
That is, there are little variations in the responses, and many of the participants gave the
positive responses to the questions. Answers to question No. 4 exhibit a similar tendency
to the results for the 2nd drive. The average score for question No. 7 is 3.38, which is
almost equal to that in the 2nd drive. Finally, the average score for question No. 8 is
2.71.

The results of the after-experiment interviewswith eachparticipant are then analyzed.
The question contents of the interviews are different amongdifferent participants because
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Table 4. Summary of the results of the questionnaire

No. 1st drive 2nd drive 3rd drive

Evaluation SD Evaluation SD Evaluation SD

1. 3.95 1.00 3.81 0.96 4.00 0.62

2. 2.52 1.10 3.38 1.13 4.10 0.81

3. 2.38 1.09 3.48 1.10 3.95 0.90

4. 4.05 1.17 4.29 0.76

5. 3.52 1.37 3.95 1.09

6. 3.81 1.14 4.00 0.93

7. 3.29 0.93 3.38 0.90

Table 5. Summary of the answers regarding about understanding of system structure

Yes No

Number of respondents 13 people 8 people

Percentage 62% 38%

we asked the questions depending on the driving behaviors noticed by the experimenter
noticed and on the questionnaire result. According to the interviews, impressions and
actions felt in the 2nd and 3rd drives differed depending onwhether themechanism of the
system was understood or not. Some of the 13 participants who replied “I understood
(Yes)” said, “From the 2nd drive, I was surprised and slightly scared by the system
display,” “Checked the speedometer after checking the system display,” and “I tried to
find a speed that resulted in a good illustration size.” On the other hand, some of the 8
participants who replied “I didn’t understand (No)” said, “I was aware that the display
of the system had changed in the 2nd drive, but I did not understand the mechanism, so I
continued driving,” and “I started to realize the mechanism after I heard the explanation
on the system.” As a common opinion, the improvement of display size, change of
illustration, change of the lane where the virtual vehicle runs when the drivers change
their lanes, and dealing with the experience of using the system are pointed out as
opportunities for improvement. Furthermore, the degrees of the sense of, or the anxiety
from, approaching the vehicle are different among the participants.

5.2 Analysis of Experimental Data

Table 6 lists the average speeds of the participants. The 3rd drive resulted in the slowest
average speed, whereas the 1st drive resulted in the fastest. We performed a t-test at the
5% level to confirm the differences in the average speeds of the 1st and 2nd, 2nd and
3rd, and 1st and 3rd experiments. Table 7 lists the results of the t-tests. Each comparison
uses p < 0.05, and significant differences are said to exist.
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Table 6. Average speeds of the participants (km/h)

Participant 1st drive 2nd drive 3rd drive

A 105.23 109.33 107.74

B 110.55 88.4 83.61

C 109.3 80.44 94.94

D 113.62 117.12 108.26

E 90.47 88.3 64.62

F 98.65 115.2 90.92

G 95.66 56.55 71.49

H 118.95 114.62 77.94

I 129.35 116.94 103.75

J 131.17 129.32 125.74

K 73.13 43.7 42.16

L 89.87 90.62 87.52

M 96.01 75.08 78.73

N 76.62 102.63 79.7

O 117.78 107.08 93.5

P 92.06 88.34 79.55

Q 95.86 71.6 67.78

R 114.05 115.45 121.37

S 94.64 90.87 91.73

T 84.66 85.05 86.07

U 122.4 114.23 116.53

Average 102.86 95.28 89.22

Table 7. Results of t-tests for average speed

1st and 2nd drive 2nd and 3rd drive 1st and 3rd drive

p-value 0.03843 0.04351 0.0001623

For each experiment, we then confirm, using Pearson correlation analysis, whether
there is a relationship between the results of the answers to the questionnaire and the
average speeds. Among questions No. 1 to No. 7, we performed the analysis on ques-
tions No. 1, No. 3, No. 4, No. 6, and No. 7, which are considered to be related to con-
trolling the speeds of the car driven by the participants. Table 8 outlines the results of
the correlation analysis between the response results to the questionnaire and the aver-
age speeds. In this table, strong correlation is denoted by 〇, weak correlation by �,
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and no correlation by × . For the 1st drive, a negative correlation is observed for ques-
tion No. 1, and a weak negative correlation is observed for question No. 3. For the 2nd
drive, a weak negative correlation is observed for question No. 1, and negative corre-
lations are observed for the other questions. Finally, for the 3rd drive, no correlation is
observed for question No. 1, whereas weak negative correlations are recognized for the
other questions.

Table 8. Results of correlation analysis

No. 1st drive 2nd drive 3rd drive

Correlation
coefficient

Results Correlation
coefficient

Results Correlation
coefficient

Results

1. −0.63 〇 −0.39 � −0.07 ×
3. −0.26 � −0.69 〇 −0.32 �

4. −0.53 〇 −0.29 �

6. −0.57 〇 −0.25 �

7. −0.43 〇 −0.33 �

5.3 Consideration

According to the results of the questionnaire in Sect. 5.1, for question No. 1, which asked
whether the participants were concerned with their speeds, the average score increased
in the 3rd drive. However, this score was almost the same for the 1st and 2nd drives.
Furthermore, for questions No. 2 and No. 3 on the consciousness of the participants
about the system, the scores increased from 1st drive to 2nd drive and from 2nd drive to
3rd drive. The reason for the increase in score from the 2nd to 3rd drives seems to be the
explanation of the proposed system being given after the 2nd drive. Because the score
also increased for the 2nd drive compared with that for the 1st drive, the consciousness
about the system is said to have been improved by the change in image size to large and
small.

The results for questions No. 4, No. 5, and No. 6 were high for both the 2nd and 3rd
drives. From these results, the design is said to be intuitively easy to understand.However,
the resulting score for question No. 5, regarding the information that the vehicle is going
away, was low. The reason for this low score is considered to be from the participants
seemingly not needing to step on the brake in the expressway course because of the
ability to slow down by releasing the accelerator pedal instead.

According to the results for question No. 7, which asked about the sense of unease,
the scores were almost same, and were both low, for the 2nd and 3rd experiments. As a
result, although the proposed system can provide a sense of approaching the vehicle in
front, the virtual approach to the preceding vehicle don’t produce a sense of uneasiness.
Thus, design considerations should be made to create this necessary sense of uneasiness.
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We then consider the average speeds in the experiment. The average speeds in the
2nd and 3rd drives were lower than in the 1st drive, with a significant difference. From
this result, the change in size of the virtual front vehicle is said to be effective for speed
control. In addition, because the speed in the 2nd drive was slower than that in the 1st
drive, the speed will become slower even when no explanation about the mechanism of
the system has been given. However, the average speed decreased in the 3rd drive, and
the speed is said to be further decreased by explanations on the proposed system.

Afterward, we explain the relation between the results of the answers to the question-
naire and the average speeds. For the 2nd drive, there were negative correlations for most
of the questionnaire items and the average speed, i.e., the average speeds became slow
for many participants, as the scores for the questionnaire became high. Based on this
observation, adjustments in the speed appeared to be due to the participants confirming
changes in the image size. The degree of the correlation became lower for question No.
1 for the 2nd drive compared with that for the 1st drive. This result is considered to be
due to the participants getting used to the 2nd experiment operation. Moreover, in the
3rd drive, the correlation between average speed and question score became low, which
was caused not only by the driving operation but also by habituation to the display of
the system.

In summary, we consider the evaluation points listed in Sect. 4.1.:

• “Do you feel the approximate speed when the size of the virtual vehicle changes to
large or small?”: According to the results of the questionnaire, the participants were
paying attention to the change of size. Theywere concerned about their speed, and thus
their average speeds decreases. Furthermore, in the interviews, we obtained opinions
such as “The size showed how fast I was driving,” and “I found out I can set the image
of this size by a certain speed.” Therefore, we consider that the drivers were able to
estimate their approximate speeds using the proposed system.

• “Do you feel proximity and anxiety when the size of a virtual vehicle changes to large
or small (become particularly large)?”: From the results of the questionnaire and
interviews, we consider the participants feeling a sense of approaching the visualized
vehicle to be a given. However, notmany experiment participants felt anxiety from this
part of the experiment. Therefore, an examination of the design is needed to trigger
the required anxiety.

• “Is it possible to make the participants follow safe speed using this system? (This
question is evaluated from the behavior of the participants and the driving log.)”: From
the driving movie data, we confirmed that the participants looked at the speedometer
after looking at the system. In addition, their average speeds significantly decreased
in the 2nd drive and 3rd drive, compared with the 1st drive, whenever the size of the
virtual front vehicle changed. For this reason, it is concluded that the system was able
to encourage drivers to decrease their speeds.

6 Conclusion

In this research, we proposed a system that uses a mobile device installed in a car
to visualize information as though a vehicle was running forward in front of the car.
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Specifically, we proposed a system that expresses a sense of approaching the visualized
vehicle by changing the size of the illustration based on the driving speed. In a verification
experiment using a driving simulator, we conducted the driving testswith 21 participants.
The results of our questionnaire and an analysis of the experimental data showed speed
control as an effect of the visualization by the proposed system.

As a future plan, we consider varying the content according to the actual driving
environment to make the visualization more realistic. In addition, we need to conduct
experiments with enhancement expressions, where approaching the virtual vehicle is
emphasized by different images or by changes in the background color.
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Abstract. Innovation communities have been a focus of research over the last
decade to foster and analyze how businesses and the public sector can engage
customers or citizens to co-create products, strategies or services.While an applied
and professional communitymanagement is seen as key, most initiators still do not
understand the different personas and characters about their communities to adjust
their management on an individual level and to embrace further potentials. In this
paper, we analyzed 64 communities to pinpoint 11 different personas, which can
be found repeatedly on either public or industry driven innovation communities.
Based on our findings about their characteristics, motivation triggers and behavior
on innovation communities,weoffermanagerial implications to enhance strategies
and community management systems of innovation communities.

Keywords: Community management · Community roles · Open innovation ·
Open government · Innovation communities · Crowdsourcing · Public
participation ·Motivation and participation

1 Introduction

Scholars, public institutions and corporations alike have done extensive work analyzing,
testing and implementing innovation communities. Online communities or social media
platforms are used strategically to integrate customer voices [1], to listen to citizens and
their opinions, to collaboratively work on products or policies [2] and more. However,
recent publications as well as the experience of international brands and influential
governmental organizations show that the potential ofOpen Innovation platforms still has
not reached its limits and leaves different areas with high potential uncovered [3]. While
the number of initiatives in the public and private sector and the level of professionalism
is increasing, still many innovation communities are shut down, the implementation rate
is inefficient, or the efforts are not seen as sustainable worthwhile compared with the
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outcome [4]. The reasons for a partial unproductive use can be explained several different
ways, including the following:

Topic Progress: Innovation communities and their use through crowdsourcing to filter
trends, share experiences and submit ideas have been part of the corporate and public
world for over a decade. The quantity of initiatives has led to a numbing effect within
the recipients, picking merely the most interesting initiatives with the highest rewards -
intrinsic and/or extrinsic - to participate. Therefore, a decrease in quality and quantity
of contributions can be detected - at least within those initiatives, which processes have
not changed over the years. Innovative approaches like using a social crowd just to give
feedback overnight or within sprints to spice up the challenge (gamification, shorter run-
time, short descriptions) can increase the time participants spend in the community and
make week-long interactions on simple idea contests as well as evaluating each other’s
concepts more attractive [5].

Implementation Process: Organizations have always struggled with Open Innovation
projects and especially in crowd-based initiatives to evaluate, prioritize and eventually
implement the gathered insights for final products, strategies, concepts or policies [6].
The progression of cultural change, adoption of lean management and Open Innovation
frameworks have cut deeply into all kinds of organizations and leave the responsible
managers in sheer desperation of how to transfer and adopt citizen or consumer cen-
tric perspective into the innovation process. Innovation communities and their insights
are no exception as their management and processes within the organizations are usu-
ally decoupled from the innovation management process which leads unwillingly to an
implementation gap.

Community Management: The success of innovation communities has always been
linked to the management of the communities and consequently to the handling of indi-
vidual profiles, personas and the social behavior of the crowd within a given framework
[7–9]. While many publications use cases and practitioners have highlighted the impor-
tance and explained tools to deliver professional community management, the exact
roles and recurring personas within communities have not been understood holistically.
By analyzing existing research and executed projects, it becomes evident that organiza-
tions - private and public alike - have focused on a professional, but mainly generalist
community management; an in-depth understanding of the individual behavior of the
crowd is still missing. The community is a fragile social environment, mirroring needs,
behavioral patterns but alsomoods of society-at-large. To deliver customized community
management, motivation, dynamics and behavior of the recurring characters (personas)
is key.

The aforementioned frontiers of innovation communities are significant bottlenecks
and therefore a matter deemed worthy of analysis. As a starting point and focus of this
research, we want to give a broad coverage by diving deep into the latter frontier, namely
the challenge of how to deliver customized community management for individual per-
sonas and profiles to engage in a more sustainable way and to get the maximum out of
community-based innovation initiatives.
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Firstly, we cluster and explain the different existing roles and personas on social
media collaboration platforms driven through crowdsourcing. We show clusters as well
as patterns of behavior of 11 different roles and personas.Additionally, we compare those
in the scope of the public and the private sector to deliver insights about potential learn-
ings from each other’s sectors and to derive management implications for stakeholders
from the practical field on how to handle and manage communities. This improves the
outcome and chances of implementation by specifically understanding the personas and
roles of the participants.

Basis for our discussed insights is a data set from 64 innovation communities from
political and public institutions aswell as fromcompanies around theworld. The research
team has accompanied each one of those (Participatory Action Research) during recent
years and conducted various interviews with stakeholders, citizens and customers. To
summarize, all cases have been fundamentally analyzed and are a fruitful source of data
to answer our research questions:

1) Which roles and personas are existing on social media collaboration platforms?
2) What is their primary motivation to participate?
3) What differences exist between public and industry led innovation communities

regarding those roles and personas and the frequency of their appearance?
As we have already indicated in the introduction, many other frontiers can be listed.

Consequently,we desire to provide a longer-termperspective concerning further research
efforts and potential follow-up analysis about this topic after highlightingfirstmanagerial
implications in the scope of our findings.

2 Theoretical Background

Online communities are used to generate innovation for several years now. In the private
sector they are used to create new products and services or to solve problems [10, 11].
The public sector also has been using innovation communities for a while now for
different purposes like policy creation and party programs or even entire constitutions
[12, 13].While this approachworks very well in an open setting involving customers and
external experts, communities are also used within organizations to connect employees
virtually and create innovations [14]. Literature is using a variety of names to describe
these internal and external as well as private and public sector communities. In the
scope of this research study, we will use the term innovation communities to describe
communitieswhere people join anonline platformwithWeb2.0 functionalities to submit,
discuss and evaluate ideas. Other terms that may be used in this context in a similar
manner include crowdsourcing contests, social media collaboration platforms, call for
ideas, innovation contest, crowdsourcing, E-Participation, Open Government or Open
Innovation communities.

The framework in which the community is established (i.e. internal vs. external,
public vs. private sector) also determines the kind of participants attracted to participate
and hence, the results that can be generated within the different communities. The com-
munity members of the different initiatives are also motivated by varying factors which
results in different measures to be taken in order to manage and motivate the community
[15]. Some research has already been done to identify different roles in communities.
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Hutter et al. [9] have shown, there are fourmajor kinds of participants (competitors, com-
munititors, observers, co-opeators) active in industry innovation communities. However,
only limited suggestions on how to manage them was provided. In the public sector, the
knowledge about the different user groups is limited to so-called lurkers (i.e. inactive
participants) [15]. A major trigger for their participation is their underlying motivation.
Research indicates different results for the motivation of participation when looking
into specific communities [16–18]. There are various motives why people participate in
innovation communities and often times, it is a combination of different factors that lead
to participation. These can be divided into extrinsic and intrinsic factors [19]. Some love
to solve problems, participate in order to learn, want to have a positive impact on others
or be part of a community and are therefore driven by intrinsic motivation [20]. At the
same time, also extrinsic motivation factors like the chance to win prizes, to use the new
product or service or to get recognized, play an important role [16, 21]. In contrast, in
the public sector the motivation may differ. Most participants are motivated intrinsically
by political interest [22] or to meet one’s own needs [23] as prize money is rarely offered
to incentivize participation [24].

Besides the motivation for participation, other factors may also influence how partic-
ipants behave in the community. Group norms and the social identity of group members
have an influence on their participation behavior [25]. At the same time, the dynamics
within groups may have an influence on the behavior [8] leading to a great variety of
different types of community members. In software product development, the issue of
addressing the needs of specific groups is done through personas which provide a better
understanding of the characteristics, needs and values of different user types [26, 27]. In
communities, the value does not lay in the right features but rather how it is managed to
provide the desired outcome for the initiators [28]. Combining the concepts of personas
and community management leads to the need of a persona-specific management of
innovation communities.

3 Methodological Approach

To gain an in-depth understanding about potential roles on innovation communities and
how they differ between private sector and public sector, we use the Participatory Action
Research Approach (PAR) [29]. In PAR, the researchers become active participants in
the cases they want to study, thereby leveraging the full potential of the case study
method [30]. Through the deep immersion into the topic they gain valuable insights and
get a better understanding of the focus topic. This qualitative method allows approaches
to new research fields in an exploratory manner. In this research project, the research
team has been managing the innovation communities for or with the public or private
entities mostly in the scope of project work. In addition, interviews with users have been
conducted to get a better understanding of the underlying motives for their participation
and action/in-action within the communities. Besides and fundamentally this qualitative
approach is backed by a large data set as 64 innovation communities have been accompa-
nied by the researchers. The number of innovation activities (e.g. contests) is even higher
as the researcher accompanied different activities in several of the communities. While
29 of them were hosted by public entities, 35 of them were hosted by companies. These
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communities can further be distinguished as 23 internal (with own employees or specific
group) and 41 external driven initiatives (innovation communities) (see Table 1). Due
to the lower market acceptance and penetration for internal communities in the public
sector as well as more difficult access to internal industry communities, the number of
cases is lower in these areas.

Table 1. Distribution of the sample according to sector and target group

Industry Public Total

Internal 13 10 23

External 22 19 41

Total 35 29 64

The innovation communities span a variety of different topics, but the technical func-
tions of the underlying software platformswere almost identically. In internal innovation
communities, only employees of the respective companies could participate and could
log in with their company accounts. For the external innovation communities, users
could create an account on their own and there was no pre-selection of the participants.
All participants were then able to submit own ideas, comment on other participants’
contributions and evaluate these. Ideas could be text only or include further attachments
like images or PDF files. On the platforms, all submissions were visible to all users who
could get inspiration from the content that has already been submitted. Each user had
a personal profile where they were able to share some basic personal information. In
most cases, the participants also had a pin wall on which other participants could leave
personal messages separated from idea contributions.

The innovation communities displayed in Table 1 show some examples of the cases
that have been used as the basis for this analysis. Their explanation provides a better
understanding of the research subjects. Further organizations that are part of the study
are for example the Wirtschaftskammer Tirol (chamber of commerce Tyrol), the Ger-
man ministry of economics or the Austrian ministry of finance in the public sector and
companies like BMW, Lufthansa, Intel or P&G in the private sector (Table 2).

Table 2. Exemplary selection from different fields of cases used in the research project

Industry Public

Internal Zodiac Aerospace CSU

External Vodafone ÖVP

Zodiac Aerospace - Open Innovation Challenge: The Open Innovation Challenge
was a community that was built by the French aerospace company Zodiac Aerospace
to leverage the creative power of their employees regarding the airplane interior of the
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future. The participants were free to submit any idea regarding the cabin interior of
commercial aircrafts. The platform was open to all Zodiac Aerospace employees world-
wide. Prizes for the participation were two Apple Watches. Within the contest, 2,746
employees registered on the platform. They submitted 610 ideas and 2,051 comments.

Vodafone - Connected X Challenge: The Connected X Challenge was a community
that was built by the telecommunication provider Vodafone in Germany to find new use
cases for an existing technology that had been developed by Vodafone. On the platform,
the participants were asked to submit ideas about new use cases for Vodafone’s new
Narrowband IoT hardware platform. The platform was globally open to everyone who
was interested in the topic. Prizes for the participants included money, a visit to a trade
fair where the winners were awarded and non-monetary prizes like smartphones. In the
scope of the contest, 556 participants registered in the community and submitted a total
of 406 ideas, 1,254 comments and 1,300 evaluations.

ÖVP - Ideenwand: The Ideenwand platform and community was built by the Austrian
people’s party ÖVP to gather ideas and opinions to build the basis for their new party
program within their Evoluation Volkspartei initiative. On the platform, participants
were asked to submit ideas and discuss political topics that were relevant to them. The
platform was initially open to everyone. In a second voting phase, only party members
could vote to determine a certain short list of guidelines for the program. During the
campaign, 5,337 citizens registered, submitted 2,949 ideas, wrote 6,537 comments and
evaluated almost 12,000 likes and dislikes.

CSU - WikoNet: TheWikoNet was a community that was built by the Christian Social
Union (CSU) in Bavaria to connect experts from politics, economics and scientific
experts within the political party. On the platform, participants could submit own ideas
and discuss the presented content. The platform was only open to party members of the
CSU, who discussed the future of their economic strategy. Over 100 submissions by 52
selected experts where discussed several hundred times.

4 Findings and Discussion: Community Roles and Comparative
Insights on Patterns and Motivation Within Internal/External
as Well as Public/Industry Collaboration Platforms

After analyzing 64 internal and external organized initiativeswith close connection to the
project sponsors/initiators and users/employees (e.g. through interviews), we could iden-
tify clear and recurring behaviors as well as patterns which we clustered in 11 different
roles and personas. In the following paragraphs we present them in detail by highlighting
their characteristics, uncovering their motivation for participation and by illustrating the
major differences between public and industry led innovation communities targeting an
internal and external audience:

Community Managers are responsible for leading and operating the platform as
well as activating the community regarding idea generation. They are the binding element
between organizations and the virtual group. In this role, they are communicating and
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de-escalating with the main purpose to keep the community values and netiquette. Every
community should have multiple and professional community managers, as they usually
also review the content, forward ideas to experts within the organization and track the
data, movements and dynamics on the platform for potential counteracting. The number
and efforts of community managers varies from case to case, being tightly correlated
to topic, number of employees, recruiting efforts or fan base; ergo, to the size of the
(expected) community. By accompanying and evaluating the different initiatives in this
paper, we found that political external driven communities need the highest amount of
community managers (max. value: crowdsourcing political party program of the ÖVP
in Austria with up to 15 community managers), while internal platforms (industry and
public) and external collaboration platforms in the private sector level out at three to
maximum five community managers (thumb rule each with 2 h efforts a day besides
their daily jobs). If quality and quantity is missing on that end, it usually results in
sustainable deterioration.

Opinion Leaders have a great interest in the topic and are highly motivated (intrin-
sic). Next to their active engagement on the platform, they even support the community
managers by fostering discussions, demonstrating values andmotivating others (socially
engaged). Usually those highly value-oriented participants can be found more on exter-
nal public communities due to the strong correlation to intrinsic triggers of participation.
Additionally, our analysis shows that there is also a difference within the public sector.
They are more likely to engage in political party driven communities than on those
initiated by ministries or public institutions. Interestingly, the sight of this persona on
internal platforms is very rare, as questions would be raised about their enormous time
spent on the platform on top of the core task, to submit ideas and discuss. In a way, they
can be seen as entertainers, as they market the purpose and initiative through various
channels (this is the case on internal and external communities). This starts f.i. with
employees communicating their own ideas in meetings, coffee breaks, lunch breaks and
phone calls (offline push regarding internal platforms) and continues with writing blog
articles, sharing social media postings or fostering group discussions as external partic-
ipant for vitalizing and energizing the community of their beloved brands (online push
regarding external platforms).

Power Ideators are widely welcoming characters on a community as they generate
a huge number of qualitative ideas or further develop already existing idea sparks and
concepts. They usually engage in discussions, but mainly focus on their own contribu-
tions. This is due to their intrinsic but also extrinsic motivation to participate. They try to
publish as many ideas as possible and in a very early stage to occupy whole topic fields.
Other contributors can just enhance the ideas via comments but cannot publish similar
ideas as this would seem to be simply copycats. They usually have a broad knowledge
across industry, so they simply apply ideas from other industrial areas and adjust them
to the use case of the innovation community. Regarding this role we see a significant
difference between the two sectors, not in frequency of their appearance, but for reasons
of their motivation. Public communities are inclined to attract those power ideators who
are driven by a far more intrinsic calling to change the status quo than those participating
in communities across industry who usually share this high number of ideas to raise their
chances to win prizes or to get acknowledged by the initiators to gain improved access
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and connections. However, the number of power ideators is very small in general, but
even in thin quantity (under 20 power ideators on average on the analyzed communities)
they can be accountable for more than 40% of all the submitted ideas in a single inno-
vation community. At least that has been the result in more than 25% of all the analyzed
communities. Internal communities show even lower numbers of power users due to
the lack of expertise of emerging technologies (many internal ‘call for ideas’ are based
around those topics), lack of time (users on external communities use their free time,
employees usually use their work time as technological access to the platform is limited
to the workplace) or simply due to missing incentives.

Supporters are driven by intrinsic interests and join the community to promote a
certain topic. They actively engage and promote the ideas of others with constructive
comments to take their input to the next level. Most winning ideas are usually reworked
several times during a contribution phase as comments and critics as well as evaluation
push the ideator to react and enhance the idea continuously. Interestingly, supporters
predominantly do not have own ideas but try to share their expertise to push other con-
tributions and to create value. Parallel to the reasons for the lack of power ideators on
internal collaboration platforms, this support role is hardly found both for public and
private organizations. Reading and commenting on other ideas is time intensive which
means that regular work must get done later or even after the regular office hours. Most
internal platforms can be accessed only through the companies’ or organizational net-
works as remote accessibility is ranked as risky. Consequently, user focus on their own
ideas and evaluations. This leads to an exciting finding, namely the significant lower
number of exchange and discussions on internal communities compared to those with
an external crowd, even though a homogenous and already familiar (and perceived saver)
community and environment of employees seems to be more interactive than a commu-
nity mixed with strangers across the globe. Moreover, our data shows that supporters on
external platforms have declined in numbers over the past years, while this role can still
be seen frequently on public communities. The main reasons for this development are
the rising number of international brands using community-based approaches to foster
customer voices and its consequence of a non-exclusive status, in simpler words - too
much competition for interested users and ideators. In contrast, we have seen that the
number of participants in general on internal platforms is usually higher than those on
external ones (still depends on the size of the organization which initiates the commu-
nity) even though the target group is limited as no outsiders are allowed. It seems that
internal communication and CEO messages to the employees has a magnetic impact
and is highly efficient for including the staff, while compared gathering a global crowd
needs a lot more community building and communication efforts as well as channels.

Experts are actual luminaries for the field in demand. With their background knowl-
edge, theymake a valuable contribution to the community and their specialist knowledge
provide high-quality ideas and comments. The involvement of experts is one of the main
goals for external communities as variously and often quoted in innovation, ‘most of
the smartest people work for someone else’ and outside-in perspective is the main rea-
son for pushing forward Open Innovation programs. The acquisition and recruitment
of those high-end contributors is difficult and elaborate, albeit critical for the qualita-
tive input. Simply described - the more external experts the merrier. On the contrary,
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regarding internal platforms we can summarize through our data that experts are usually
also feedback providers for the whole community and part of the respective department
running the topic/call for ideas on the platform. Here, the number of experts is usually
low (around 5–10 on average), but their part is key as they drive the evaluation and
prioritization process by picking out the best ideas which will be further worked on for
implementation.

Profit-oriented participants are also submitting ideas (more than discussing them as
ideas submissions are usually better incentivized), especially on external platforms. The
reason for the engagement is more extrinsic than intrinsic, as they usually have a certain
goal. In most cases analyzed, they simply try to win the offered prize money or other
exclusive prizes by sharing their thoughts and ideas. But not all motivation is triggered by
monetary elements, many professionals also seek a possibility to get connections to the
organizer of the community and convince them about their expertise as they are on the
hunt for a new job.While this persona is very common in the industry, public participants
usually try to profit in a different way as in most of all cases, public organizations do
not give away material or monetary prizes anyways. Here, the citizens - if motivated
extrinsically - rather hope for political influence, being part of the decision-making
process or access certain networks. This phenomenon is pretty much mirrored within
internal communities. Corporations tend to give away phones, extra vacation days, or
very exclusive prizes for ideators, wherefore the penetration of participation is usually
higher than in the public sphere, where no incentives at all is common. Furthermore, and
not surprising, we analyzed that in both areas many profit-oriented driven users hope
for leaving a ‘digital business card’ to apply for a better or new job through their online
performance.

Disturbers are mainly characterized by negative input, such as provocative com-
ments and bad evaluations about other ideas. In doing so, they cause damage in con-
tent and attempt to develop conflict within the community. However, our research has
shown that this is usually not happening for simple reasons to hijack the community and
spread harmwithin the social collaboration platform (the number of cases of competition
hijacking the community to damage the brand or political organization is very low with
under 5% of the disturber cases in general). In fact those personas usually cast a nega-
tive shadow over other ideas (worse evaluation) to spotlight their own contributions for
extrinsic reasons (in many analyzed cases they even asked other community members
to down-vote ideas, so their average score is better and gets more attention from the
initiator). Moreover, this phenomenon can be detected mainly on external public com-
munities (especially from political parties) and sometimes bigger brands but is nearly
non-existing on internal platforms. The explanation is simple as no individual would
risk his job by neglecting the netiquette and wider purpose of the initiative of his or her
employer and leave a negative image.

Idea-Thieves who are driven by an egoistic motivation are rare. They are character-
ized by copying existing ideas and simply describe them in other words or ‘restructure’
them but not really improving or develop them any further. This means that they try to
find the easiest way to receive incentives or other extrinsic elements (contacts to brands
etc.) and frustrate the actual idea provider. This is a double-edged sword as people can
also do it unwillingly. Especially within internal communities from organizations or



104 M. Rapp et al.

companies, people post ideas which have already been submitted without knowing as
no research on other ideas have been made so far (such would not be tolerated inter-
nally and is easily trackable). It often ends in a dispute on who was first and community
managers must de-escalate. Thieves are mainly active on external communities in the
private sector, while stealing ideas on political and socially driven platforms would not
make much sense as extrinsic incentives are usually not provided as well as manifold
opinions are more emotionally driven and therefore not an interesting subject to copy.

Explorers join a community because they are interested in the topic and would like
to learn from the community. Even if they do not bring much expertise, they try to
get involved partially (more through evaluations and comments than ideas). On internal
platforms, this role is typically taken by interns, working students and young profession-
als to broaden their horizons or to find interesting topics they can identify and maybe
later work on. On external platforms (especially industry), many students, trainees or
apprentices register and take their chances to connect with their favorite or interesting
brands, to get in touch with experts from that brand and to learn more about its strategy
and purpose. Public communities are usually not a place for those kind of explorers, as
interested and younger people tend to engage more actively and share their ideas and
opinions and follow a different kind of intrinsic motivation (in this case more power
ideator, supporter or passive member).

Passive Members register in the community and are highly interested in the topic,
yet they do not share their own input or participate in discussions. Rather, they let
themselves be inspired by the content and comments of others or try to learn something
new by just reading them. As this is still connected to a semi-active part (registering,
logging in again and reading of contributions) they still invest plenty of time. This applies
especially for communities focusing on emerging technologies, where a limited amount
of knowledge has yet been gathered in general and major learnings can be achieved
through connecting with the experts on the community. In parallel, political and social
driven communities spread opinions, provide information and exchange comments with
a local, federal or national perceived importance for the individual. The invested time is
shared by participants from internal communities (industry and public alike), however,
daily work is omnipresent and hinders employees to participate even if it is just passive.
Hereby, their frequency is usually a bit lower than on external innovation communities.
The tendency shows that whenever employees find the time to register and log-in, they
usually try to engage actively. On the contrary to external initiatives they also cannot
expect insights and knowledge from outside of the organizational boundaries, which is
one of the most important reasons for external members to participate by just reading
completely different perspectives from a crowd across the globe.

Lurkers are usually the vast majority of internal and external platforms due to time
limitations, fading interest due to the goals and purpose of the initiator, social dynamics,
unsatisfying feedback, other work etc. Most of the visitors of the platform stay lurkers
and do not become active. Now, one could state that non-active members are not a
part of the community, which is only partially correct. However, a substantial number
of quantitative traffic (clicks) are coming from users, who do not contribute in any
way and who often just visit the platform once or register and visit the platform rarely
without taking any actions. Those statistics are used to market and back the success of
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the initiative (internal: in front of the board to get more funding for further and similar
projects; or external: to show how many people have been included in a public decision
process/strategy as well as to show client centricity and relationship) (Table 3).

Table 3. Identified community characters clustered by tendencies of motivation and engagement

Active Passive

Intrinsic Motivation Community
manager
Opinion leader
Power ideator
Supporter
Expert

Explorer
Passive member
Lurker

Extrinsic motivation Power ideator
Profit-oriented
Disturber
Idea thief

The probability of occurrence of the identified characteristics, varies in the different
sectors (public vs. industry). In addition, the frequency of the characters is very different
between internal and external platforms. Based on our experience, we give an estimate
below (scale from 0 to 3) of how likely it is that the respective character will be encoun-
tered on the various platforms. The probabilities of occurrence are dummy variables
coded in the following way: 0 means that these characters are not encountered, 1 means
rare occurrences, 2 sometimes present and 3 that these characters occur (Table 4).

5 Managerial Conclusions and Further Research

In each community, different characters interact with various motivation drivers, inten-
tions, interests and thus different engagements. In the public sector, many participants
have an actual interest in the development of certain topics and thus act intrinsically, open
innovation participants in the industry sector are more extrinsically driven. A commu-
nity is only as good as its management. To reach the most constructive discussions and
qualitative output, it is necessary to manage these different characters on the platform
and deal with their wide-range of characteristics.

In this research, we have shown our analysis and findings about the different roles
and behaviors of personas on internal and external innovation communities initiated by
both - public and industry - players. Even more, we have shown differences between
those patterns and projects aswell as highlighted the primarymotivation triggers for each
persona. Those findings should be ofmajor value formanagers and decisionmakers in the
public and private field, driving innovation communities in the present and the future, as
many conclusions and derivations can thrive from it. Furthermore, we believe this paper
should be viewed as a starting point for going beyond the qualitative data and backing
the findings with further quantitative insights to answer correlation questions between
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Table 4. Overview of community characters and their occurrence

Internal Platforms External Platforms
Public 
Sector

Industry 
Sector

Public 
Sector

Industry 
Sector

Community manager 3 3 3 3 

Opinion leader 1 1 2 1 
Power ideator 1 2 3 3 
Supporter 1 1 3 2 
Expert 1 1 3 3 
Profit-oriented 1 2 2 3 
Disturber 0 0 3 2 
Idea thief 1 1 1 2 
Explorer 2 2 1 3 
Passive member 2 2 3 3 
Lurker 3 3 3 3 

users and different types of initiated innovation communities. Of interest is also a deeper
evaluation of the current development of concepts and processes of communities which
was stated as one of the reasons for the declining participation in general at the beginning
of this paper. Formats like overnight feedback, sprints or digital community twins are
spreading but are rarely analyzed. An open question is also how communities should
evolve technologically, thinking about the users’ demands, the continuous change in
features as well as in emerging and possible enhancements.

Finally, we also see a major benefit in transferring the detected insights into guide-
lines for practitioners on how to handle and successfully enhance existing and future
communities (practical how-to manual with managerial implications). Consequently,
and as a final outlook, we would like to start by giving a quick overview and sneak-peak
on the latter, meaning that we would highlight some selected managerial implications
from our findings.

Get inspired Outside of Your Own Sphere: We have seen that users’ behavior differs
not just between public and industry led initiatives, but also strongly between internal
and external communities. So far, many can say that is no surprise. However, we give
proof that really all defined personas are existing on each platform, just excluding the
role of the disturber on internal initiatives. Prior hypotheses might have headed in the
opposite direction, suggesting that especially between public and industry different roles
and personas might exist. Managers should not just investigate similar innovation com-
munities from the competition or potential industry partners, but really look beyond
the industries, including the public sector. In the scope of co-creation and innovation
ecosystems, meeting with potential cooperation partners or, simply a sparring partner
would be helpful prior to the kick-off of a project to learn from others’ mistakes and gain
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important insights. Responsible managers might raise the question, why other compa-
nies or organizations should meet up and help with their time when they cannot deliver
anything in return. The answer is rather easy: share your insights after the project as well,
so they can improve their already existing platform and its management. Thinking about
doing this with multiple partners also for other problems or questions gives a perfect
starting point for a cross industrial network (or innovation community) for co-creation
in an open innovation ecosystem. A shared community initiative with joined forces and
multiple questions for the customers/citizens is also an option (e.g. in the smart city
context municipality areas and local business can work close together).

Individualize Your Community Management: Managers nowadays are aware of het-
erogeneity aswell as social dynamics ononline communities and consequently the efforts
they must master in order to be successful. However, until today, still many under esti-
mate how much work has and should go into a professional community management.
Surely, you can ‘survive’ and go through an initial phase with limited resources, but
every hour invested in the community means a reward in the form of more users, more
ideas, more dynamics and a more healthy and vivid social community. Here, be aware
that as our research has shown, different roles and personas are active. And like raising
or treating your children, it is important to understand that users have different characters
and should be managed in different and customized ways. As an example, we identified
the issue of many internal driven communities dealing with ‘stealing’ ideas. Make sure
your community management is de-escalating and bring the solution from the online to
the offline world. Not every thief is one on purpose as stated above and you do not want
to lose potential ideators; track the timing on the exact submission through the platform,
ask if both might share and link the idea so they can work further in a team. If such
cooperation is not desired, make sure the second in line (timewise) should have a clear
improvement on the existing status. With our matrix shown in this paper you can already
anticipate roughly what kind of personas are to be expected as well as in which ratio
they usually appear (internal vs. extern; public vs. industry). Your incentive strategy (e.g.
intrinsic vs. extrinsic), recruiting channels (e.g. online vs. offline), IP and legal strategy
(e.g. exchange ideas for prizes vs. annex everything), evaluation process (e.g. pitching
favorite ideas vs. jury voting) etc. should be adapted accordingly. Just to pick out one
of those mentioned: if you see that many supporters are existing or more importantly
missing on your platform, adjust your incentive structure. It is also important to ensure to
incentivize valuable comments or enhancements of existing ideas through a community
award or give away prizes for certain groups (e.g. student awards or internships if many
of those personas are registered).

Adapt Your Technological Platform: Communities are technologically driven, but
the importance of technology is reduced by the rising importance of social manage-
ment and dynamics over time. However, evolving technology through the years and
community initiatives can help to foster better ideas and attract different players and
users. Many companies and organizations buy either out of the box solutions or on the
contrary over engineered (usually by customizing) their platform without a sustainable
effect. Make sure which features you really need for the expected fellowship on the com-
munity. Our matrix of personas on the different community levels should come in handy
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to preselect the right features. For instance, make sure when including your employees
on an internal platform that solutions are prioritized where people can also work on the
way back to their homes (most participants with remote access did it during the public
transportation time). Technology is only successful when the management behind is
taking the appropriate decisions. So, make sure to guarantee free time for participating
in internal platforms or combine it with gamification approaches like design thinking
workshops or credits on the platform for good ideas which can be exchanged for spare
time, lunch meals, etc. In addition, make sure to keep moving forward with your plat-
form and do not stop the efforts even though the pilot project was not 100% satisfying.
Alongside the evolvement of your platform comes the understanding of its management
- and that takes time. With time, also more questions like internal policies, stakeholder
management and KPIs will arise. Here, managerial implications of the data above can
help to avoid mistakes and wrong directions - one reason more for us to publish further
research on this topic.
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Abstract. Survey tools are the main support for the development of reading com-
prehension evaluation instruments. The functionalities provided in the question-
naires design are the fundamental pillar to elaborate studies to evaluate in depth
the reading comprehension and metacognitive strategies used. Survey tools are
the main support for the development of reading comprehension evaluation instru-
ments.Questionnaires design in available survey tools are based primarily on open,
closed, multiple choice, or mixed questions. The functionalities provided in the
questionnaires design are the fundamental pillar to elaborate studies to evaluate
in depth the reading comprehension and metacognitive strategies used. However,
current survey tools do not provide the required functionalities (i.e., types of ques-
tions) to design studies/questionnaires that allow the development of reading tasks
that examine the students’ strategic potential.

Keywords: Usability · Qualitative evaluation · Survey tool · Reading
comprehension

1 Introduction

To know the level of reading comprehension of the pre-university students is a relevant
information to help them to be successful in their university learning process. This
information can be obtained with the help of proper evaluation instruments. Even more
efficient would be to be able to obtain information on students’ reading comprehension
skills, systematize andmanage that information for large numbers of students. This could
be donewith aweb-based survey tool designed for such purposes. This instrument should
be able to capture superior cognitive processes and to allow an objective evaluation, all
of this in an environment of easy interaction for the student.

Reading is a central part of the learning process and becomes more important as
learners progress from “learning to read” to “reading to learn”. The central objective of
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reading at university levels is to integrate the information of the text, even if it is not com-
plete, with the knowledge provided by the reader, in order to interpret the global and deep
meaning. These require not only reading strategies but also cognitive processes highly
related to metacognition that are generally not fully developed in students of the first
semesters of university. Survey tools are themain support for the development of reading
comprehension evaluation instruments. Modern survey tools include at least three main
components: questionnaire design, distribution, and reporting. In general, the question-
naires design in available survey tools are based primarily on open, closed, multiple
choice, or mixed questions. The functionalities provided in the questionnaires design
are the fundamental pillar to elaborate studies to evaluate in depth the reading compre-
hension and metacognitive strategies used. However, current survey tools do not provide
the required functionalities (i.e., types of questions) to design studies/questionnaires that
allow the development of reading tasks that examine the students’ strategic potential. It
is necessary then the construction of new functionalities that allow the implementation
of these cognitive processes.

Usability plays an important role for the success of any educational software. In par-
ticular, and especially, any survey tools. This is so important because if a survey tool is
not usable enough, it obstructs the main objective of the designed measuring instrument.
That is, students would spend more time learning how to use the tool instead of con-
centrating on the tasks proposed to assess reading comprehension. For that, educational
researchers should not devalue usability testing of these instruments.

There are several tests that quantify how end-users accept technology but there is
a lack of detailed findings, with a holistic view of that experience. Also, educational
software has characteristics that are usually left out of usability measurement instru-
ments. In this way, qualitative research can help to obtain detailed information related to
the usability of the survey tool, for educational use, and identify specific improvement
opportunities in the interaction of the users (students) with its tasks.

The main objective of this study was to evaluate the usability of a new web-based
survey tool designed for the assessment of reading comprehension and metacognitive
strategies in university students, using aqualitative setting. For that, the following specific
objectives were stated:

• to explore user interaction with the different functionalities.
• to study their perceived benefits from the use of the different functionalities.
• to formulate suggestions for improvement of the web-based survey tool.

1.1 Research on Usability

For successful in a survey tool application, usability has an important role as a founda-
tional and desirable characteristic. To obtain a more precise and objective measurements
with a survey tool, user interface should be designed with focus on an ease of use and
absence of cognitive obstructions [1].

In usability design and evaluation, it is important to evidence the occurrence of some
indicators related to good attributes. Some trending attributes in usability research are
related to easy to learn, efficient to use, easy to remember, few errors and pleasant to
use [2], learnability, user satisfaction, ease of use [3], user experience, engagement,
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functionality [4], among others. Related to these attributes, there are several instruments
to evaluate the indicators associated to them. These instruments are focused primarily
on a quantitative measurement of certain indicators from an isolated, structured and
observational perspective. Nevertheless, it is impossible to establish some relationships
between indicators, or to obtain more detailed findings [5].

To obtain detailed usability information and improvements opportunities of a system
a holistic perspective is needed. This perspective can be provided by qualitative research.
A well-known qualitative instrument is the interview [6], the semi-structured approach
[7], which provide versatility and flexibility. Semi-structured interviews provide lines of
enquiry to be pursued within the interview, to follow up on interesting and unexpected
avenues that emerge [8].

To provide a specific guide to construct a semi-structured interview as a usabil-
ity evaluation instrument, some hints must be obtained from valid usability tests. As
mentioned before, trends in usability evaluation presents as common categories related
to learnability and ease of use, how user is satisfied, and other specific associated to
functionality.

The literature provides some examples of usability tests formulated to evaluate gen-
eral systems. An example is the usability tests formulated to evaluate a web-based tool,
focused on cognitive development [9]. The instrument of usability evaluation was for-
mulated according to several phrases and sentences, with a positive or negative answer.
These sentences are specific to this tool, and are focused on learnability, functional
complexity, reliability and handling, among others. On the other hand, the work of
Parshall & Harmes [10] provides a checklist about usability attributes for computer
programs. Regarding to ease of use, satisfaction and usefulness, the works of [11, 12],
provide specific questionnaires to evaluate these categories. Particularly, David’s works
presents a perspective based on sentences focused on perception of users, with emphasis
in the benefit or disadvantage for respective subject, with a dichotomous answer. Lin,
Choong, & Salvendy [13] focused on formulate a universal scale of usability, proposes
a methodology to compare usability of different software system, with the instrument
Purdue Usability Testing Questionnaire. This instrument identifies eight human factors
in software usability: compatibility, consistency, flexibility, learnability, minimal action,
minimal memory load, perceptual limitation and user guidance.

Review of the literature suggests that some usability tests can be used as a frame-
work to qualitatively explore users’ experiences. A semi-structured interview must be
constructed to specifically obtain information about user interaction with our system of
interest: a web-based survey tool to evaluate reading comprehension and metacognitive
strategies.

The main objective of this study was to evaluate the usability of a new web-based
survey tool designed for the assessment of reading comprehension and metacognitive
strategies in university students, using aqualitative setting. For that, the following specific
objectives were stated:

• to explore user interaction with the different functionalities.
• to study their perceived benefits from the use of the different functionalities.
• to formulate suggestions for improvement of the web-based survey tool.
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1.2 Measurement Instruments on Reading Comprehension

In recent decades there has been a notable growth in the need to improve reading per-
formance standards both in developed and developing countries. The influence of the
PISA (Program for International Students Assessment) model promoted by the OECD
[14] was being the engine that develops and activates the new reading tools [15]. In
the English-speaking language, the study of reading performance has a long history. In
contrast, in the context of Spanish speech reading comprehension, instruments are newer
and focused on specific reading aspects, such as semantic representation and previous
knowledge [16].

In the literature some evaluation instruments can be found with an adequate psy-
chometric quality. For example, PROLEC-R [17] is a set of evaluations aimed to detect
reading difficulties. ESCOLA (The Reading Consciousness Scale) evaluates metacogni-
tion and executive functions [18]. EDILEC [19] dynamically and automatically evaluates
reading skills for secondary school students. In the case of educational Chilean market,
Dialect [20] is a platform for the timely diagnosis of reading skills, with evaluation of
reading comprehension for primary students with a good grade of validity. Other tests
are focused on reading speed, related with online reading courses (e.g., [21]).

Some of the previous mentioned tests have a digital or an online version. These ver-
sions have some features, such as immediate evaluation, automated feedback, strengths
and weaknesses of the students, and pedagogical recommendations (e.g., Dialect [20]).
Regarding to the variety of items in traditional tests, closed and open items are used to
get information about reading comprehension. Open items (such as word completion or
essay-faced items) could be complex to grade without an exact and objective answer or a
very accurate evaluation rubric. Nevertheless, in digital and automated tests is complex
to evaluate open answers, emphasizing the use of closed items for a fast an objective
grading process.

Digital platforms provide a wide variety of media inputs and output, such as touch-
screens, shared screens, audio support, etc. However, they are sub-utilized. Multiple-
choice items are used to facilitate grading and stimulate discrimination capability in
answer selection [22]. In this line, dynamics textual organizers such as conceptual maps,
word clouds, etc., could be used for reading comprehension tasks that can be evaluated
in an objective way [23]. These kinds of task could be incorporated in digital platforms,
to take advantage of the cognitive processes involved in them, but it is not used in the
mentioned tests. To evaluate reading comprehension and metacognitive strategies with a
web-based survey tool, some special functionalities are required. In order to incorporate
superior cognitive processes and allow an objective evaluation, the functionalities must
enable to:

• organize and represent knowledge in ameaningful way according to the selected topic.
• use dynamic modes of text selection.
• to take advantage of visual hierarchy of elements.
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2 Description of the Functionalities of a Web-Based Survey Tool
to Assess Reading Comprehension and Metacognitive Strategies

According to the proposed objectives, a web-based survey tool is developed for the
specific purposes to this study. A set of Spanish texts from a wide range of themes
were selected. Each text has items to evaluate reading comprehension andmetacognitive
strategies. As mentioned before, in order to incorporate superior cognitive processes and
allow an objective evaluation, the functionalities must have specific characteristics that
go beyond the traditional multiple-choice surveys. These special tasks are formulated
through the following functionalities designed:

• Conceptual Map (CM): users must build a conceptual map from a closed list of words,
using a combo-box item for each word to be completed. The structure of conceptual
map was previously defined, with the corresponding grammar connectors and reading
direction (See Fig. 1).

Fig. 1. Screenshot Conceptual Map (CM) functionality.
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• Explanatory Concepts Selection (ECS): users must select some short sentences or
words sets from a paragraph, which explain a proposed affirmation. Users drag the
mouse to select the corresponding words and then they must confirm the selection
using a specific button (See Fig. 2).

Fig. 2. Screenshot Explanatory Concepts Selection (ECS) functionality.

• Sentence Completion (SC): users must complete sentences or paragraphs with some
hidden words, following a pattern. A closed list of words was previously defined to
fill in the blanks, without repetition. A combo-box item for each hidden word is used
to do the selection (See Fig. 3).

• Hierarchical Sentences Sorting (HSS): used to evaluatemetacognitive strategies, users
face a reading situation. Then they must sort several sentences with specific reading
strategies, according to a relevance-prioritization sorting. Users must drag-and-drop
each sentence, placing in upper positions the sentence with the highest priority or
relevance (See Fig. 4).

3 Materials and Methods

This work studied the usability of a new web-based survey tool for the assessment
of reading comprehension and metacognitive strategies in university students through
semi-structured interviews.

To study usability a useful method is user testing. It was intended to include partici-
pants of early university courses to work with a similar profile of people that is the target
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Fig. 3. Screenshot Sentence Completion (SC) functionality.

of the designed tool. The inclusion criteria were university students, minimum 19 years
old. No special experience in technology was asked. The participants were recruited
via massive email with help of professors of basic university courses, on a large private
university on Chile. Interviews were scheduled between June and July 2019. They were
done in a classroom, with all the technical resources needed and following the same
protocol: brief presentation of the research objectives; explanation and signature of par-
ticipant´s consent; explanation of the task sheet; participant´s task fulfilment; qualitative
interview and SUS questionnaire at the end of the session.

Different actions were carried out to ensure the validity of our qualitative study.
As we mentioned before, we obtained a signed consent to use and release the data of
the interviews and any other instrument used to obtain data for this study. Participants
were assured that the use of the information obtained would be carried out without any
connection with their person.

Semi-structured interviews provided participants the privacy to interact with the
functionalities of the web-based survey tool and the freedom to elaborate their ideas
during the interview.The semi-structured interviewguidewas constructed based on some
usability tests: Usability [9]; Usability checklist for computer-based testing programs
[10, 24]; Usefulness, Satisfaction, and Ease of use [11]; Purdue usability [13]; Perceived
usefulness andperceived ease of use [12].Questionswere adapted specially for this study.
The interview guide included core questions and clarification/elaboration questions,



Qualitative Evaluation of the Usability of a Web-Based Survey Tool 117

Fig. 4. Screenshot Hierarchical Sentences Sorting (HSS) functionality.

which enabled participants to reflect on all the functionalities during the interview. For
details, see Table 1.

The interviews were digitally recorded, transcribed and analysed by three persons
independently, following a thematic analysis. Thematic analysis is a qualitative analytic
method that it is aimed to identifying, analysing and reporting themes or patterns within
all the data. It helps to organizes de data set in some detail, but it often goes further: it
helps to interpret some important aspects of the research topic [25]. A theme represents
an important aspect about the data, related to the research question. It represents some
pattern or meaning within the data that it is worthy to identify, code and analyse. In this
work, the coding was done without a previous definition of them, but with an underlying
theory, usability, that oriented the coding of the data to that feature. This resulted in
several codes not only about usability, but also about user experience [26], expanding
the limits and interests of the study. Initial coding was performed by two researchers to
ensure consistency and establish the definition of the set of codes. A third researcher
was used to check the code definitions.

In the next section, the results are presented based on the defined codes and the themes
that organize them, exploring how users interacted with the functionalities designed for
the web-based survey tool. Suggestions for improvement and perceived benefits are
presented.
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Table 1. Interview guide.

Question Elaboration question Tests

Do the functionalities of the web
application satisfy you completely?

Which of the functionalities did you
find satisfactory? Why? Which of the
functionalities was not satisfactory for
you? Why? At some point you didn’t
know what to do? In what
functionality? What was the difficulty
you had?

[11–13]

Would you use the web application
again for similar tasks?

What functionalities would you use
again? Why? Which ones would you
not use again? Why?

[11–13]

Does the web application work the
way you wanted?

What functionality worked as you
expected? Why? Which functionality
did not work as you expected? Why?

[11–13]

Were you able to complete the nodes
of the concept map?

At some point you did not know how
to use this functionality? Why? Do
you feel that the functionality
distracted you from the specific task of
identifying concepts? Why?

[24]

Were you able to complete the
proposed texts with the suggested
words?

At some time, you did not know how
to use this functionality? Why? Do
you feel that the functionality
distracted you from the specific task of
selecting the suggested words? Why?

[24]

Were you able to select the
descriptive word group?

At some time, you did not know how
to use this functionality? Why? Do
you feel that the functionality
distracted you from the specific task of
identifying the word group? Why?

[24]

Were you able to perform the
hierarchical order requested?

At some time, you did not know how
to use this functionality? Why? Do
you feel that the functionality
distracted you from the specific task of
ordering hierarchically? Why?

[24]

Did you find the design pleasant and
functional?

What elements of the design (for
example: colours, buttons, cursors,
font size, available windows, etc.) did
you find most effective and suitable for
the tasks to be performed?

[9, 24]

(continued)
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Table 1. (continued)

Question Elaboration question Tests

Was it easy for you to learn how to
use the different functionalities?

In which task were the functionalities
more difficult/easy to learn? What was
complicated? What difficulties did you
find to learn how to perform the task of
CM/ECS/HSS/SC?

[9, 11–13]

Did you find it quick to learn how to
use the different functionalities?

In which task were the functionalities
faster to learn?

[9, 11–13]

Did the functionalities allow you to
correct mistakes easily?

What difficulties did you find to
correct errors in the task of
CM/ECS/HSS/SC?

[9, 11–13, 24]

Did the functionalities allow you to
check before finishing the task?

What difficulties did you find to check
before completing the task in the
CM/ECS/HSS/SC task?

[24]

Did you find any inconsistency that
prevents progress in tasks?

Do all commands work properly? Do
you always consider having controlled
the functioning of the functionalities?
Was external assistance necessary to
solve any problems?

[11–13, 24]

Was it easy for you to understand the
information presented on the screen?

Was the information presented
enough? Was it necessary to request
external assistance? In some task/s the
information on the functionalities were
insufficient? In which?

[9, 24]

Did you find the use of the
functionalities simple?

Could you properly use the mouse to
complete the tasks? Was the navigation
through the web application friendly?

[9, 11–13]

4 Results

We interviewed 14 participants, in an age bracket between 19 and 23 years. Interviews
were completed in 25 min on average.

During the analysis process some codes were proposed to organize the information.
As this process progressed, the codes were refined and showed that the level of detail
reached by the interviewees in their responses allowed not only to obtain information
about usability but also about their user experience. For that, we decided to workwith the
seven factors that describe user experience, according to Morville [26]: Useful, Usable,
Findable, Credible, Desirable, Accessible and Valuable. Furthermore, we included two
additional factors that were considered central for a web-based survey tool designed for
student’s assessment: Learnability and Error prevention/recovery. Moreover, it was pos-
sible to associate positive, negative and neutral value to the codings based on the detailed
explanations provided by the participants (Positive/Neutral/Negative). We differentiate
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the users’ explanations between the different functionalities tested: Explanatory Con-
cepts Selection (ECS), Conceptual Map (CM), Sentence Completion (SC), Hierarchical
Sentences Sorting (HSS). We also coded the explanations to differentiate whether the
user comment is about the functionality or the task the functionality is used for (Function-
ality/Task).We included a category that we called General to include all the explanations
that were done about the complete set of functionalities, without specificmention of one.

This coding scheme can be organized for clarity into five themes named as “Easy of
Use”, “Appreciation” (as the recognition of the good qualities of someone or something),
“Satisfaction” (as the fulfilment of one’s wishes, expectations, or needs, and the pleasure
derived from this), “Learnability” and “Error Prevention/Recovery”. The codes were
grouped by themes as follows:

• Easy of use: Usable, Findable and Accessible.
• Appreciation: Useful and Valuable.
• Satisfaction: Credible and Desirable.
• Learnability: Learnability.
• Error Prevention/Recovery: Error Prevention/Recovery.

4.1 General Descriptive Analysis

Analysing the codification of all the participant´s mentions versus the value assigned and
sorting out by functionalities, Fig. 5 shows that Explanatory Concepts Selection (ECS)
functionality is the one with the higher quantity of negative comments, followed by the
Conceptual Map (CM). Approximately 42% of the negative comments were for ECS
and of all the mentions for ECS, about 72%were negatives. The other two functionalities
and the General category received more positive than negative comments.

In the case of the codes versus the value assigned, Fig. 6 shows that Useful received
33.6% of the total negative mentions, followed by Learnability and Findable with 18.5%
each.

So far, the results obtained clearly show that the Explanatory Concepts Selection
(ECS) functionality was perceived by users as the one that needs more improvements.
In relation to codes or factors, the one that presented more suggestions for improvement
was the Usable factor.

4.2 User Experiences

Now we are going to go into detail about the suggestions for improvements and the per-
ceived benefits mentioned by the users. For this, the information is organized in relation
to the main themes: “Easy of Use”, “Appreciation”, “Satisfaction”, “Learnability” and
“Error Prevention/Recovery”.

Easy of Use. This theme attempts to group user comments regarding the general use
of functionalities. When it comes to using a functionality, is it usable, findable and
accessible? What are the improvements that should be introduced to the functionality?
What are the positive aspects of the use of functionality?



Qualitative Evaluation of the Usability of a Web-Based Survey Tool 121

Fig. 5. Mentions filtered for functionality. By value and sorted by functionality type.

Fig. 6. Mentions filtered for functionality. By value and sorted by factor.

It wasmentioned before that the ExplanatoryConcepts Selection (ECS) functionality
presented the higher quantity of negative comments of all the functionalities tested. This
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fact can be interpreted as the ECS was perceived by users as the one that needs more
improvements.

Most interviewees indicated difficulty in the way they should select the words. They
emphasized that it was not intuitive and that the way of presenting the task led to the
writing of the words directly in the blank spaces of the text:

“[…] I had to first select the text and then put “select” and there it was saved,
then perhaps it was not so intuitive for the person.” [I3; ECS; Usable; Negative]

“I thought I had to write or insert text … something was going to appear, and then
I realized that it was like that … […]” [I10; ECS; Usable, Negative]

Some other negative comments had to do with the way in which the different parts
of the task presented in that functionality were structured and with the information
provided:

“It was very clear, but I didn’t know if it was possible to put on more than one
word or an exact word … that was it.” [I11; ECS; Findable; Negative]

“Of course, one does not realize quickly that it is a button, then perhaps if it could
be highlighted.” [I4; ECS; Findable; Negative]

One issue to mention in this theme is regarding the Accessible factor. That is a factor
that has almost no positive mentions. These few are related to the utility perceived by
the users of the zoom tool in the text boxes. The negative mentions, they are all related
to the font size used and the difficulty in detecting the scroll bar of text boxes:

“[…] in fact, what was useful to me was that zoom option.” [I1; General;
Accessible; Positive]

“Ah, yes, really … here it says zoom … ah … but only those in the (box) text.” [I7;
General; Accessible; Negative]

“I cannot visualize well that I had a bar to download the text […] and then I
thought that the text was just there, and I got a little lost.” [I6; ECS; Accessible;
Negative]

On this theme, the functionalities that turned out to be the best evaluated by users
were Conceptual Map (CM) and Hierarchical Sentences Sorting (HSS). These two
functionalities were highlighted for being intuitive:

“And that on the concept map that marked in asterisk what you had already put
… that helps a lot.” [I1; CM; Usable; Positive]

“As for the part of the hierarchical order, just making a simple move and changing
from … it worked well.” [I4; HSS; Usable; Positive]

“Dragging from top to bottom … that was good.” [I9; HSS; Usable; Positive]



Qualitative Evaluation of the Usability of a Web-Based Survey Tool 123

“[…] the part of the map and that of placing the words, yes. It is quite intuitive
that where the arrow is here to place something. It guides you to what you have
to do.” [I14; CM; Usable; Positive]

Appreciation. This theme attempts to group user comments regarding their perception
of utility and value. When using the functionalities, are these relevant to the user in rela-
tion to its objectives? These functionalities offer the user some added value, something
worthwhile.

Perceived benefits from the use of the different functionalities were mentioned by
the users. Some of them were related to the usefulness and added value of the general
proposal. Comments included:

“I find that it is more entertaining to do a test in this way than to have to use one of
the typical ones that everyone already knows.” [I1; General; Valuable; Positive]

“The zoom part of the text, I found that very useful.” [I7; General; Useful; Positive]

“[…] if you use this system for, for example, for tests, I find it very good, because
it is also more interactive.” [I11; General; Valuable; Positive]

Some other comments were oriented to highlight some specific characteristics of a
functionality that were appreciated by the users:

“[…] the same as just selecting and adding (text), I found that super innovator,
because I had never seen it.” [I1; ECS; Valuable; Positive]

“It is the one that stands out […] the most because it looks a bit like what you do
when you scratch a text in a book and then remember it.” [U2; ECS; Valuable;
Positive]

“[…] but yes, I find it good, because if we do it on paper, poor teacher […] then
bringing that paper comfort here is super good.” [I14; ECS; Useful; Positive]

Satisfaction. This theme integrates the information obtained about the fulfilment of user
wishes, expectations, or needs, and the pleasure derived from this. This has to do with
comments associated with the Credible and Desirable factors, which consider aspects
of trust for the use of the functionalities and the emotional impact generated on the user.

These mentions are undoubtedly modulated by personal tastes and previous user
experiences. Therefore, it is not uncommon to find a wide variety of comments on
functionalities, both positive and negative. As an example, some comments about the
Sentences Completion (SC), expressing different user preferences:

“Already, the Sentence Completion. That was very entertaining, it looked a lot like
the PSU (test for university selection), which they gave you a text and you have
to choose the word that according to you is the one that most suited.” [I1; SC;
Desirable; Positive]
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“[…] although I would have preferred, I don’t know … instead of having the words
to select in each one of them, having fixed them and dragging them down the text”.
[I12; SC; Desirable; Negative]

In general, talking about all the functionalities that integrate the web-based survey
tool, some users mentioned the colours used as something negative :

“Maybe for me it’s a bit dark, but under that scope it’s fine.” [I9; General;
Desirable; Negative]

“I would put it as more vivid colours to make it more striking, because I feel that
black and white is like very, I don’t know, it doesn’t call me … I don’t know, a
visual theme.” [I12; General; Desirable; Negative]

But also, there were users that found pleasant the minimalist design:

“So, in general I like … this … I give my approval, if I can say anything.” [I6;
General; Desirable; Positive]

“I liked the design”. [I8; General; Desirable; Positive]

Always considering that the amount of mentions associated with the Credible and
Desirable factors are few compared to the other factors (See Fig. 2), the functionality
that appeared as not suiting the preferences of the users is the Conceptual Map (CM).
They mentioned:

“I think the most correct thing would be that once one selects the option and it is
already selected to highlight it, that is, as to highlight it with a colour and also
highlight where it was already selected so that one realizes that It was already
really selected.” [I3; CM; Desirable; Negative]

“So that is another technical side like me with the maps, for anyone it is different,
but in my case, it was like that. I felt it very close, I could not connect well, but I
intuited more than anything.” [I14; CM; Desirable; Negative]

On the contrary, the functionality that appears as the users favourite was the
Hierarchical Sentences Sorting (HSS):

“[…] because I feel that it is easier for me to sort things out, than to be… I don’t
know, for example, to make the concept map, or the sentence completion, yes, I
think that hierarchical order.” [I7; HSS; Desirable; Positive]

“I would use for example that of underlining because I liked.” [I2; ECS; Desirable;
Positive]

Learnability. As mentioned earlier, it is relevant to detect those difficulties associated
with learning the use of functionalities since they will be part of a web tool for eval-
uation. It was also shown in Fig. 5 that the functionalities that presented the greatest
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amount of negative comments turned out to be Explanatory Concepts Selection (ECS)
and Conceptual Map (CM).

Themain difficulties revealed by the users in the case of the functionalityExplanatory
Concepts Selection (ECS) were related to the way in which they interacted with the text
for the selection of the words. Participants expressed:

“At first I didn’t know where to choose the text to underline to add in the test.”
[I2; ECS; Learnability; Negative]

“The functionality of selecting text was the most complicated because it is the least
common […].” [I5; ECS; Learnability; Negative]

Similarly, the difficulties mentioned in relation to the functionality of Conceptual
Map (CM) were related to the way in which the users needed to interact with the boxes
to complete. They mentioned that:

“[…] but still, at the beginning I didn’t understand how to select.” [I1; CM;
Learnability; Negative]

“[…] On the concept map as I did not know that it had to be pressed instead of
selecting … that was the one that cost me the most […].” [I6; CM; Learnability;
Negative]

The Hierarchical Sentences Sorting (HSS) is the functionality with the most quantity
of positive comments associated with the Learnability factor. As an example, the users
mentioned that:

“The two that were faster were the Hierarchical Sentences Sorting and the
Sentence Completion. It is very explanatory what to do […].” [I4; HSS/SC;
Learnability; Positive]

“Ah yes, that is what I actually understood without reading, […] and I read it
the same way, but apart from that I dragged and without problems.” [I6; HSS;
Learnability; Positive]

Error Prevention/Recovery. Asmentioned before, it is very important to design a user
interface with focus on an ease of use and absence of cognitive obstructions. It turns
out to be relevant the possibility of preventing usage errors and making simpler the
correction of mistaken responses during tasks.

In general, users indicated that they had no problems correcting errors while using
the functionalities. They mentioned that:

“I did not notice that much, but I made several changes in terms of answers and yes
(I could correct the errors).” [I1; General; Error prevention/recovery; Positive]
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“Well, there was no problem. Once you delete something in the checkbox, in
the selection, there is no problem in changing it … none.” [I10; General; Error
prevention/recovery; Positive]

In particular, the functionality Sentences Completion (SC) resulted the one with
some negative comments. These comments were about the way of changing the selected
word:

“[…] because I had to change the answers twice, instead of being directly excluded,
for example, having an option to leave it empty and then change it […].” [I6; SC;
Error prevention/recovery; Negative]

“The third, the words … How to go back I get a little complicated […].” [I14;
SC; Error prevention/recovery; Negative]

On the other hand, the functionality Conceptual Map (CM) received both negative
and positive comments about how they should proceed to make changes to the words
already included in the concept map. As an example, they mentioned:

“[…] in the concept map I had to change one to another and I had no problems
[…].” [I12; CM; Error prevention/recovery; Positive]

“On the concept map, not … because I was confused by the asterisk, and suddenly
I couldn’t and I had to put anyone to put it back there, that complicated me a little
[…].” [I13; CM; Error prevention/recovery; Negative]

5 Discussion

The aim of this study was to evaluate the usability of a new web-based survey tool
designed for the assessment of reading comprehension and metacognitive strategies in
university students, using a qualitative setting. Traditionally, tests are used as a way of
obtaining information on how users use the system. However, it is possible to affirm
that the data obtained in this qualitative usability study provide in-depth and detailed
information necessary to improve the functionalities designed for the web-based survey
tool.

Related to “Easy of Use”, data from the sample of early-course university users
suggest that the best functionalities, according to what they perceived, turned out to
be Hierarchical Sentences Sorting (HSS) and Sentences Completion (SC). Users high-
lighted the intuitive design, which simulates manual actions performed by people to
sort things and to complete texts, and only mentioned possibilities for improvements
associated with personal tastes and visual design.

On the other hand, the functionality that received the most negative comments was
ExplanatoryConcepts Selection (ECS). In this case, the commentsweremainly related to
the difficulty in understanding how the method of text selection was. The structure of the
functionality and the information provided received negative comments as well. All the
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specific and detailed comments and suggestions were really helpful for the improvement
of the web-based survey tool.

Regarding “Appreciation”, the data obtained allow us to point out that the users found
potential in the proposed functionalities. They highlighted the novelty of the proposal, the
intuitive of the general use and those characteristics of the functionalities that simulate
real actions that the subjects perform in pencil and paper tasks.

“Learnability” plays a very important role in the use of the designed web-based sur-
vey tool. This is because if the functionalities are not easy enough to learn to use the
users would spend more time in that process instead of focusing on the task that assess
their reading comprehension. A first inspection indicated that the amounts of negative
and positive comments about Learnability factor were similar. A more detailed analysis
showed that functionalities Explanatory Concepts Selection (ECS) and Conceptual Map
(CM) turned out to be the ones that obtained the most negative comments. Users high-
lighted the difficulty found in both functionalities to learn the dynamics of interaction
for the selection of the necessary texts.

It is important to note that the methodology designed for the execution of this quali-
tative usability evaluation proved to be very helpful andwith potential for improvements.
The construction of a careful semi-structured interview guide and the fact of using the
selected factors to encode the interviews allowed an organization of the data obtained
capable of providing an orderly and efficient access to the information provided by
the users. The descriptive analysis of the factors in association with the functionalities
allowed us to quickly detect the main problems experienced by the users and to which
functionalities they were associated. This also allowed to generate traceability towards
the comments made by the users in the interview and therefore to the information that is
of our interest in improvement of the web-based survey tool. Obviously, in the sameway,
we were able to detect the perceived benefits from the use of the different functionalities.

A possible limitation to this work methodology lies in the existence of the possibility
that the negative comments are in an excessive number due to the realization of questions
to deepen the information associated with aspects of the functionalities to be improved.
As futurework, an analysis associatedwith this problem is planned, inwhich the negative
comments generated freely by users and those generated by in-depth questions made by
the interviewer are differentiated.

Another important issue to mention is that for the present work the information
obtained on the approach of the tasks was not used. It is possible to think that some
comments made by users associated with the functionalities could have been related to
the design of the task or problems of the user to perform the specific task (and not with
the use or design of the functionality). It is foreseen as future work to inquire if the task
had any modulating effect on the perception generated by the user on the functionality.

6 Conclusion

This study explored users’ interactions with a web-based survey tool specifically
designed to evaluate reading comprehension andmetacognitive strategies.Detailed infor-
mation about their user experienceswas obtained through semi-structured interviews and
a qualitative analysis.
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The analysis performed allowed us to distinguish users’ perceptions of different
functionalities. Also, it was possible to differentiate the users’ experiences associated
with the tasks the functionalities were developed for and the experiences of using the
functionalities themselves. Moreover, it was possible to associate positive, negative and
neutral effects with the codes and their detailed explanations. The methodology carried
out was of great benefit and evidenced the potential of this type of analysis in a user
evaluation.

With semi-structured interviews, it was possible to achieve improvements in the
information obtained with respect to quantitative usability tests. They provided insight
into usage, benefits and improvements needed for the web-based survey tool´s func-
tionalities. We use the results of this study to recommend changes in the design of the
web-based survey tool with the proposed tasks to assess reading comprehension.
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1 Introduction

The e-environment consists of various technologies, applications and functionalities like
web pages, web browsers, multimedia presentations andweb surveys, all of them involv-
ing human-computer interaction (HCI). In this article, we apply Cognitive Load theory
(CLT), Cognitive Theory of Multimedia Learning (CTML) and Survey Satisficing The-
ory. CLT and CTML are widely applied in human computer interaction research when
Survey Satisficing theory is applied in web survey methodology, the field which has
much in common with human-computer interaction research. We create a theoretical
framework based on these theories taken also into account the latest findings of cogni-
tive neuroscience in order to understand human-computer interaction in a more coherent
way in order to apply this understanding in a particular web survey interface employing
automatic page forwarding. In addition, we develop a new method to measuring satis-
ficing responding in web surveys which we introduce in this article applying it in the
web survey data.

We investigate a particular functionality of web surveys, the page forwarding pro-
cedure and its implications for satisficing respondent behavior in an interaction of other
task completion elements. Web surveys are a widely-used data gathering method in
social science and market research representing an important advancement in the evo-
lution of self-administered questionnaires making large samples affordable to a wide
range of researchers (Tourangeau et al. 2013). However, the prevailing lack of national
e-mail registries appears as amajor challenge in applying web surveys as a scientific data
gathering method making it difficult to constitute a representative sample at the general
population level yet overcome by online panels and weighting/post-stratification meth-
ods (Callegaro et al. 2015). In addition, web surveys in particular have been found to
be subject to declining participation rates (Callegaro et al. 2015). This challenge has
been overcome by advanced invitation methods (Bandilla et al. 2012; Callegaro et al.
2015; Dillman 2019; Kaplowitz et al. 2012; Selkälä et al. 2019). It should also be noted
that a poor participation rate of any given survey data does not necessarily imply poor
statistical representativeness given that a nonresponse rate correlates only weakly with
a nonresponse bias (Davern 2013; Groves and Peytcheva 2008).

Computer and web-based survey technology has made possible question formats,
layouts and functionalities that would be impossible or difficult to implement using
traditional paper questionnaires. Interactivity is then a key element of web surveys,
unlike paper and pencil surveys (Couper 2008). One element of interactivity is automatic
forwarding, which advances respondents automatically to the next itemwithout the need
to click on a “next” button (as in manual forwarding). Another well-known example of
interactivity in web surveys is a drop-down question; a format which is impossible to
conduct as such on a paper and pencil survey.

In the perspective of a human-computer interaction, a major challenge becomes
how to manage a cognitive burden of the participants of any given task. This becomes
essential given that in most cases a poor task performance is found to occur due to an
excessive cognitive burden of the participants. One of the most influential theories to
understand the formation of a cognitive burden in different contexts is the cognitive
load theory (CLT) largely adopted in the field of human–computer interaction (HCI)
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(Hollender et al. 2010), in usability research (https://www.nngroup.com/articles/min
imize-cognitive-load/), in internet psychology (Sundar 2007), in the field of instruction
science (Clark and Mayer 2016), in the research of multimedia learning (Mayer and
Fiorella 2014) and in the web survey methodology.

Given that our aim in this study was not only to analyze how the individual questions
affect satisficing responding in different interfaces, automatically (AF) and manually
(MF) forwardedweb surveys but also to analyze how these interface features interactwith
the individual questions generating satisficing respondingwe argue that the conventional
approach to understand a cognitive survey response process (Tourangeau 1984; 2018)
is in this respect insufficient. This is due to the fact that the different versions of this
description start at the level of interpreting the meaning of each question or at the level
of comprehension. In both of these cases, the response process starts at the level of
working memory turned to be insufficient in terms of analyzing the interface features.
In order to understand the cognitive response process as a whole in web surveys the
process should be interpreted starting at the level of sensory memory (Mayer 2014). As
a cognitive response process starts at the level of sensory memory it occurs by selecting
appropriate elements into the workingmemory based on spatial orienting and attentional
capture in the preparation of eye movements further generating intrinsic or extraneous
load of respondents (Theeuwes 2014). In addition, we expect the total cognitive load of
respondents accumulating as responding proceeds across the questionnaire based on the
interaction of intrinsic and extraneous loads and the proactive nature of recall (Heideman
et al. 2018; Nobre and Stokes 2019).

2 Theoretical Background

2.1 Automatic Versus Manual Forwarding

Auto forwarding or automatic advance in web surveys is a functionality that can be
used when a question type has mutually exclusive answers (such as radio buttons) where
clicking on a radio button response, for example, takes the respondent directly to the
next page (question) without the need to click on a “next” button. Question types like
check-all-that-apply and open-ended questions cannot use automatic forwarding. The
main arguments in support of auto forwarding are that it (1) reduces respondent burden
(number of clicks) and (2) serves as a “forcing function,” requiring the selection of a
response to proceed (Selkälä and Couper 2018). With the recent rise in the proportion of
respondents completing web surveys on mobile devices (specifically smartphones; see
Couper et al. 2017) and the correspondingfinding that surveys completed on smartphones
take longer to complete than those completed on personal computers (PCs) (Couper and
Peterson 2016), researchers are trying to find ways to make such surveys more efficient,
especially for the sets of questions with similar response options (see de Bruijne et al.
2015; de Leeuw et al. 2012; Klausch et al. 2012).

As Selkälä and Couper (2018) have noted, while there have beenmany arguments for
and against auto forwarding, empirical research on the topic is scarce. In the first known
study to examining auto forwarding, Rivers (2006) reported significantly (p < .001)
fewer break offs in the AF (40.6%) than in the MF (49.4%) version. He also reported
significantly (p < .01) shorter completion times for the AF (median = 19.3 min) than

https://www.nngroup.com/articles/minimize-cognitive-load/
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the MF (median = 23.1 min) version and higher levels of user satisfaction with the AF
version (p < .001). Both of these results were found also in the Selkälä and Couper
study (2018). Hays et al. (2010) also found that the survey took about 50% longer
(p< .025) in the MF version: mean completion times were 9.1 min for AF and 13.5 min
for MF. Missing data, reliability, and mean scale scores were similar across the groups.
Somewhat similar findings were reached by Giroux et al. (2019) given that they did not
find significant differences in survey duration time, straight-lining, breakoff rates, or
item nonresponse (for mobile users) between the two experimental groups, but desktop
users without the automatic advancement feature had higher item nonresponse.

The research findings regarding item nondifferentiation1 also called straightlining
between auto and manual forwarding are not entirely consistent. Auto forwarding has
been shown to increase non-differentiation and primacy effect (Hammen 2010) but also
decreasing it in the case of particular horizontal scrolling matrix” (HSM) version (de
Leeuw et al. 2012) leading the authors considering findings as an evidence of deeper
processing in the AF version. On the other hand, automatic forwarding has been almost
consistently shown to decrease web survey completion times in comparison with manual
forwarding in theHays et al. (2010), Rivers (2006) andSelkälä andCouper (2018) studies
but not in the Giroux et al. (2019) study. When it comes to item level response times
Selkälä and Couper (2018) found AF respondents taking on average 0.4 s (p < .001)
longer to provide an initial answer to each item. They (2018, p. 11) argue this suggests
support for the hypothesis that by simplifying the response process, auto forwarding
allows the respondent to focus more fully on the item under consideration.

From the more specific perspective focusing on an opportunity to change an already
given answer auto forwarding and manual forwarding represent different solutions.
Respondents in the MF condition could change answers before proceeding, whereas AF
respondents would need to return to the item to make a change. Respondents can also
return to review previous items without making changes. Selkälä and Couper (2018)
found that MF respondents change responses significantly more on experimentally
manipulated items conveying a low information accessibility or a consistency require-
ment in comparison to corresponding neutral items in the control groups: 15.5% of the
respondents exposed to the low information accessibility version changed answers to this
item, compared with 3.3% for the control groups; similarly, 14.9% of those exposed to
the consistency requirement changed answers, compared to 2.9% for the control group.
They did not find such differences in the AF group; overall changes were very low (0.6%
to zero). Taking into account the response time findings that experimentally manipulated
items took longer to complete, Selkälä and Couper (2018) conclude that the questions
conveying low accessible information or consistency requirement increase cognitive
burden of respondents. To some extent, this leads respondents to revisit those items and
change their responses. However, no evidence was found to support their hypothesis that
respondents in the AF groups return more to experimentally manipulated items in order
to change their responses. Instead, they found higher rates of returns for bothMF and AF
groups to experimentally manipulated items and higher rates of changed answers to the
MF groups but not the AF groups. Giroux et al. (2019) found similar results given that

1 Item nondifferentiation is a response style where the answers to a battery of questions with the
same response options (e.g. a table or grid) are the same or very similar among each other.
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in their study respondents receiving the automatic advancement treatment on average
changed about 50% fewer answers across the survey instrument than those who did not
receive the automatic advancement design.

2.2 Cognitive Load Theory, Cognitive Response Process, and an Expected
Accumulation of Cognitive Load in the AF and MF Interfaces

Cognitive load theory (CLT) provides a theoretical framework addressing individual
information processing and learning (Paas and Sweller 2012). CLT is concerned with
the learning of complex cognitive tasks, in which learners are often overwhelmed by the
number of interactive information elements that need to be processed simultaneously
(Paas et al. 2010). CLT is based on the definition of different types of cognitive loads:
intrinsic, extraneous, and germane (Paas et al. 2003). Intrinsic load is the load caused by
the complexity of thematerials to be learned and therefore the complexity of the schemas
that must be acquired (Paas et al. 2010). Extraneous load is caused by inadequately
designed instructional procedures that interfere with schema acquisition. Germane load
is generated as a result of beneficial instructional design factors that support schema
creation, learning, instructional task performance, and transfer (Ayres and van Gog
2009; Hollender et al. 2010; Leppink et al. 2013; van Merrienboer et al. 2006; Paas et al.
2010).

CLT is based on understanding how these different types of loads interact with each
other in any learning process or a task completion process. An essential clarification in
this respect is offered by Paas et al. (2010). They argue that intrinsic load is dependent
upon element interactivity, the number of elements that need to be processed simulta-
neously by the learner. If element interactivity is high, learning becomes difficult and
WM-resource intensive [WM: working memory], whereas for low element interactivity
material, learning is easier, requiring fewer WM resources. They also argue (2010) that
when instructional material is poorly constructed, extraneous load is generated because
the learner is diverted away from schema acquisition and uses up preciousWM resources
by trying to deal with a suboptimal learning environment. Because intrinsic and extra-
neous cognitive load are additive, an increase in extraneous cognitive load reduces the
WM resources available to deal with intrinsic cognitive load and hence reduces germane
cognitive load. On the other hand, when intrinsic cognitive load is high, it becomes
important to decrease extraneous cognitive load; otherwise, the combination of both
might exceed the maximum cognitive capacity and thus prevent effective, or germane,
processing activities to occur.

In most cases when CLT is applied an analysis of a cognitive process is based on
intrinsic and extraneous types of loads. This is probably due to practical reasons given
that these concepts offer a necessary but also sufficient theoretical basis to understand
most of the cognitive processes. As discussed above, intrinsic elements refer to the task
completion elements that are essential to the task and cannot be separated of it with-
out jeopardizing the accomplishment of the task. In other words, they are necessary to
learn in terms of the task completion. On the other hand, the elements capable to gen-
erate extraneous load are in most cases irrelevant in terms of the task completion. They
consist of technical procedures or information which is redundant or overlapping with
the intrinsic information of the task. An excessive total cognitive load also understood
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as a working memory overload can occur either as a result of an interaction between
simultaneously occurring intrinsic elements or an interaction between intrinsic and extra-
neous elements. In a detail the relationship of intrinsic and extraneous loads should be
understood as follows. Because intrinsic and extraneous cognitive load are additive, an
increase in extraneous cognitive load reduces theworkingmemory resources available to
deal with intrinsic cognitive load (Paas et al. 2010). Therefore, if intrinsic load is high,
extraneous cognitive load must be lowered. Inversely, if intrinsic load is low, a high
extraneous cognitive load may not be harmful because the total cognitive load occurs
within working memory limits (van Merrienboer and Sweller 2005).

From the perspective of different memory types CLT focuses on an interaction
between working memory (WM) and long-term memory (LTM) which is the key to
understanding how learning takes place and how complex problems get solved (Ayres
2018). Like Cognitive Theory of Multimedia Learning, CLT argues that new informa-
tion needs to be first processed and integrated with prior knowledge in WM before it is
encoded in LTM as new knowledge (Ayres 2018). These theories also share an under-
standing that the role of participants in any type of task of Web should be understood as
the active participants rather than passive recipients of communication (Sundar 2007).
In web surveys this feature of the task completion environment is introduced as an
interactive principle (Couper 2008).

However, what differs between CLT and CTML from the perspective of memory
processes is that CLT focuses on interaction between working memory and long-term
memorywhenCTMLadditionally recognizes the importance of sensorymemory (Mayer
2014). The sensory memory operates at the level of spatial orienting and attentional cap-
ture that participate in the preparation of eyemovements, in turn responsible for cognitive
load formation (Mayer 2014; Theeuwes 2014). This process as a whole is concentrated
as a selection of relevant information transferred to working memory further organizing
it in order to create mental representations that are integrated with a prior knowledge of
long-term memory (Mayer and Moreno 2003). From this perspective learning or a task
completion based on any visual stimuli starts at the level of sensory memory proceeding
towards a working memory and long-term memory interaction enabling a deeper infor-
mation processing. Regarding the common descriptions of a cognitive survey response
process the organizing and integrating information processing levels are well repre-
sented, unlike the sensory memory level. We therefore suggest that these descriptions
should be completed by the selection process occurring at the level of sensory memory.

The widely applied description of a cognitive survey response process is as follows
(Tourangeau 1984, 2018):

1. Comprehension (interpreting the meaning of each question)
2. Retrieval (searching and retrieving information stored in memory)
3. Judgment and estimation (integrating the information into an opinion or judgment)
4. Reporting an answer (expressing this opinion appropriately).

A more recent description of the cognitive survey response process with the addition
of the level of sensory memory is as follows:
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1. Selection (transfer information from sensory memory to working memory based on
eye movements)

2. Comprehension (interpret the intended meaning of question)
3. Retrieval (retrieve relevant information from memory)
4. Judgment and estimation
5. Reporting an answer.

As a consequence of the addition introduced above, it becomes possible to analyze
theweb survey response process from the perspective inwhat extent the interface features
likely generate a cognitive load of the respondents as information is transferred from
sensory memory (SM) to working memory (WM). This framework turns out to be
beneficial given that inmost caseswhenweb survey responding is evaluated, the interface
features are excluded from the analysis, focusing instead on the cognitive response
process in terms of the substantive nature of individual questions.What is needed instead
when trying to understand the web survey response process from the perspective of
cognitive burden or cognitive load is to take into account the interface features together
with the individual questions.

With regard to the interaction between participants and an interface it has been found
that greater interactivity of users with a website engenders greater navigational - and
hence cognitive load on users (Sundar 2007). This relationship can also be expected to
occur in web surveys in a way that greater effort navigating through the web survey
interface increases the total cognitive load of the participants. In addition, an excessive
total cognitive load should be expected to occur either as a result of an interaction of
intrinsic elements or an interaction of intrinsic and extraneous elements.

A more elaborate view of how the navigation occurs on the interface can be reached
by using eye tracking method measuring the eye movements of the participants (Kim
et al. 2016; Krejtz et al. 2018; Zagermann et al. 2016). Eye-tracking can be used to
detect intrinsic as well as extraneous cognitive load (Makransky et al. 2019). An extra-
neous load is generated for instance, when two elements, both necessary for learning,
are located visually separated on the interface, making it difficult for the participants to
reach a coherent understanding about their interrelationship. In order to improve their
understanding, the participants are therefore forced to scan back and forth wasting pre-
cious cognitive processing capacity (Mayer 2017). This kind of interface design violates
a contiguity principle generating an extraneous sensory memory load further leading to
working memory overload (Clark and Mayer 2016; Makransky et al. 2019). The harm-
ful consequences of this design can be explained by the law of proximity referring to a
phenomenon fostering learning when related representations are spatially integrated or
close to each other (Beege et al. 2019; Clark and Mayer 2016). With regard to surveys
is shown that when items are presented in proximity to each other, the likelihood for an
assimilation effect increases (Couper et al. 2001; Tourangeau et al. 2013). The reason for
this lies in the law of proximity, which causes items to be perceived as a group (Toepoel
et al. 2009).

In a typical situation when CLT is applied to an evaluation of usability of any given
interface the interface elements affecting usability remain as permanent across the task
completion. This is the case for instance regarding navigation through an ordinary web
page not including any interactive elements. However, when CLT is applied to the web
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survey response process its role should be understood differently. What makes the web
survey task completion process different is the repetition. In the web survey response
process the same type of intrinsic-, and extraneous elements repeatedly follow each
other instead of occurring once. Taken into account the particular nature of a web survey
responding process,we expect the total cognitive load to be generated across the response
process based on the permanent elements of the process like interface features and non-
permanent elements like individual questions and their interaction. We also expect the
total cognitive load of respondents accumulating across the responding occurring at the
highest level at the end of the questionnaire assuming that the capacity of individual web
survey questions to generate a cognitive load of respondents remains somewhat equal
across the survey. The cognitive load accumulation is recognized in CLT and measured
by subjective measures like rating scales as well as objective measures like the amount
of time the learner spends on completing the task or navigation behavior (Antonenko
and Keil 2018).

Given that we were not able to use an eye tracking method we nevertheless offer a
hypothesis with regard to the eye movements on the studied interfaces AF and MF. The
hypothetical framework regarding eye movements makes it possible to understand how
the studied interface features contribute and interact in the formation of different types
of cognitive loads during the response process. It should be noted that the respondents in
both studies were encouraged to use PCs or tablets but were not prevented from using a
smartphone. Despite this opportunity, only 16% of the respondents completed the survey
using a smartphone (Selkälä and Couper 2018). Thus, although the interfaces for PC
and smartphone respondents differ considerably (Appendix 2) we find the proportion of
smartphone respondents so low that we do not expect it to affect the results.

The expected eye movements on a manually forwarded interface are illustrated in
Fig. 1.Given that the interface in both versions (AF/MF) is divided in twoparts, on the left
side of the screen appears the list of the itemswhen on the right side of the screen appears
the particular question and the response options of it. As the response has been given to
the particular question the next question on the list is activatedwith a shaded background.
At the same time, it appears visible on the right side of the screen. It should be noted as
well that the individual items are shared into groups. The headline of the question group
appears visible on the left side of the screen when the items within it appear visible
below of the headline. We expect the eye movements occurring in the response process
as follows. Firstly (1) respondents are likely to focus on the relationship of the headline
of a question group and the first item within it. Secondly (2) we expect them to focus
on the relationship of the headline of a question group and the headline of the first item
on the right side of the screen. Thirdly (2.b) we expect the respondents focusing on the
relationship of the headline of the first item on the right side of the screen and other items
on the item list. We expect these particular eye movements to generate lower cognitive
load than other expected eye movements given that their intention is more to become
aware of the task completion elements as a whole than focus on the particular question
under the consideration. We expect the third (3) particular eye movements occurring
between the headline of the first item on the right side of the screen and the response
options below of it. In the automatically forwarded interface (AF) we do not expect any
other notable eye movements to occur but in the manually forwarded version (MF) we
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expect the fourth (4) major eye movement to occur between the response options of
the responded question and previous and next buttons below them. We expect the first,
second and the third eye movements generating intrinsic load in both of the versions. In
addition we expect the fourth (4) eye movements in manually forwarded (MF) version
generating extraneous load.

Fig. 1. The expected eye movements on manually forwarded interface.

In addition to permanent interface features discussed above the repetition of individ-
ual questions should take into account in order to understand how a cognitive load accu-
mulates in detail in the AF and MF conditions. As illustrated in the popular descriptions
of the cognitive response process (Tourangeau 1984, 2018) the retrieval is an essential
part of responding to individual questions. However, this part of the response process
should be understood differently when trying to achieve a coherent understanding about
an accumulation of cognitive load in terms of the individual questions and the interface
as a whole. The recent findings from the field of neuroscience show that recall cannot be
considered just as a passive operation to retrieve something from the long-termmemory.
It should instead be considered as an active process especially in terms of anticipating
upcoming events.

An increasing variety of experimental approaches is being used to explore how
long-term memory (LTM) content is used proactively to guide adaptive behavior. The
approaches share the notion that the brain uses LTM information constantly, proactively,
and predictively (Nobre and Stokes 2019). Information in working memory has been
considered the major source of top-down proactive attention. Even before the target
stimuli appear, these memory traces influence the pattern of brain activity in a proac-
tive fashion to facilitate the processing of signals associated with likely relevant items
(Chelazzi et al. 1993; Kastner et al. 1999; Stokes et al. 2009). In addition, a recent neu-
rophysiological study of sequential learning in a serial response task has also revealed
a proactive anticipation of upcoming stimuli and associated responses based on learned
spatiotemporal expectations (Heideman et al. 2018; Nobre and Stokes 2019).
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These findings receive support from the survey satisficing studies showing that sat-
isficing respondent behavior and straightlining occur more likely towards the end of the
questionnaire than toward the beginning (Knowles 1988; Krosnick and Alwin 1988).
When the retrieval process is understood in a proactive fashion as discussed above, antic-
ipating the upcoming stimuli, it becomes easier to understand why satisficing respondent
behavior becomes more likely towards the end of the questionnaire. When the respon-
dent retrieves an activatedmaterial from long termmemory integrating it with themental
representation based on the present question the invested cognitive effort depends also on
other sources to increase total cognitive load. These sources generate intrinsic or extra-
neous load, or the load based on their interaction. The anticipatory nature of retrieval can
explain why respondents tend to relieve excessive load through satisficing in repetitive
tasks like web surveys. It can be expected to occur when the repetitive task includes
certain permanent interface elements increasing the extraneous load on the respondents.
This is the case in the manually forwarded interface. Under these circumstances, the
respondents can easily anticipate the burdening nature of the upcoming task and adjust
the invested cognitive effort across the individual items (seeHeideman et al. 2018; Nobre
and Stokes 2019). A crucial part of this process in theMF interface generating extraneous
load is the selection between the previous and next buttons illustrated in Fig. 2.

As a consequence of an interaction between the individual questions and the MF
mechanism we expect a total cognitive load of respondents accumulating and turning
excessive as individual items follow each other. The excessive load is then relieved
through satisficing. Inversely arguing, if we expect the accumulation of total cognitive
load not occurring, we shouldn’t be able to observe an increased satisficing towards the
end of the questionnaire. In this case, each load in relation with the individual items
should completely be relieved after giving a response. What follows is that in this case
a respondent should be able to start a response process on each question without an
accumulated load originated from previous questions. Given that the empirical findings
and theoretical reasoning discussed above suggest otherwise we accept the accumulation
hypothesis.

2.3 Survey Satisficing and Response Time Based Measurements

Krosnick’s survey satisficing theory (Krosnick 1991, 1999) is probably the most influ-
ential theory regarding satisficing respondent behavior in surveys. It is based on
Tourangeau’s (1984) description of the cognitive process taken place in survey respond-
ing borrowing also fromSimon’s (1957)more general theory of decision-making. Survey
satisficing occurs when instead of investing a sufficient effort to respond thoughtfully
or optimally respondents take shortcuts in order to minimize cognitive effort (Kim et al.
2019; de Rada and Dominguez-Alvarez 2014; Zhang and Conrad 2018). It is this resort
to a satisfactory rather than an optimal decision strategy that gives satisficing theory its
name (Hamby and Taylor 2016).

Krosnick introduced the idea of “weak” and “strong” forms of satisficing. Weak
satisficing occurs when the four cognitive stages of survey responding—comprehension,
recall, retrieval, and judgment (Cannell et al. 1981; Tourangeau et al. 2000; Tourangeau
2018) are undertaken but less thoroughly than they might be. Strong satisficing occurs
when one or more of these stages are skipped entirely. Examples of weak satisficing are
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Fig. 2. The hypothesized process selecting between previous and next buttons in theMF interface.

acquiescence, where respondents show a tendency to agree with statements in attitude
questions, selecting the midpoint on opinion questions with odd numbers of response
options, and selecting the first reasonable option from a list rather than considering all
options and selecting the most appropriate (Krosnick and Alwin 1987). The strong form
of satisficing occurs for instancewhen respondents select “Don’t Know”when they could
provide a substantive answer, when they select a substantive response option randomly
or when they do not differentiate their responses on a battery of scale items (Hamby and
Taylor 2016; Lipps 2007; Kaminska et al. 2011; Vannette and Krosnick 2014).

Non-differentiation—in other words, straightlining—a tendency to give the same
answers across several items is a widely applied satisficing measure in survey method-
ology. It can be detected by Cronbach alpha, simple nondifferentiation, mean root of
pairs, maximum identical rating, standard deviation of battery and scale point variation
(Kim et al. 2019). Non-differentiation is more common among respondents with less
education and low verbal ability and it is more common toward the end of a questionnaire
than toward the beginning (Krosnick and Alwin 1988; Vannette and Krosnick 2014).

Survey satisficing is often suggested as occurring as a consequence of an exces-
sive cognitive burden on respondents. Following this hypothesis Vannette and Krosnick
(2014) suggest that in order to minimize the likelihood of satisficing, questionnaire
designers should take steps to maximize respondent motivation and minimize task dif-
ficulty. This can be reached by making it easy for respondents to interpret questions, to
retrieve information from memory, to integrate the information into a judgment, and to
report the judgment (Vannette and Krosnick 2014). Regarding to measure the cognitive
burden of respondents, response times are widely applied (Zhang and Conrad 2014).
Their popularity in this respect is based on the assumption that if a survey question is in
some way difficult or complex, it takes more time to answer due to greater thought and
attention to determine a response (Turner et al. 2015).
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In terms of satisficing, shorter item-level response times have been suggested to
indicate sub-optimal responding or satisficing (Di et al. 2016; Zhang and Conrad 2014;
Conrad et al. 2017). Zhang and Conrad (2014) showed that straightlining is significantly
associated with speeding, a tendency to answer faster than is necessary in order to offer a
response processed at least at the minimum level of cognitive effort. The findings of Cal-
legaro et al. (2009) suggest support for these findings given that in their study the partici-
pants (job applicants)who inherentlywere expected holding strongermotivation towards
the task, spentmore time to accomplish the task than their counterparts, the lessmotivated
participants. Thus, faster task accomplishment indicates satisficing task performance in
their study as well. However, regarding the response time based satisficing measure-
ments, Turner, Sturgis, and Martin (Turner et al. 2015) found the opposite results given
that a higher proportion of “Don’t Know” answers and a tendency for rounding—typical
satisficing measures—were associated with longer response latencies.

Using response latencies as a satisficing measure is not unproblematic given that
the item level response times do not vary just because of the motivation and ability of
respondents (Krosnick 1991; Vannette and Krosnick 2014) but other individual level
factors as well. One of these factors is related with the information accessibility of
respondents. It is well known that respondents with strong attitudes tend to offer their
initial answer faster in attitude questions compared with their counterparts with less
strongly attitudes (Fazio 1990). Regarding these respondents, shorter item level response
times do not indicate satisficing but a tendency to answer faster due to more easily
accessible information in their working memory. On the other hand when a question is
complex and relevant information more difficult to recall, answering takes longer due to
a greater attention and a cognitive process to formulate an answer (Turner et al. 2015;
Yan and Tourangeau 2008). It is also well known that satisficing respondent behavior
becomes more prevalent as responding proceeds towards the end of the questionnaire
(Vannette and Krosnick 2014). What follows is that the item level response times should
be decreased correspondingly towards the end of the questionnaire if shorter item-level
response times are interpreted to indicate satisficing responding. On the other hand, as
the responding proceeds towards the end of the questionnaire respondents become more
fatigued due to accumulated cognitive burden. This should be detected as longer item
level response times in case an appropriate amount of cognitive effort is invested in each
item. However, when the respondents take shortcuts (satisficing) the item level response
times should to decrease instead.

As discussed above, applying item level response times as a measure of satisficing
is not as straightforward as suggested in the previous literature. This is mainly due to
various factors affecting item level response times including individual level factors like
motivation and ability or an information accessibility but also questionnaire level factors
like a length of the questionnaire, an interface design in web surveys as well as question
level factors like a substantial complexity of survey questions. It seems obvious that the
interrelationship of these different sources affecting item level response times requires
a clarification.

As the traditional survey satisficing theory is extended by the cognitive load theory,
the interrelationship of its core elements; respondent ability, respondent motivation and
task difficulty can be understood in a more advanced fashion. The starting point to
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understand the relationship of these factors with an understanding how the cognitive
load is generated is to realize that in case when the task difficulty is increased to a very
high level generating correspondingly high cognitive load, the respondents inherently
susceptible to satisficing respondent behavior tend to relieve an excessive load through
satisficing. According to survey satisficing theory, these respondents are more likely
less educated (individuals with lower abilities) and less motivated in comparison with
their counterparts. At a more detailed level, the satisficing can be expected to occur
more frequently in relation with more complex and cognitively demanding questions
given that despite whether satisficing occurs at the conscious or unconscious level of
responding it can be explained by an increased pressure to relieve an excessive cognitive
load through it. This becomes most effectively executed regarding the most demanding
questions generating the highest cognitive load because by taking shortcuts (skipping
the entire stages of a response process) with regard to these questions the highest amount
of excessive load can be relieved with minimum effort.

Regarding the less demanding questions in the survey, the satisficers can either be
expected to follow the similar satisficing pattern thanwith themore complex questions or
invest their major cognitive capacity in order to respond to these questions in particular.
The latter option becomes more likely when the satisficers are truly less motivated
individuals with lower abilities as the survey satisficing theory claims given that these
types of individuals probably find the easiest questions the most convenient to answer.
It should also be noted that from the perspective of an accumulation of cognitive load
across the survey the lessmotivated respondents with lower abilities should become even
more susceptible to satisficing respondent behavior towards the end of the questionnaire.
Consequently, this tendency becomes even stronger when the individual questions are
substantially complex or the web survey interface elements increase an extraneous load
of the participants.

Table 1. The examples of satisficing responding patterns on item level response times.

Items load A B C 
1 -
2 +
3 -
4 + 
5   - 
6 + 

Note. The direction of arrow represents an expected change in direction of item item level response
time. The size of the arrow represents an expected change in the magnitude of the item level
response time.

As a result of an extension of survey satisficing theory discussed above at least three
satisficing responding patterns can be expected to occur under cognitively burdening
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circumstances (Table 1).As expected in the traditional survey literature, shorter item level
response times could occur evenly spread across the survey items as a consequence of
increased satisficing responding.This satisficingpattern results shorter average item level
response times given that all or most of the individual response latencies occur shorter
in comparison with less burdening situation generating weaker satisficing respondent
behavior. In Table 1 columnA represents this satisficing responding pattern. However, as
discussed above it is actually more likely that satisficers do not invest less response time
consistently in each item across the survey but vary their responding pattern item by item.
This becomes likely in particularwhen there are different types of questions on the survey
in terms of their tendency to increase a cognitive load of respondents. The columns B and
C represent these satisficing patterns. In both of these cases satisficers invest their major
cognitive capacity to focusmore carefully on cognitively less demanding questions. As a
result, the item level response times do not decrease evenly across the items but decrease
in terms of cognitively demanding questions and increase in terms of cognitively less
demanding questions. As a result, the difference in average item level response times
between satisficers and non-satisficers diminishes andmay even disappear with regard to
certain question combinations. However, what remains is converging item level response
times in each of the illustrated satisficing responding patterns A, B and C. Thus, even
though the difference in average item level response times cannot be treated as a reliable
satisficingmeasure, the variation of item level response times appears to be reliable given
that in all of the illustrated cases it would decrease. This makes the standard deviation
(SD) of item level response times a more prominent measure of satisficing when an
average item level response times should be treated as a secondary, a complementary
measure of satisficing.

3 Subjects

In the first study (the University of Lapland, Finland) 3,023 undergraduate students were
randomly assigned to six independent experimental conditions. This survey was fielded
from October 7 to October 28, 2015. In the second study (the Lapland University of
Applied Sciences) 5,004 undergraduate students were randomly assigned to six inde-
pendent conditions following the same procedures as Study 1. This survey was fielded
from April 18 to May 8, 2016. Respondents in both studies were encouraged to use PCs
or tablets, but were not prevented from using a smartphone. The breakoffs and response
rates of the aggregated data of two samples are shown in Appendix 3. The final data
was applied in the present study in combining the automatically forwarded (AF) and
manually forwarded (MF) groups resulting in two groups; AF (n = 863) and MF (n =
900).

4 Method

4.1 Measuring Response Times

Both client-side and server-side paradatawere captured, and response timewasmeasured
at both the respondent (survey) level and the item level (Yan and Olson 2013). The total
response time (TRT) for a survey for a particular respondent was calculated by taking
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the difference between the first and last time stamps in the survey. Item-level response
times were also calculated as the difference between mouse clicks on two radio
buttons or between the mouse clicks of the forward/backward button and a radio
button. This is a measure of the time to select an initial response for an item after
a page has loaded. It does not include the time following this selection (i.e., the time
taken to change an answer or to click the next button in the MF version).

In order to avoid the drawbacks in measuring satisficing and to develop a method-
ological solution taking into account the individual-level influence we use a standard
deviation (SD) of item-level response times (calculated within the individuals) as a mea-
sure of satisficing. We interpret a decreased standard deviation of item-level response
times indicating increased satisficing. This becomes intelligible when realizing that sub-
stantially different items require different amount of cognitive effort to become compre-
hended, the necessary information retrieved, an appropriate judgment completed, and
a response given. As the standard deviation of item-level response times decreases, it
reveals respondents investing response time in amore similar fashion in different types of
items. This suggests an increased total cognitive load occurring across the items further
relieved through satisficing responding. Empirically it can be recognized as a decreased
standard deviation. Given that as we expect the MF to be associated with a more cog-
nitively burdening procedure due to the previous and next buttons, we should observe
lower SD in the MF group in comparison with the AF group.

However, because the standard deviation of item level response times is affected by an
individual tendency to respond slower or faster (respondent baseline speed), we took an
average item level response times of individuals account within the examined question
batteries as a nuisance variable. In other words, the individual tendency to respond
slower or faster was removed from the estimate of standard deviation by modelling it
as an independent variable. Given that the original relationship of an average response
speed of individuals and the SD appeared to be curvilinear in order to take this into
account we were able to achieve more accurate estimates as well as compare the three
question batteries including different types of items.

We applied the standard deviation (SD) of item-level response times as a measure of
satisficing in several log-linear regression models. The approach was conducted within
three question batteries separately including the items varying in their expected tendency
to increase intrinsic cognitive load. In order to control the confounded influence of aver-
age respondent-level response speed on SD we added it in the models as an explanatory
variable with the dummy variable “AF/MF”. To make the explanatory variables uncor-
related we group-mean centered the values of the average respondent-level response
speed within the AF/MF groups (see Bell et al. 2018; Dalal and Zickar 2012; Enders
and Tofighi 2007; Paccagnella 2006). We excluded individuals from the analysis whose
average item-level response times exceeded an upper outer fence in the boxplot2. The
model is:

logY = β0 + β1X1 + β2X2 + ε

2 When answering web surveys some respondents leave a question “open” for a long time because
they interrupt answering the survey due to a variety of reasons.On that specific screen or question,
the time latency is very high and therefore such cases need to be excluded from the analysis.
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Y = The log of standard deviation of item-level response times
X1 = An average respondent-level response speed based on item-level response times
X2 = AF/MF.

5 Results

The examination of the first question battery (4 items) revealed (Table 2) that one unit
change in the “AF/MF” - variable (X2) is associated with a 16% decrease (p < 0.001)
in the expected geometric mean of the SD indicating that we expect to see about a 16%
decrease in the geometric mean of the standard deviation of item-level response times
for the MF group (n= 863) compared with the AF group (n= 846). The corresponding
decrease regarding the second question battery (9 items; AF, n= 855; MF, n= 881) was
1% (non-significant) when for the third battery (4 items; AF, n = 842; MF, n = 873), it
was 6% (non-significant; p= 0.108). A one-unit change in an average respondent-level
response speed (X1) was associated with 0.02% to 0.03% increase in SD in all three
question batteries.

Table 2. An average respondent-level response speed and AF/MF associated with log of standard
deviation of item-level response times.

β Exp.β 95% Cl p

Items 2–5

RT 0.00026 1.00 1.00–1.00 <0.001

AF/MF – 0.17439 0.84 0.78–0.91 <0.001

Items 6–14

RT 0.00022 1.00 1.00–1.00 <0.001

AF/MF – 0.01189 0.99 0.94–1.04 n.s

Items 15–18

RT 0.00015 1.00 1.00–1.00 <0.001

AF/MF – 0.06626 0.94 0.86–1.02 n.s

Note. RT=An average respondent-level response
time. Exp.β - exponentiated coefficient represents
the ratio of expected geometric mean difference
in the standard deviation of item-level response
times for a 1-unit change in an explanatory factor.
Maximum likelihood estimation.

The results are consistent with the theoretical expectations given that the largest dif-
ference (16%) in the expected geometricmean of SDbetween theAF andMFgroupswas
found in the first question battery (items 2–5) including the most demanding questions.
The second largest difference (6%) was found in the third question battery (items 15–
18), including cognitively demanding attitude questions. The smallest (non-significant)
difference (1%) was found in the second question battery (items 6–14), including the
easiest items to answer; the mood items. The direction of the observed effects occurs
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as expected, suggesting support for the hypothesis that as the total cognitive load of
respondents increases, the standard deviation of item-level response times decreases.
Additionally, the results suggest indirect support for the hypothesized eye-movements
in the examined interfaces given that in the MF group a number of hypothesized eye-
movements to navigate through the interface is bigger (4) than in the AF group (3) due
to the previous and next buttons (Fig. 1). As a result, the total cognitive load of manually
forwarded respondents tends to exceed their working memory capacity especially when
the content of the questions (the first and third question batteries) with the required
eye movements to navigate through the interface generates a high intrinsic load. In an
interaction with a generated extraneous load due to the previous and next buttons the
total cognitive load of respondents in the MF condition increases to a very high level
exceeding their working memory capacity. As a consequence, the respondents relieve
the excessive load through satisficing responding which was detected by a decreased
standard deviation of item level response times.

In the second question battery, the total cognitive load of respondents is smaller
due to the content of items. What follows is that the working memory capacity is not
exceeded even in the MF group despite the extraneous load generated by the previous
and next buttons. Empirically this was observed as a very small difference in standard
deviation between the AF and MF groups. One should note however that this finding
indicates nothing with regard to the overall level of satisficing across the mood items. It
reveals only that the generated cognitive load of the respondents between the AF andMF
groups does not differ from enough in order to lead the second of the groups relieving
it through satisficing respondent behavior.

Despite the fact that satisficing respondent behavior is in other studies found to
occur more frequently towards the end of the questionnaire we did not find support for
these findings regarding the standard deviation. Despite the burdening content of the
questions in the third response battery, the decrease in standard deviation was smaller in
theMFgroup (6%) than corresponding difference in the first question battery (16%).One
possible explanation for this is that the questionnairewas quite short, and the respondents
were university students with high cognitive skills.

On the other hand, the differences between the average item-level response times
in the AF and MF groups (Table 3) support the previous findings of the satisficing
occurrence towards the end of the questionnaire given that the differences in average
item-level response times between the AF and MF groups occurred the smallest in the
first question battery, the second largest in the second question battery and the largest
in the third question battery. The corresponding decrease in percentages in MF group
compared with AF group were in the first question battery 4.2%, in the second question
battery 5.9% and in the third question battery 7.3%. This suggests the likelihood of
satisficing responding increasing in MF group towards the end of the questionnaire if
the difference in average item-level response times in comparison with AF group is
considered as a measure of satisficing.

6 Conclusion

In the perspective of a human-computer interaction, a major challenge becomes how to
manage a cognitive burden of the participants which is also interpreted as increasing
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Table 3. The differences in average item-level response times between the AF and MF groups in
milliseconds.

AF MF AF −MF t p

Items
2–5

3885 3720 165 1.932 <0.05

Items
6–14

4509 4241 268 3.801 <0.001

Items
15–18

6827 6328 499 3.855 <0.001

Note. The mean values are the average item-level
response times calculated separately within the three
question batteries based on the combined 3 groups
allocated to AF and the three groups allocated to MF.
Extreme outliers excluded based on Tukey’s method.
One-tailed t-tests, equal variances not assumed.

satisficing in the survey literature. In order to estimate satisficing between the different
types of interfaces (AF/MF)we take into account that satisficers do not necessarily invest
response time consistently in each item across the survey. Consequently, we introduce a
more elaborated method, the standard deviation of item level response times, to measure
satisficing and estimate the amount of total cognitive load of respondents.

We find support for our hypothesis that theMF version increases satisficing respond-
ing given that MF reduces both average item level response times as well as the standard
deviation of item-level response times. This suggests support also for the hypothesis
that the MF generates higher total cognitive load of respondents due to a more complex
interface design. On the other hand, AF has shown to reduce completion times across
the whole questionnaire (Selkälä and Couper 2018). This is consistent with our findings
given that a shorter completion time allows the respondent to focus on individual items
more carefully which is observed as a longer average item level response times. The
findings reinforce the view in HCI that reducing the complexity of interfaces and the
presence of extraneous elements reduces cognitive load and facilitates the concentration
of cognitive resources on the task at hand.

To test these ideas further, we need longer questionnaires to detect fatigue effects
towards the end of the questionnaire. We also need questions with varying levels of
cognitive effort. We also need eye-tracking studies to determine the effect of the back
and the next button on cognitive load. In addition, should be noted that the evidence is
based on a relatively short survey among university students. Replication in other settings
is recommended. We caution that this applies primarily to highly repetitive tasks, such
as answering a series of questions using the same response format (as is often the case
in the batteries of psychological measures). The effect may be different in surveys that
vary the format and content of items. In other words, AF may be suitable for some types
of survey questionnaires, but maybe not others. Further research is needed to figure out
under what survey conditions AF is optimal.
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Appendix 1. The Questionnaires of the Experiment
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Appendix 2. Screen Shots of ZEF Interface

a. Manually forwarded ZEF survey on PC.

b. Automatically forwarded ZEF survey on PC.
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c. Manually forwarded ZEF survey on smartphone.

d. Automatically forwarded ZEF survey on smartphone.
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Appendix 3. Experimental Design of the Original Study

(Selkälä and Couper 2018)

Note. MF = Manual forwarding; AF = automatic forwarding; IA = information
accessibility; CR = consistency requirement. The response rates are calculated by fol-
lowing the RR2 standard definition (AAPOR 2008, pp. 34, 48; Bethlehem and Biffig-
nandi 2011, 439). The breakoff rates are calculated by the QBR definition (Callegaro
et al. 2015) representing the combined proportion of breakoffs and partially completed
questionnaires of all respondents starting the questionnaire.
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Abstract. Multi-view clustering is a complex problem that consists in
extracting partitions from multiple representations of the same objects.
In text mining and natural language processing, such views may come
in the form of word frequencies, topic based representations and many
other possible encoding forms coming from various vector space model
algorithms. From there, in this paper we propose a clustering fusion algo-
rithm that takes clustering results acquired from multiple vector space
models of given documents, and merges them into a single partition.
Our fusion method relies on an information theory model based on Kol-
mogorov complexity that was previously used for collaborative clustering
applications. We apply our algorithm to different text corpuses frequently
used in the literature with results that we find to be very satisfying.

Keywords: Multi-view clustering · Information theory · Corpus
analysis

1 Introduction

The goal of text corpus clustering is to partition a collection of text documents
into several groups, such that texts inside the same groups (or clusters) are
similar and share common themes or have a common style, while documents in
different clusters are very distinct in nature. To achieve this goal, text documents
must first be transformed using models such as the Vector Space Model (VSM)
[20] in order to transform the original documents into numerical vectors that
can be used by clustering algorithms such as K-Means or hierarchical clustering.
One difficulty with the VSM model is the large number of existing methods
to transform text documents into vector representations. Many representation
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models exist, some are topic oriented, others focus on word embedding, while
some methods are purely statistical representations. This abundance of methods
in the literature allows for multiple vector representations of the same texts, all
with different strengths and weaknesses. Applying clustering algorithms to these
multiple representations can be seen as a multi-view clustering problem where
the goal could be to find a consensus between the clustering partitions proposed
under the various Vector Space Models [3]. Within this context, in this paper we
propose a new method inspired from collaborative clustering, and which relies
on the notion of Kolmogorov complexity to merge clustering partitions acquired
from the clustering algorithms applied to different vector representations of text
documents. Our proposed method is compared with state of the art methods
applied to common text corpuses that can be found in the literature.

The remainder of this paper is organized as follows: Sect. 2 focuses on various
related works about both text mining and the information theory model used in
this paper. Section 3 presents our algorithm. Section 4 features our experimental
results and some comparisons with other methods. Finally, in Sect. 5 we draw
some conclusion and give some ideas on possible extensions of this work.

2 State of the Art

Cluster ensembles is an overall framework in which multiple partitions are com-
bined in order to obtain a consensus clustering. Multi-view clustering is one of
the specific problems covered in this area [5].

The problem of combining multiple data partitions into a single one has been
tackled at least by two approaches, namely Clustering Ensembles [4,9,10,16,21,
22,24,26] and Multi-View Clustering [3,6–8,11–13,18,25,27], also known as data
fusion.

In ensemble learning and ensemble clustering, several algorithms will work
on the same data set with the goal of achieving a single result that should be
better that the partitions learned from the different algorithms. As one can see,
in ensemble clustering, several algorithms work on the same data and therefore
the same view. However, in the case of multi-view clustering like in the present
work, we have several algorithms and each of them works in a different view
of the same data. And since we are dealing with several views, the goal with
multi-view clustering is to merge them while taking into considerations that
there might be multiple truths [30].

It is worth mentioning, that the distinction between ensemble clustering and
multi-view clustering is not always obvious in the literature and some confusion
may exist with different naming conventions depending on the field of applica-
tion. In the following subsection, we make a quick review of the literature for
both multi-view and ensemble clustering with a particular focus on text mining
applications and methods that are close to the one presented in this work.
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2.1 State of the Art on Combining Multiple Clustering Partitions

There are many different applications that require to combine multiple cluster-
ing partitions: In [9], the authors make a proposal for music clustering using
partitions obtained from different music feature sets. Among these sets, they
employ several word-level features. They pose the ensemble clustering problem
as a binary clustering in a space induced by the multiple partitions. Additionally,
they explore various optimization criteria for finding consensus partitions and
propose a strategy for determining the final number of clusters. It is interesting
to note that they apply this proposal for

In [7], the authors work specifically on text clustering. They propose to gen-
erate several partitions from each view by using different feature representations
and then applying a clustering algorithm over each one. Then, similarity matrices
are computed in three different ways, namely two based on partition member-
ships and another one based on feature similarity. Finally, a combined similarity
matrix is obtained from those three previous ones and a standard clustering
technique is applied to produce the consensus partition. In the same direction,
[3] use more diverse text representations as views, more specifically LDA [1],
Word2Vec [14] and TF-IDF [19] and then apply the same idea as the former
work.

It is woth noting that multi-view text clustering shouldn’t be confused with
distributed clustering of texts [28], which mainly consists in distributing the
clustering task without consideration for whether or not this is a multi-view
task.

Another common application of multi-view clustering is multilingual cluster-
ing. In [18], for this specific application, the authors pose the multi-view clus-
tering problem as a tensor decomposition as this approach was proven earlier to
be theoretically efficient [11,12].

2.2 Methods to Combine Multiple Partitions

In [21], the authors pose that an application of Cluster Ensembles is to combine
partitions obtained from partial sets of features. As we have seen earlier, this is a
case of multi-view clustering. Additionally, they pose that a motivation for using
a cluster ensemble is to build a more robust solution that performs well over a
wide range of data sets. Since the diversity of base partitions has a positive
impact on the final consensus solution, it can be introduced mainly by using
different sets of features in each partition, different parameter configurations
of the same algorithm (values of k for k-means) and also using different and
complementary base techniques. The authors also formulate consensus clustering
as a hyper-graph cutting problem and solve in three different ways.

Co-association matrices are based on relative co-occurrence of two data points
in the same cluster. They are another very common tool to tackle multi-view
clustering. Several works exploit them in order to produce final partitions from
several combinations of different data representations. [4] explore two strategies
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for producing cluster ensembles: Using different views and using different clus-
tering algorithms or parameter configurations. [26] address the problem from a
similarity matrix completion problem in which missing values are associated to
uncertain data pairs, this is pair of data points whose common membership in
every partition is not consistent. In the same path, [16] propose to weight the
contribution of each co-association matrix based on a novel reliability measure
of each partition within the ensemble.

Some other contributions employ an utility function to measure similarity
between partitions and then directly maximize an objective function to obtain
the consensus [10,22,24].

In [8], a hybrid clustering method based on weighted linear combination of
distance matrices for textual and bibliometric information is proposed.

2.3 Multi-view Clustering Applications and Kolmogorov
Complexity

In the work of [17,23], the notion of minimum description length (MDL) is
introduced, with the description length being the minimal number of bits needed
by a Turing Machine to describe an object. This measure of the minimal number
of bits is also known under the name Kolmogorov complexity.

If M is a fixed Turing machine, the complexity of an object x
given another object y using the machine M is defined as KM(x|y) =
minp∈PM {l(p) : p(y) = x} where PM is the set of programs on M, p(y) des-
ignates the output of program p with argument y and l measures the length (in
bits) of a program. When the argument y is empty, we use the notation KM(x)
and call this quantity the complexity of x. The main problem with this definition
is that the complexity depends on a fixed Turing machine M. Furthermore, the
universal complexity is not computable, since it is defined as a minimum over
all programs of all machines.

In relation with this work, in [15], the authors solved the aforementioned
problem by using a fixed Turing Machine before applying this notion of Kol-
mogorov complexity to collaborative clustering, which is a specific case of multi-
view clustering where several clustering algorithms work together in a multi-view
context but aim at improving each other partitions rather than merging them
[2]. While collaborative clustering does not aim at a consensus, this application
is still very close to what we try to achieve in this paper where we try to merge
partitions of the same objects under multiple representations. For these reasons,
we decided to use the same tool.

In the rest of this paper, just as the authors did in [15], we will consider
that the Turing Machine M is fixed, and to make the equations easier we will
denote by K(x) the complexity of x on the chosen machine. Then, we adapt the
equations used in their original paper to our multi-view context for text mining
and we use Kolmogorov complexity as a tool to compute the complexity of one
partition given another partition. The algorithm to do so and how we use it is
described in the next section.
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3 Proposed Merging Method

3.1 Problem Definition

Let us consider a data set X of n data points and a measure of similarity S that
allows to quantify the strength of the connection or closeness between any pair
of data points in X . The problem of data clustering can be stated as inducing
an equivalence relation1 on X such that points a, b in the same equivalence class
(that is a cluster) have a larger similarity value S(a, b) in comparison with S(a, c)
or S(b, c) for any other point c in a different equivalence class.

The Multi-view clustering task considers that the information regarding to
each data point in X comes from multiple sources called views. After performing
a clustering algorithm over each view several partitions are generated. Let us
define this set of partitions as P, and denote each of them with a capital letter
(e.g.: A).

A partition A is a set of |A| disjoint sets c ∈ ℘(X ) (the Power set of X )
called clusters of X . Let us define an agreement function Ω between two clusters
as a mapping Ω : ℘(X ) × ℘(X ) → [0, 1] which attains lower values for clusters
having a smaller overlap and higher values for clusters sharing more elements of
X . In this work we employ the Jaccard similarity function to measure agreement
between two clusters.

For a point p ∈ X , its cluster in any partition A ∈ P is denoted by NA
p and

it is defined as:
NA

p = {x ∈ X |∃c ∈ A ∧ p ∈ c ∧ x ∈ c}
Given a cluster c and a partition B the function that maps c to the cluster

in B with the largest overlap is called maximum agreement function and it is
defined as follows:

ΦB (c) = argmax
e∈B

Ω(c, e) (1)

3.2 The Algorithm

Our goal in this paper is to combine several partitions in order to build a final
consensus. To this end, in our method we perform successive pairwise fusion
procedures between partitions following a bottom-up strategy until we reach a
single partition. This procedure is depicted in Algorithm1.

Without loss of generality, when a fusion step is performed between two
partitions A and B , a new partition C is created. Since the successive partition
fusions are performed by following the maximum agreement criteria between
clusters as stated in Eq. (1), it is possible that some data points do not fit to
this rule and hence be marked as exceptions during the execution of the merge
operation. The set of data points marked as exceptions before the creation of
partition C is denoted by ξC , formally,

ξC = {p ∈ X |NA
p ∩ ΦB (NA

p ) = ∅ ∪ NB
p ∩ ΦA(NB

p ) = ∅} (2)

1 For the clustering task, the relation could be stated as “has the same label as”.
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Thus, when partition C is created, each point p ∈ ξC receives a weight
WC (p, c) for every cluster c ∈ C . This weight is made up by the relative weights
that both source partitions A and B contribute, namely ωA(p, c) and ωB (p, c).
Without loss of generality, the contribution of each source partition is given by:

ωA(p, c) =

{
Ω(c,NA

p ) if p /∈ ξA

Ω(c, ΦA(c)) · WA(p, ΦA(c)) if p ∈ ξA
(3)

Thus, the final weight WC (p, c) for each point p ∈ ξC in each cluster c ∈ C
is given by:

WC (p, c) =
ωA(p, c)

2
+

ωB (p, c)
2

A more detailed description of this merging process is depicted in Algorithm 2.
It is important to indicate that once a point is marked as an exception, it remains
so through all the subsequent fusions. After the last fusion, each of these excep-
tion data points are assigned to one of the final clusters by picking the one whose
membership weight is the highest. This exception resolution is described between
lines 7–9 in Algorithm 1 where K(A|B) is the kolmogorov complexity of partition
A knowing partition B [15]:

K(A|B) = KB × (log KA + log KB) + |ξC | × (log n + log KA) (4)

with n the total number of points, KA the number of clusters in partition A,
KB the number of clusters in partition B and ξC the set of exceptions between
partitions A and B as defined in Eq. (2).

Algorithm 1: Main procedure for building the consensus partition.
Input: A set P of m partitions over the data X .
Output: A consensus partition.

1 Q ← [] /* exceptions after each merge operation */

2 while |P| > 1 do
3 A,B ← argminA∗,B∗∈PK(A∗|B∗) + K(B∗|A∗)
4 C ← merge(A,B , Q, W )
5 add C into P
6 remove A,B from P

/* Solving points marked in last item from Q */

7 ξD ←last partition’s exceptions added to Q
8 foreach p ∈ ξD do
9 ND

p ← argmaxc∈DWD(p, c)

10 return D
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Algorithm 2: Merge procedure that fuses two partitions into a new one
identifying also troublesome points as exceptions.
Input: Partitions A,B ∈ P s.t. |A| > |B |

1 , list with previous merge exceptions Q and weight function for previously
created partitions W
Output: New partition C and a set of marked points along with their scores

∀c ∈ C .
2 M ← []
3 foreach a ∈ A do
4 add ΦB (a) into M[a]

5 foreach b ∈ B do
/* b can be associated to more than one cluster in A */

6 add b into M[ΦA(b)]

7 C ← ∅ /* The new partition to be returned */

8 foreach a ∈ A do
9 c ← ∅

10 foreach b ∈ M[a] do
11 c ← c ∪ (a ∩ b)
12 a′ ← a
13 a ← a − b /* updates cluster a */

14 b ← b − a′ /* updates cluster b */

15 add c into C

/* generating the list of marked points by the current fusion */

16 ξC ← ∅ foreach a ∈ A do
17 if |a| > 0 then
18 add each p ∈ a into ξC

19 foreach b ∈ M[a] s.t. |b| > 0 do
20 add each p ∈ b into ξC

21 add ξC into Q
22 foreach p ∈ ξC and c ∈ C do

23 WC (p, c) =
ωA(p, c)

2
+

ωB (p, c)

2

24 return C

4 Experimental Results

4.1 Experimental Settings

Since external class labels are available for each data set, let us consider the true
clustering T and the final partition obtained by the clustering algorithm as C .
Then, two measures are employed to assess the quality of a clustering solution,
namely Entropy and Purity. Entropy is defined in two parts: the former allows
to measure the Entropy for a single partition and it is characterized for any
partition c ∈ C in Eq. (5). The latter is just a weighted average of the entropy
computed for all the partitions in the final solution and it is defined in Eq. (6).
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Purity is defined in a similar way, that is first the Purity of a single partition
is defined in Eq. (7) and then, the overall Purity of the partition is denoted as
Eq. (8).

E(c) = − 1
log |T |

∑
t∈T

|c ∩ t|
|c| log

|c ∩ t|
|c| (5)

Entropy(C ) =
∑
c∈C

|c|
n
E(c) (6)

P(c) =
1
|c| max

t∈T
|c ∩ t| (7)

Purity(C ) =
∑
c∈C

|c|
n
P(c) (8)

Entropy measures the degree in which the true classes are dispersed within
each cluster. A good solution is the one that does not break the true clusters
into too many parts. Purity is targeted to measure the extent to which each
cluster contains documents from mostly a single true class. Thus, a good solution
should present homogeneous clusters in terms of the true classes of the contained
documents.

Since the quality of the overall solution depends on the initial source k-Means
clusterings, which in turn have a random nature, we follow the scheme presented
in [29] to eliminate some of this sensitivity in the performance assessment. This
is, we use several values for k and for each specific value, the overall clustering
procedure is repeated 10 times and the best performance solution is kept. Addi-
tionally, since partition quality improves as the number of clusters increases,
relative performances are reported for each clustering solution. To compute the
relative entropy, we divide the entropy attained by a particular solution by the
smallest entropy for that particular data set and value of k. In case of relative
purity and in order to allow the same interpretation of the relative entropy, we
divide the best Purity attained for that particular data set and value of k by
the entropy value obtained by the clustering solution under evaluation. Since
these two ratios represent the extent to which a specific algorithm performed
worse than the best algorithm, for each dataset better solutions are closer to 1.0
and they are worse as the become greater then 1.0. Finally, as a performance
summary for each solution the average relative performance across all data sets
are reported for each clustering solution.

4.2 Results and Interpretations

The result Tables 1, 2, 3 and 4 show the relative performances attained by the
proposal, each source clustering and another ensemble method recently proposed
in [3].

As we can see from Tables 1 and 2, the results on the relative entropy show
that our proposed method achieves significantly better results than the method
of Fraj et al. [3] on the same data sets.
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Table 1. Average relative entropy

k LDA skipgram tfidf fraj proposal

5 1.737 1.509 1.031 2.271 1.075

10 1.565 1.447 1.019 2.045 1.074

15 1.727 1.453 1.021 2.239 1.057

Table 2. Relative entropy

k dataset lda skipgram tfidf fraj proposal

5 WebKB 1.000 1.111 1.008 1.289 1.012

5 20Newsgroup 1.306 1.256 1.000 1.813 1.116

5 BBCSport 3.641 1.948 1.000 4.397 1.144

5 Reuters-R8 1.000 1.722 1.116 1.586 1.028

10 WebKB 1.000 1.216 1.074 1.256 1.021

10 20Newsgroup 1.147 1.310 1.000 1.653 1.023

10 BBCSport 3.105 1.628 1.000 3.541 1.191

10 Reuters-R8 1.010 1.632 1.000 1.727 1.059

15 WebKB 1.000 1.246 1.082 1.282 1.012

15 20Newsgroup 1.210 1.375 1.000 1.784 1.205

15 BBCSport 3.689 1.642 1.000 4.185 1.000

15 Reuters-R8 1.009 1.548 1.000 1.707 1.010

Going more into details, from Table 2 we can see that overall the TFIDF
first and the LDA view second have the best results in term en entropy and
are used as baseline for the relative entropy. We can see that for many data set
our proposed method not only is close from the best entropy result, but that
it achieves better results on average than the 3 original lda, skipgram and tfidf
views, and always better results than the method from Fraj et al.

Since each view may hold its own truth, it is only logical that we rarely
achieve fusion results that are better than all original view. This is a com-
mon problem in multi-view clustering [30] and should be considered as normal.
Regardless, it is worth mentioning that our proposed method still achieves the

Table 3. Average relative purity

k lda skipgram tfidf fraj proposal

5 1.129 1.083 1.001 1.446 1.020

10 1.112 1.094 1.006 1.283 1.010

15 1.119 1.096 1.000 1.263 1.020



Information Theory Clustering Fusion for MV Text Documents 165

Table 4. Relative purity

k dataset lda skipgram tfidf fraj proposal

5 WebKB 1.006 1.037 1.000 1.344 1.011

5 20Newsgroup 1.087 1.024 1.000 1.513 1.045

5 BBCSport 1.422 1.139 1.000 1.822 1.017

5 Reuters-R8 1.000 1.131 1.005 1.106 1.005

10 WebKB 1.020 1.110 1.020 1.200 1.000

10 20Newsgroup 1.049 1.121 1.000 1.226 1.026

10 BBCSport 1.353 1.066 1.000 1.586 1.013

10 Reuters-R8 1.027 1.077 1.005 1.119 1.000

15 WebKB 1.013 1.132 1.000 1.209 1.027

15 20Newsgroup 1.053 1.098 1.000 1.279 1.054

15 BBCSport 1.368 1.045 1.000 1.436 1.000

15 Reuters-R8 1.042 1.109 1.000 1.127 1.001

best results in the case of the BBCSport data set with 15 clusters in terms of
relative entropy.

From Tables 3 and 4, we can see that the results in term of purity are the
same than the one we had with entropy, thus enabling us to affirm that our
proposed method proved superior than the one of Fraj et al. on all data sets
regardless of the number of clusters.

Like for entropy, we can see that we rarely achieve the best results among
views, but that we still do better than the average of the 3 original views, and
from Table 3 we can see that our algorithm remains very competitive even when
compare to the best view.

The best performances of our proposed algorithm for relative purity are for
the BBCSport data set with 15 clusters, Reuters-R8 with 15 clusters and Web-
bKB with 10 clusters. For all 3 cases, we not only get better results than other
methods in the literature, but we also do better than the best views in term of
relative purity.

5 Conclusion and Future Works

We have presented a new clustering fusion method applied to the case of multi-
view text corpus clustering. Our method was applied to 4 data sets that are very
common in the literature (20Newsgroup, Reutors-R8, WebKB and BBCSport)
and has proved to be competitive with state of the art methods. Unlike previously
proposed methods, our algorithm relies on the notion of Kolmogorov complexity
and information compression thus giving it a solid theoretical background on
how to best fusion the clustering partitions.

In our future works, we plan on coupling our proposed method with existing
collaborative method so that we could have a collaborative step first, and a
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merging step then. We hope that doing so may help to detect incompatible or
noisy views, but could also ease the merging process by creating closer partition
with collaborative clustering before hand. Other possible extensions of this work
include applications on merging multi-view clustering partitions in fields other
than text mining and natural language processing.
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Abstract. Inmany poster designs, an image usually will be used as a back-ground
image, and text and picture will be carried out on the background image later. For
intelligent layout design, cropping a suitable background image should be the
first problem to be solved. In this paper, through eye movement experiments,
ground truth saliency maps of the posters are obtained. Then, the characteristics
of the saliency maps of background images are summarized. The characteristics
are mainly the rules of the location and size of the salient areas in the background
image. The research found that the salient areas of the poster background images
are more concentrated in the upper and middle of the poster image, and they are
distributed in an inverted triangle. These rules can cut a more suitable background
image for typesetting.

Keywords: Layout design · Background image · Image cutting · Saliency map

1 Background

With the rapid development of deep learning in the field of images processing, intelli-
gent design has played an increasingly important role in contemporary design activities.
Computers can replace manual work to complete more complicated work, thereby liber-
ating designers and enabling designers to domore creative work. For example, the Luban
developed by Alibaba’s Intelligent Design Lab has changed the traditional design mode,
and automatically generates visual image designs that meet requirements and standards
through user input of styles and sizes.

Many existing automatic layout generation technologies use photographic images as
the background in their typesetting process. However, their technologies mainly focus
on how to select the suitable font size of the text, the reasonable position of the text,
and so on. Few scholars have studied how to better cut images with a specific role,
for example, as a background in typographic design. For the existing automatic layout
process, the cutting of the background image is the first step of the entire process,which is
inconspicuous but important. Although there are mature techniques for image cropping,
the image cropping seems to be the last step in related research. The main purpose of
these studies is to cut the content of an image intact, or to cut it to have an aesthetic sense.
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However, from the view of a complete design activity, there may be other tasks after
cutting the image. This is not considered in existing research. These methods are often
applied to the cropping of photographic photos or thumbnails, but for layout design,
images cropped with existing cropping techniques are not necessarily applicable.

When people watch an image or a real scene, they will identify areas of interest to
their own, so that their brains will ignore areas they are not interested in during further
advanced visual processing, reducing the complexity. This is the attention mechanism
of the human. In the computer field, computers mimic human attention mechanisms to
better detect visual saliency. The study of visual saliency is the basis of other computer
vision problems. Saliency detection has a wide range of applications. After successfully
detecting saliency, the computer can further identify the content in the imageor scene, and
then complete some more intelligent tasks, such as image segmentation, text detection,
face recognition, image cropping and so on.

As a background image, what should be its visual saliency? How do people pay
attention to background images in typography? This is the main problem of the research
in this article. Secondly, this article also hopes to summarize some rules. By applying
these rules to the cutting of background images in typography, the images that are more
suitable for typography can be cut out. Computers can serve more specific designs in
the future. By researching more suitable cutting methods, the automatically generated
layout design will produce better results.

The research of visual saliency and the application of visual saliency in cutting
images are introduced in Sect. 2. Section 3 describes the specific experimental process
in detail. Section 4 analysis the data and certain rules are obtained. The conclusion is
summarized in Sect. 5. Finally, the future plan is discussed in Sect. 6.

2 Related Works

2.1 Development and Application of Visual Saliency

Visual saliency is the ability of the visual system (whether human or machine) to select a
subset of visual information for further processing. This mechanism serves as a filter to
select interesting information related to the current behavior or task and ignore extraneous
information [1].

Human visual attention models can be divided into “bottom-up” and “top-down”
models. The “bottom-up” saliency model is data-driven and affected by the contrast
of image elements such as pixels and blocks with neighboring areas. Also, a “bottom-
up” saliency mode considers the uniqueness of each block in overall image [2]. While
“top-down” saliencymodels are task-driven and require the prior knowledge.And human
complex inferential cognitive processes, psychological activities and subjective emotions
are all needed.Many researches in relatedfields of psychology study “top-down” saliency
models.

The earliest saliency models can be traced back to the work of Itti et al. [3]. Their
models combined the cognitive theory of psychology with the early computational mod-
els, which triggered the first wave of research on visual saliency. Later, more scholars
began to study how to build saliency models to predict gaze points in order to better
understand the human visual attention mechanism. The second boom originated from
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the research by Liu et al. [4] andAchanta et al. [5], who considered the saliency detection
as a binary segmentation problem with foreground pixels 1 and background pixels 0,
and thus the saliency detection was opened the boundary with computer vision research
[6].

In fact, visual saliency has already been applied in the design field. Bylinskii et al. [7]
proposed a saliency calculation model for image design and data visualization through
research, and analyzed the application possibility of the saliencymodel, including apply-
ing the saliencymodel to interactive design applications that can be fed back in real time,
to generating thumbnails and to the redesign of charts and so on. Jahanian et al. [8] ana-
lyzed the saliency of the cover image and adjusted the layout of the cover text to better
achieve the visual balance. Ali et al. [9] calculated the features affecting visual balance
by collecting tens of thousands of high-quality aesthetic photos.

2.2 Application of Visual Saliency in Cutting

The existingmethods for automatically cutting images can be divided into two categories,
one is based on attention, and the other is based on aesthetics. The aesthetic-based
method is more in line with the photographer’s composition principle. Therefore, the
current mainstream method is aesthetic-based cutting.

The main idea of attention-based method is to keep the most salient areas in the
image, that is, the most relevant parts in the photo, and crop out other unrelated parts.
The importance of each pixel in the image is determined by the saliency. The saliency
of the image mainly comes from the saliency distribution map, human eye tracking.
Chen et al. [10] studied the problem of image cropping earlier and proposed an image
adaptive method based on user’s attention to facilitate users to view images on different
displays. This model was based on the three attributes of region of interest, attention
value, and minimal perceptible size. They used the Itti model to calculate the pixel
saliency value combined with the face and text detection and finally generates a salient
map. Suh et al. [11] later used the sum of saliency values within the clipping rectangle
to determine the optimal clipping position and generated a thumbnail. Santella [12]
obtained saliency maps by acquiring user fixation data, combining image segmentation
results, identifying important image content, and calculating the optimal cutting amount.
Marchesotti et al. [13] performed image cropping by training a classifier using a labeled
image saliency database. Chen et al. [14] explored different search algorithms for optimal
image cropping based on saliency frames.

Aesthetic-based image cropping method improve the aesthetic value of images by
cutting method. The most important point of this type of method is to train a classifier
to determine the score of the cropped image or the label of “beauty” or “not beautiful”
by extracting the features of the image. Cutting is the first step of this type of method.
After generating candidate regions, a classifier or search algorithm is used to find the
optimal cropping region.

However, for cutting background image of the layout design, its aesthetic degree is
not the main purpose of the cut. Due to the requirements that the background image
need to be typeset, the image as a background may have its own characteristics. Existing
image cutting techniques uses the composition rules and aesthetic principles of traditional
photography, but the results are often independent and complete, which do not maymeet
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the requirements of the background. Therefore, in this paper, the salient characteristics
of the background image are mainly discussed. The characteristics obtained from the
study then will be used as the main basis for cutting the background image.

2.3 “Figure-Ground” Relationship

The “figure-ground” relationship is a basic visual phenomenon that comes from Gestalt
perception theory. Edgar Rubin started the study of the relationship from the perspective
of psychology. In his research, he pointed out that people tend to highlight a part of
the observed things as a same object as the “figure” and the rest as the ground. Rudolf
Arnheim then systematically applied it to the visual arts. He believed that the “figure”
often appears as a closed, smaller area in “Art and Visual Perception”. British scholar
E.H.Gonbrich in his book “Art and Illusion” proposed that people pay attention to certain
graphics due to their own experience. The “figure” in image often has the characteristics
of “representation”, “complete”, “small area”, “clear outline” and so on. The “ground”
in a picture often has the characteristics of “neglected” and “fuzzy appearance”.

The relationship of the “figure-ground” in the traditional sense and in this study may
not be exactly the same. In this article, this concept is used to distinguish the back-
ground image in the poster from some elements arranged on the background image bet-
ter. However, the above-explained “figure-ground” relationship is more described from
the perspective of human visual cognition and psychology. In this article, the “figure-
ground” relationship is mainly understood from the operational level of typographic
design activity.

3 Experimental

Many scholars have done experiments related to visual saliency. Borji et al. [15] asked
the subjects to manually select and segment more significant objects to finally obtain a
ground true saliencymap. Xu et al. [16] labeled the salient objects in the picture, and then
analyzed the impact of high-level information (objects, semantics) on attention. Koehler
et al. [17] divided the experiment into three parts, allowing the subjects to freely watch,
search for significance, and prompt the search of objects.

The experiment is designed to obtain the ground true salient map of the poster. In this
study, posters are collected from various fields as test samples for the layout design back-
ground map of this study. Its content includes electronics, food, cosmetics, stationery,
daily chemical, etc. to exclude the top-down interference caused by the participants
due to different experiences and habits. In addition, based on the life experience of the
participants, the text of the control test posters is all in Chinese.

Then, the posters more match the study were selected. The screening requirements
are: 1. Posters should have obvious “figure-ground” relationships, that is, posters with
complex effects or inconspicuous background images should be discarded. 2. The back-
ground of the poster should not be a solid color or an inconspicuous gradient or a regular
shading. 3. The posters should be fully designed, that is, posters with logos in the corners
of the layout, which only reflect the image content, should be discarded. Because the
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cutting of such poster background images is the same as the cutting of pure images.
After screening, there are 185 qualified posters.

Then the eye-movement experiments were performed on the screened posters to
obtain the areas of interest and fixation points. Each picture was tested by 15 participants,
and the test poster was divided into 4 groups. A total of 60 participants were tested. In
the course of the experiment, the subjects browsed at will without any action, and the
test poster was automatically played on the screen. Participants were 18–25 years old.
During the experiment, adjust the resolution of all test samples to 1280 * 1024, and fill
the blank area with a dark gray bottom. In this study, an eye tracker model Tobii T60
was used to perform eye movement experiments in a bright room 60 cm from the screen.
Each test sample was stared at by the subject for 3 s.

4 Data Analysis

All the 185 test samples can be divided into 2 categories according to the function of
the background image. The type 1 of background image contains the main information
of the poster, such as the main product, publicity portrait, etc., the area containing the
content is more important, and generally cannot be blocked. The type 2 of background
image mainly plays the role of accentuating the atmosphere. There is no main content in
the background image. Most of them are landscape scenes. The type 2 of poster is more
in line with the concept of “ground” in traditional understanding. Figure 1 shows these
two different categories.

Fig. 1. Two different categories of posters.

4.1 The Saliency Map of Background Image

From the “figure-ground” relationship, the saliency on the figure is always stronger than
on the ground. In a similar way, in the layout design, the saliency on the text and icons is
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always stronger than the on the background image. By calculating the average value of
RGB of each pixel of each poster, the average saliency map of the poster shown can be
obtained in Fig. 2. Comparing Fig. 2(a)(b), it can be found that the saliency area in (a) is
larger and stronger. A vertical white line can be found in (a). This means that the posters
have consecutive saliency in the vertical direction. This may be due to the fact that most
of the posters in the experiment are in vertical composition, and many layouts have
obvious text arrangements in the vertical direction, which draws more attention from
the participants. In general, the saliency of the “figure” in a poster is indeed stronger
than that of the “ground”. According to the above classification of the poster, it can
be seen that the saliency of type 2 posters is much weaker than that of type 1 posters.
All saliency maps in Fig. 2 show that when people watching a poster, their attention is
always concentrated in the center of the image. There may be two reasons to explain
this phenomenon. One is that when designers design posters, they often place important
content in the center of the image, whether it is a “figure” or the important content on the
background image (for type1). Second is the visual characteristics produced by human
experience. Human vision is often more sensitive to the center of the image.

In order to further study how to use the saliency of the image to reasonably cut
the background image, the following research will focus on the two points of saliency
on the background image. 1. Study the location characteristics of salient areas of the
background image. 2. Study the salient area of the background image.

Fig. 2. (a) The average saliency map of all complete posters. (b) The average saliency map of all
posters without the “figures”. (c) The average saliency map of all posters without the “figures” for
type 1. (d) The average saliency map of all posters without the “figures” for type 2.

4.2 Position of the Center of the Salient Region

The study uses Tobii Studio analysis software to analyze the eye movement data. The
software can automatically form the subject’s interest area according to the subject’s
fixation point, and form salient regions of different sizes on the test poster, as shown
in Fig. 3(b). In order to study the influence of the “figure” on the saliency map of the
background images, the positions and areas of the “figures” in each poster are also drawn
in the study. The region of the “figure” manually divided by orange wireframe are shown
in Fig. 3(c). The barycenter coordinates of each multi-deformation are calculated here
to represent the position of each salient region in further study. There are three kinds of
regions should be calculated. As shown in Fig. 3(c), the first kind of region is divided by
orange line, which indicates the “figures” on the poster, including text, icons, product
pictures, photos, etc. (It is represented by SS in the following table.) The second kind of
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the region, divided by the green line, indicates the salient region formed on the “figure”
of the poster. (It is represented by S-SS in the following table.) And the third kind of
the region, as shown in Fig. 3(c), indicates the salient region formed on the background
with orange line. (It is represented by S-BG in the following table.)

Cx =
∑

CixAi
∑

Ai
,Cy =

∑
CiyAi

∑
Ai

(1)

x = x1 + x2 + x3

3
, y = y1 + y2 + y3

3
(2)

A = 1

2
|x1y2 − x2y1 + x2y3 − x3y2 + x3y1 − x1y3| (3)

The formula for calculating the barycentric coordinates of a polygon is shown in
(1). The polygon X can be divided into n finite simple figures (the simple figures here
use triangles to calculate) X1, X2, . . . Xn. Each X has its barycentric coordinates Cn
and its area An. The coordinates of the center of gravity (Cx, Cy) of this polygon can
be obtained from these two quantities. If the vertices of each polygon are n, the number
of triangles is n − 2. If the three vertices of each triangle are (X1, Y1), (X2, Y2), (X3,
Y3), according to the formula (2), the barycentric coordinates (X, Y) of each triangle
can be calculated. And the area of each triangle also can get by formula (3). Finally, the
barycentric coordinates of each divided region can be obtained.

After calculation, the barycentric coordinates of the three kinds of regions are shown
in Fig. 4. The image sizes in Fig. 4 have selected the average size of all posters, which is
860 * 1010 pixels. It can be seen from Fig. 4(a) that the salient region on the background
image is concentrated on the center of the poster and is oval in shape. Figure 4(b)
shows the position of barycentric coordinates of the salient region on the “figures”. It
is rectangular in shape. Figure 4(c) shows the barycentric coordinates of the “figures”.
The position has a clear cross shape, which reflects a certain layout alignment rule.
What should be worth noting is that the barycentric coordinates of all the salient regions
marked here, is no difference in saliency strength.

Fig. 3. (a) Heat map formed based on eye movement data. (b) Salient regions automatically
formed by Tobii Studio. (c) Three kinds of regions divided with different color line. (Color figure
online)
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Fig. 4. (a) The barycentric coordinates of the salient regions on background image. (b) The
barycentric coordinates of the salient regions on “figures”. (c) The barycentric coordinates of the
“figures” on the posters.

4.3 Position of the Salient Region on the Background Image

The study of the positional characteristics of salient regions on the background image
better helps to place the cropping frame in an appropriate position.

More Salient Region on the Background Image
In the experiment, the eye tracker records the fixation points of each participant on the
poster. The software automatically generates the area of interest, that is, the salient region
on the poster, based on all participants’ fixation points. The region being watched by
more participants is more salient. In the software, 0–100 is used to indicate the saliency
of each region. Compare all the posters to get the absolute saliency values, as shown
in Fig. 5(a) (b) (c) show the positions of saliency values ≤50, >50, >90 respectively.
An inverted triangle can be found from the Fig. 5(a) to (c) gradually. (d) shows the
location of the most salient region on the background image in each poster, which can
better represent the characteristic of the salient position on each poster. And it can be
observed that the distribution of the position coordinates is a clear inverted triangle. The
position distribution of the salient regions with weaker saliency is usually closer to the
center and downward, and the diffusion to the surroundings is more uniform. while the
position distribution of the salient regions with stronger saliency is closer to the picture.
Comparing the horizontal axis of the picture, it can be found that the position of the
region with stronger saliency is more concentrated in the center.

Fig. 5. (a) The distribution of the barycentric coordinates of the saliency regions with saliency
value ≤50. (b) The saliency value >50. (c) The saliency value >90. (d) The distribution of the
barycentric coordinates of the most saliency regions on each poster.
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In general, in posters, the more salient areas in the background image are often
concentrated in the center of the poster. The closer the position of the saliency position
distributes on middle of the horizontal axis, the larger it spread over on the vertical
axis. And the most fundamental is that the closer the position of the saliency position to
the center of the poster, the higher the probability is. The most salient region location
coordinates in each poster will be used to do more analysis.

Distribution Characteristics of the Salient Region on the Background
To study the characteristics of the salient region of the background image in the entire
poster layout, four variables can be proposed here for research. 1. The degree of devia-
tion of the most salient region on the background from the center of the poster. 2. The
degree of the most salient region on the background from the “figures”. 3. The position
of barycentric coordinates on the horizontal axis of the most salient region on the back-
ground image. 4. The position of barycentric coordinates on the vertical axis of the most
salient region on the background image. After deleting the samples that did not form a
saliency region on the background image, there are 165 samples. The analysis shows
that these variables all conform to the normal distribution.

The degree of deviation of the most salient region on the background from the center
of the poster calculates the distance from the most salient region to the center, the degree
of the most salient region on the background from the “figures” calculates the average
distance from the most salient region to the “figures”. Comparing these two variables
shows that the latter is much longer than the former.

Although the distance from the salient region on the background image to the center
of poster and the “figures” well describes the remote situation of the salient region on
the background image, it cannot be further used in actual operations. Therefore, the
position of barycentric coordinates on the horizontal axis and the vertical axis of the
most salient region on the background image should be analyzed. All x and y coordinate
are normalized. According to the above qualitative analysis, it can be found that when
the x coordinate is determined in different region segments, the distribution of the y
coordinate is different. So here the x-axis is divided into 5 segments, which are 0–0.2,
0.2–0.4, 0.4–0.6, 0.6–0.8, 0.8–1.0. The distribution curve of the y-coordinates in the
intervals of 0.2–0.4, 0.4–0.6, and 0.6–0.8 is shown in Fig. 6 (x has almost no distribution
in the intervals of 0–0.2, 0.8–1.0, so it is not shown in the figure) It can be seen from
Fig. 6 that when the x coordinate is determined in a certain interval, the distribution
probability of the y coordinate is significantly different. Especially the skewness value,
when x is in the interval of 0.2–0.4 and 0.6–0.8, the distribution of y coordinate shifts
to the left obviously. The skewness of the x and y coordinates are slightly greater than
0, that is, the entire background salient region has a tendency to shift to the upper left.

Typographical Factors that Influence the Location of Salient Region on Background
In a layout design, there are many factors that affect the location of the salient regions
on the background image. The following six factors are listed here:

– The length of the poster.
– The width of the poster.
– The number of “figures” on the poster.
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Fig. 6. Shows the details of the normal distribution curve of the x-coordinate and y-coordinate.

– The area ratio of the “figures” on the poster.
– The layout category.
– The role of the back-ground images.

According to the role of the background image, the posters can be divided into 2 cate-
gories, as shown in Fig. 1. Here raises another classification of the poster according to
the typographic category to consider the influencing factors more comprehensively. The
layout category has something to do with the text in the poster. It categorizes posters
based on the number of texts. As shown in Fig. 7, there is almost no text logos or other
elements in the type 1, only one line of text or one text segment in the type 2, and no
less than two text segments in the type 3.

After analysis of variance, it is found that different layout categories have no effect
on the position of salient region on background. However, different role of different
background images in the poster will have different effects on the position of salient
region on the background image. According to the one-way analysis of variance, it can
be seen that the average distance (211.47) from the “figures” of the type 1 is significantly
lower than the average distance (408.47) from the “figures” of the type 2. In addition,
under this category, the average distance between the salient region on the background
image and the center of the poster in type 1 is lower too. The comparison can be seen in
Fig. 8(a).

Thereafter, Pearson correlation analysis was performed on the above six layout fac-
tors and the positional variables of the background image salient region. It can be found
that there are two factors that have a greater impact on the position of the salient region
on background image. One is the “figures” area in the poster. Another is the different
role of background image in the poster. The study found that only the area ratio of the
“figures” in the posters and the different role of background image effects on all the
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positional variables of the background image salient region. In addition, the area ratio
of the “figures” has a strong negative correlation with the x-coordinate of salient region
on the background. (The correlation coefficient is −0.646).

In general, when there is main content in the background image, such as main
promotional products, portraits, the salient region on the background image is farther
from the center of the poster or the “figures”. Because the “figures” in the poster has
strongly saliency. While the content the background image also attracted significant
attention of the participants, so they need to stay away from each other and not interfere

Fig. 7. The posters are divided into three categories based on the number of texts.

Fig. 8. (a) Comparison of the average distance between the salient region on the background
from the center of the poster and the “figures” under different role of the background image. The
distance here is relative to the 860 * 1010 poster size. (b) Comparison of the area ratio of the
“figures” in the poster (%), the area ratio of the salient region on the “figures” (%), and the area
ratio of the salient region on the back-ground image (%) under different role of the background
image.
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with each other. When the background image in the poster mainly serves as a foil, the
salient regions on the background image will be closer to the “figure” and the center of
the poster. The area of the “figure” in the poster has a strong negative correlation with the
location of the salient region on the background image. That is, when the area occupied
by the “figures” in the poster is larger, the salient regions on the background is often
placed on the left side of the poster.

4.4 Area of the Salient Region on the Background Image

The area characteristics of the salient region on the background image are studied in
order to better scale the image. The salient region on the image should be scaled to a
reasonable size before cropping.

The Area Characteristics of the Most Salient Region in the Background Image
Three types of regions have been divided in the study, as shown in Fig. 3(c), which
are the region division of the “figure” in the poster, the salient region division on the
“figure” in the poster, and the salient region division on the background image in the
poster. Tobii Studio analysis software can be used to obtain the area ratio of these regions
in the respective poster. It can be found that the area ratio that attracted the attention of
the subjects on the “figure” is almost similar to the area ratio of the salient region formed
on the background image. It shows that the area formed by the fixation point is almost
uniform on the “figure” or the “ground”. If others want to study the relationship between
“figure” and “ground” in the poster through eye movement data in an experiment, they
can choose to look at the time or the order of the fixation points.

Layout Factors that Affect the Area of the Background Salient Region
Pearson correlation analysis was performed using the 6 layout factors mentioned above
and the area of background salient region. It is found that the area of the “figure” and
the number of “figures” in the poster have a strong negative correlation with the area
of the salient region on the background image. In a poster, the larger the area of the
“figure”, the smaller the area of salient region on the background image in the poster
(the correlation coefficient is −0.696). And to some extent, the layout category is also
classified based on the number of the text in the poster, so the layout category also has a
certain negative correlation with the area of the salient region on the background image.

The different role of background images in the poster have different effects on the
area of salient region on the background image too. See Fig. 8(b). The average area ratio
of the salient region on the background image in type1 (0.64) is significantly lower than
the average area ratio in type 2(1.80). The samples in different function of background
all show consistency in the salient region on the “figure”.

4.5 Cut the Background Image with the Saliency Characteristics

After research, it is found that in the poster, the position and coordinate distribution of
the salient region on the background image has a negative correlation with the area of the
“figure” in the poster, and the negative correlation with the x coordinate is stronger. And
the area of the salient region on the background image also have a negative correlation
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with the area of the “figure” in the poster. In addition, when the background image
plays a different role in the poster, it will also have different effects on the position and
area of the salient region on the background image. Although many influencing factors
have appeared, a simple linear model is not enough to complete the coordinates of the
salient region on the background image (the area of the “figure” in the poster can only
explain about 23% of the coordinates of the salient region on the background image), its
internal relationship still needs further study. Therefore, in this paper, the x-coordinate
distribution characteristics of the salient region on the background are used to generate
random x-coordinate, and according to the x-coordinates, the y-coordinates that meet
the distribution characteristics are randomly generated later. Next, the size of the salient
area in the background image is decided and finally uses these saliency characteristics
to cut the image.

This research uses theMontecarlo algorithm to randomly generate x-coordinates that
conform to the distribution rule. This method first needs to generate 2 random numbers
and the probability that these 2 random numbers will be selected. If the probability of
the first random number is greater than the probability of the second random number,
the first random number can be used. The distribution characteristics of the x coordinate
are shown in Fig. 6. When the coordinate value of x is determined, the y coordinate is
randomly generated according to the distribution characteristics of y corresponding to x
in different intervals. Both the x and y coordinates are related to the area of the salient
region on the background image. The x and y coordinates are positively correlated with
the area of the significant region. It is learned from the correlation that in a poster, from
the upper left corner to the lower right corner, the area of the background salient region
is gradually increase.

Here, the x-coordinate ratio and y-coordinate ratio are used as independent variables,
and theS-BGarea is used as the dependent variable for linear regression analysis to obtain
a simple linear model. The R2 value of this model is 0.239. The model formula is, the
area ratio of the salient region on the background image = 0.194 + 3.309 * x coordinate
- 0.549 * y coordinate (the x coordinate and y coordinate have been standardized here).
And the DW value was near the number 2, which indicated that the model did not have
autocorrelation. There is no correlation between them, and the model is better. Figure 9
shows some sets of generated coordinate points and areas on the pictures with the size
of 1000 * 1000 pixels. Ten sets of data were generated in each picture.

The randomly generated picture can simply become a cutting suggestion map. Based
on the salient map of each image, it displays several cropping suggestions for the image,
including where the image’s salient position should be and how the image should be
scaled and cut. It is worth noting that the generated values are all ratios. In actual
operation, the actual poster length and width required can be brought into the actual
coordinate values and the area size of the salient region. As shown in Figs. 10(e) and
11(e) shows the effect of the cutting recommendation map under different specific sizes.
Figures 10 and11 completely show the process of cutting an image byusing the generated
cutting suggestion map, and then making a layout design. The cropped images and their
saliencymap used here comes fromamodel to predict human eye gaze points constructed
by M Cornia et al. [18].
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Fig. 9. Shows 6 groups of cutting suggestions randomly generated by the program, each group
has 10 randomly generated x and y coordinates and the corresponding area of the salient region
on background image.

Fig. 10. Use the generated cutting suggestion image to cut the image, and then do layout design.
Here is a portrait composition.

Fig. 11. Use the generated cutting suggestion image to cut the image, and then do layout design.
Here is a horizontal composition.

5 Conclusion

By studying the salient characteristic of the background image in the poster, this article
aims to confirm that using the saliency of an image can reasonably cut it as a back-
ground image for typographic design. In this paper’s research on the saliency of poster
background images, it is explained that the saliency of background images in poster
design has its own characteristics in terms of its location distribution and area of salient
region. As a background image in a poster, the location distribution of its salient area
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will show an inverted triangle, and the probability density at the center of the poster is
higher. A simple linear model is also established in this article. The area of the salient
region is roughly calculated from the known coordinates of the salient region. Analyzing
the correlation, we know that the area of the salient region is gradually increase from
the upper left corner to the lower right corner of the poster. Using the analyzed saliency
rules in the background image, an image can be cut to make the cropped picture more
consistent with the image as a background image in the layout design.

In the future, intelligent design will better serve the society, and it will also become a
powerful assistant for designers. These studies will provide the basis for future automatic
layout design. When the machine uses an image as the background, cutting the image
will be an important step. Cutting an image that is more suitable for typesetting has
also become a first step for the research. Although many previous studies have used the
saliency to cut the images, the focus of these research is how to quickly find accurate
regions of significant objects and the accuracy of border areas to ensure that important
areas are retained. The use after cutting is not taken into account. The research in this
article focuses on the saliency of special images as background images. By studying the
saliency characteristics of this kind of image, they are used to cut out images suitable for
a certain type of use. This provides the basis for the general direction of future intelligent
typesetting.

6 Discussion and Future Work

This article mainly studies the characteristics of saliency of the background image,
however one thing to note is that most of the posters in this study are vertical. This may
have a bearing on the outcome. The characteristics in the horizontal composition posters
may not be able to summarize well.

Many factors that affect the saliency of the background image have been proposed
in this paper. The role of the background image and the area of the “figure” in the poster
are the more influential factors in the existing research. The relationship between these
influencing factors and saliency has not been further studied in this article. Some simple
linear models may not explain these relationships. Among them, there may be more
complicated non-linear relationships that are worthy of further in-depth study.
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Abstract. Social live streaming services (SLSSs), a kind of synchronous social
networking service, are slowly but surely becoming a part of people’s daily lives.
To keep users interested, a wide range of gamification elements are implemented
on these services, increasing the user engagement and changing their behavior.
This study examined 20 different SLSS mobile applications and the applied gam-
ification elements. A literature review as well as a content analysis were used to
find appropriate SLSS apps and game elements. What kind of mechanics can be
found on SLSS mobile apps and how many are implemented on each system? On
three of the observed apps we could identify all game elements. Chinese SLSS
apps are the most gamified ones. On Ustream, no game element is implemented.
The game mechanics following others as well as customization are the most often
applied; capturing a moment of a stream is the least often implemented.

Keywords: Social live streaming service · Gamification · Content analysis ·
Mobile application

1 Introduction

Gamification is a promising and tactical strategy often used in education or online appli-
cations [5]. One definition of gamification was coined by Deterding, Nacke and Dixon:
“gamification [is] the use of game design elements in non-game contexts” [6, p. 1].
Generally speaking, gamification can be seen to be comprised of three main elements as
proposed by Hamari, Koivisto, and Sarsa [14]: the elements or mechanics that are used
within a system are aimed at making the user undergo a gameful experience. This in turn
leads to psychological outcomes, which can be, for example, encountering a feeling of
competence when solving a task or quest, but also enjoyment which is one of the main
ambitions of gamification. Based on these positive experiences, it is estimated that the
user will change their behavior. These behavioral outcomes can be seen in better results
if learning and language apps are concerned, or health applications and physical fitness.
Gamification is estimated to be implemented by many companies in the near future,
proving it to be an important mechanic in business contexts [19].
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The potentials of gamification are also seen for other areas, for example government
services and public engagement, crowdsourcing, commerce, exercise [20], marketing
and advertising, environmental behavior, and information systems [24].

Social networking services (SNSs), a special type of information system, are rather
recommended by users if they are gamified, also, the intention to use the service increases
[13]. Recently, SNSs such as Facebook and the video sharing platform YouTube imple-
mented the live streaming feature, making them an embedded social live streaming
service (SLSS), e.g. YouTube Live. There are two other types of SLSSs - general live
streaming services where no specific focus or subject is prevalent (e.g. Periscope), and
topic-specific live streaming services attracting one special interest group concerned
with a certain kind of content, e.g. Twitch for eSports. This kind of SNS seems to
be especially attractive in China, as there are already over 200 different SLSSs [27].
The implementation of gamification elements makes users of SLSSs feel rewarded and
motivated through the interaction with the game mechanics [35].

SLSSs are mainly used out of boredom, for socializing, communication, and enter-
tainment [3, 9, 10, 16]. In this context, the Uses and Gratifications Theory (UG&T) by
Blumler and Katz [1] needs to be mentioned. If one applies media, it is usually goal-
oriented and underlines a kind of expectation [22]. McQuail [30] states four main goals
or motivations to use media: entertainment, information, personal identity and social
interaction. In the context of SLSSs, the aspect of personal identity shall be redefined as
self-presentation [45].

The Self-Determination Theory (SDT) proposed by Ryan and Deci [32] also con-
cerns human needs and user motivation. They describe motivation as an action that
drives people which is influenced by external and internal factors. Intrinsic motivation
makes people engage in activities they find interesting but also challenging, making it
an internal driving factor. Extrinsic motivation is an influence from outside, for example
monetary rewards or fame. Hamari et al. [14] state that users of an information system
are intrinsically motivated by game design elements.

All in all, gamification is applied to motivate the user and for repetitive information
system usage [4].

2 Related Work

There are already studies on the impact of gamification in context with live streaming
behavior. First of all, the game mechanics are seen as a motivating factor, making users
want to keep using a service [12, 15, 23, 39].

A live streaming application was developed in three different versions to test the
effect of gamification elements on the broadcasting behavior of SLSSs users [42]. The
first version did not contain any game mechanics, the second version contained levels,
and the third version added challenges and badges. The results indicate that the more
gamification elements are implemented and used, the longer the streaming time.

The impact of gamification was investigated using YouNow as a case study [35].
Three different user groups (producers of streams or streamers, participants, and con-
sumers) were analyzed, all seem to feel rewarded through different gamification ele-
ments. Most motivated by gamification mechanics are the producers of streams. Overall,
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all elements are at least perceived as being neutral but most often as highly rewarding
and motivating.

YouNow was also the focus of a study showcasing if a difference between giving
and receiving gratifications in a gamified SLSS could be observed. All game mechanics
are perceived as being fun, useful, rewarding, and motivating. In general, the users
seem to rather want to receive gratifications from others than taking the action to give
gratifications to the streamer [36].

Another service, Twitch, is an ideal platform to investigate as the activities of stream-
ing and watching streams are highly gamified. For example, streams can be individu-
alized through customization to keep the viewers entertained [38]. But, the study also
points out that not all features will suit all streamers and their streams. A streamer who
garners a lot of viewers is not able to read all commands and chat comments, therefore
some actions are getting lost in the chat history.

Twitch was the case study of another study concerned with a web-based leaderboard
tool developed to amplify the gamification effect of word-of-mouth referrals which is
intended to help the streamer grow his audience [2]. Since word-of-mouth programs,
which give the customers incentives to sharewith their friends and families, for example a
referral code, are successfully employed bymany companies on social media, the impact
could likely be as effective for streamers. As the study points out, the tool increased the
number of new viewers and is also appreciated by the Twitch community.

Lu, Xia, Heo, and Wigdor [27] mention the engaging role of the gifting function
and fan groups in Chinese SLSSs. As gift-sending viewers are sometimes treated more
special by the streamer, gifting seems to be a popular option in streamer and viewer
interaction. Gifting serves as a more meaningful and expressive way of communication
than texts. China is the country with the most SLSSs as of now, applying various game
mechanics and elements to keep the streamers and viewers engaged [37]. The study also
investigated the amount of game mechanics found on the most popular SLSSs websites
in the world. The features that were implemented predominantly are following others,
leaderboards, and, ranking third together with currency, badges, and gifts.

In summary, gamification is motivating for streamers and viewers of SLSSs, keeping
them engaged and wanting them to keep on using a service. But, to our knowledge, a
study on SLSS apps (Fig. 1) and the most applied game design elements on them has
not been conducted yet. Therefore, we are going to close this research gap. Based on
these aspects, we arrive at the following research question:

RQ1. Which gamification elements are implemented on social live streaming service
mobile apps?

3 Method

For this study, the aim is to get an overview of the implemented game mechanics and
game elements on different SLSS mobile applications. It is possible to add gamification
elements to the layout of the stream via bots (e.g. a ranking that lists top gifting viewers).
This kind of gamemechanic was not considered in this study. The focus lies on the game
mechanics prepared and applied by the system and the apps itself.
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Fig. 1. Screenshots of (left to right) Picarto, YouNow, nicocnico, Bigo Live
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Table 1. SLSS apps and their global and country-specific ranking

SLSS Global rank Rank in country

YouTube.com 2 USA: 2

Facebook.com 5 USA: 4

live.qq.com 6 China: 3

Twitch.tv 40 USA: 18

yy.com 96 China: 29

Nicovideo.jp (niconico) 222 Japan: 19

Mixer.com 1,370 USA: 639

Huya.com 1,750 China: 244

Pscp.tv 10,710 USA: 6,933

Kuaishou.com 11,518 China: 1,116

Bigo.tv 12,610 China: 6,777

Younow.com 14,061 USA: 18,991

Longzhu.com 17,145 China: 1,359

Chushou.tv 21,036 China: 1,365

Ustream.tv 23,025 USA: 34,269

Picarto.tv 29,482 USA: 11,095

Huajiao.com 32,190 China: 2,119

Laifeng.com 37,746 China: 4,669

Qiuxiu (x.pps.tv) 59,691 China: 7,013

Yizhibo.com 88,764 China: 6,523

Data source: Alexa (as of December 29th, 2019)

Furthermore, SLSS websites of the applications were not included in this study, as
research on the same subject was already conducted [37]. Also, not every implemented
game mechanic of a system may be used by each user group (producer, participant,
or consumer). The systems were examined from each user group’s perspective, but
because of only a few differences we showed no differentiation in the results section.
As our investigative method, a total of 20 SLSS mobile applications were examined and
evaluated for a defined set of gamification elements. For this study, a content analysis
was conducted with the conventional and deductive approach applying literature review
[8, 18]. Via the directed approach [8], we examined SLSSs for different gamemechanics
and categorized them.

3.1 Appropriate SLSSs

A first analysis of SLSS websites and the applied game elements was conducted [37].
Based on this, as a comparative measure, our study focuses on the game mechanics of
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the corresponding apps. Primarily, the SLSSs websites were selected through literature
research [e.g. 21, 27, 31, 46] as well as online research. We consulted the homepage
of the Nanjing Marketing Group, a website specialized on Chinese markets, as China
has a big user group of SLSS websites [28]. The 11 highest ranking websites in China
were selected from Alexa.com and the corresponding apps investigated. Furthermore,
the phrase “live stream” or “#livestream” were searched for on various social media sites
(e.g. Instagram, YouTube, Facebook, and Twitter) to gather the Western SLSS websites.
After gathering the SLSSs, we checked their Alexa rankings compared to other websites
of the world as well as their positions in the country with the most users. From this, the
websites were chosen. The Table 1 displays all relevant SLSSs which were examined
for the implemented game mechanics.

Table 2. Game mechanics found on SLSSs (modified from [37])

Game mechanics Description Literature

Badges Visual elements that are awarded for fulfilling tasks e.g., [11]

Capturing moments Recording a short clip of a live stream e.g., [35]

Collaboration and team Broadcasting; via split screen of two or more users e.g., [35]

Collecting Collection of different things, e.g. awards or gifts e.g., [26]

Currency Bought with real money or earned through tasks to
buy gifts

e.g., [7]

Points Earned through different tasks or site activities e.g., [33]

Customization Changing features of the channel, profile website, or
chat

e.g., [40]

Following others Users stay up to date through following, becoming a
fan, subscribing, or befriending function

e.g., [36]

Gifts Viewers can show their appreciation with gifts e.g., [27]

Challenges and goals Users can achieve goals and solve tasks that are
predefined by each platform

e.g., [41]

Leaderboards Statistics of the best streamers or viewers according
to different criteria

e.g., [33]

Progress bar Overview of current status until reaching a next step
(e.g. level)

e.g., [34]

Likes A kind of social feedback from viewers towards
streamers

e.g., [29]

Levels Displaying the users’ experience in a system e.g., [44, 46]

3.2 Game Mechanics

The game mechanics were selected by applying different methods. Literature reviews
on gamification (e.g. [14]) and research on different game mechanics (e.g. [29, 41, 43])
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were especially considered. All in all, a list consisting of over 20 gamification elements
was created. Following, the conventional approach via observing SLSS websites was
applied to get an impression on what game mechanics are implemented on SLSSs. The
game elements we could not identify on SLSSs websites were not included in the list.
The 14 game design elements and a short definition of each one are listed in Table 2.

3.3 The Examination

Each SLSS mobile app was examined by a pair of two researchers [25]. Each game
mechanic presented in the app was discussed. The coders always arrived at the same
conclusion onwhich category was appropriate for the gamemechanic that was observed.
For example, if some form of money exchange could be recognized on the SLSS, it
was classified as the ‘currency’ category. Since the three researchers did not have the
appropriate language skills for Japanese, a fluent speakerwas present for the investigation
of the Japanese app. All in all, we identified fourteen different game mechanics that are
applied by different SLSSs (Table 2).

4 Results

Taking a look at Table 3, the number of game mechanics identified on each service
are listed. Most Chinese live streaming applications have nearly all game mechanics
implemented. At least eight or more gamification mechanics were observed on each
Chinese SLSS app. Two of the services from China, Huajiao and Yizhibo, have all 14
game elements, four services have 13 game elements, one service has 12, and three
services have 11 game elements. From China, the least elements (eight) were found on
Kuaishou.

For the US-American services, only YouNow’s app has all game mechanics imple-
mented. FacebookLive has a number of six,YouTubeLivefive and one service (Ustream)
even has no game elements. For YouTube and Facebook, we have to take into consider-
ation that the services are already established and important SNSs which embedded the
function of streaming live broadcasts. The Japanese SLSS mobile application niconico
has 11 and the German service Picarto has three game mechanics.

Following, some examples for the detected gamification elements will bementioned,
as the observation table only displays if a certain game mechanic was implemented or
not and no details are included (Table 4). Every checked platform, except for Ustream,
has the function following others and customization, as Ustream has no game element.

On Bigo Live, streamers can add stickers to their stream as a kind of customization.
Collecting is implemented on, for instance, Quixiu. Viewers can open chests when
watching the stream to earn random awards. Streamers collect gifts and exchange them
for income.

With leaderboards users are able to compare their performance and accomplish-
ment with other users, YouNow has leaderboards for top broadcasters, top fans, and top
moment makers. On the SLSS mobile application of YY, Y coins and red diamonds are
implemented as currency to be able to buy gifts. Gifts on SLSSs serve as a reward for
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Table 3. Number of game mechanics per SLSS mobile application (N = 14).

SLSS mobile application (country of origin) Number of game mechanics

China

Huajiao 14

Yizhibo 14

Bigo Live 13

Laifeng 13

Long Zhu 13

Qiuxiu 13

YY 12

Chushou 11

Huya 11

QQ Live 11

Kuaishou 8

USA

YouNow 14

Mixer 11

Twitch 9

Periscope 7

Facebook Live 6

YouTube Live 5

Ustream 0

Japan

niconico 11

Germany

Picarto 3

the streamer. They are implemented on 18 of the 20 observed services, whereby they are
built-in on Picarto and Ustream.

Chushou has challenges and goals that are called “missions,” thereby users are able
to get badges and to earn “active coins.” The Facebook Live function in the mobile
application offers the opportunity to invite friends to the stream. If the friend accepts the
invitation, they are able to collaborate and stream via split screen.

On Huajiao and Huya experience points can be earned by e.g. sending gifts or
watching streams. Experience points are for leveling up. On most platforms, a progress
bar displays the progress to a next level. Whereby Mixer has a progress bar for streamer
progression which tracks a streamers growth. Levels display the experience of users, we
could identify them on 12 apps, e.g. QQ Live, NicoVideo, Laifeng, and Long Zhu.
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Badges on Twitch will be earned when fulfilling specific things, such as purchasing
bits or giving gifts. Also, subscribers can get a so called “Subscriber Badge.” Via likes
users can show that they like a streamers live show. Periscope provides the opportunity
to send likes with colorful hearts which are shown in the live stream. The least often
applied function was capturing a moment, we could identify it on Yizhibo, Huajiao,
YouNow, and Twitch. Thereby, a user is able to record a certain period of a stream.

Table 5. Number of SLSS mobile application having game mechanics (N = 20).

Game mechanic Number of SLSS mobile apps

Customization
Following others

19
19

Gifts
Collecting

18
18

Currency
Points

16
16

Leaderboards
Badges
Challenges & goals
Levels
Progress bar

13
13
13
13
13

Likes 12

Collaboration & team 11

Capturing a moment 4

The most often detected game mechanics on the observed SLSS mobile applications
were customization and following others. 19 of the 20 platforms had these functions
implemented (Table 5). As customization allows users to be individual, it is a very
popular function.With following others, users stay up-to-date about the users’ activities.
The functions gifts and collecting, with 18 each, as well as currency and points, with 16
each, were also found often on SLSS mobile apps.

A number of 13 of the 20 observed apps had leaderboards, badges, challenges and
goals, levels, and a progress bar. Likes were observed on 12 SLSS mobile applications
and collaboration and team on eleven apps. The least often implemented gamemechanic
is capturing a moment. It was only found on four observed systems. As some services
(e.g. YouTube Live) offer the opportunity to watch the completely recorded former live
streams again, it is not necessarily used on each system.

5 Discussion

In this study, a content analysis on 20 different SLSSmobile applications was conducted
to discover which game mechanics are applied on each service. Thereby, the applica-
tions were checked for a number of 14 game elements. Eleven mobile apps were from
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China, six from the United States of America, one from Japan, and one from Germany.
The results show that Chinese SLSSs mobile applications apply on average the most
game elements. Two of the Chinese services have all 14 and four services have 13 game
elements implemented. From the United States of America, only one service (YouNow)
has all game mechanics implemented and the following one with the second most has 11
game mechanics. The Japanese one has 11 as well and the German has 3 gamification
elements. The tendency shows that Chinese SLSSs have more game mechanics imple-
mented than the ones from the USA. A comparison with German or Japanese services
is not applicable as only one service of each country was considered.

Why is there such a tendency for gamification on Chinese SLSS? An explanation
could be that there is a more intense competition between the various live streaming
services (a number of 200) in China. Following Hamari and Koivisto [13], the intention
to use a service increases, if gamification is applied. Furthermore, Scheibe and Zimmer
[37] explored similar results for SLSSs websites. Here, the authors consulted findings
fromHofstedes country comparison [17]whereChina is presented as a pragmatic culture.
The explanation about China’s society could be that they are “driven by competition,
achievement and success” [17] which are attributes of gamification, providing a possible
explanation for the gamification phenomenon in Chinese SLSSs.

In contrast to other social networking services, SLSSs offer a great variety of gamifi-
cation elements to their users. Since the primary interaction among users on SLSSs fol-
lows the one-to-many communication model during a live stream, gamification elements
offer an additional way of interaction on SLSSs.

This study shows that there is a great variety of game mechanics which can be used
in many different ways (e.g. different kinds of currencies). The most often implemented
gamemechanics on SLSSsmobile apps are customization and following others followed
bygifts and collecting aswell as currency andpoints.Capturingamoment of a streamwas
implemented the least often. On Ustream, no gamification elements are implemented,
and we hypothesize that there are no gamification elements needed, as it is provided for
the professional and public live streaming.

Comparing our results to the study of Scheibe [35], she found out that streamers are
feeling very rewarded and motivated when getting fans or subscribers. Also, gifts have
a strong positive effect on the streamer’s motivation, but also on the viewer’s motivation
when giving gifts to streamers. Earning coins is seen as a reward by all users.

When taking a look at the results from Scheibe and Zimmer [37] about the applied
gamification elements on SLSSs websites, a few differences can be observed while
keeping in mind that one year has passed since the mentioned study was conducted.
Additional gamification elements could have been added to the SLSS websites as well.
For example, customization is more often implemented on SLSS mobile apps than on
the SLSS websites. Further research should concentrate on the differentiation of applied
game mechanics to a website and to a mobile app, as the user experience and behavioral
effect may vary depending on the distinct interface structures and layouts.

The limitations of this study should be mentioned. First, we have only observed a
small amount of SLSS mobile applications. There is an undefined number of services
which remain undiscovered, since in China there are over 200 individual live streaming
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systems [27]. The number of services that were checked in this study is 20, whereof only
eleven are Chinese.

Furthermore, live streaming platforms from other countries were not examined and
should be considered in further studies, e.g. African, South American, and other Asian
countries. Although our approach followed the four eyes principle, there might be a bias
by missing gamification elements while checking the services.

As an outlook, other types of social networking services should be checked and
compared to SLSSs. As research points to the implication that SLSSs are mostly applied
by generation Z, this could be an important aspect on why gamification works for live
streaming; is generation Z more prone to apply gamification elements than for example
the baby boomers or generation Y? Also, comparing the acceptance of SLSSs without
gamification elements and with gamification elements, like e.g. Wilk, Wulffert, and
Effelsberg [42] did, but with public SLSSs would be an interesting investigation.
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Abstract. The identification of coordinated campaigns within Social
Media is a complex task that is often hindered by missing labels and
large amounts of data that have to be processed. We propose a new two-
phase framework that uses unsupervised stream clustering for detecting
suspicious trends over time in a first step. Afterwards, traditional offline
analyses are applied to distinguish between normal trend evolution and
malicious manipulation attempts. We demonstrate the applicability of
our framework in the context of the final days of the Brexit in 2019/2020.

Keywords: Social campaign detection · Stream clustering ·
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1 Introduction

Social media has become an important infrastructure for modern information
sharing and networking. In most developed countries, the majority of people
are already connected via one or multiple platforms [6]. Even more important,
decision makers like politicians or multiplicators like journalists are also an inte-
gral part of social media networks. These groups function as bridge between
the social media ecosystem and the offline world outside social media. While
politicians try to get in touch with the sentiment of public debates about their
programs or decisions, journalists try to pick up stories and use the public sphere
as additional outlet.

Quite logically, social media has become a central platform for campaigns.
Politicians try to reach the public with their ideas, but in contrast to former
media types, users can also reach politicians directly. Both can also try to initiate
societal debates by placing topics. And when journalists pick up these topics
because they seem of critical importance in social media, their reach goes even
beyond the boundaries of the social media ecosystem.

As such it is of utmost importance not only for journalists but for the whole
society to provide some transparency on campaigns in social media. This shall
provide insights into the origins of and motivations behind an observed topic: is a
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campaign organic or orchestrated (automatic as well as human-driven), i.e., who
is participating in these campaigns? What means are employed when placing a
topic?

These questions go beyond the challenge of classifying single accounts as
social bots or humans. We have to consider interaction of actors and thus the
complete (or a representative sample of the) data stream, which is produced on
a social media platform. These analyses do no longer focus on singular accounts
or a group of users but on the content produced over time. Clearly, the corpus
of data that needs to be analyzed is far too large for human manual inspection.
But also classical methods of data analysis are not capable to store all data and
process it in real time. Real-time detection of possible campaigns, however, is
necessary to not lag behind with analysis, when topics reach critical popularity.
At the same time, we still need to verify whether campaigns are organic or
artificial. This decision can usually not be made ad-hoc and often needs a deeper,
sometimes even forensic analysis of campaign data.

In order to address both challenges at the same time, we propose a two-phase
framework which supports both campaign and trend detection and a-posteriori
in-depth analysis of respective data. Our idea integrates a stream-based unsu-
pervised detection of critical topics and an independent, offline, and extendable
analytics environment. This allows to instantly identify upcoming and impor-
tant topics and subsequently analyze and verify their artificial character. Note
that this approach should be considered as a human-in-the-loop support tool,
where no automatic decision on a campaign’s quality is made. In principle, it is
designed to enable detection and transparent analysis of current topics in many
contexts, either the discovery of new and interesting topics or the fight against
manipulation via artificial campaigns.

The rest of this work is structured as follows: the next section will summarize
related research in the context of this work and then Sect. 3 will detail the two-
step framework’s concept proposed in this paper. Section 4 shows the application
of our framework in the context of the Brexit discussion two months before and
at the final Brexit date at the end of January 2020. Finally, Sect. 5 summarizes
and discusses the results of our work and provides some future perspectives.

2 Related Work

Social media has been discussed as environment for disinformation, manipula-
tion, or deception for more than a decade [8] and since the Brexit decision in 2016
as well as the election of Donald Trump for president of the United States, social
media is considered an important infrastructure for manipulating societies [3,22].
Much effort has been put into the (computer-aided) detection of automation in
social media. Social Bots are considered very potent actors in the distribution of
disinformation [10,11,14,18], and consequently, detection techniques for social
bots have been (and still are) an important topic of research [9,10,13,20]. While
research started with a focus on the classification of single accounts as bots-
or human-driven, some recent publications emphasize the importance of detect-
ing collaboration of multiple actors [9,12]. An exceptionally early proposal was
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made by Lee [16] already in 2014 to discriminate campaigns into organic and
non-organic ones. While the first arises from classic human interaction in social
media the latter type of campaigns is promoted by artificial or automated mech-
anisms or purchased and supported by the social platform [16].

Campaign detection started with offline analysis of network data and topolo-
gies, the clustering of posted or shared content, and the investigation of topics’
temporal development. All applied techniques and extracted features mainly
aimed for supporting or enabling machine learning approaches. More recent
detection approaches afterwards focused on the application of machine learn-
ing in campaign detection in order to identify characteristic patterns of organic
and non-organic campaigns [10,20].

However, there are some major disadvantages of (supervised) machine learn-
ing approaches in this context:

1. Models have to be trained using labelled data. Especially for campaigns in
social media, this kind of data is usually not sufficiently available. An insuf-
ficient data base, however, makes the approaches imprecise.

2. The learned patterns can only capture the characteristics found in avail-
able input and learning data. That is, the machine learning approaches may
become outdated and inflexible regarding new kinds of orchestrated cam-
paigns.

There is some recent work [7,9,23] which addresses the application of unsu-
pervised detection methods like clustering and network analysis as solutions to
some of the issues. These approaches do not need initial training and can detect
unknown characteristics. However, as correctly pointed out in [23], these meth-
ods are computationally too complex to handle the observed amount of social
media content in real-time.

In this work, we pick up a proposal we recently made, i.e. using stream-
clustering approaches for topic detection [2] and apply it as a first step in a
two-phase analysis process. We propose the augmentation of the detection of
campaign candidates with a subsequent analysis phase. In this second phase,
previous mentioned established group- or single account analysis can be applied
to verify or reject whether a campaign is malicious or not and to possibly detect
responsible actors in this campaign. As such, we consider this work as a step
towards an integration of modern classification approaches into campaign detec-
tion for fast and precise transparency in social media communication.

3 The Two-Phase Framework for Detection and Analysis

In the following, we introduce our two-phase framework for automated campaign
detection. The framework is depicted in Fig. 1. Within the first phase, the incom-
ing text data stream (e.g. Twitter stream) is processed into tfidf vectors and
aggregated via the textClust algorithm [5]. The algorithm handles text stream
data and clusters similar documents together into so-called micro-clusters, which
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represent the recently discussed topics of the stream. Additionally, a micro-
cluster filtering is applied. By this, topics, which behave suspiciously in terms
of their development over time, are extracted. In the second phase, these topics
can be further analyzed, via numerous metrics and visual representations of text
(meta-) data.

Fig. 1. 2-phase framework for analyzing suspicious cluster evolution

3.1 Phase 1: Text Stream Clustering

Stream clustering algorithms apply clustering on potentially unbounded data
streams in an online fashion. The fact that the stream is potentially unbounded
makes it impossible to store the complete data for calculations [4,19]. Due to
this, observations can be processed only once. As the complete range of the data
is not known in advance, the stream clustering algorithm needs to be able to
adjust clusters online and in real-time.

The stream clustering algorithm can be divided into two phases: In the online
phase, micro-clusters are derived directly from the incoming observations. A
micro-cluster is an aggregation of observations, which are locally dense. While
the concrete observations are discarded after the distance calculations, the clus-
ters are stored as representation of the actual data distribution. In the offline-
phase, the respective micro-clusters can be clustered on-demand via traditional
clustering techniques. This phase is independent from the online phase and can
be scheduled on demand at any point in time. As here only the limited number
of micro-clusters, as a representation of the original data is used, the calculations
can be done by using the data multiple times.

In contrast to incremental clustering algorithms, stream clustering algorithms
must be able to deal with the explicit notion of time. The complete range of
data is not known at the beginning and the distribution of the stream data may



A Two-Phase Framework for Detecting Manipulation Campaigns 205

change over time (which is known as concept drift). Therefore, micro-clusters
need mechanisms to adapt to changes in the data stream. To simulate a temporal
drift, micro-clusters are usually weighted. The weight ensures that clusters, which
are not updated by new observations for a while, will be decayed slowly. If the
weight falls below a threshold, the cluster is removed completely.

textClust: The idea of micro-clusters as representation of stream data was
originally designed for numeric data. Nevertheless, the idea can be transformed
to textual data as well [1].

For our experiments, we use the textClust algorithm [5]. Within the textClust
algorithm, the produced micro-clusters mc are represented as 4-tuples:

mc = (w, t, TF, ID)

The relative importance of a micro-cluster is reflected by its tokens t (namely
most describing words) and its weight w. The weight is increased by 1 each time
a new observation is allocated to the cluster. To be able to detect concept-drifts
and account for temporal changes, the weight is exponentially decayed at each
time step by

f(w) = w ∗ 2−λ(tnow−t),

where λ denotes the fading factor, tnow the current time and t the time the
specific micro-cluster was last updated. A cleanup procedure is applied every tgap

time steps where all micro-clusters below a predefined threshold are removed
from the clustering result. The same applies for all tokens within a respective
micro-cluster.

The term frequency of representative cluster words as n-grams is denoted in
the tf vector. Distance calculations between two micro-clusters using the cosine
similarity are based on the tfidf vectors. Note, that the tfidf representation
extends the traditional term frequency by weighting down words that appear in
many documents, as they are considered to be less important. For every new
observation, first a new micro-cluster is created and second, the distance to all
other micro-clusters is calculated. If the new micro-cluster is in small distance
(below a certain threshold r) to one of the existing micro-clusters, it is merged
with the respective cluster. Otherwise, the new micro-cluster remains and is
added to the set of all micro-clusters.

The similarity of two tfidf vectors is calculated via the adjusted cosine-
similarity. Within this metric, the average weight of the micro-cluster is taken
into account. Therefore, each token (within a certain cluster) is weighted relative
to the average weight. Let A and B represent two tfidf vectors from two different
micro-clusters. The adjusted cosine similarity between them with their respective
means μA and μB is then defined as follows:

cos(α) =
∑

i(Ai − μA)(Bi − μB)
√∑

i(Ai − μA)2 · √∑
i(Bi − μB)2

The fourth element within the micro-cluster definition ID captures the post
IDs, which relate to the corresponding texts within a cluster. The post ID vector
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is irrelevant within the clustering phase, but gets important in the second phase
of the framework, when suspicious stream data is analyzed in more detail.

Micro-cluster Monitoring to Detect Campaigns: A micro-cluster repre-
sents a topic discussed in the text stream. Each cluster consists of tokens, which
describe the content, as well as a weight, which represents the importance (num-
ber of associated text instances) of the cluster.

Next to the overall topic monitoring of the incoming stream data, we are
especially interested in suspicious stream behavior. The identification of rapidly
arising and growing clusters might be of interest in the field of trend or campaign
detection. Especially, since we are interested in non-organic campaigns, driven
by bots or trolls, the temporal evolution of the campaign can be used as an
indication for unusual behavior [21]. Since it is not feasible to manually inspect
the complete number of micro-clusters over time, an automated filtering step has
to be applied. In an earlier work, we already proposed a method that reduces
the number of micro-clusters by focusing on micro-clusters that do exhibit a
significant change of weights within the last cleanup procedure [2].

In addition to storing only the actual weight w of the cluster, the weight
before the last update wlast is included for calculating the difference Δw =
w − wlast within tgap cluster updates. Based on this, the average weight change
μw =

∑
i Δwi

k of all micro-clusters k, as well as the respective standard deviation

σw =
√

1
k−1

∑k
i=1(Δwi

− μ)2, can be computed. The Chebyshev’s inequality is
used to determine clusters with unusual weight patterns [17]. The inequality
states that:

P (|X − μ| ≥ t · σ) ≤ 1
t2

,

where X is a random variable with expected value μ, standard deviation σ
and t any positive number. To ensure a feasible amount of clusters to (manually)
analyze in a second step, we chose 6σ (t = 6) as threshold. The parameter setting
can be adjusted depending on the context, as well as the underlying data. With
this parameter setting about 3% of the micro-clusters are selected for further
analysis, which is (in this case) a suitable amount for further investigations. The
set of clusters of further interest I is thereby defined as:

I = {mc| |Δw − μw| ≥ 6 · σw}

3.2 Phase 2: Offline Analysis of Suspicious Clusters

Within the first phase of the framework, textual stream content is clustered and
suspicious cluster evolution is filtered online and in real-time. In a second offline
phase, suspicious clusters can be further examined. Here, all kinds of (computa-
tionally) expensive analyses can be applied. On the one hand, the micro-cluster
content can be examined by the help of the stored cluster tokens. On the other
hand, the user is able to gather meta-data via the ID vector of the suspicious
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micro-cluster. As the ID vector captures all post IDs of the respective cluster,
the Twitter REST API can be used to extract post meta data, e.g. the author ID
or name. Further, meta data about the author can be gathered simultaneously.
With the meta data the user is able to enrich the underlying data enormously.
Especially for the detection of non-organic campaigns, further information about
the human user is indispensable.

Authors of a micro-cluster can be analyzed regarding the age of their
accounts, their post behavior, as well as their number of followers and followees.
In the second phase of the micro-cluster analysis, visual representations can help
to identify non-normal behavior. A dashboard can extremely help to visualize
underlying structures in data and meta data of the post and accounts. Exploring
e.g. the number of distinct accounts responsible for a micro-cluster, or checking
the average age of the accounts, could help to identify social bots.

Furthermore, established bot detection methods can be applied. A well-
known example for a bot detection method, which could be easily applied when
the author ID is known, is the Botometer approach [20]. This tool gives an indi-
cation, whether an account is presumable steered by a human or a bot, by taking
several meta data into account. Applying algorithms like the Botometer in the
second phase of the framework can help to give an impression of the origin of
the campaign and may help to detect non-organic campaigns.

In this work a first prototype of our dashboard is used for evaluation pur-
poses1 (see Fig. 2). We only rely on simple offline metrics which can be directly
extracted from the tweets gathered during our experiments. Within the dash-
board a variety of data and meta data can be visualized. For a first setting, we
implemented figures and metrics representing the number of distinct accounts,
the age of the accounts, such as the number of followers, and the percentage of
verified accounts contributing within the specific topic. Further, we show how
many an which posts are contained in this cluster at which point in time. This
list is not exhaustive and can be complemented and customized. Up to now, we
do not utilize additional supervised methods such as Botometer and leave this
open for future research.

4 Case Study and Evaluation

In this work we exemplary demonstrate our framework in the context of the
Brexit movement. Fur this purpose, we collected Twitter data by utilizing the
platform’s Streaming API. Twitter proclaims that the API provides 1% of the
global traffic produced by the platform. Preliminary experiments showed that
by filtering specific hashtags (in this case we only filter out tweets containing the
term Brexit), we are able to obtain almost a complete conversation history [7].
More precisely, we collected data in late 2019, before the Brexit (between 20th
and the 27th of November) and on the actual Brexit day on the first of February.
We explicitly removed retweets from our analysis since we want to identify trends
1 A python implementation of textClust and the corresponding dashboard can be

downloaded here: https://textclust.com/.

https://textclust.com/
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Fig. 2. Dashboard prototype to evaluate micro-cluster trends in the second phase

only based on original content excluding simply exaggerated trends based on
retweet cascades [15]. In total we gathered roughly 1.3 million tweets, which
were clustered by our textClust algorithm.

As specified in Sect. 3.1, the textClust algorithm requires some parameters
that have to be set in advance. Especially λ, r and tgap do highly influence the
final clustering result. The λ parameter affects how fast micro-clusters fade out
over time and is thus responsible for the overall lifetime of a topic. While a small
value ensures that micro-clusters, which are not frequently updated, are not
immediately discarded from the set of all micro-clusters, a larger value dismisses
them rigorously. Also, tgap influences which clusters are discarded since a larger
value leaves more time for potential micro-cluster updates (and cleaning). The
distance threshold r affects the granularity of micro-clusters. While a large value
merges tfidf vectors which are not necessarily very similar to each other (and
therefore may represent different topics), a small value only merges sentences
which are almost identical. The choice of suitable parameters does highly depend
on the underlying data set. Therefore, we cannot rely on best-practice parameter
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Fig. 3. Large micro-cluster that emerged from promoted Twitter campaign

settings. In context of our data set we systematically tested different parameter
combinations. We found that λ also influences the number of identified trends.
Since the Brexit day itself was very popular on Twitter with more than one
million Tweets only on that day, we set a higher λ in this scenario. Therefore
we decided to set λ to 0.001 (November) and 0.002 (Brexit day) respectively.
We set tgap to a fixed value of 100 and specified the distance threshold rather
generously as 0.6. For all our experiments we used term-fading (fading according
to elapsed time and not number of observations) to compensate variances in the
stream throughput due to day/night cycles.

4.1 Identification of Promoted Tweets

A quantitative evaluation of our approach is almost infeasible due to missing
ground-truth data. In this proof-of-concept analysis we show that our framework
is actually able to detect trending content within the Twitter stream. When we
inspected the filtered micro-clusters from the data gathered between the 20th
and the 27th of November, we identified one micro-cluster which exhibits a sig-
nificantly higher cluster weight than all other ones (see Fig. 3). Consequently,
we inspected this micro-cluster more in-depth, utilizing our Dashboard proto-
type. In total 1900 Tweets are assigned to that specific micro-cluster, with 1850
unique users. This implies that this unusual peak cannot be explained by single
spamming accounts. However, we found that the message which was tweeted
by all these different accounts is always exactly the same, motivating people to
vote for the Conservative party to get the Brexit done (see Fig. 4). It has to
be again emphasized that we explicitly excluded retweets from our clustering.
Therefore, the observed phenomenon is an unusual distribution pattern. Since
we have access to the original Tweet IDs, we inspected the Tweet more in detail.
Interestingly, each of the Tweets in question consists of an additional button by
which people are able to easily share the same content on their profile (via a new
original Tweet) with one click. Further investigation revealed that this so-called
call-to-action button is one feature of Twitter intended for businesses to reach
their customers. Surprisingly, this feature also seems to be used in political con-
text and has significant impact on the global conversation stream of that topic.
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Fig. 4. Call-to-action button for promoted tweets

Despite the high cluster weight, the trend lasted only a few hours and completely
faded out afterwards.

4.2 Organic vs. Non-organic Trends

While our filtering approach during the first phase drastically reduces the number
of interesting micro-clusters, it is not guaranteed that all of them do exhibit non-
organic trends that should be classified as malicious. In context of the actual
Brexit day (first of February 2020), we exemplary show how normal evolving
trends can be distinguished from non-organic ones and how the second phase
of our framework supports this differentiation. Within Fig. 5, we display three
micro-clusters which all represent different topics that were discussed on Twitter
that day. The blue trace represents a micro-cluster, containing tweets where users
simply wished a happy Brexit day (similar to birthday wishes). As it can be
inspected in the Figure, the trend (increase of the micro-cluster weight) started
approximately at 8:00 AM with its peak 15 min later. This is not surprising, since
it simply reflects that people started posting about the Brexit after they woke
up (at nighttime the tweet throughput is significantly smaller than during the
day). After the peak of the micro-cluster it slowly fades out until the end of the
day, implying that the throughput of newly arriving tweets decreases over time.
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Fig. 5. Organic and non-organic micro-cluster trends at the Brexit day (Color figure
online)

The green trace corresponds to a micro-cluster that summarized tweets about
the first two cases of the corona virus in Britain which coincidentally happened
at the same day. Again, the micro-cluster was created and immediately increases
in it’s weight. Afterwards, similar to the Happy Brexit micro-cluster, the weight
is slowly faded out during the day. The last micro-cluster established at 13PM
and captures tweets about Putin which subliminally imply his involvement in
the Brexit and that he finally wins. In contrast to the other two clusters, we
observe a sharp weight edge with rapid fading after peaking.

While the first cluster is an appropriate example for an organic trend that
naturally arose due to the topic relevance, the last two both are not easy to inter-
pret, since they contain controversial content that may originate from targeted
opinion manipulation. Again, we utilized our Dashboard prototype to inspect
those micro-clusters more in-depth. The corona virus cluster in total consisted
of about 300 tweets. All tweets were posted by different authors who mainly
originate from the UK. Also, the actual content of the tweets differed from each
other. Although the term corona virus was always included in the tweet, the
wording was always different. However, most tweets embedded an external URL,
which linked to a BBC article which was published one day before2. Using these
insights, we conclude that the corona virus trend evolved also in an organic man-
ner and was triggered by the newspaper article. Lastly, we inspect the cluster
about Putin. Here, we observe completely different meta-data: First, all of the
320 tweets that were assigned to that cluster only originated from 60 accounts.
Further inspection of the different users revealed that 124 tweets (almost 40%
of the cluster tweets) were produced by one single account. The message which
was posted by that account was always the same. The only difference was that
each tweet mentioned different political individuals. Hence, we deduce that this
micro-cluster resulted from a dedicated spamming attack by one single account.
For crossvalidation, we used the Botometer service to check whether this specific
account can be classified as a bot (automated program). Although the content
score is slightly higher than average, Botometer classifies the account as human.
However, as we already stated in preliminary work, the Botometer system can be

2 The article can be accessed here: https://www.bbc.com/news/health-51325192.

https://www.bbc.com/news/health-51325192
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fooled and it is furthermore not of the uttermost importance to identify whether
an account is automated or not. The overall goal should be the identification of
malicious coordinated campaigns, executed by humans or non-humans [12].

5 Discussion and Future Work

In this work we proposed a new two-phase framework that is capable of iden-
tifying artificially created and organic trends on social media stream data. By
utilizing unsupervised stream clustering combined with an additional filtering
approach, we can circumvent the problem of missing ground-truth data during
the first online phase and simultaneously reduce the amount of unimportant
data that has to be inspected manually. Within a second offline phase, we use
meta-information that was persisted to secondary memory during clustering to
get additional insights into the cluster contents. Within a Dashboard prototype
the information is aggregated to valuable KPIs. Our experiments show that our
framework is capable of identifying different types of trends. Ranging from sim-
ple spammers to coordination via multiple accounts, we revealed organic and
non-organic trends that highly affected the overall discussion about the Brexit.
We realize that the second offline step is necessary to get reliable insights regard-
ing the type of trend and to verify or reject whether a campaign is malicious or
not.

While we currently only employ simple aggregation metrics within the sec-
ond phase of our framework, there is a lot of room for applying additional, more
sophisticated analyses such as the identification of user networks. Upcoming
research should also focus on optimal parameter configuration. Ideally, param-
eters should be automatically adjusted during the online phase. The insights
from different cluster evolution can also be used to produce ground-truth data
within a semi-supervised setting. Via the cluster filtering method, information
of suspicious post development and account meta data is gathered. After vali-
dation, this data might serve as ground-truth in supervised campaign detection
approaches.
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Abstract. Personalisation algorithms play an important role in catering
the information that is relevant to us. The best results are achieved by the
algorithms when they monitor the user activity. Most of the algorithms
adapt to the users’ personal preferences by filtering out the information
that is irrelevant to the user. However, one of the criticisms of this process
is that it is leading to informational bubbles called the filter bubbles
which is a personal space of content familiar to the user, which would
reinforce their confirmational biases or create informational blind spots.
This phenomena however is highly debated. In this light, we propose an
agent based model study, which tries to verify the implications claimed
by the filter bubble theorists and also create an hypothetical environment
that does not have a filter bubble and test difference in the information
dispersion and opinion formation in both the environments.

Keywords: Filter bubbles · Agent based modeling · Personalisation
algorithms

1 Introduction

The Internet has a lot of information among which some would be relevant, some
would be good, and some would be irrelevant to users. Sifting through all the
information to find the one relevant to our interests, has become an essential need
of users. This is addressed by Internet application providers. These providers rely
on personalization algorithms or recommender algorithms to achieve this goal
[6]. Social media websites, search engines, and other online applications work
towards the goal of providing their users with the content that is interesting
to them, for which they constantly monitor their users’ activity. These recom-
mender algorithms running in the background, filter out the information that
seems irrelevant to the users’ activity [6]. The performance of these algorithms to
a large extent depends on users’ activity or behavior. The other factors include
the interaction of the algorithms with other algorithms, scalability of the algo-
rithm, prediction accuracy, types of recommended items, etc [19].
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At the same time, there seems to be something off with personalization. Users
do not find their digital personal assistants to be right all the time. Most of the
time users, seem to be losing their friends to the algorithmic abyss of social
media’s news feed. Many times the content users come across online seems to
repeat the same topics [13].

1.1 Recommendation Algorithms and Filter Bubble

There is a general paradox that lies at the heart of personalization. Personaliza-
tion is used as an aide to modify our interaction experience online concerning our
interests. Simultaneously, our interactions online shape us, influence us and guide
our everyday choices and actions. These incomprehensible algorithms sometimes
make independent decisions on our behalf. Due to filtering, the number of visible
choices is reduced thereby restricting our agency [13].

Eli Pariser coined the term “filter bubble” in 2011 in his book “Filter bubble
– What the Internet is hiding from us”. [13] Pariser describes the filter bubble
as a personalized information bubble that everyone is in. This bubble is the per-
sonal space that is not shared with others consisting mostly of the ideas and
information that is interesting to us. It contains the different versions of the
expected content that is presented to us by the different internet entities. How-
ever, being surrounded by the information that is only familiar to us and that is
tailored to our tastes would deprive us of all the possible information that has
been filtered out by the algorithms classifying them as unwanted. This would
reinforce the confirmation bias that many of us already possess unconsciously
[13]. Confirmation bias is the tendency to search for or interpret the information
(either real or imagined) to confirm our previous ideas or views [19]. There is a
general paradox that lies at the heart of personalisation. Personalisation is used
as an aide to modify our interaction experience online with respect to our per-
sonal interests. Simultaneously, our interactions online shapes us, influence us
and guide our everday choices and actions. These incomprehensible algorithms
sometimes make indepedent decisions on our behalf. Due to filteration, the num-
ber of visible choices is reduced thereby restricting our personal agency [13].

Our information bubble also exists offline. However, it becomes more appar-
ent online as the user reactions can be magnified on a virtual context [13]. In
this paper, we try to broaden the understanding of the filter bubble effect by
developing agent based models to study whether the filter bubble affects the
opinion formation in the society and how different would the opinion formation
be affected if there was no filter bubble.

2 Related Work

The place where the filter bubble would be an advantage is the e-commerce
applications, where narrowing the search results to match the preferences of the
user is very critical. This increases the chances of matching potential products to
its buyers [13]. However, the disadvantages of the filter bubble become evident
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when it is connected with the process of fostering one’s creativity. As being
surrounded by familiar point of view would not provoke one’s anxiety or instigate
the curiosity that encourages to discover different view points [13,20].

This has given rise to the common criticism of recommendation algorithms in
the recent years, that the algorithms may be responsible for causing filter bub-
bles as they filter the content choices over time effectively leading to polarised
preferences [18]. However, this claim is in dispute, as Flaxman et al. found evi-
dence that the recommendation algorithms both increase and decrease various
aspects of filtering that leads to polarisation [8]. This has encouraged the research
towards understanding the different design aspects of the recommendation sys-
tem. In the literature, we find two common response to the filter bubble problem:
algorithm centered and user centered [18].

2.1 Algorithm Based Approach

A conventional algorithm-based approach for the filter bubble is to develop more
diversity aware recommendation algorithms [18]. The research mainly focuses on
improving the diversity, novelty and relevance of the algorithms. The methods
proposed are topic diversification approach [26], user centered clustering [1].
Many of the approaches proposed, although increased the diversity, affected the
accuracy of the recommendation. The challenge in the research thus is to propose
a method that improves the diversity of the recommendations without hampering
the recommendation accuracy [18]. Smyth and Bridge found diversity based on
the hamming distance on whether or not the items had been rated helped retrieve
a target item most efficiently [16].

2.2 User-Based Approach

In the user based approach, the focus is more on developing diversity aware inter-
faces, where users receive the justification for the recommended item. Although
developing such interfaces helped in tackling the filter bubble phenomena, it does
not solve it completely [17]. The work of [11] showed that visualisation interfaces
were used to increase the users understanding of the filter bubble phenomena.
Still, it did not make an impact in trying to reduce it. It was however found
that increasing the trust of the users by developing the interfaces that aid in the
understanding of the recommendation system helped the users in giving better
feedback that was in turn used in increasing the recommendation quality [9,17].

2.3 The Filter Bubble Debate

The topic of the filter bubble has divided the scientific community into two
groups. There is an ongoing debate about the phenomena, as one community
believes that reduced diversity in the information caused by the recommenda-
tion algorithms, to an extent where the challenging or the controversial content
disappears virtually from the viewing systems of the users is constructing these
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bubbles [27]. The other community, however, is concerned about the lack of sci-
entific evidence for this phenomena. They claim that the amount of scientific evi-
dence that filter bubble is leading to polarisation is not enough as the algorithm
users can navigate through the information to identify the relevant information,
thereby being the gatekeepers of the information they consume. In other words,
this would give rise to highly individualised gates for the information that fit
each users interests [10].

2.4 Impact of the Filter Bubble

Both the approaches mentioned above have a common goal of trying to reduce
the effect of filter bubble either by improving the algorithms or by developing
better interfaces. It is equally important to study the extent of the impact of
the filter bubble. Nguyen et al., examine the longitudinal implications of recom-
mender system on users and measure the filter bubble effect in terms of content
diversity at the individual level [12]. Though this was a long term study, it had
two exciting results, the users who used recommender systems found that the
recommendations narrowed over time. But, the users who consumed the items
recommended had reduced narrowing effects [12]. We try to address similar ques-
tions as Nguyen et al. [12], with the focus of opinion formation as the impact
factor by using Agent-based modeling, as agent-based models fit perfectly for
studying the emergent phenomena like filter bubbles.

3 Method

It is challenging to model human behavior. When building an agent-based model
the challenge is to make the trade-off between how simple and traceable the
model should be and how realistic and psychologically plausible should the
behavior of the agents be modeled. We cannot find much guidance in this respect
theoretically as the existing theories on human behaviour are mostly contradic-
tory [7]. In this paper, we develop two simple agent-based models. The agents
are characterized by attributes derived from theoretical approaches. The agents
are modeled to be boundedly rational. They exhibit this behavior in the different
cognitive levels of information processing and the different levels at which the
consumed information could be effective. The focus on developing models lies
in the implication of information distribution in filter bubble phenomena. But,
the model can be expanded to include empirical studies as well as to study the
different environmental factors like the social networks and influence of other
agent’s opinion.

3.1 Bounded Rationality - Decision Making of Agents

In many agent-based models, agents use multicriteria evaluation problems, for
example in an agent-based simulation of planting crops, agents make the decision
of choosing the land area in the simulation environment [4]. The main challenge
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in modeling these agents that represent a real scenario of human decision-makers
is to figure out how each agent solves the multicriteria problem of choosing
locations in the simulated landscape as a function of varying spatial parameters
with respect to the production activity. When evolutionary programming is used
to solve this problem, the agent’s decision making is represented as a form of
bounded rationality [7].

Perfect rationality was one of the common theories of social sciences. How-
ever, a number of new alternate theories are being popular now, one of which
is bounded rationality. While statistical regression models are used to express
perfect rationality. Bounded rationality is best implemented with evolutionary
programming. Bounded rationality was introduced by Simon, as the “rational
choice that takes into account the cognitive limitations of the decision-maker -
limitations of knowledge and computational capacity” [15]. We implement the
bounded rationality in our model by introducing two attributes to the agent -
cognitive threshold and effective threshold. The threshold values being generated
randomly to represent the real scenario.

3.2 The Agent-Based Model

As mentioned above, we develop two agent-based models in this paper - one to
model the filter bubble environment, the other to model the environment with
no filtering. We use the LightGraphs package [14] and the Barabasi Albert model
for network simulation [24]. The language used to write the simulation model is
Julia [3]. The focus is to study the opinion formation in the network. We compare
the two models to address the following questions: Does the filter bubble cause a
significant impact on opinion formation? How is the opinion formation pattern
different from the network with no filter bubble? How easy or difficult is it to
get out of the filter bubble effect?

Model1: Filter Bubble. For the purpose of simplification, we make the follow-
ing assumptions: the interaction of agents is only limited to sharing the topics
or the messages. If an agent notices the message and then shares it, that signi-
fies an opinion change. For implementing the message filtering, we have created
messages initialized with a cognitive and affective value, the affective value being
the message weight. If the message is shared by the agent the weight of message
is increased by 10% and if the message is ignored by the agent then the weight
of the message is decreased by 10% and if the message is seen by the agent then
the weight of the message is kept same. Every agent has a bubble threshold,
limit to interact with the message. A message is consumed by the agent only
if the cognitive value of the message is higher than the bubble threshold. We
use Mersennetwister to generate the random numbers that are allotted to the
threshold values and to keep the values between 0 and 1.
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Model2: No Filter Bubble. We keep the same assumptions mentioned in
the filter bubble model here. For implementing the no filtering of messages we
try three scenarios: first, we ran simulations initializing the bubble threshold to
0. Like in the filter bubble model, the weight of the message increased by 10%
when the message was shared, decreased by 10% when the message was ignored
and remained the same when the message was read. In the second case, we ran
simulations with a bubble threshold value, but the weights of the messages did
not change when the message was shared or ignored. In the third case, we ran
simulations with the bubble threshold value set to 0 and no change in the weights
of the messages.

All data is available at the open science foundation repository under https://
osf.io/xvna6/.

4 Results

We ran each simulation with the agents ranging from 1000, 2500 and 5000 in
10 batches and 15 steps. We ran the simulations for two main cases: one where
only one message was posted by the source agent and second where four different
messages were posted. The simulations were run for both the filter bubble and
no filter bubble. For the no filter bubble, three subcases were tested. The first
case was with bubble threshold initialized to 0, the second case was with topic
weights not being modified dynamically, the last case was with both bubble
threshold set to 0 and topic weights not modified.

4.1 Simulation Run

The initial setup of the simulation experiment was initialized to have 1 message
topic. An agent can be in one of the following states: read, sharing, shared,
ignored and new. The simulation was run as explained in the steps below: 1.
One agent is selected as a “source agent” at random. This agent spreads the
messages and its state is new. 2. All other agents become the “target agents”
that receive the messages with the state read, the agents that do not receive the
message will have the state ignored. 3. The target may or may not choose to
share the received message. 4. If the target agent decides to share the message,
its state is sharing and the agents that have shared a message in the previous
step would be in the state shared. The simulation is run until there is no more
source agent or when all the agents have received the message. The next round
of simulations was run for 4 message topics, the topics were differentiated based
on their associated values and weights.

https://osf.io/xvna6/
https://osf.io/xvna6/
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4.2 Analysis of the Results

In Fig. 1 we see the graphs depicting the number of agents sharing the message
and number of agents that did not receive the message in the filter bubble
environment. From the plots, we can infer that all the agents have received a
message by the end of the simulation as the number of agents in the ignored
state is 0. An agent goes to the ignored state only when it does not receive a
message.
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Fig. 1. Plots showing the number of agents that have shared the message and the
number of agents that did not receive any message in filter bubble environment. row
1: No. of message types = 1, row 2: 4 message types

The Fig. 2 shows the graphs depicting the number of agents sharing the
message and number agents that did not receive the message in a no filter bubble
environment for the first case, where bubble threshold is initialised to 0. From
the plots we can infer that, when there is no bias from the agents then they
would receive all the messages, even when the filtering mechanism is present in
the system.
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Fig. 2. Plots showing the number of agents shared the message and number of agents
that did not receive the message in no filtering environment. Bubble Threshold = 0,
row 1: No. of message types = 1, row 2: 4 message types

The Fig. 3 shows the graphs depicting the number of agents sharing the
message and number agents that did not receive the message in a nofilter bubble
environment for the second case, where the topics weights were not changed
dynamically. From the plots it can be inferred that even when the filtering of
the information is turned off, all the agents do not receive the messages. Even
by the end of the simulation, the number of agents in the ignored state is not 0.

The Fig. 4, shows the graphs depicting the number of agents sharing the
message and number agents that did not receive the message in a no filter bubble
environment for the third case, where both the bubble threshold was initialised
to 0 and the topic weights were not changed dynamically. From the plots it can
be inferred that all the messages are received by the agents, as 0 agents stay in
the ignored state from the first simulation run. This could be called an ideal case
scenario, where there is no kind of filtering of information and no initial biases
among the agents.
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Fig. 3. Plots showing the number of agents shared the message and number of agents
that did not receive the message in no filtering environment. Topic weights not modified,
row 1: No. of message types = 1, row 2: 4 message types

5 Discussion

In this paper, we have attempted to simulate two environments (filter bubble and
no filter bubble) and differentiate their impact on the consumption of information
- impact on the diversity of the information. We see that the only way to achieve
minimum filtering leading to maximum diversity in the information is when there
is no threshold on the agents consuming the information and no bias formed after
the consumption of the information which is the ideal case or when the agents
have no bias. However, we see that the messages are filtered when there is a
bubble threshold or weights associated with the message. It is interesting to note
that, by the end of the simulation, all the agents in the filter bubble environment
receive messages, implying that no agent remains in the ignored state. Whereas,
in the no filter bubble environment where the topic weights are not modified
dynamically, the agents remain in the ignored state at the simulation end. This
is interesting as the bubble threshold indicating the agent’s personal bias is taken
into consideration and the topic weight modification representing the filtering of
information is stopped making all the information reach every agent.

We have kept the model primitive, focusing only on the message (information)
filtering aspect of the phenomena. It would be interesting to see the outcome
when other variables like the influence of bias of the agent on one another, the
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Fig. 4. Plots showing the number of agents shared the message and number of agents
that did not receive the message in no filtering environment. Bubble threshold = 0 and
topic weights not modified. Row 1: No. of message types = 1, row 2: 4 message types

different algorithmic filtering, topic interests of the agents are considered. We
would like to improve the model by introducing the variables mentioned in the
future.

Though the scientific evidence for filter bubbles is not enough. It does not
mean that there is no reason to be concerned about the underlying problems.
The more important matter that lies here is the concern about the algorithms
that run in the background and the impact of the new data-driven forms of
communication on the diversity of the content consumed in the media. The
increasing importance in the role of social media in the exchange of information.
Finally, when we consider the filter bubble, it is equally important to see the
diversity of the information within the bubble - inclusion effect as it is to see
the exclusion effect - the amount information that was filtered out because of
algorithmic filtering, user interests, and other reasons.
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Abstract. With evolved streaming technologies and faster mobile broadband,
more and more live streaming platforms emerge online and become very pop-
ular among the users. From general platforms for streaming everyday life (e.g.,
YouNow) or reporting on news events (e.g., Periscope), through platforms for
streaming video games (e.g., Twitch) or certain artistic performances (e.g.,
Picarto), the range of the services became very wide. As in most social media
domains and with new developments on the digital market, the question arises
whether the new trends also bear new challenges and issues of legal or ethi-
cal nature. This study is a systematic literature review of international scientific
research on live streaming and potential legal problems (N = 22) conducted in
order to pursue this question. It also entails a short review of legal issues with
live streaming in Germany, a country with relatively strict consumer laws (e.g.,
data privacy) as well as first laws aiming at getting better control over the social
media companies and users (e.g., Network Enforcement Act). The most prevalent
legal domain within research on live streaming are copyright and sports broad-
casting laws. The still understudied areas appear to be privacy, personality rights,
and youth protection regulations. The most prominent issue within German legal
discourse is the classification of live streaming as a telemedia offer or a broadcast,
the second one entailing more restrictions and requirements (e.g., a broadcasting
license).

Keywords: SLSSs · Live streaming · Law · Copyright · Personality rights ·
E-Sports · Privacy · Sport broadcasting

1 Introduction

With rapidly developing technologies for content production,morewidespread and faster
mobile broadband connection, services like live streaming platforms become more and
more popular. The fundamental concept of live streaming services entails a streamer
(producer of the content) and his/her viewers (consumers of the content, who might
interact with the streamer in different ways). In a live stream the interaction between
streamer and viewer happens in real time. The consumption of the specific content is
therefore time-bound. Other popular streaming technologies that are not “live” include
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such services like video on demand (VOD), e.g., YouTube videos (as example of user
generated content) or Netflix (as example of commercial entertainment product), or
music streaming (e.g., Spotify, Apple Music). The focus of this study is set on the live
streaming of content. Given its recent raise in popularity and intensified social interaction
and user engagement, it can potentially entail more legal issues than the more traditional
VOD.

The live streaming services exist either in formof standalone live streaming platforms
(e.g., Periscope, Twitch or YouNow) or as live-video features embedded in other ser-
vices (e.g., on Facebook or Instagram Live) [1]. With the emergence of these streaming
services, information production and information consumption behavior of social media
users substantially changed [1–4]. The traditional behavioral patterns usual for watching
TV evolved from the “lean-back” media usage to a space- and time-independent con-
sumption and, in terms of live streaming services, to new production and participation
behavior [2, 3]. What exactly makes live streaming services so special? Unlike on many
other social media platforms, here, the inter-user communication occurs synchronously.
The streamers and the viewers communicate in real-time with no time delay [4], which
in turn leads to a versatile social interaction and user engagement [1]. Also, the viewers’
motivation has a stronger social and community basis [2, 5, 6]. Furthermore, there is an
increasing popularity of live streaming within the e-sports domain [7, 8].

Such developments on the social media market do not only have impact on user
behavior and social interaction. In fact, these rapid shifts might have increasing influence
on the global economy, politics and legislation. New services and platforms change the
structures and conditions of the digital market and economy. Too rapid modifications
can be problematic for legal authorities regulating it, e.g., in terms of the competition
law [9]. Furthermore, there is an increasing interaction between new technologies or
online services and the law. On the one hand, this interaction exists because the law is
supposed to set some boundaries for the platforms (e.g., in terms of consumer or data
protection, antitrust regulations etc.), while still facilitating the technological progress.
On the other hand, new technologies are being developed to actually enforce the law
[10], like the Network Enforcement Act passed in Germany in October 2017, obliging
bigger social media players (like Facebook or YouTube, hence, Google) to establish
an effective reporting system and specific protocols for reporting illegal content (e.g.,
hate speech) [11]. Another example is the new EU Copyright Directive passed in 2019,
which, among others, indirectly encourages platformprovides (especially the oneswhere
copyright infringing content is often uploaded by the users, e.g., YouTube) to implement
the controversial “upload-filters” [12], whichmight be seen as a pre-censorshipmeasure.

Given the increasing popularity of live streaming services and the prevalent interac-
tion between technological developments and the law, the question arises what are the
legal concerns and challenges in the context of live streaming services? The first part of
this research focuses on legal aspects addressed in the international scientific literature
on live streaming. In the second part of this paper, publications regarding legal frame-
work in Germany relevant for live streaming services are being summarized. Germany’s
legal system is known to be stricter, e.g., in terms of data protection or copyright regu-
lations, than in countries like the USA. Furthermore, with legislation like the Network
Enforcement Act, German legislature showed the interest and willingness to take more
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measures in regulating the social media market. A systematic literature review as well as
legal review like this one can help detecting topics of interest within the research com-
munity, but more importantly, research gaps as well as disparities between the current
scientific research and the legal practice.

2 Methods

In this study, the systematic literature review (SLR) [13] was conducted to identify legal
issues and challenges in context of live streaming dealt with by international researchers.
The SLRprocedurewas based on the approach byOkoli and Schabram [13]. The purpose
of the literature review was the identification of legal areas relevant for live streaming
research aswell as contexts inwhich they are being investigated (e.g., sports broadcasting
or education). The review was conducted by one researcher.

The preliminary search revealed rather limited number of publications on the specific
topic of “live streaming services” and “law.” The first round of literature research was
conducted onDecember 19th, 2019 in the scientific databases Scopus andWeb of Science
(WoS) as well as on Google Scholar. While Scopus and WoS are commonly used for
literature review and indicate certain qualitative standard of the research, Google Scholar
was added to the sources in order to include legal research literature form the USA
(especiallyUS-American legal departments publishing primarily on their websites; these
articles are not indexed by Scopus or WoS, but might be thematically and qualitatively
suitable). The search query was recursively adjusted after the first search revealed some
relevant articles, from which further keywords were extracted and used to expand the
original query (Fig. 1).

For the first practical screening, only articles in English or German, and the ones with
a full text available, were included. Furthermore, articles where no legal aspects were
addressed (e.g., when “law” was only mentioned parenthetically in one sentence and
not elaborated in any further way), were excluded. Also excluded were papers focusing
solely on the P2P (Peer-to-Peer) technology and not live streaming platforms in general.

As for the quality appraisal, included were journal articles, conference proceedings,
books and book chapters. Online student theses, blog article or similar postings were
excluded. In the second round of the literature research, the references of the relevant
publications were screened for further possibly relevant studies (the same inclusion and
exclusion criteria as in the first round of research applied). As can be seen in Fig. 1, the
literature research yield a total of 109 results, from which 22 were deemed as relevant
for further analysis.

For the systematic review, several information pieces were intellectually extracted
from the relevant studies. The data extraction included the respective legal areas (e.g.,
copyright law, broadcasting law), the context of the legal examination (e.g., live stream-
ing in education or live streaming of broadcasted sports events). Furthermore, if avail-
able, the territorial applicability of the concerned regulation or law was noted. Finally, if
available, the discussed challenges and outlooks were consolidated. The synthesis of the
studies was conducted by the respective legal area and context. The review was partially
summarized in a tabular form and described in a short summary.

Afterwards, a review of German legal framework applicable to (social) live stream-
ing, based on legal literature and resources retrieved from German legal data base
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Fig. 1. Procedure of the literature search for the systematic literature review.

“beck-online”1 was conducted. In the end, a comparison of the legal areas and pos-
sible challenges between international research and the legal status quo in Germany was
performed.

3 Legal View on Live Streaming

3.1 Results of the Systematic Literature Review

The literature research yield 22 relevant studies. During the search, no restriction regrad-
ing publication yearwas defined.Thepublications relevant for this reviewwere published
between 2011 and 2019 (Fig. 2), however, no publications on this topic were found for
the years 2012 thru 2014. The highest research output was given in year 2017 and 2016.
When looking at the countries where the publishing authors were based in (Fig. 3), most
of the publications originated in the USA (10), followed by Germany (4) and UK (3). In
general, the research output on this specific topic appears to be rather scarce, with the
biggest research interest coming from the USA.

The reviewed literature was further classified by the legal area, context of the legal
discourse and, if applicable, the regional focus (Table 1). Regional focus concerned
primarily the territory where the discussed laws are applicable. As can be seen in Table 1,
themost prominent legal areawithin the live streaming domain is the copyright law.Most
of the reviewed publications either only discuss this legal area or refer to it together with
other legal fields. Therefore, the summary of the literature will be structured primarily
based on the context of the investigation (see Table 2 for shortly elaborated context
categories). In Fig. 4 we can see a graphical depiction of the frequency of legal areas

1 www.beck-online.beck.de.

http://www.beck-online.beck.de
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Fig. 2. Research on live streaming and law by year of publication (N = 22).

Fig. 3. Research on live streaming and law by country of the researchers (N = 22).

addressed in the reviewed literature. Despite copyright law, the mostly discussed areas
were sports broadcasting laws and data privacy.

Technology (Infringement Detection Systems). Four of the reviewed studies include
the description of a law infringement detection technology and/or method. Zhang, Song,
Li, Zhang, and Wang [14] worked on a copyright infringement detection technology for
live streaming videos. Live streaming poses a big challenge for infringement protection,
since the content is generated in real-time, while most of the available protection tech-
niques focus on or are better equipped for static content (e.g., ContentID by YouTube).
The infringement detectionwithin live streams is particularly difficult due to themore and
more sophisticated behavior of the users, who are trying to bypass the detection system
(e.g., by modifying the title or tweaking presentation of the video) [14]. Another aspects
is the similarity of legal and copyright-infringing videos. Zhang et al. [14] worked on a
solution for these challenges and developed a detection system called StreamGuard. It is
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Table 1. Summary of the systematic literature review.

Legal area(s) Context Regional focus

[14] Copyright Technology; Infringement
detection

N/A

[15] Copyright* Technology; Infringement
detection

N/A

[16] Copyright Discourse; Copyright issues EU

[17] Copyright Technology; Infringement
detection

N/A

[18] Copyright E-Sports; Legal discourse;
Fair use

USA

[19] Copyright E-Sports; Fair use; Let’s play USA

[20] Copyright Legal review; Webcaster’s
rights

Italy, New Zealand, UK,
USA

[21] Copyright Legal issues; Comparative
analysis

Australia, Canada, EU,
Singapore, UK, USA

[22] Copyright*; Free Speech;
Privacy

Discourse; Legal and ethical
issues

EU, USA

[23] Copyright*; Privacy Ethical issues N/A

[24] Copyright*; Privacy Education; Ethical and legal
issues

USA

[25] Copyright; DMCA Sports broadcasting; Legal
issues

UK, USA

[26] Copyright, DMCA Sports broadcasting; Legal
issues

USA

[27] Copyright; Sports
broadcasting

Sports broadcasting; Legal
issues

Australia

[28] Copyright*; Sports
broadcasting

Sports broadcasting; Legal
issues

USA

[29] Sports-related laws E-Sports; Definition of
“Sports”

USA

[30] Copyright*; Gaming Laws;
Player Publicity Rights;
Antitrust Law; Labor Law;
Employment Law; DMCA

E-Sports; Legal issues USA

(continued)
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Table 1. (continued)

Legal area(s) Context Regional focus

[31] Copyright*; Age limit;
Defamation; Personality
Rights; Road Traffic Act;
Privacy; Broadcasting of
Sports Events; HIPAA

Law infringements; Content
analysis of streams

Germany, USA

[32] Copyright; Personality
rights; Sports broadcasting;
Road Traffic Act; Insult;
Data Protection; Age limit;
HIPAA

Law infringements; Content
analysis of streams

Germany, USA

[33] Copyright; Right in one’s
own picture; Youth
protection; Insult; Privacy

Law infringements; Content
analysis of streams

Germany, USA

[34] Policing and Crime Act;
Protection of Children Act

Technology; Examination
methodology for Periscope;
Child abuse

UK

[35] Privacy Legal issues; Privacy in
public

USA

*for the legal areas “Copyright” and “Intellectual Property” the term “Copyright” was used

Fig. 4. Legal areas addressed in the investigated literature.

based on an unsupervised Bayesian network and is supposed to overcome the mentioned
challenges by “leveraging live chat messages from the audience.”

In another paper, Zhang et al. [17] again discuss the development of a crowdsourcing-
based copyright infringement detection in live video streaming to address these chal-
lenges. Their system is based on investigation of clues from live chat messages. Accord-
ing to Zhang et al. [17], their scheme is significantly more effective and efficient than
ContentID in detecting copyright infringing live videos on YouTube.



234 K. J. Fietkiewicz

Table 2. Literature on live streaming and law by the context of investigation.

Context Literature Description

1. Technology (detection systems) [14, 15, 17, 34] Technology or methodology developed
(and/or evaluated) to detect law
infringements in live streams

2. E-Sports [18, 19, 29, 30] Legal issues (especially copyright) in
the e-sports domain, hence, streaming
of (commented) video games

3. Sports Broadcasting [25–28] Legal issues (especially copyright and
broadcasting law) with re-streaming of
live sports broadcasts

4. Education [24] Implementation of live streaming for
educational purposes and the
accompanying legal implications

5. Content analysis [31–33] Actual analysis of the streams for
possible law infringements; not based
on automated approach, technology or
methodology as under #1

6. Legal/ethical issues discourse [16, 20–23, 35] Legal discourse, studies comparing
different legislations and judicial
systems; legal issues with live
streaming in general not strictly falling
under the remaining categories

He, Maillé, and Simon [15], address the problem of illegal re-streaming of video
streams. According to the authors, the existing solutions are based on watermarking the
legal video to track the users who re-stream the stream on an illegal platform. Here, the
problem is the fast detection of the illegal re-stream. He, Maillé, and Simon [15] worked
on an fast and scalable algorithm for delivery of life watermarked video in content
delivery network (CDN), which is supposed to expedite the process.

Horsman [34] addressed the challenges posed by the live streaming platform
Periscope when detecting specific behavior in the stream and introduced an examination
methodology for this application. This methodology is supposed to support those inves-
tigating cases of child abuse in a live stream. The practical enforcement of the offence
of child abuse is still very difficult, the presented digital forensic analysis of Periscope’s
usage is supposed to facilitate the process.

E-Sports. The next four studies concerned e-sports (electronic sports), which is a form
of competition using video games. With the rising popularity of these tournaments and
video games in general, the streaming of (commented) video games on platforms like
Twitch or YouTube (Let’s Play) spread increasingly. Simultaneously, new legal issues
(mainly copyrights-related) arise. Postel [18] discussed in his study, whether “fair use”
defense is applicable in cases of Let’s Play videos. According to Postel, a “court would
most likely find that none of the four factors involved in the fair use defense analysis



The Law of Live Streaming: A Systematic Literature Review and Analysis 235

support protecting ‘Let’s Play’ videos” [18]. In the end, he made a recommendation for
a compulsory license for streamers in order to balance the interests between the gamer
community and the video game companies. The same problem was addressed by Taylor
[19], who also discussed the applicability of the “fair use” doctrine to “Let’s Plays.”

Holden, Edelman, and Baker III [30] conducted an in-depth analysis of legal issues
that face the e-sports industry in the USA. Interestingly, the discourse addressed not only
the copyright law, but also such areas as Player Publicity Rights, Antitrust Law, Labor
Law or Employment Law.

Finally, Holden, Kaburakis, and Rodenberg [29], addressed the issue, whether e-
sports falls under the definition of “sports,” which could have a meaningful impact on
the application of a variety of different federal and state laws to this domain.

Sports Broadcasting. E-Sports, in terms of streaming of video games, is very popular
content produced on streaming platforms. Another content type readily shared with
help of the streaming technology are broadcasts of sports events. Here, again, the main
problematic legal area are the infringements of copy- and broadcasting rights. In their
study, Kariyawasam and Tasi [27] described the development of live streaming of sports
broadcasts and its impact on the legal landscape. Furthermore, they addressed several
uncertainties within copyright law in Australia. According to Kariyawasam and Tasi
[27], “legislative reforms are required in order to balance the public’s ever-increasing
desire for convenient ways to view digital materials against the legal rights of the owners
of thematerial, while also aiming tomaintain a forward-looking perspective in an attempt
to foresee potential technological advancements that may pose considerable challenges
to the traditional copyright law.”

Birmingham and David [25] also discussed the development of copyright infringe-
ment in sports broadcasting in theUSAandUK, and conducted a comparison to copyright
infringements in the music industry.

Edelman [28] discussed the potential impact of live streaming on the commercial
sports industry. He analyzed,whether commercial sports enterprises have the legal power
to stop live streaming of professional and collegiate sporting events (considering the
federal copyright law, right of publicity law, and unfair competition doctrines).

Ainslie [26] examined the challenges that sports leagues and organizations face,
when protecting their rights to live sports broadcasts. Here, the main focus lies again
on the copyright law. Ainslie [26] discusses the “copyrightability” of sports telecasts,
the direct copyright infringement liability for live streaming, the potential liability for
websites and manufacturers under secondary infringement theories, and, the Digital
Millennium Copyright Act takedown notices and safe harbor provisions [26].

Education. Even though there is a considerable amount of research on live streaming
in education (in both, academic and medical context, the latter one being, e.g., live
streams of medical procedures), only one publication on legal aspects has been found.
Fuller, Mukhopadhyay, and Gardner [24] discussed live streaming for global pathology
education and addressed several ethical and legal issues that need to be considered. As
for the legal areas, they discussed the copyrights of the streamer and the privacy of the
patients.
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Content Analysis. Another topic addressed in three of the retrieved studies were the
potential law infringements in the streams on popular live streaming services. The stud-
ies were based on content analyses of the streams and considered several possible law
violations (like copyright infringement, insult, data privacy, etc.). According to Honka,
Frommelius,Mehlem, Tolles, and Fietkiewicz [33], themost common law infringements
observed in streams fromGermany and theUSAwere copyright infringements, followed
by infringing the right in one’s own picture. Zimmer, Fietkiewicz, and Stock [32] con-
ducted a content analysis of nearly 7,000 streams, from which 1,364 (almost 18%)
contained possible law infringements. Most problematic area was again the copyright.

Finally, Scheibe, Zimmer, and Fietkiewicz [31] conducted a content analysis of
streams from Germany, USA and Japan The analysis was based on German legal frame-
work, but also US-American legislation was addressed. In total, around 13% of the
analyzed streams included some kind of potential law infringement. The most frequent
one was, again, copyright infringement (around 80%), followed by not adhering to the
minimum age restriction by the user (at least 13 years) and defamation.

Discourse on Legal and/or Ethical Issues. The remaining studies addressed in this lit-
erature review concern general ethical and legal discourse and do not fall under any of
the aforementioned categories. Lim and Chik [21] examined the legality of Internet
streaming and time-shifting technologies in the context of copyrights and in relation
to the rights of ‘reproduction’ and ‘communication to the public’. Their discourse is
based on a comparative analysis of the jurisprudence in common law countries and the
EU. According to Lim and Chik [21], the judicial decisions are not consistent, however,
“they do provide some helpful guidance in our assessment of the relative strengths and
weaknesses of the various arguments made on both sides of the divide as well as of the
prevailing judicial sentiment towards new technologies.”

Stewart and Littau [35] addressed the problematic issue of privacy and mobile video
streaming. They discussed the gap between people’s expectations of privacy in public and
the wide-spread and uncontrolled use of mobile video streaming technologies, while the
privacy laws cannot stand the pace of these technological developments. They covered
the questions about whether people have any legal remedies when they are unwillingly
the subjects of a live stream, or, whether the live stream can be protected under the First
Amendment. For this purpose, Stewart and Littau [35] examined relevant court decisions
and statutes as well as publications by legal scholars.

Sakthivel [20] addressed the popular topic of copyrights, however, took on a different
perspective. He investigated the copyright protection of the webcaster (hence, streamer).
He offered suggestions how to protect the webcasting (streaming) under the copyright
law. This is an interesting take on the topic, since other relevant literature rather addressed
the issue of copyright infringements committed by the streamer.

Faklaris et al. [22] explored the legal and ethical implications of (mobile) live stream-
ing based on a review of public polices and human-computer interaction research. They
identified relevant challenges in this area, namely, citizen videographers in conflict with
the police (protection of free speech against unreasonable search and seizure), surveil-
lance norms (e.g., “nanny cams”) and voyeurism (both concerning the protection of
privacy), and streaming of live events (i.e., protection of intellectual property, hence,
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copyright). The authors also pointed out the problematic issue of global differences in
legal aspects (here, especially between the USA and EU).

In their work-in-progress, Jung, Sell, and Stratmann [23] presented a design of an
online Delphi study concerning ethical and legal issues of live streaming, which is
supposed to involve international experts from seven different fields (like ethics, politics,
law, journalism, software engineering, platform operators and users). Their study has
two aims, first, to find a consensus about the ethical norms for live streaming in social
media, and second, to discuss the derived codes of ethics for live streaming in social
media in the context of ethical theories.

Finally, Borghi [16] conducted a discourse about copyright infringements in the
streaming landscape by adhering to the legal situation in the EU. He discussed the
European case law and several problematic aspects, like the public communication and
reproduction rights. According to Borghi [16], the assessment of on-demand and live
streaming through the lenses of copyright law is still unsettled.

3.2 Legal Issues with Live Streaming in Germany

The search in the German legal database “beck-online” revealed that the most prominent
legal issue within live streaming domain to date is the German broadcasting law and
the potential obligation of the streamers to apply for a broadcasting license. There are
several critical aspects that need to be considered and clearly defined in order to classify
a stream as a “broadcast.” Furthermore, the classification as “broadcast” is followed by
more legal implications for the streaming industry, as compared to common telemedia
offers [36, 37].

When it comes to broadcasting law, the main issue revolves around the question
whether the regulations created for terrestrial broadcasting are transferable to the new
services on the Internetwithout further amendments.Unlike in the past, today any content
can be easily spread for simultaneous receipt via the Internet and, more importantly, it
is no longer reserved for public and state controlled broadcasting companies, but is
increasingly offered by private persons [37]. Indeed, some of them do not do it just for
the fun of it, but actually earn their living this way (e.g., within the e-sports domain, [38]).
What happens when these private streamers suddenly need to apply for a broadcasting
license?Leeb andSeiter [37] investigated this issue inmore detail by adhering to the press
release by the German Commission on Licensing and Supervision (ZAK), according to
which a stream called “PietSmietTV”was classified as broadcasting service and required
a broadcasting license. Soon after, the Twitch-Channel “PietSmiet” also received such
notice. Thefirst channel (“PietSmietTV”)was streaming24/7 and the contentwere reruns
of already streamed videos (mostly Let’s Play). The second channel (“PietSmiet”) was
a typical Twitch channel with no uninterrupted stream, but irregular live streams (with
several days between each stream). Until the proceedings, both channels were viewed as
license-free services. However, with classification as broadcast, further restrictions and
sanctions can follow, e.g., content-related or of commercial nature. The only channel
of “PietSmiet” not classified as broadcast remained the YouTube channel (video on
demand) [37]. Hence, VOD is still classified as telemedia and not broadcast.

What is the difference between telemedia and broadcasts? According to the Inter-
state Broadcasting Treaty (RStV) Art. 2, broadcasting means a linear information and
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communication service, provision and transmission of offers for the general public for
simultaneous reception in moving images or sound along a schedule, using electromag-
netic oscillations. Per definition, telemedia is an electronic information and communi-
cation service, which is not a broadcasting or telecommunication service. Based on this
definition, VOD is easily not classified as broadcast, since the viewers decide by them-
selves when they want to watch the video. Hence, there is no linearity and simultaneity
(viewers have technological influence on the times when the video is played). This also
leads to lacking predefined schedule of the broadcast.

Unlike VOD, live-streams are intended for simultaneous reception by viewers at
a certain time (chosen by the streamer and not the viewer). However, it is not clear
whether they follow a predefined “schedule.” There is rarely a public announcement
of a schedule for a live-stream (more like a sporadically streamed content announce-
ment shortly beforehand). Another indicator can be the frequency and regularity of the
streams, as it may indicate a consistent schedule. Here, more active streamers providing
content regularly could fall under this definition and require a license. There are some
exemptions, e.g., when the stream is offered to less than 500 potential users, however,
meant is the technological possibility (which is usually given) and not the actual number
of viewers. This requirement for an exemption will be rarely met on the Internet. The
legal discourse and previous proceedings indicate rather vague and unclear definition of
what is a regular broadcast streamed along a schedule. However, there is a possibility for
streamers to have more legal certainty, because according to Art. 20 II RStV, providers
of electronic information and communication services are entitled to apply for confir-
mation by the competent state media authority that a service would not raise objections
under the broadcasting law [37, 39].

Finally, other legal areas discussed in the literature or being debated in court proceed-
ings are the copyrights of the video games publishers (e-sports) [40], liability questions
in case of re-streams of sports broadcast [41], and general re-streaming of a broadcast
[42]. Finally, there is some attention given to the youth protection regulation, including
restrictions to advertising (§ 6 JMStV, Interstate Treaty on the Protection of Human
Dignity and the Protection of Minors in Broadcasting and in Telemedia), the obligation
to appoint a youth protection officer (if the service is a broadcast and not telemedia), and
establishment of time limits or other technical (pre-blocking) means so that children and
youth of specific age groups cannot access any content that is development-impairing
[43, 44].

4 Discussion

Recently, many new live streaming platforms emerged online and became very popular
among different groups of users. As in most social media domains and with new devel-
opments on the digital market, the question arises whether the new trends also bear new
challenges and issues of legal or ethical nature. This study was a systematic literature
review of international scientific research on live streaming and potential legal problems
(N = 22) conducted in order to pursue this question. Furthermore, it entailed a short
review of legal issues with live streaming in Germany.

Based on the systematic literature review, the most prevalent legal domain within
research on live streaming are copyright and sports broadcasting laws. Hence, the highest
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interest is given to the commercial side of live streaming, where the regulations and their
successful enforcement can lead to more financial gains. This is especially the case in
the field of sports broadcasting and e-sports (video games). When considering studies
on technologies for infringement detection, only one out of four papers focused on
detection of child abuse, while the remaining addressed a better detection of copyright
infringements. When looking at investigations including content analysis of streams,
the most common infringements are indeed copyright related. Still, it is not feasible to
analyze the entire population of live streaming users and the content they produce, which
could give a more accurate picture of possible law infringements. There is a possibility
that more problematic or disturbing content did not surface during the investigations in
question. Furthermore, when disregarding commercial and/or financial importance of
pursuing copyright infringements, the remaining legal areas of more ethical importance
need to get more attention. These include the personality rights (e.g., data protection of
people unknowingly and/or unwillingly included in a stream, protection againstmobbing
and defamation) aswell as child and youth protection. The younger generation of Internet
users is more at home when it comes to new trends on the social media market, however,
they are also more vulnerable to predatory behavior and potentially more susceptible to
inappropriate content. Therefore, more attention should be given to topics like detection
of child abuse and control of development-impairing content.

The most prominent issue within German legal discourse was the classification of
live streaming as a telemedia offer or a broadcast, the second one entailing more restric-
tions and requirements (e.g., a broadcasting license). This, however, does not only entail
financial interests (e.g., the fee for broadcasting license), but also brings with it more
restrictions and control regarding youth protection, which can be seen as a positive devel-
opment. The retrieved commentaries and court proceedings addressed several critical
issues, like the unclear definition of a broadcast and problems with a definite classifi-
cation of live streaming, however, these will be most probably resolved in the coming
months anyway. At the time of the investigation, the search in the legal database for
live streaming-related publications did not yield any commentaries discussing the new
Interstate Media Treaty (MStV), which will replace the Interstate Broadcasting Treaty
and potentially clarify the legal situation of live streamers (e.g., there will be a minimum
limit of 20,000 regular viewers to exclude smaller live streaming accounts). The bill
will be voted on in the spring of 2020. The new regulation has to become effective in
September 2020, since it constitutes the implementation of the amendments (Directive
(EU) 2018/1808) to the EuropeanAudiovisualMedia ServicesDirective. Future research
should investigate the suitability and impact of the new regulation and reevaluate the
legal certainty of live streamers.

In the future, more focus should be also set on content analysis (in order to get a better
picture of currently pressing legal issues of live streaming) as well as areas other than
copyright. The development of infringement detection technologies could entail more
pursuit of detecting contents like child abuse or hate speech as well as technological
apparatus for effective age control (restricting access to selected contents or platforms
for children under 13 or other age groups).
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5 Outlook and Limitations

The systematic literature review in this study had no restrictions regarding the publica-
tion year of the studies. However, new developments on social media market and legal
developments (especially when considering court proceedings) are very time sensitive.
Hence, it is questionablewhether “older” research papers and the discussed issues are not
already obsolete. This is especially noticeable for the review ofGerman legal framework,
where many of the published commentaries and proceedings concerned issues with the
Interstate Broadcasting Treaty, whichwill be replaced in the second half of 2020with the
Interstate Media Treaty and, hopefully, most of the discussed problems for live stream-
ers will be resolved. Another limitation could be the language of the analyzed papers,
since there are many live streaming services in China and, potentially, many research
papers on live streaming in Chinese. Furthermore, the choice of the search query as well
as the three databases could have potentially restricted the number of retrieved studies.
In the future research more focus should be set to current laws and court proceedings,
e.g., in form of a comparative analysis. Furthermore, this legal review only focused on
Germany. In the future other countries, or the general legal framework in the EU, should
be considered.
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Abstract. While some polarization is potentially beneficial for democracy, hyper-
polarization can lead to political gridlock, tribalism, and even physical violence.
Given the gravity of these concerns, we use data from 1,424 residents of Virginia,
USA to investigate if media exposure is related to polarization. We explore if
getting news from traditional media (e.g. television, radio, newspapers) or social
media (e.g. Facebook, Twitter, news aggregators) predicts the likelihood of being
polarized. Results reveal stark differences between liberals and conservatives.
Polarized conservatives use radio talk shows and television for their news while
polarized liberals are likely to get their news from newspapers, television, and
various social media outlets. We then investigate if polarization influences social
capital. We find that polarized conservatives express low levels of bridging capital
while polarized liberals are more likely to express high levels of bonding capital.
Media consumption also influences bridging and bonding capital. We also find
that while being polarized does not predict civic engagement, media consumption
does. We consider these results disturbing. At least among the political extremes,
conservatives and liberals are informed by different sources. This lack of a shared
information results in competingworldviewswhile providing little opportunity for
finding common ground. This combination of high bonding, low bridging capital
can explain the recent increase in “lethal partisanship” where groups not only
disagree but also accept or even wish harm to their political opponents.

Keywords: Polarization · Social media · News sources · Social capital

1 Introduction

A group of foreign policy opinion leaders from government, think tanks, academia, the
media, business, religious organizations, and NGOs cited political polarization as the
most critical threat to the national security of the United States [1]. These experts fear
that polarization is eroding the nation’s international standing and weakening its ability
to lead efforts to confront global challenges. While some polarization is potentially
beneficial for democracy, hyper-polarization often leads to political gridlock, tribalism,
and the erosion of social capital. Polarization, so it is argued, rips at the fabric of society
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and leads to a culture war, and hyper-polarization can result in social destabilization,
civil unrest, and even physical violence.

Given the gravity of these concerns, it is important for us to askwhat potentially leads
to polarization. This research is designed to address this question by examining the rela-
tionship betweenmedia use and polarization and the relationship between political polar-
ization and various forms of social capital. We begin by briefly considering polarization
and its threats in the United States and cross-nationally. We then briefly review the rela-
tionship between media consumption and polarization, noting the potential role of “filter
bubbles” or “echo chambers.” We then discuss the theoretical link between polarization
and social capital. After this discussion, we use data from 1,424 residents of Virginia,
USA to investigate if media exposure increases polarization. Specifically, we explore if
getting news from traditional media sources (e.g. television, radio, newspapers) or social
media sources (e.g. Facebook, Twitter, news aggregators) influences the likelihood of
being polarized. We then turn to an analysis of the relationship between polarization
and various forms of social capital and conclude by considering the implications of our
research.

2 Literature Review

2.1 Polarization: Its Threats and Trends

Polarization is “a process whereby the normal multiplicity of differences in a society
increasingly align along a single dimension, cross-cutting differences become instead
reinforcing, and people increasingly perceive and describe politics and society in terms
of “Us” versus “Them” [2]”. Even in cases where the extent of polarization is not
extreme, it can lead to political gridlock [3, 4]. Taken to its extremes, polarization can
lead to “lethal partisanship” where those on opposing sides rationalize harming their
opponents, feel less restrained about harming their opponents, and feel less sympathy
when their opponents are harmed or killed [5].

Noting the dangers of hyper-polarization, sociologists have worried about and
tracked trends in polarization for some time [6–8]. The evidence suggests that polar-
ization is increasing rather dramatically in the United States. For example, according to
the Pew Research Center’s tracking of the values of the American public since 1994,
political values are becomingmore ideologically consistent andmore strongly associated
with partisanship. Overall, across 10 measures tracked by Pew, the average partisan gap
increased from 15% points to 36% points between 1994 and 2017 [9]. Moreover, unlike
in the past when political gaps were mostly based on education, religious attendance,
gender, or race, the largest gap in values is now between political parties [9].

This hyper-polarization is occurring not only in the United States, but it is also
evident in many nations. The rise of the hyper-nationalist Law and Justice (PiS) party
in Poland reflects how Poland is now one of the most polarized societies in Europe [10,
11]. Similarly, the far-left Syriza party’s victory in Greece, the rise of Podemos in Spain,
and the increasing shift toward rightwing politics in Austria, Germany, and the Czech
Republic all demonstrate the growing levels of polarization in these nations [11–13]. The
support for Brexit in England and the strong electoral performance of Le Pen’s far-right
National Front in France, like the election of Donald Trump in the United States, also
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reveal the rise of partisan populism and the polarization related to such populism [13].
Similar trends in political polarization have also been observed in Latin America, South
Asia, and East Asia [14–17]. In short, polarization appears to be increasing around the
globe.

2.2 Polarization and the Media

With respect to the relationship between media consumption and polarization, popular
wisdom, mainstream media, and numerous scholars argue that social networking sites
(SNS) such as Facebook and Twitter and online media sources such as news aggregators
are driving polarization [18–21]. The 2016 U.S. elections and the use of bots to spread
“fake news” and incite cultural debates are oft cited examples. Similarly, the rise of
online “echo-chambers” or “filter bubbles” are also considered mechanisms by which
social media contributes to polarization. The personalization of SNS refines users’ pro-
files to narrow the range of information they see, thereby reflecting their ideology and
interests. The result of this personalization shrinks users’ social networks and exposure
to competing information and alternative worldviews [18, 22, 23]. As this occurs, users
develop online connections with likeminded people because people’s friendship net-
works tend to include those with similar habits, lifestyles, and cultural worldviews [24,
25]. This limiting of one’s online networks to include mostly those who share similar
political views can lead people to believe their views are more widely held than they
actually are and to discount those who disagree with them as being “out of touch” with
what their network comes to know as “the truth” [22, 23].

There is evidence that suggests such echo chambers or filter bubbles do contribute
to polarization [19–21, 26, 27]. For example, Bail and his colleagues [19] conducted a
field experiment where participants followed bots that retweetedmessages from political
leaders and elected officials who held opposing political views. They found conservative
participants became more conservative after following liberal bots, although the effect
was not significant for liberal participants. Similarly, evidence suggests the network of
political retweets are highly partisan and exhibit extremely limited connectivity between
liberal- and conservative-leaning users [21]. In a different yet related line of research,
Hong and Kim [20] found strong polarization when they analyzed the Twitter readership
of members of the U.S. House of Representatives.

Although there is evidence that suggests social media can contribute to political
polarization, an alternative “crosscutting interactions perspective” [19] argues that the
openness of the Internet and social media allows for a variety of different opinions
to be accessed and considered. As such, the use of SNS would not necessarily lead
to polarization, and, in fact, could potentially increase political tolerance by allowing
users to interact with and learn from those holding different political opinions. Because
social media platforms facilitate interactions among individuals with weak ties who
hold more politically heterogeneous perspectives than those in an individual’s primary
networks, SNS use can actually increase political moderation instead of extremism [19].
There is also evidence supporting this position [19, 28–30]. For example, using a panel
design to track the ideological composition of social media users’ online networks in
Germany, Spain, and theUnited States, Barberá, [29] foundmost social media users to be
embedded in ideologically diverse networks and this diversity was positively correlated
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with political moderation. It is also noteworthy that political polarization has increased
themost among the demographic groups who are least likely to use social media, thereby
calling into question the overall claim that frequent SNS use leads to polarization [30]. At
the least, this insight suggests that even if social media use is contributing to polarization,
something other than SNS use is also driving the heightened levels of polarization.

One such additional driver of polarization is the increased political bias found in
traditional formsofmedia such as newspapers and television news. Indeed, some scholars
argue that these sources of media may have a far greater effect than social media on
polarization [31–33]. Although most empirical findings consistently suggest that large,
traditional media outlets in the United States express politically centrist views, some
talk radio shows and cable news channels offer more ideologically extreme political
opinions and presentations of news [33–35]. This finding can help account for increasing
polarization among those groups who are not avid social media users. For example,
Morris [32] finds that the network news audience is increasingly older Americans, and
that the Fox News and CNN audiences are becoming increasingly polarized.

Consequently, there is evidence that both traditional and newer forms of media can
contribute to polarization. Yet, polarization may not be as problematic as some suggest.
Although hyper-polarization can lead to gridlock and even lethal partisanship, it can
also simplify choices for voters [2] and stimulate political participation [2, 32, 36, 37].
Thus, it is necessary to consider when polarization moves from being socially healthy to
socially dangerous. To help assess the possible dangers of polarization, we now consider
the relationship between polarization and social capital.

2.3 Polarization and Social Capital

Polarization can potentially be dangerous because it can influence social capital in
socially unhealthy ways. Social capital consists of networks where those interacting
share norms of reciprocity and trust that facilitate cooperation [38]. Researchers have
identified two distinct forms of social capital: bonding capital and bridging capital [38,
39]. Bonding capital is the trust of specific others, such as friends, co-workers, and
neighbors. Conversely, bridging capital extends beyond one’s immediate social circles
to others with whom one has no direct ties or few personal connections. Bonding capital
is personal, requires intimate contacts, and holds people together in groups. It is the
“social glue” that keeps a community together, and it is similar to what Granovetter
calls “strong ties.” Conversely, bridging capital connects people across diverse groups
and is similar to Granovetter’s “weak ties” [40, 41]. In addition, civic engagement is a
fundamental dimension of social capital as it is how communities accomplish important
goals [39].

The language of social capital theory can help explain polarization and its potential
threats to society. In short, polarization occurs when groups with high levels of bond-
ing capital are not connected to each other through bridging capital. A tightly bonded
yet unbridged group tends to become increasingly insular and disconnected from other
groups. As this occurs, it becomes more homogeneous, and homogeneity in interactions
tend to sustain consistency and definiteness in one’s orientation and worldview [42–45].
Moreover, as relations with other groups become less frequent, inter-group differences
and feelings of distrust increase. In short, research from a variety of settings shows that
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involvement in like-minded groups amplifies the ideological tendencies of the group,
diminishes opinion diversity, and creates greater distance between ideological oppo-
nents. Conversely, as Allport’s [46] contact theory suggests when multiple groups who
hold diverse worldviews and have access to varied forms of information are connected,
distinctions between the groups become increasingly blurred. That is, the intra-group
consistency and definiteness of values decreases while inter-group differences decrease
[43, 44, 46, 47]. Thus, polarization occurs when strongly bonded groups lack bridging
capital; it lessens when clustered networks are linked through bridging capital or “weak
ties.” Moreover, as a process, as interactions become less frequent between groups and
intra-group homogeneity increases, the mistrust that typically develops between groups
can destroy any bridging capital that did exist and limit the creation of new bridges
that could link the groups. Thus, the process can create a feedback loop that leads to
hyper-polarization.

The potential dangers associated with groups being highly bonded yet unconnected
to others in the dominant social order is evident in literature on gangs, organized crime
syndicates, terrorist organizations, and studies of genocide [48–50]. Not only do such
conditions lead to “othering” and “lethal partisanship” known to be correlated with
violence towards one’s rivals, but these conditions also reduce the ability to findmutually
acceptable resolutions to conflicts [51]. Thus, polarization becomes dangerous not when
groups disagree; it is dangerous when groups disagree but do not interact!

Media consumption can affect both bonding and bridging capital.While non-partisan
media would likely promote bridging capital among groups by creating common sym-
bols that link them, media that celebrates in-group similarities while simultaneously
highlighting out-group differences would likely promote high levels of bonding capital
within various groups while decreasing bridging capital among them. Given that highly
bonded, clustered networks that lack bridging capital are difficult to integrate into larger
social discussions [41, 42], if opposing groups consume different media that present
radically different versions of events, they are likely to become increasingly internally
bonded but externally disconnected. This combination of high-bonding/low-bridging
capital can further fuel polarization. If this polarization process remains unchecked and
becomes extreme, it can lead to “lethal partisanship” [5], which can be a highly volatile
and dangerous situation [23].

Given the above discussion, we ask: (1) Does exposure to traditional media sources
or social media predict political polarization, and (2) Do political polarization andmedia
consumption predict levels of social capital? We now turn to our analyses.
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3 Methods

We begin by using a binomial logistic regression analysis to predict if respondents are
political polarized liberally or conservatively. We then investigate if polarization and
media consumption predicts levels of bonding and bridging capital. We then regress
political participation on political polarization and media consumption.

3.1 Sample

Our analyses are conducted on a sample of 1,424 adult residents of the Commonwealth
of Virginia, USA. Data were collected using an online survey between March 7 and
March 16, 2019. The sample was selected from demographically balanced panels of
potential respondents who had previously volunteered to participate in research surveys.
Dynata, the world’s largest first-party data platform, administers the panels, and they
recruit potential participants through a number of permission-based techniques, includ-
ing random digit dialing and banner ads. Dynata sent email invitations to a sample of
panel members stratified to reflect the adult population of Virginia, and the sample is
within the expected margin of error in terms of important demographic characteristics
such as race, ethnicity, and gender.

The sample was collected as part of a project funded by the National Science Foun-
dation. This study was designed in part to analyze social media use, and these data are
to supplement those data once they are collected. As such, the survey was limited to
residents living in the three largest metropolitan statistical areas in Virginia (Greater
Washington, Hampton Roads, and Richmond statistical areas). Over 80% of the Com-
monwealth’s population live in these areas; however, this sampling strategy restricts our
analysis to those living in larger urbanized areas and therefore is a limitation of our
research.

3.2 Measures

Political Polarization. We use PewResearch Center’s measure of political polarization
[9]. Respondents indicate which statement comes the closest to their view on a series of
political issues. These items are presented in Table 1. Responses in the left column are
considered “conservative,” and those in the right columnare “liberal.”Thepresentationof
these positions to respondents is randomized. To construct the measures of polarization,
responses are coded as −1 if the liberal response is selected and +1 if the conservative
response is selected, and the ten items are summed. Respondents who answer liberally
to seven or more items (e.g. sum < −7) are coded as “polarized liberal.” Respondents
who answer conservatively to seven of more items conservatively (e.g. sum > 7) are
coded as “polarized conservative.”



Social Media Use, Political Polarization, and Social Capital 249

Table 1. PEW political polarization questions.

Which statement comes the closest to your view?

Government is almost always wasteful and
inefficient

OR Government often does a better job than
people give it credit for

Stricter environmental laws and regulations
cost too many jobs and hurt the economy

OR Stricter environmental laws and regulations
are worth the cost

Homosexuality should be discouraged by
society

OR Homosexuality should be accepted by
society

Government regulation of business usually
does more harm than good

OR Government regulation of business is
necessary to protect the public interest

Poor people today have it easy because they
can get government benefits without doing
anything in return

OR Poor people have hard lives because
government benefits don’t go far enough to
help them live decently

The government today can’t afford to do
much more to help the needy

OR The government should do more to help
needy Americans, even if it means going
deeper into debt

Blacks who can’t get ahead in this country
are mostly responsible for their own
condition

OR Racial discrimination is the main reason
why many black people can’t get ahead
these days

Immigrants today are a burden on our
country because they take our jobs, housing
and health care

OR Immigrants today strengthen our country
because of their hard work and talents

The best way to ensure peace is through
military strength

OR Good diplomacy is the best way to ensure
peace

Media Use. Respondents were asked fromwhat media sources they got news during the
week prior to completing the survey. The sources available for them to select included
television, the Internet, the radio, or print, and they could select from none of these to all
of these. Depending on the respondent’s selected options, she or he was then asked to
specify specific sources within the general media type. Thus, those who indicated they
received news from the television were asked to specify from which station or stations
they received news, those who specified the radio were asked to identify the type of radio
broadcast, etc.

The television stations that could be selected included the major television news sta-
tions available in the U.S. (FOX, CNN, ABC, NBC, CBS, PBS, BBC), the respondent’s
local news station, and the possibility of some other television station. Each of thesewere
coded as 0 (did not receive news from this station) or 1 (received news from this station).
A similar strategy was used for radio, print, and Internet sources. The possible choices
for radio included a talk show, a news show, or a radio station that is mostly devoted
to music or sports but includes news segments. Print choices included the respondent’s
local newspaper, the NewYork Times, theWashington Post, USA Today, theWall Street
Journal, the National Inquirer, and a news weekly such as Time or Newsweek. Internet
sources included a news aggregator such as Google News or Smart News; news websites
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such as MSN, CNN, or Fox; Facebook; Twitter; YouTube or a similar service; Reddit;
or some other Internet source.

Social Capital. We include measures of bridging and bonding capital, and we operate
in the tradition ofmeasuring social capital as various forms of trust [52].Bridging capital
is measured with a single item. Respondents were asked, “Generally speaking, would
you say that most people can be trusted or that you can’t be too careful in dealing with
people,” and the response “you can’t be too careful” was coded as 0 and the response
“people can be trusted” was coded as 1. Bonding capital was measured with an index
of four, four-point Likert items that asked about the level of trust respondents had for
people in their neighborhood, the police in their neighborhood, people work in the stores
where you shop, and people who are of a similar race to you. Responses ranged from
(1) trust not at all to (4) trust a lot. The index had a Cronbach’s alpha of .808. Civic
engagement was measured using an indicator of eight items asking if respondents did
any of the following: worked on a community project; attended a public meeting to
discuss town affairs; attended a political meeting or rally; participated in a political
group; participated in demonstrations, boycotts, or marches; participated in a charity;
participated in a religious group; and participated in a club or organization unrelated to
their work. Responses for each item were coded as 0 or 1. The index had a Cronbach’s
alpha of .775.

Control Variables. We also control for a number of factors known to be correlated with
political involvement, social capital, and media use. Age was measured continuously.
Incomewasmeasured as an ordinal variablewithfive categories (under $30,000; between
$30,000 and $50,000; between $50,000 and $75,000; between $75,000 and $100,000;
and over $100,000). Education was measured with the question “what was the highest
grade of school or year of college you have completed,” and responses ranged from less
than high school to a graduate or professional degree. Religiosity was measured using a
5-point Likert scale asking how frequently the respondent attended religious services (1
= never, 5 = every week or more). Respondents were also asked, “How much do you
enjoy talking about government and politics with friends and family.” This item was a
4-point Likert scale ranging from 1 “not at all” to 4 “a lot.” We also included indicator
variables for sex (male = 1), race (white = 1), and citizenship status (citizen = 1).

4 Results

Univariate statistics for all variables used in the analysis are reported in the appendix.
Due to space considerations, traditional media sources that were unrelated to any form
of polarization or social capital are excluded from the analyses, but we retain all of the
measured social media sources because of theoretic interests. Comparisons of the more
parsimonious models and the full models confirm that eliminating these variables from
the model did not result in any substantive changes to the results. As such, only the
trimmed models are presented. Complete results of all analyses that include all media
sources are available from the corresponding author.
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4.1 Polarization

We begin with two logistic regression models predicting if respondents are polarized lib-
erally or conservatively. We are interested in the relationship between the use of various
forms of media to receive news and polarization, and we investigate these relationships
while controlling for factors known to be related to political engagement because those
interested in politics are more likely to be politically polarized [2]. The results of these
models are presented in Table 2.

Table 2. Logistic regression of liberal and conservative polarization on media use

Polarized liberally Polarized conservatively

B S. E. Odds ratio B S.E. Odds ratio

News from CNN .453 .161 1.57 −1.339 .335 0.26

News from FOX −1.61 .209 0.20 1.414 .221 4.11

News from BBC .171 .246 1.19 −.109 .400 0.89

Local TV news −.069 .176 0.93 −.181 .268 0.83

Radio talk show news −.337 .228 0.71 1.046 .251 2.85

Local paper news −.176 .175 0.83 .046 .253 1.05

New York Times .671 .242 1.96 −.686 .661 0.50

Washington Post .821 .177 2.27 −1.033 .359 0.36

A news aggregator .354 .155 1.43 .017 .249 1.02

Netnews (e.g. MSN) .106 .146 1.11 −.160 .232 0.85

News from Facebook −.544 .188 0.58 −.040 .279 0.96

News from Youtube −.490 .280 0.61 −.121 .524 0.89

News from Twitter −.010 .259 0.99 −.259 .457 0.77

News from Reddit .899 .318 2.46 −1.467 1.091 0.23

White −.194 .168 0.82 1.057 .337 2.88

U.S. Citizen .132 .438 1.14 1.27 1.13 3.56

Male −.614 .146 0.54 .604 .229 1.83

Religiosity −.082 .038 0.92 .269 .057 1.31

Education .213 .056 1.24 −.179 .086 0.84

Enjoy politics .279 .077 1.32 .566 .123 1.76

Income (in $10,000 s) −.002 .021 1.00 .089 .033 1.09

Age .001 .005 1.00 .008 .007 1.01

Constant −2.32 .527 0.10 −7.65 1.29 .0004

−2 Log Likelihood 1365.9 639.2

Nagelkerke R2 .264 .319

Bolded = p < .05
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As seen in Table 2 for the liberally polarized model, those who get their news from
CNN are 57% more likely to be liberally polarized (odds ratio= 1.57), while those who
watch FOX news are five times less likely to be liberally polarized (OR = 0.20). There
are also strong relationships between getting one’s news from the New York Times (OR
= 1.96) and the Washington Post (OR = 2.27) and being liberally polarized. In terms
of social media sources, those who are liberally polarized are more likely to get their
news from a news aggregator (OR = 1.43) and Reddit (OR = 2.46), but they are less
likely to get news from Facebook (OR = .58) or YouTube (OR = .61). A number of
other variables are related to being liberally polarized as expected. For example, males
and the more religious are less likely to be liberally polarized. Conversely, education
and liking politics are positively related to liberal polarization. Race, age, income and
citizenship status were not particularly strong predictors of liberal polarization.

Looking at the model for polarized conservatives, it is clear that they tend to get news
from FOX (OR= 4.11) and radio talk shows (OR= 2.85), and they are very unlikely to
get their news from CNN (OR= 0.26) or theWashington Post (OR= 0.36). None of the
social media sources are good predictors of being conservatively polarized, although all
of the effects except for a news aggregator (which is virtually no effect) indicate polarized
conservatives do not use these as news sources. For example, the odds ratio for Reddit,
while not statistically significant by conventional standards, is nevertheless noteworthy
(OR = .23). The other variables in the model are related to conservative polarization as
expected with Whites, males, the religious, those with higher incomes, and those who
enjoy politics being more likely to be polarized in a conservative manner. U.S. citizens
are also more likely to be polarized conservatively, although the effect is not significant
by conventional standards, the odds ratio of 3.56 is noteworthy. One likely reason that
the effect did not achieve statistical significance is because approximately 96% of the
sample were U.S. citizens. Education is inversely related to conservative polarization.

4.2 Social Capital

Turning to the question of whether media consumption and polarization influence social
capital, we first conduct a logistic regression on generalized trust, which is our mea-
sure of bridging capital. We then conduct two ordinary least squares regressions. The
first investigates the relationship between bonding capital, polarization, and media use.
The second model regresses civic engagement on our polarization, media, and control
variables. The results are presented in Table 3.

We see in Table 3 that those who are polarized conservatively tend to express lower
levels of bridging capital (OR = 0.63) while those who are polarized liberally report
higher levels of bridging capital (OR= 1.25), although the latter effect is not statistically
significant using conventional standards. In terms of media effects, the only traditional
media source that is a significant predictor of bridging capital is receiving news from
a local T.V. station (OR = 0.67). Social media sources, however, do appear to be good
predictors of bridging capital. Those who receive news from a news aggregator are 39%
more likely to express high levels of bridging capital (OR= 1.39), but those who receive
news from Facebook (OR= 0.74) and Reddit (OR= 0.31) are more likely to report low
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levels of bridging capital. Whites, males, the religious, those with more education, and
those who enjoy discussing politics all express higher levels of bridging capital than do
their counterparts.

Table 3. Logistic regression of bridging capital on polarization and media use

Bridging capital

B S. E. Odds ratio

Polarized Liberal .219 .143 1.25

Polarized Conservative −.460 .217 0.63

News from CNN .172 .140 1.19

News from FOX −.063 .137 0.94

BBC News −.183 .207 0.83

Local TV news −.408 .147 0.67

Radio talk show news −.218 .177 0.80

Local paper news .099 .143 1.10

New York Times .095 .230 1.10

Washington Post .203 .160 1.23

A news aggregator .330 .135 1.39

Netnews (e.g. MSN) −.167 .124 0.85

News from Facebook −.295 .151 0.74

News from Youtube .306 .227 1.36

News from Twitter −.174 .226 0.84

News from Reddit −1.177 .352 0.31

White .698 .149 2.01

U.S. Citizen −.447 .359 0.64

Male .274 .121 1.32

Religiosity .106 .032 1.11

Education .108 .046 1.12

Enjoy politics .327 .065 1.39

Income (in $10,000 s) .026 .017 1.03

Age .002 .004 1.00

Constant −2.33 .440 0.10

−2 Log Likelihood 1800.5

Nagelkerke R2 .146

Bolded = p < .05
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Table 4 reports the OLS regression results for both bonding capital and civic
engagement. Being polarized liberally is associated with elevated levels of bonding cap-
ital (b= .362) while being polarized conservatively is largely unrelated to bonding cap-
ital (b = −.013). In terms of media effects, getting news from a local paper (b = .500)
and YouTube (b = .502) are positively related to bonding capital, while getting news

Table 4. Regression of bonding capital and civic engagement on polarization and media use

Bonding capital Civic engagement

B S. E. T Beta B S. E. T Beta

Polarized left .362 .143 2.52 .065 −.011 .131 −0.09 −.002

Polarized right −.013 .217 −.059 −.001 −.173 .198 −0.87 −.022

CNN .148 .139 1.06 .027 −.022 .128 −0.17 −.004

FOX .135 .136 0.99 .025 .028 .125 0.22 .006

BBC News −.276 .209 −1.32 −.033 .484 .191 2.54 .063

Local TV news .100 .144 0.69 .017 −.085 .132 −0.65 −.016

Radio talk show −.100 .176 −0.57 −.014 .239 .160 1.49 .036

Local paper .500 .145 3.45 .089 .349 .132 2.63 .068

New York Times −.152 .233 −0.65 −.017 .327 .212 1.53 .040

Washington Post .109 .164 0.69 .019 .484 .150 3.22 .090

News aggregator .185 .135 1.37 .034 .243 .123 1.98 .049

Net News −.026 .124 −0.23 −.005 −.132 .113 −1.17 −.029

Facebook .145 .146 0.99 .024 .218 .133 1.63 .040

Youtube .502 .221 2.27 .057 .294 .203 1.45 .037

Twitter .130 .215 0.61 .015 .238 .197 1.21 .030

Reddit −.610 .296 −2.06 −.052 −.108 .267 −0.40 −.010

White 1.213 .142 8.53 .225 −.034 .130 −0.26 −.007

U.S. Citizen −.632 .360 −1.76 −.042 −.144 .325 −0.44 −.011

Male −.256 .120 −2.14 −.053 .145 .109 1.32 .033

Religiosity .164 .031 5.26 .128 .388 .029 13.58 .333

Education .078 .046 1.68 .046 .097 .042 2.30 .064

Enjoy politics .254 .064 3.97 .098 .459 .059 7.83 .194

Income .054 .017 3.14 .086 −.001 .016 −0.09 −.002

Age .029 .004 7.14 .213 −.022 .004 −5.83 −.175

Constant 8.629 .433 19.93 … 2.36 .393 6.01 …

F = 17.53
R2 = .227

F = 18.52
R2 = .241

Bolded = p < .05
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from Reddit (b = −.610) is inversely related to bonding capital. Whites, the religious,
the more educated, those who are older and with higher incomes, and those who enjoy
discussing politics all express higher levels of bonding capital. Males and U.S. citizens
express lower levels of bonding capital.

In terms of civic engagement, polarization appears to be unrelated to civic engage-
ment. However, getting the news from the BBC (b = .484), the local newspaper (b =
.349), theWashington Post (b= .484), and a news aggregator (b= .243) are all positively
related to civic engagement. Religiosity, education, enjoying politics are also positively
related to civic engagement, while age is inversely related to civic engagement. Although
no other variable achieves statistical significance using traditional values, it is notable
that the standardized coefficients for the New York Times, Facebook, and YouTube
(Betas = .04, .04, and .037, respectively) suggest these have a similar relationship with
civic engagement as does news aggregator (beta = .049).

5 Discussion

Numerous commentators havenotedhowpolitical polarization is increasing in theUnited
States and other Western democracies. Polarization, so it is argued, rips at the fabric
of society and leads to a culture war, and hyper-polarization can potentially lead to
social unrest and physical violence. Popular wisdom, mainstream media, and numerous
scholars argue that social networking sites such as Facebook and Twitter are driving
polarization, as these allow partisan opinions and “fake news” to spread rapidly and
incite intensely polarized cultural debates. Similarly, the rise of online “echo chambers”
are also considered mechanisms by which social media contributes to polarization. Yet,
others find political bias in more traditional forms of media are problematic and may
even have a greater effect than social media on polarization. We aimed to investigate
these claims and add to the discussion by further investigating the relationship between
polarization, media use, and social capital.

Our results revealed stark differences between liberally polarized and conservatively
polarized respondents in terms of their news consumption. Polarized conservatives got
their news from radio talk shows and FOX News while avoiding newspapers and televi-
sion news perceived to be liberal (e.g. CNN). Interestingly, using social media for news
was unrelated to being polarized in a conservative direction. In contrast, while polarized
liberals were likely to get their news from newspapers and television (watching CNN
and avoiding FOX News), there were also significant social media effects. Specifically,
polarized liberals got news from Reddit and news aggregators and avoided getting news
from Facebook and YouTube or similar SNS sites.

Finding these media effects on polarization, we then investigated if polarization
influences various forms of social capital. We first analyzed the relationship between
polarization and generalized trust, which is often used as ameasure of “bridging capital.”
Here we found that polarized conservatives are less likely to trust people in general while
there was no relationship between being a polarized liberal and trusting others. We also
found that getting news from one’s local television station, Facebook, and Reddit was
associated with lower levels of expressed trust in others; however, receiving news from
a news aggregator was positively related to our measure of bridging capital. We also
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considered the relationship between polarization and trust among intimates or “bonding
capital.” In this case, polarized liberalsweremore likely to express high levels of bonding
capital while being a polarized conservative was unrelated to bonding capital. Receiving
news from one’s local paper or Youtube was positively related to bonding capital, while
getting news from Reddit was inversely related to bonding capital. Finally, we also
explored if polarization predicts civic engagement. Polarization appears to be unrelated
to civic engagement, but several media sources—including watching BBC, reading the
local paper or theWashington Post, and using a news aggregator—were positively related
to civic engagement.

Consequently, our first contribution to the literature concerns how various forms of
media may be contributing to polarization differently. Polarized conservatives appear to
get their news from traditional sources, and while polarized liberals also use traditional
news sources, they apparently supplement these sourceswith newer formsof newsmedia.
Thus, as for fear of social media creating a “filter bubble” or “echo-chamber” where an
individual’s ideas are echoed back to them by a personalized Internet experience limited
to thosewho share his or herworldviews, it appears that this ismore likely to behappening
among polarized liberals than polarized conservatives. Conversely, conservatives appear
to be living in a “FOX news bubble” and “conservative talk radio bubble” while actively
avoiding other forms of media often accused of being overly liberal. Thus, the digital
divide extends tomedia consumption: liberals are embracing new sources ofmediawhile
conservatives cling to traditional forms of media. Therefore, at least among the political
extremes, the divide between polarized conservatives and liberals results in opposing
groups who are informed by different sources. This lack of a shared information results
in competing worldviews while providing little opportunity for finding common ground.

We also find that polarization varies in its relationship with various forms of social
capital. While it may increase bonding capital for liberals, it may decrease bridging
capital for conservatives. We consider this finding particularly disturbing, as it appears
polarization may influence social capital in dangerous ways. While polarized liberals
appear to be becoming “tribal” in the sense that they express high levels of bonding
capital, polarized conservatives appear to be distrustful of those they do not know well.
While polarized “tribes” who are unconnected are problematic in that there are limited
avenues for pursuing dialogue among them, this becomes especially problematic when
we consider this in combination with of our findings that these groups are receiving
information from very different sources. Given research that suggests growing media
bias even in “mainstream”news [e.g. 33], it becomes increasingly likely that any dialogue
that occurs between these opposing groups is going to beginwith a different set of “facts”;
and, if we cannot agree on what the facts are, it is unlikely we will ever agree on how
facts should be interpreted. This combination of high bonding, low bridging capital
coupled with the lack of a common source of news can explain the recent increase in
lethal partisanship where groups not only disagree but also accept or even wish harm to
their political opponents [5].

With this said, we want to warn against becoming overly alarmist. First, we should
note that fully two-thirds of our sample were not politically polarized, and the non-
polarized are receiving news from a variety of traditional and newer forms of media.
Next, there is evidence that even among those who are polarized, people still interact
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with thosewho do not share their political views. Respondents were asked ifmost of their
close friends shared their views on government and politics, and while 54% of those who
were polarized said they did, 46% had close friends with differing views. More encour-
agingly, among those who were not polarized, 67% had friends with differing views.
Thus, at least for most people, we do have access to differing political perspectives, and
these perspectives are shared through traditional media and social media. Consequently,
while there may be cause for concern, those claiming we are so polarized that compro-
mise is impossible are likely overstating their case. Nevertheless, civil discourse would
undoubtedly benefit from more dialogue across the political divide.

6 Conclusion

While claims thatWestern democracies are too polarized to function adequately are likely
overly alarmist, there is evidence of a growing gulf between those who view the world
through a political liberal lens and thosewho view itmore conservatively. Themediamay
be contributing to this growing divide, but we cannot blame only new forms of media.
Although the personalized online experience may result in echo chambers, traditional
forms of media appear to be leading to bubbles for some on the right. Thus, finding a
way to bridge the information divide will be challenging, as humans have always tended
to sort themselves along political lines. Even those who warn against filter bubbles and
echo chambers [e.g. 22, 23] recognize this. Yet, it would behoove anyone interested
in preserving democracy to continue paying attention to polarization and the influence
media has on it because we find evidence that it is related to high levels of bonding
capital but low bridging capital, which history has shown can be extremely dangerous.
Finding ways to make social media achieve its promise of promoting the free-flow of
information to stimulate discussions across opposing political camps should continue
to be a goal of service providers, politicians, researchers, and the public at large. Our
democracies can only benefit from doing so.

Appendix: Univariate Statistics

N = 1424 Minimum Maximum Mean Standard deviation

Polarized liberal 0 1 0.25 0.44

Polarized conservative 0 1 0.09 0.28

Bridging capital 0 1 0.40 0.49

Bonding capital 4 16 12.4 2.42

Civic engagement 0 8 3.8 2.21

News from CNN 0 1 0.28 0.45

News from FOX 0 1 0.28 0.45

News from BBC 0 1 0.09 0.29

News from local station 0 1 0.22 0.42

(continued)
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(continued)

N = 1424 Minimum Maximum Mean Standard deviation

News from radio talk show 0 1 0.13 0.33

News from local paper 0 1 0.25 0.43

News from New York Times 0 1 0.08 0.27

News from Washington Post 0 1 0.21 0.41

News from news aggregator 0 1 0.26 0.44

News from net (e.g. MSN) 0 1 0.35 0.48

News from Facebook 0 1 0.21 0.41

News from YouTube 0 1 0.08 0.28

News from Twitter 0 1 0.09 0.28

News from Reddit 0 1 0.04 0.23

White 0 1 0.72 0.45

U.S. Citizen 0 1 0.96 0.16

Male 0 1 0.48 0.50

Religiosity 0 5 2.2 1.89

Education 1 6 4.1 1.45

Enjoy discussing politics 1 4 2.4 0.94

Income 20,000 125,000 83,805 38,484

Age 18 90 52.02 17.74
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Abstract. Although social networking sites (SNS) offer functionalities for large-
scale online research, user behavior and, in particular, scale and factors of their
dropout from SNS-administered research have hardly been studied. In this paper
we present an SNS-based experiment and survey tool and report the results of our
investigation of user dropout from a research that uses this tool. This research is a
pilot stage of a cross-country comparative study of political fake news recognition.
At this stage Facebook and Vkontakte users from Russia have been recruited via
SNS ad managing systems, asked to evaluate the truthfulness of the displayed
news items and to answer a number of questions. We find that although we had
to perform thousands of ad displays, among those who clicked the ad dropout
rate was 60 and 65% in Vkontakte and Facebook respectively. 1,816 complete
questionnaires were collected within a few days. More educated respondents,
people living in or nearmegalopolises and thosewho agreed to grant access to their
Vkontakte account data were significantly more inclined to complete the survey,
but the major predictor of dropout was high individual speed – an indicator of low
interest. Neither device type (mobile vs desktop) nor the number of questions per
screen (one vs two) affected dropout. The number of leavers declined from the
first to the last screens of our tool, but transition from the experiment to the survey
and demographic questions produced clear peaks in the dropout curve.

Keywords: Online experiment · Online survey · Factors of dropout · Social
media

1 Introduction

Proliferating social networking sites (SNS) open great opportunities for academic sur-
veys and experiments in social sciences. SNS ad managing services allow for control
of sample parameters, while the advertised data collection applications may employ a
variety of experimental designs and gamification techniques. Thus, web-based research
allows combining the collection of experimental data, self-reported data, and observa-
tional data from user accounts. However, they are also not free from the typical prob-
lems faced by researchers in “paper-and-pencil” surveys and laboratory experiments.
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One of the most important tasks in online research (similar to offline non-response rate
reduction) is dropout prevention.

Dropout is a respondent’s premature termination of a survey session. Dropout rate
is the share of respondents who started the questionnaire but abandoned it on different
stages of completing, among all respondents [1].

The complete (unit nonresponse) or partial (item nonresponse) loss of data due to
respondent’s refusal to participate seems prominent methodological issue causing the
nonresponse errors, i.e. respondents being significantly different from nonrespondents
[2]. This, in turn, poses a threat for the reliability and generalizability of results gained
via Web-based surveys.

The comparison of dropout values in offline and online research reveals the higher
rates among the latter: it varies from 15% to 80% depending on the recruiting method in
web-based studies in contrast to 5% termination rate in face to face or telephone surveys
[3].

Such striking contrast in dropout rates can be explained by the lack of communication
between researchers and respondents in online settings and, therefore, limited ability to
establish the rapport, provide real time feedback to respondents’ actions and increase
participants’ loyalty by all other means available in a classical laboratory setting.

Two separate strategies (or their combination) are usually implemented by
researchers for reducing the dropout in web-based studies. The first one aims at increas-
ing the motivation of respondent to participate by proposing incentives and awards, such
as money or new knowledge. The empirical evidence on the effect of monetary rewards
on both dropout and data quality is inconclusive [4–7] while the non-monetary motiva-
tion, such as interest in research topic, seem to lead to lower incidents of respondents
leaving the study [8].

The second strategy impliesmanipulation of the features of theweb-based tool so that
to increase its usability and convenience for a respondent. Interface structure and design
[1, 2, 9, 10], tool’s stability across different platforms and devices [11]; questionnaire
features, such as its length [3], type of questions [8, 12], their order, including the request
of personal information in the beginning [7]; the way the questions are displayed on the
screen [3, 5, 13] – all have been reported as substantial factors of dropout in web-based
research.

Decision field theory [14] provides the perspective for explaining the survey behavior
by combining these two strategies. The decision to continue or to abort a survey session
depends on the ratio between the strength of factors increasing or decreasing respondent’s
motivation.

Research on dropout factors is of special importance for politically sensitive research
topics, such as our experiment on fake political news recognition which also offers a
number of sensitive political questions. This goal, first, is a competing task with ethical
data collection based on informed consent, second, it contradicts the goal of research
thoroughness, and third, it can stumble into dropout factors that are dramatically different
from what researchers know from their offline experience.
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1.1 Objectives

In this study, we investigate respondents’ behavior in a self-administered online experi-
ment on recognition of political fake news. First, we compare the dynamics of dropout in
two large SNSs – Facebook and Vkontakte – most popular in the studied country (Rus-
sia). Second, we examine what are some of the factors that may affect users’ decision
to leave the experiment. The first important group of factors addressed in the study is
the properties of respondents, such as socio-demographic features, privacy preferences
or perception of personal performance during the experiment. The other group is the
effects of web interface, which includes screen type and the number of questions per
screen among others. This study is a pilot stage of our future comparative cross-country
research on factors of fake news recognition.

2 Research Design

In this section we briefly describe the design of our future research on fake news whose
instrument we are testing in this paper and the approach to its testing. The goal of the
future research is to experimentally find out factors influencing Facebook and Vkon-
takte users’ ability to recognize fake news in a situation with or without international
tensions. The research is supposed to be carried in three countries: Russia, Kazakhstan
and Ukraine. Both in the future research and in the current pilot research we employ
2 × 2 × 2 experimental design in which each SNS user receives eight news randomly
retrieved from our database with varying truthfulness (true/false), news source (from
user’s country/from the country covered in the news) and news frame (dominant/ alter-
native). A user then receives two questions on whether he/she has checked any of the
news or has seen any of them before, six demographic questions, three questions on
news consumption, three questions on generalized trust, four questions on conspiracy
thinking, and three on political interest and attitudes (5-point Likert scales). Questions
are organized in 14 screens, 1–2 questions per screen. They are followed by the user’s
score, a half-serious comment on her/his fake-detection abilities and an offer to learn
correct answers after the end of the experiment. For Vkontakte users, the instrument is
presented as an application that also requests the data from user accounts, namely friend
lists and group lists (not required for participation). For Facebook users, it is presented
as a stand-alone website that does not collect any account data (due to restrictions of
Facebook). Since Vkontakte is muchmore popular than FB in Russia and in Kazakhstan,
but not in Ukraine, one of the goals of our instrument testing is to compare dropout in
both social networks. It is also important to understand that VK terms of use allow third
parties to download certain user data from accounts not protected by privacy settings
without special requests. These data may include gender, age, city, views and interests
and any other data from the “about” section that the user chooses not to hide. These data
are also used in this research.

Instrument testing began from technical tests by the Lab members who revealed
several dozens of bugs and glitches; at this stage we also refused from any screens
that involved scrolling since it obviously irritated all participants, and from drop-out
menus since they obviously incentivized participants to choose the first option. An earlier
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offline pre-test on 100 students that compared convenience of scales and binary questions
revealed no significant difference, which is why we opted for scales as more informative
options.

In the present research we defined our populations as all FB and VK users from
Russia, which is why we randomly targeted these groups in both networks using respec-
tive ad management systems. As we estimate our final VK sample size in Russia as 3–5
thousands, we took 400 (approx. 10%) as the target size for our pilot research, and the
size of FB sample twice as small, according to its smaller penetration in Russia. After
having collected half of both samples we analyzed the results and permuted the order of
one of the questions in each of the instrument versions to test two additional hypotheses
that emerged after the interim data analysis. All the pilot experiments were carried out
in October–December 2019.

3 Assumptions and Hypotheses

In this study we test several statistical hypotheses, as well as a series of less rigorously
formulated assumptions that are nonetheless important for calibrating our instrument.
In formulating them, we based on the literature on survey non-response and dropout, on
user churn in gaming and human-computer interaction. We begin with the description
of two most general expectations.

First, we expect that the pattern of dropout in our study will be similar to those
detected in previous works on churn dynamic [3]. The power-law distributed curve with
only a small loyal minority of “survivors” is typical for both online game and app users
[15, 16] and is expected to be unavoidable. Therefore, fluctuations can be detected
correctly only against this general trend.

Second, since the online experiment as a method opens a wide range of opportunities
for increasing the response rate bymeans of interactive stimuli, gamification of a process,
presence of graphic elements in the design etc., we suppose that combination of an
experimental and a more standardized survey sections in one research may provoke a
dropout of the respondents. Thus, while mixing the entertaining experimental part with
the more standard survey-part (like in the present study), the highest number of dropouts
will occur at the moment of transition of a respondent from experimental to survey part.

More specifically, we focused around two lines of inquiry, the first relating to the
features of respondents and the second relating to the features of data gathering process.
While the second line obviously aims to reveal ways to improve our instrument, the first
one is aimed to uncover potential sample biases that should be taken into account during
the future research.

3.1 Respondents’ Features as a Factor of Dropout

Socio-demographic Factors. Age of a user might have a two-way impact on a person’s
behavior during online survey. On the one hand, the interaction with the online survey
application requires technical skills whichmay be less common among so-called “digital
immigrants” who encountered new digital technologies being middle-aged [17]. On the
other hand, as Galesic [3] has shown, older respondents are more cooperative, with the
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probability of dropout decreasing by around 1% with the each additional year of age.
Taking into account these two lines, we hypothesize that:

H1a: Dropout rate will increase with users’ age.
H1b: Dropout rate will decrease with users’ age.

Along with the age, gender differences in survey behavior may occur because of
differences in online behavior, such as frequency of SNS use [18], purposes of Inter-
net usage [19] and levels of online self-disclosure [20, 21]. In addition, some scholars
nominated women as more cooperative respondents [22] with higher levels of interest
in survey process [3]. In consistence with these findings, we expect that:

H2: Dropout rate will be higher among male than among female respondents.

Finally, following the argument of Galesic [3] that lower level of education might
lead to additional difficulties during surveys, we hypothesize that:

H3: Dropout rate will be higher among respondents with lower education.

Individual Performance as a Factor of Dropout. Respondent’s perception of her
own performance in an experimental task might be a crucial factor of attrition as it has
been shown to happen in case of online learning [23, 24] and in online game contexts
[16, 25]. Thus, we suppose that high individual speed of performance in the experiment
may serve as a proxy for the low level of difficulty and, consequently, for high level
of satisfaction that should incentivize a respondent to move further. At the same time,
high speed might also indicate low quality of answers that has been found to be related
to the lack of interest, while the latter, in turn, has been found to increase dropout [3].
Therefore:

H4a: The higher the personal speed the lower the probability of dropout.
H4b: The lower the personal speed the lower the probability of dropout.

Privacy and Online Activity as a Factor of Dropout. As functional complexity of
social media and its popularity grows, privacy issues are becoming increasingly salient.
Recruitment of respondents on social networking sites (SNSs) as the territories often
perceive as private, thus, may be hindered by users’ privacy concerns. In this context
requests for personal information, inherent to survey process, are additionally increasing
dropout rate [7, 26].

Considering the complex relationship between privacy concerns and the level of
online user self-disclosure [27], we aim at testing a range of hypotheses on how privacy-
related requests to the respondents along with the presence of sensitive questions in the
study, might affect respondents’ decisions to leave the online experiment. Therefore, we
expect that:

H5: Dropout rate will be higher among those who denied access to any of their data
(Vkontakte only).
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If this is the case and those who have given access are substantially different from
those who have not, this may result in serious sample biases. Therefore, it is important
to learn whether the second condition holds:

H6: Age (a), gender (b) and education (c) of users who have given access to their private
data will be significantly different from those who have not (Vkontakte only).

Next, we assume that respondents’ privacy-related anxiety might increase when
they are presented questions about their political views. In non-democratic regimes such
views are often perceived as threatening individuals’ security, in case their identity is
disclosed, while such disclosure may, in turn, be perceived as probable due to low trust
to social institutions.

H7: The two sensitive questions (a) on political loyalty towards the government and
(b) on political relations with a neighboring country will be skipped by the majority of
users.

Political Engagement. Since the topic of the experiment is highly politicized, politi-
cally engaged individuals might have more incentives to complete the questionnaire. In
non-democratic regimes grassroots political engagement is usually of contentious or even
protest nature. Since the levels of protest across Russia are very uneven, with Moscow
and St. Petersburg taking the lead [28], we expect regional differences in dropout:

H8a: Dropout rate among users from Moscow and Saint Petersburg will be significantly
lower than among users from other regions.
H8b: Dropout rate among users from Moscow, Moscow region, Saint Petersburg, or
Leningrad region will be significantly lower than users from other regions.

3.2 Features of Data Collection Tool as a Factor of Dropout

The second group of the investigated factors is patterns of the visual organization which
might affect the dropout rate of respondents [29].

SNS and Interface Type. In our research we had to employ different web interfaces
for different SNSs – an app for VK and a stand-alone website for FB. This suboptimal
choice was made because, on the hand, we aim at analyzing both experimental data and
the data retrieved from user accounts, where possible (Vkontakte), but, on the other hand,
we cannot exclude Facebook. Although we tried to make both interfaces as similar is
possible, they are not graphically identical, which is why we cannot isolate the effect of
the SNS from the effect of web-interface. However, we assume that one or both should
matter. On the one hand, the fact that the website does not request personal data may
contribute to dropout prevention. On the other hand, redirection to an unknown external
website with minimalistic layout, as opposed to staying on the familiar SNS, may work
in the opposite direction. Therefore, we propose two alternative hypotheses:

H9a: Dropout rate will be higher among the users of Vkontakte as compared to Facebook.
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H9b: Dropout rate will be lower among the users of Vkontakte as compared to Facebook.

Number of Questions on the Screen. Previous research on this factor is inconclusive.
On the one hand, several studies carried out on different samples have established that
single-item-per-screen design leads to a slightly smaller dropout rate than scroll design
(in which the entire questionnaire is presented on a single online page) [30, 31]. On the
other hand, this contradicts the earlier results of Couper et al. [32] who showed that the
multi-item-per-screen design requires significantly less time to complete and produces
lower data loss than single-item-per-screen version. Here, we find it important to separate
two factors: number of questions per screen and the necessity to scroll. Therefore, we
have designed and compared only screens with one or two questions fully visible without
scrolling on any device:

H10: The probability of dropout will be higher on the pages that contain more than one
question.

Screen Size as a Factor of Dropout. Wenz [11] has found that smaller screens increase
the probability of respondents’ dropout from web-surveys. However, a major reason for
that may be that he has tested this hypothesis on a web-interface that was not adapted
to different devices, while our tool has been adapted. Wenz’s research thus does not
differentiate between screen size per se and other factors, such as font size or the necessity
to zoom and scroll in different directions. With our device-adaptable instrument, we can
isolate and test the screen size effect, to the extent to which we have information on it
(mobile vs desktop):

H11: The probability of dropout among mobile device users will be higher than that
among desktop users.

4 Results

4.1 Descriptive Analysis

Vkontakte Campaign. Vkontakte recruitment campaign lasted for three days (28–30
Oct 2019). The adwas displayed 198,609 times to the news feeds of 179,051 unique users
(data provided by the platform admanaging service). Of them, 1,138 users clicked on the
ad and 453 completed both the experimental and survey parts. The campaignwas divided
into two sessions,with roughly equal numbers of users in each (231 and222 respectively).
In total, 61.8% of responders were male, 18.9% were female, and 19.3% chose not to
specify. The respondents aged from 18 to 55+ years (median = 19.0, IQR = 6.0). As
expected, mobile device users dominated, amounting to 85.8% of all users (N= 976).

Vkontakte dropout rate constitutes 60.2% (685 users): 9.5%users launched the appli-
cation by clicking on the ad and left without proceeding further (screen 1), 63.1% users
left at the experimental stage (screens 2–9), and 27.4% users left at the survey stage
(screens 10–23). As it can be seen from Fig. 1, the dropout decreases from the second to
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the last screen, but peaks on screen 10. This was observed already after the first session
whenwe stopped recruitment for express data analysis, however, it was not clear whether
this peak was attributable to the shift between the experiment and the survey or to the
content of the question displayed on screen 10. To isolate the former effect from the
latter, we swapped the questions displayed on screens 10 and 15 (picking up those that
would not substantially break the logic of the questionnaire). As can be seen in Fig. 1,
user behavior did not change fundamentally after that.

Fig. 1. Number of Vkontakte users who left the application on different screens (user dropout).

Facebook Campaign. Facebook recruitment campaign lasted for three days as well
(2–4 Dec 2019) resulting in 6,644 displays of the ad. 678 participants clicked on it of
whom 235 completed both the experimental and the survey parts. In total, 34.8% of
respondents were male, 52.5% were female, and 12.7% chose not to specify. Mobile
device users constituted 63.9% of all users (N= 433). The respondents aged from 18 to
55+ years, although the distribution of respondents’ ages dramatically differed fromwhat
we observed inVkontakte campaign (median= 52.0, IQR= 16.0). Furthermore, judging
from the data on age distributions of overall populations of both VK and FB provided by
the respective admanaging services, both samples also diverge from the populations, but
in the opposite directions. While our VK sample age distribution was skewed in favor of
younger groups, as compared to the overall VK audience age distribution, our FB sample
was, on the contrary, older than the overall FB audience (see Table. 1). This indicates
highly non-random character of ad displays across the selected audiences either on one
of on both SNSs.

Facebook dropout rate was equal to 65.3% (443 users): 30.9% users ran the appli-
cation but did not participate (left on screen 1), 48.3% users left the application at the
experimental stage (screens 2–9), 20.8% users left the application at the survey stage
(screens 10–23). Maximum dropout rate was observed at the starting screen (screen 1),
while on VK it was on screen 2 (first news item).
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After the first session—with 114 users completing both the experiment and the survey
part—we analyzed the obtained results and found out that the FB dropout curve, just
like VK curve, in fact had a second smaller peak, although not around the politically
sensitive questions, as expected, but around the two screenswith four socio-demographic
questions. When moved to the end of the questionnaire in the second session, these
questions still produced a peak (screens 21–22) (Fig. 2).

Fig. 2. Number of Facebook users who left our application on different screens (user dropout).

Overall Data. To analyze the overall data, we combined Vkontakte and Facebook
datasets. A total of 1,816 users participated in our pilot trials. Out of 767 responses with
specified gender data, there were 52.7% male respondents (n = 404), 30.2% female (n
= 232), and 17.1% chose not to specify (n= 131). The participants had a median age of
23.0 (IQR= 33.0) and came from 76 regions of Russia. Theymostly usedmobile devices
(77.6%, n = 1409). The respondents reported the following education levels: 21% fin-
ished secondary school or college, 15.8%were studying at the university, 31.2% already
received a bachelor or master’s degree, 4.1% had a doctor’s degree, 9.2% chose not to
specify. Interestingly, 18.7% of respondents claimed to be studying at the secondary
school, although we had limited the age of users to 18+ in ad campaigns.

The overall dropout rate was equal to 62.1% (n = 1128): 17.9% left at the starting
screen (screen 1) and did not enter the experimental stage, 57.3% left at the experimental
stage (screens 2–9), 24.8% left at the survey stage (screens 10–23).Approximately 37.9%
respondents finished both experimental and survey stages (n = 688).
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Table 1. The age distribution of Vkontakte and Facebook SNSs users.

SNS Feature Category Respondents Total
audience

N Percentage Percentage

Vkontakte Age 18–24 379 75.2 27.9

25–34 34 6.7 32.0

35–44 16 3.2 14.4

45–54 18 3.6 6.0

55+ 57 11.3 6.7

Facebook Age 18–24 9 3.5 6.7

25–34 15 5.8 27.2

35–44 55 21.2 32.3

45–54 65 25.1 18.6

55+ 115 44.4 14.8

4.2 Hypotheses Testing

To test our hypotheses, we ran a series of logistic regressions and χ2 tests. The brief
summary of hypotheses testing is given in Table 2.

User Features as a Factor of Dropout. Here, we start with demographic feature of our
users.

H1: Dropout rate will (a) or (b) increase with users’ age.

The analysis based on logistic regression model did not reveal any association
between dropout rate and users’ age on Facebook and Vkontakte datasets (β = 0.0037,
p=0.456). Thus, the hypothesesH1a andH1bwere rejected.Additional analysis showed
that the distribution of dropout rate by age resembled a quadratic function, however, this
resemblance was not statistically significant either.

H2: Dropout rate will be higher among male than among female respondents.

In addition to gender data provided at the survey stage, we had previously obtained
a random sample of 1.2 million open Vkontakte accounts including gender information
(specified in user profiles). Gender data agreement between survey and user profile data
subsets was estimated at 77.0%. We tested the hypothesis that dropout would be higher
among women than men on both self-reported and observed data from respondents’
profiles in VK. In both cases no statistically significant difference was revealed (self-
reported data: χ2 = 0.09, p-value = 0.38; VK data: χ2 = 0.3, p-value = 0.7). In this
relation, the hypothesis H2 was rejected.
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H3: Dropout rate will be higher among respondents with lower education.

The hypotheses did not reveal any association between dropout and user’s level of
education when tested separately on Facebook and Vkontakte datasets. At the same
time, the overall data support the hypothesis H3, suggesting dropout dependency on
user education. We used logistic regression to gain insight into this dependency pattern.
Model fitting showed that education level was negatively associated with user dropout
(β = −0.22, p = 0.014): a lower level of a user’s education is associated with a higher
probability of dropout. Thus, the hypothesis H3 was supported.

H4a: The higher the personal speed the lower the probability of dropout.
H4b: The lower the personal speed the lower the probability of dropout.

Our tool recorded the time at which each user entered and left the experimental stage
(screens 2–9). Personal speed was calculated as the mean time a respondent spent per
experimental item, and this time was 6.3 times smaller among those who left the sur-
vey. We applied logistic regressions for each SNS sample and for the joint dataset and
confirmed that the more time user spends at the experimental stage, the less is the prob-
ability of user dropout (β = −0.015, p = 0.033 for Facebook; β = −0.049 and −0.036,
p = 5.5e−12 and 3.2e−11 for Vkontakte and overall data). Thus, we accepted hypoth-
esis 4b. Additional exploratory analysis showed that the distributions of speeds among
thosewho left and thosewho stayedwere a similarly left-skewedbell-shaped curvewhich
means that there was no latent group of slow performers among the leavers.

H5: Dropout rate will be higher among those who denied access to any of their data
(Vkontakte only).

As our application requested access to the private user data in Vkontakte, but not in
Facebook, hypotheses 6 and 7 were tested on VK subsamples only. Dropout rate among
users who provided full access to their private data was equal to 51.8% (n= 397 of 582),
but it was higher by 16.4% (68.2%, n = 288 of 556) among users who denied access to
the data. Based on the results of a chi-squared test, the hypothesis H5 was accepted (χ2

= 31.29, p = 2.2e−08). Thus, dropout rate was significantly higher among the users
who did not provide their private data.

H6: Age (a), gender (b) and education (c) of users who have given access to their private
data will be significantly different from those who did not (Vkontakte only).

Access to the requested private data (friend list and group list), was provided by
approximately a half of Vkontakte users (49.5%, n= 556). However, all VK respondents
who completed the survey indicated their age, gender, education and region,which allows
us to compare access “deniers” and “providers” by these features. Statistically significant
difference was obtained for user age as we compared the age distributions of both user
groups with the two-sample Kolmogorov-Smirnov test (D = 0.26, p = 1.6e−07). In
addition, logistic regression model revealed the negative relation between user age and
user willingness to provide full access to their private data in Vkontakte (β = −0.013,
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p = 0.00086). Gender and education were not significantly associated with user intent
to provide the private data (χ2 = 2.73, p = 0.26 and χ2 = 11, p = 0.08 respectively).
Thus, hypothesis 6 was partly supported.

H7: The two sensitive questions (a) on political loyalty towards the government and
(b) on political relations with a neighboring country will be skipped by the majority of
users.

Hypothesis 7 was rejected as only 118 users of 705 skipped the question on the
political loyalty (χ2 = 310.67, p = 1.0) and 123 users of 708 chose not to answer the
question about the political relations (χ2 = 300.17, p = 1.0).

Political Engagement. The regional group ofMoscow and Saint Petersburg among our
respondents was found to be significantly underrepresented as compared with general
Vkontakte population, as determined by our random sample of 1.2 million users (χ2 =
230.64, p < 2.2e−16). This actually contradicted our expectations as we had assumed
that inhabitants of both cities, as more politicized, would be more interested in the topic
of the experiment which had also lead us to hypothesis 8.

H8a: Dropout rate among users from Moscow and Saint Petersburg will be significantly
lower than among users from other regions.
H8b: Dropout rate among users from Moscow, Moscow region, Saint Petersburg, or
Leningrad region will be significantly lower than users from other regions.

Logistic regression analysis has shown that, indeed, users of all SNSs coming from
Moscow, Saint Petersburg, and the corresponding surrounding regions finish both stages
of the experiment with higher probability than users from other regions (Facebook:
β = 5.39, p = 9.3e−08; Vkontakte: β = 2.88, p = 2.0e−06; overall data: β = 3.99,
p = 5.9e−15). At the same time, this hypothesis was rejected for users coming from
just Moscow and Saint Petersburg (Facebook: β = 18.49, p = 0.97; Vkontakte: β =
16.02, p = 0.96; overall data: β = 17.18, p = 0.95). Thus, only the hypothesis H8b was
supported.

Features of Data Collection Tool as a Factor of Dropout. In this section we report
the factors that theoretically can be manipulated.

H9: Dropout rate will be (a) higher or (b) lower among the users of Vkontakte as
compared to Facebook

The tests of hypotheses H9 revealed the association between user dropout and SNS,
with Vkontakte dropout rate being significantly lower than that of Facebook (χ2= 4.47,
p = 0.017). Thus, the hypothesis H9b was supported.

H10: The probability of dropout will be higher on the pages that contain more than one
question.
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We further explored how the number of questions on the screenmight be related to the
users’ dropout. Logistic regression model failed to establish any significant association
between these variables (p = 0.987). Thus, the hypothesis H10 was rejected.

H11: The probability of dropout among mobile device users will be higher than that
among desktop users.

Our instrument automatically collected user device data (operational system,
browser, device type) that allowed us to estimate the mobile device percentage. Based

Table 2. Hypotheses testing results

Hypotheses: Predictor; association 
with dropout rate or probability 

(except H6, H7)

Status

Facebook Vkontakte Overall

H1a: age; positive.
H1b: age; negative

Rejected
Rejected

Rejected
Rejected

Rejected
Rejected

H2: gender (male), positive. - Rejected -

H3: education level; negative Rejected Rejected Accepted

H4a: Speed; negative 
H4b: Speed, positive

Rejected
Accepted

Rejected
Accepted

Rejected
Accepted

H5: Access denial; positive — Accepted —

H6: Users who have given access to 
their private data will be significantly 
different from those who did not, by:

- Age (young)
- Gender (any)
- Education (any) —

Accepted
Rejected
Rejected —

H7: The two sensitive questions will
be skipped by the most users. Rejected Rejected Rejected

H8a: region (Moscow & St. Peters-
burg); negative
H8b: region (Moscow, St. Petersburg 
& surroundings); negative

Rejected
Accepted

Rejected
Accepted

Rejected
Accepted

H9a: SNS (Vkontakte); positive
H9b: SNS (Vkontakte); negative - - Rejected

Accepted

H10: N of Qs per page; positive Rejected Rejected Rejected

H11: Device (mobile); positive Rejected Rejected Rejected
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on all SNS data and the overall dataset, mobile devices dominated over desktop (Face-
book: χ2 = 51.58, p < 3.4e−13, Vkontakte: χ2 = 580.82, p < 2.2e−16, overall data:
χ2 = 551.76, p < 2.2e−16). The highest percentage of mobile devices was observed
among Vkontakte users (85.8%). However, the analysis did not reveal any association
between dropout and the type of device which user used for completing the survey on
either Facebook or Vkontakte datasets (Facebook: χ2 = 0.005, p = 0.528, Vkontakte:
χ2 = 5.08e−30, p = 0.5). Thus, the hypothesis H11 was rejected.

5 Discussion

The results of this research have several important implications for dropout reduction
and for a broader methodology of online experiments and surveys carried out via social
networking sites.

First, although we targeted the entire Russian populations of both VK and FB, the
resulting samples had significant differences from those populations in a number of
demographic characteristics, the first of which is age. If age bias were the same in both
networks, one could assume more interest in the experiment topic among certain age
groups. However, the biases were both very strong and opposite in the two SNSs which
suggests that ad managing systems employ both highly non-random and non-transparent
targeting strategies. Therefore, it is highly recommended that researchers control demo-
graphic proportions of their samples while administrating SNS-based surveys. Under-
representation of Moscow and St. Petersburg in our VK sample most probably has a
different cause. Here we used our own data on population distribution (the only avail-
able) dating back to 2015. Since then the penetration of VK beyond big cities might have
grown. Also, these two cities are likely to host the largest share of business and spam
accounts that might have naturally self-deselected from our research.

Second, we observed a slightly lower level of dropout in VK than in FB (60.2% vs
65.3%), although the latter SNS, being more politicized, could be expected to contain
more users interested in the topic of our experiment. A possible explanation might be
derived from the fact that the largest number of dropouts among FB users happened on
the very first page of the website, while among VK users this maximum happened on the
next page containing the first news item. This suggests that additional losses from FB
might be explained by the website design or by the fact of it being stand-alone; however,
this hypothesis should be tested by isolation of this effect from that of SNS.

Third, the dropout curves were similar in SNSs declining from the beginning to the
end and produced two peaks: at the transition from the experimental part to the survey
and on the screens with socio-demographic questions. While the first peak cannot be
avoided, the sensitive questions can be shifted to the end. This may not increase the
share of users willing to answer them, but it will increase the share of surveys complete
in all other respects. It is also interesting that political questions were not perceived as
sensitive by respondents, even if they were asked after socio-demographic data had been
obtained.

Fourth, although we were afraid that mobile device users would be either distracted
from the experiment by their environments or would have difficulties reading from the
smaller screens, in fact, dropout among them was the same as among desktop users. The
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overall high prevalence of mobiles over desktops may suggest that by now users have
been already well adapted to small screens and to noisy and changing environments,
and that mobiles can be used for research along with desktops. Likewise, once all the
content of each page could fit the screen and no scrolling was needed, the number of
questions per screen did not influence dropout.

Fifth, we have found out that individual speed or time per item is by no means an
indicator of perceived difficulty; instead, high speed reliably indicates lack of interest
and motivation. It is by far the best predictor of dropout.

Sixth, demographic features of respondents had different effects on their dropout.
Gender was definitely unimportant, while people with higher education were visibly
more inclined to complete our survey. This might be explained by its topic (politics), as
well as by the fact that it appeared as an intellectual challenge. Influence of age demands
further research. Althoughwe find that dropout was higher among both the oldest and the
youngest groups, this trend has not only been statistically confirmed, and, furthermore,
may ultimately be some artifact of targeting which has resulted in overrepresentation of
these two age groups in our FB and VK samples respectively.

Finally, as those users who denied access to their data were more likely to drop
out, and simultaneously were more likely to be older (as judged from the age of those
“deniers” who reached the stage of indicating their age), older age groups might be
systematically underrepresented in our VK sample. This is consistent with the direction
of age bias of our sample as compared to the overall VK population and may serve
as an additional explanation for it, along with the features of VK ad managing service
algorithm.

Overall, we can conclude that SNS-administered online experiments are quite effi-
cient, fast and relatively inexpensive instruments, although they are not without limita-
tions. Despite low rates of conversion of ad displays into clicks and fairly high dropout
rates, such instruments can quickly collect large amounts of completed surveys. The
highest caution should be exercised in relation to sample construction and recruitment.
Thebiggest challenge for social scientists andpsychologists is, however, task formulation
for software developers and usability testing.

Acknowledgements. The research was implemented in the framework of the Russian Scientific
Fund Grant № 19-18-00206 (2019–2021) at the National Research University Higher School of
Economics.

References

1. Vicente, P., Reis, E.: Using questionnaire design to fight nonresponse bias in web surveys.
Soc Sci Comput Rev 28(2), 251–267 (2010). https://doi.org/10.1177/0894439309340751

2. Dillman, D., Tortora, R.L., Conradt, J., Bowker, D.: Influence of plain vs. fancy design on
response rates for Web surveys. In: Proceedings of the Joint Statistical Meetings. American
Statistical Association, Alexandria (1998)

3. Galesic, M.: Dropouts on the web: effects of interest and burden experienced during an online
survey. J. Off. Stat. 22(2), 313 (2006)

4. Deci, E.L.: Intrinsic Motivation. Plenum Press, New York (1975)

https://doi.org/10.1177/0894439309340751


276 O. Koltsova et al.

5. O’Neil, K.M., Penrod, S.D., Bornstein, B.H.: Web-based research: methodological variables’
effects on dropout and sample characteristics. Behav. Res. Methods Instrum. Comput. 35(2),
217–226 (2003). https://doi.org/10.3758/bf03202544

6. Bosnjak, M., Tuten, T.L.: Prepaid and promised incentives in web surveys–an experiment.
Soc. Sci. Comput. Rev. 21, 208–217 (2003). https://doi.org/10.1177/0894439303021002006

7. Frick, A., Bächtiger, M.T., Reips, U.D.: Financial incentives, personal information and drop-
out rate in online studies. In: Reips, U.D., Bosnjak, M. (eds.) Dimensions of Internet Science,
pp 209–219. Pabst Science Publishers, Lengerich (1999). https://doi.org/10.5167/uzh-19758

8. Knapp, F., Heidingsfelder,M.: Drop-out analysis: effects of the survey design. In: Reips, U.D.,
Bosnjak, M. (eds.) Dimensions of Internet Science, pp. 221–230. Pabst Science Publishers,
Lengerich (1999)

9. Healey, B.: Drop downs and scroll mice: the effect of response option format and input
mechanism employed on data quality in web surveys. Soc. Sci. Comput. Rev. 25(1), 111–128
(2007). https://doi.org/10.1177/0894439306293888

10. Couper, M.P., Traugott, M.W., Lamias, M.J.: Web survey design and administration. Public
Opin. Q. 65(2), 230–253 (2001). https://doi.org/10.1086/322199

11. Wenz, A.: Completing web surveys on mobile devices: does screen size affect data quality?
(No. 2017-05). ISER Working Paper Series (2017)

12. Heerwegh, D., Loosveldt, G.: An evaluation of the effect of response formats on data quality
in web surveys. Soc. Sci. Comput. Rev. 20(4), 471–484 (2002). https://doi.org/10.1177/089
443902237323

13. Crawford, S.D., Couper, M.P., Lamias, M.J.: Web surveys: perceptions of burden. Soc. Sci.
Comput. Rev. 19(2), 146–162 (2001). https://doi.org/10.1177/089443930101900202

14. Busemeyer, J.R., Townsend, J.T.: Decision field theory: a dynamic cognition approach to
decision making. Psychol. Rev. 100, 432–459 (1993). https://doi.org/10.1037//0033-295x.
100.3.432

15. Periáñez, Á., Saas, A., Guitart, A., Magne, C.: Churn prediction in mobile social games:
towards a complete assessment using survival ensembles. In: IEEE International Conference
on Data Science and Advanced Analytics (DSAA), pp 564–573. IEEE Press (2016). https://
doi.org/10.1109/dsaa.2016.84

16. Hadiji, F., Sifa, R., Drachen, A., Thurau, C., Kersting, K., Bauckhage, C.: Predicting player
churn in the wild. In: IEEE Conference on Computational Intelligence and Games, pp 1–8.
IEEE Press (2014). https://doi.org/10.1109/cig.2014.6932876

17. Prensky, M.: Digital natives, digital immigrants. On Horiz. 9(5), 1–6 (2001). https://doi.org/
10.1108/10748120110424816

18. Correa, T., Hinsley, A.W., de Zúñiga, H.G.: Who interacts on the Web?: The intersection
of users’ personality and social media use. Comput. Hum. Behav. 26(2), 247–253 (2010).
https://doi.org/10.1016/j.chb.2009.09.003

19. Muscanell, N.L., Guadagno, R.E.: Make new friends or keep the old: gender and personality
differences in social networking use. Comput. Hum. Behav. 28(1), 107–112 (2012). https://
doi.org/10.1016/j.chb.2011.08.016

20. Fogel, J., Nehmad, E.: Internet social network communities: risk taking, trust, and privacy
concerns. Comput. Hum. Behav. 25, 153–160 (2009). https://doi.org/10.1016/j.chb.2008.
08.006

21. Raacke, J., Bonds-Raacke, J.: MySpace and Facebook: applying the uses and gratifications
theory to exploring friend-networking sites. Cyberpsychol. Behav. 11(2), 169–174 (2008).
https://doi.org/10.1089/cpb.2007.0056

22. Groves, R.M., Couper, M.P.: Nonresponse in Household Interview Surveys.Wiley, NewYork
(1998)

https://doi.org/10.3758/bf03202544
https://doi.org/10.1177/0894439303021002006
https://doi.org/10.5167/uzh-19758
https://doi.org/10.1177/0894439306293888
https://doi.org/10.1086/322199
https://doi.org/10.1177/089443902237323
https://doi.org/10.1177/089443930101900202
https://doi.org/10.1037//0033-295x.100.3.432
https://doi.org/10.1109/dsaa.2016.84
https://doi.org/10.1109/cig.2014.6932876
https://doi.org/10.1108/10748120110424816
https://doi.org/10.1016/j.chb.2009.09.003
https://doi.org/10.1016/j.chb.2011.08.016
https://doi.org/10.1016/j.chb.2008.08.006
https://doi.org/10.1089/cpb.2007.0056


Designing an Experiment on Recognition of Political Fake News 277

23. Chyung, S.Y.: Systematic and systemic approaches to reducing attrition rates in online higher
education. Am. J. Distance Educ. 15(3), 36–50 (2001). https://doi.org/10.1080/089236401
09527092

24. Terrell, R.S.: A longitudinal investigation of the effect of information perception and focus on
attrition in online learning environments. Internet High. Educ. 8(3), 213–219 (2005). https://
doi.org/10.1016/j.iheduc.2005.06.003

25. Borbora, Z., Srivastava, J., Hsu, K.W., Williams, D.: Churn prediction in MMORPGs using
player motivation theories and an ensemble approach. In: IEEE Third International Confer-
ence on Privacy, Security, Risk and Trust and 2011 IEEE Third International Conference
on Social Computing, pp 157–164. IEEE Press (2011). https://doi.org/10.1109/passat/social
com.2011.122

26. Heerwegh, D., Loosveldt, G.: An evaluation of the semi-automatic login procedure. Soc. Sci.
Comput. Rev. 21, 223–234 (2003). https://doi.org/10.1177/0894439303021002008

27. Kokolakis, S.: Privacy attitudes and privacy behavior: a review of current research on the
privacy paradox phenomenon. Comput. Secur. 64, 122–134 (2017). https://doi.org/10.1016/
j.cose.2015.07.002

28. Information Agency Regnum. https://regnum.ru/news/polit/2588639.html
29. Ganassali, S.: The influence of the design of web survey questionnaires on the quality of

responses. Surv. Res. Methods 2, 21–32 (2008). https://doi.org/10.18148/srm/2008.v2i1.598
30. Manfreda, L.K., Batagelj, Z., Vehovar, V.: Design of web survey questionnaires: three basic

experiments. J. Comput. Mediat. Commun. 7, 3 (2002). https://doi.org/10.1111/j.1083-6101.
2002.tb00149.x

31. Peytchev, A., Couper, M., McCabe, S., Crawford, S.: Web survey design: paging versus
scrolling. Public Opin. Q. 70, 596–607 (2006). https://doi.org/10.1093/poq/nfl028

32. Couper, M.P., Traugott, M., Lamias, M.: Effective survey administration on the Web. In:
Midwest Association for Public Opinion Research Conference, Chicago, Illinois (1999)

https://doi.org/10.1080/08923640109527092
https://doi.org/10.1016/j.iheduc.2005.06.003
https://doi.org/10.1109/passat/socialcom.2011.122
https://doi.org/10.1177/0894439303021002008
https://doi.org/10.1016/j.cose.2015.07.002
https://regnum.ru/news/polit/2588639.html
https://doi.org/10.18148/srm/2008.v2i1.598
https://doi.org/10.1111/j.1083-6101.2002.tb00149.x
https://doi.org/10.1093/poq/nfl028


Illicit Drug Purchases via Social Media Among
American Young People

Atte Oksanen1(B) , Bryan Lee Miller2 , Iina Savolainen1 , Anu Sirola1 ,
Jakob Demant3 , Markus Kaakinen4 , and Izabela Zych5

1 Faculty of Social Sciences, Tampere University, Kalevantie 5, 33014 Tampere, Finland
atte.oksanen@tuni.fi

2 Clemson University, Clemson, USA
3 University of Copenhagen, Copenhagen, Denmark

4 University of Helsinki, Helsinki, Finland
5 University of Cordoba, Cordoba, Spain

Abstract. Illicit drugs are sold online. Besides cryptomarkets, young people
today are also using social media to buy and sell different drugs. The aim of
this nationwide study was to investigate the phenomenon of buying drugs from
social media among American young people. Relatively few studies have inves-
tigated young people buying drugs online and, therefore, it is important to know
more about the psychological and social risk factors of this behavior. The par-
ticipants of the study were 15–25-year-olds from the U.S. (M = 20.05; 50.17%
female). Buying drugs online was utilized as an outcome variable. The covariates
included measures of impulsivity and delay of gratification, sense of belonging
to online communities, online homophily, friends sharing risk material online,
psychological distress, and measures for addictive behaviors including hazardous
drinking, problem gambling, and compulsive Internet use. Results showed that
buying drugs online is still a relatively rare phenomenon, but many of those buy-
ing drugs online used social media services to do so. Buying drugs online was
associated with higher impulsivity and lower measures of delay discounting indi-
cating self-control problems. Online buyers also had multiple problems with men-
tal wellbeing, as they reported more psychological distress, problem gambling,
and compulsive Internet use than those drug users who had not bought drugs
online. The existence and comorbidity of these problems suggest that drug avail-
ability online might worsen their situation. As impulsive decisions are especially
easy to make on social media, more focus should be placed on youth behavior on
mainstream social media services.

Keywords: Drugs · Internet · Social media · Young adults ·Wellbeing

1 Introduction

The Internet offers easy access to legal and illegal activities taking place on open social
media services and encrypted services that use, for example, the Tor network [1, 2].
Over recent years, online drug sales have been investigated with studies focusing on
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the Silk Road darknet market and its successors [3–6]. These studies have employed
surveys and interviews [7, 8] along with web crawlers [2, 3, 5, 9, 10]. Drug buyers often
prefer cryptomarkets because they are designed to protect user anonymity [1, 2, 5, 6].
Buyers also prioritize cryptomarkets over street markets for personal safety and better
quality of drugs [7, 11]. Studies have viewed cryptomarket users as a “technological drug
subculture” [8]. However, there is a lack of studies comparing them to other drug users
and non-users, and hence, claims about these users often remain anecdotal in published
studies.

Despite the considerable amount of attention given to cryptomarkets, there are indi-
cations that people might also use mainstream social media sites, such as Instagram, to
buy drugs. Recently, aNordic project employed qualitative interviews and online ethnog-
raphy to analyze the phenomenon in Denmark, Finland, Iceland, Norway and Sweden.
Results showed that drugs were sold via Facebook in Denmark, Iceland and Sweden, but
not in Finland and Norway where other social media services, such as Instagram, were
utilized [12]. There are, however, very sparse studies on potential drug purchases on
mainstream social media sites using nationally representative data. Within a EMCDDA
report on Danish young people it was reported that among buyers of cannabis, 6% do it
online and 36% of the buyers of drugs other than cannabis purchased drugs online [13].
Therefore, it is important to understand this phenomenon from a broader perspective
and in relation to other online drug purchases made on cryptomarkets.

We ground our study in social psychological and addiction research, both of which
help in understanding the psychological and social risk factors related to buying drugs
online. The relevance of self-control on human behavior has been widely noted in both
social psychology and criminology [14, 15]. Integrative meta-analyses showed that high
self-control is widely related to positive outcomes and low self-control to deviant and
addictive behaviors [16]. Addicts are well known for their tendency towards immedi-
ate gratification, and they prefer smaller immediate rewards over larger delayed rewards
[17–19]. This phenomenon related to impulsivity has been examined with delay of grati-
fication, which concerns individuals’ ability to resist a readily available stimulus, or with
a form of delay discounting that measures individuals’ cognitive processes in devaluat-
ing a hypothetical large reward over an immediate small one [20]. Delay discounting is
tested by asking people whether they would prefer a smaller sum of money right away
or a larger sum after some time [21, 22]. Present-biased preference in choices is more
common among young people who prioritize fast rewards [23].

Peer influence is recognized as a risk factor for deviant behavior and substance abuse
among young people—especially in social learning theory, which underlines the idea
that people learn about crime through social interaction [24]. Social learning theory
could be especially powerful in explaining deviant behavior online, as it is easy to find
like-minded people online and be influenced by them [25]. Especially homophily (i.e.
the tendency of people to form relationships with others who are similar to them) [26]
is often even encouraged on social media sites due to algorithms connecting people
with each other and different possibilities to connect with each other [27]. Homophily
is shown to increase when possibilities for social selectivity expand [28]. Homophily
and easy access to like-minded people online have been previously noted in research on
deviant behavior [27, 29, 30]. For example, online communities potentially have a role
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in contributing to various forms of risk-behavior among young people, including online
gambling [31].

Problems with mental wellbeing coincide and develop with addictive behaviors,
including excessive drug use [19]. Psychological distress is defined as unpleasant feel-
ings of depression and anxiety. According to previous studies, psychological distress
is associated with drug use [32–34]. Moreover, drug use has a high comorbidity with
hazardous drinking [33], problem gambling [35], and compulsive or addictive use of the
Internet [36]. From addiction research perspective, drug users are looking for effects,
but when the use of substances increase, they start falling back to where they eventually
started,meaning that they aremore psychologically distressed and less happy [37]. In our
view, buying drugs is a potential indicator of substance abuse problems, and we expect
it to be associated with psychological distress, lower happiness, hazardous drinking,
problem gambling and compulsive Internet use. Our hypotheses for this study were:

H1: Among drug users, lower self-control is associated with higher likelihood of buying
drugs online.
H2: Among drug users, peer influence online is associated with higher likelihood of
buying drugs online.
H3: Among drug users, mental wellbeing issues are associated with higher likelihood
of buying drugs online.

2 Method

2.1 Participants

The participants of the study were 15–25-year-olds (N= 1212) living in the U.S. (Mage
= 20.1, SD = 3.2; 50.2% female). We recruited them in January 2018 from an online
panel administrated by Dynata (formerly Survey Sampling International), which offers
access to demographically balanced panels for research purposes [18, 38, 39]. Data were
confirmed to mirror the US population aged 18 to 25 years in terms of age, gender and
geographical area. The participants were from 50 different states, with highest response
rates coming fromCalifornia (12.51%) and NewYork (7.39%), Texas (6.37%), Pennsyl-
vania (5.35%) andFlorida (5.01%). The participantswere 56.17%White (non-Hispanic),
18.01% Hispanic, 12.91% Black or African American, and 9.51% Asian American, and
94.66% of them had a high school diploma. We found these figures to be close to pop-
ulation estimates of the 15–25-year-olds in the U.S. [38]. We did not apply weights due
to the close resemblance to the population estimates.

2.2 Procedure

We conducted the survey with LimeSurvey software that was run with the University
server. The study was reviewed and approved by The Academic Ethics Committee of
the Tampere Region in Finland (decision 62/2016). The voluntary participants were
informed about the aims of the study, and they had the possibility to withdraw, totally
or partially, from the survey at any time during the completion process. The participants
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were also provided with information on how to follow the progress of the study. The data
collection ensured the anonymity of the participants and the datasets were de-identified
after the data collection. Median survey response time for the full survey was 875 s
(14.58 min). Data quality checks were run with both response time and attention check
questions included in the questionnaire. The data do not include missing data as each
question was set mandatory.

2.3 Measures

Drug Use and Buying Drugs Online. We asked the participants whether they had
“used or experimented with substances other than alcohol or tobacco to get high?” The
response options were yes and no.We then asked them to specify the types of drugs used
and the frequency of use. After this, the participants answered the question: “Did you use
the Internet for purchasing these drugs?” (yes/no). Next, we asked to identify different
online resources for purchasing drugs, ranging from darknet marketplaces to various
social media platforms, for example Facebook and Instagram. Types of drugs asked for
were: a) cannabis, b) synthetic cannabinoids, LSD, magic mushrooms, or other compa-
rable hallucinogens, c) amphetamines, ecstasy, cocaine or other stimulants, d) opiates,
e) pharmaceutical opioids, f) gamma, GBL and other similar drugs, and g) other phar-
maceuticals. Those reporting “I use regularly” were categorized into regular cannabis
users and regular users of other drugs (e.g., stimulants, opiates, and hallucinogens).

Self-control. We used twomeasures of self-control constructs. These were the Eysenck
Impulsiveness Scale (EIS) [40]. The measure showed an acceptable inter-item reliabil-
ity of .69, items were responded on a dichotomous yes/no scale and the total score
ranged from 0 to 5 with higher figures indicating higher impulsivity. Table 1 shows the
details for this and other measures used in the analysis of those young people who have
experimented with drugs (n = 253). The other measure for self-control was delay of
gratification that was measured with 3-items concerning whether the participants would
either receive a certain sum of money immediately or a larger sum after 33 days. The
received lower sum varied from 28 euros to 40 euros, and the larger sum ranged from
62 euros to 80 euros. Our measure was grounded on behavioral economics literature on
delay discounting [21, 41] and a similar test for delay of gratification has also been used
in social psychological studies on impulsivity and economic behavior [22]. The scale
had good internal consistency (α = .87) and the total score ranged from 0 to 3. A higher
figure indicates higher delay of gratification.

Peer Influence. We asked the respondents about their sense of belonging to online
communities. This was measured with a single-item: “How strongly do you feel you
belong to an online community?” The response scale was from 1 (not at all) to 10 (very
strongly). The item has been previously validated in several studies [18, 27, 30, 42].
Homophily online was measured with the homophily subscale of the Identity Bubble
Reinforcement Scale (IBRS-9) consisting of 3 itemswith a response scale ranging from1
(does not describeme at all) to 10 (describesme completely): 1) “In socialmedia, I prefer
interacting with people who are like me”, 2) “In social media, I prefer interacting with
people who share similar interests with me” and 3) “In social media, I prefer interacting
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with people who share my values.” [25] The measure showed good inter-item reliability
(α = .85). The measure involving potential peer influence online concerned seeing
friends sharing risk material. This was asked with a question: “do your friends share
gambling content in social media?” Response scale ranged from 0 (never) to 7 (daily).

Mental Wellbeing. We measured psychological distress with the 12-item General
Health Questionnaire (GHQ-12), which has been widely used in general population
studies [43]. The scale had excellent internal consistency of .90. Likert scoring (0-1-
2-3) was applied [43, 44], and the total score ranged from 0 to 36, with higher scores
indicating higher psychological distress. We also used a standard single-item measure
of happiness: “All things considered, how happy would you say you are?” The response
scale ranged from 1 (extremely unhappy) to 10 (extremely happy). This question has
been previously applied to studies on young people and social media [27, 30, 45].

Table 1. Descriptive statistics on U.S. drug users (n = 253).

Categorical variables Coding % n

Bought drugs online No 89.72 227

Yes 10.28 26

Continuous variables Range M SD α

Self -control

Impulsivity 0–5 2.21 1.65 .69

Delay of gratification 0–3 1.72 1.32 .87

Peer influence

Sense of belonging to friends online 1–10 4.91 2.74 –

Homophily online 1–10 6.86 2.12 .85

Friends share risk content online 0–7 1.58 2.15 –

Mental wellbeing

Psychological distress 0–36 15.56 7.64 .90

Happiness 1–10 6.30 2.55 –

Addictive behaviors

Hazardous drinking 0–12 3.15 2.54 .80

Problem gambling 0–20 2.06 3.77 .87

Compulsive Internet use 0–56 24.25 13.82 .94

Addictive Behaviors. Wemeasured hazardous drinking with the 3-item AUDIT-C [46],
which had good internal consistency (α = .80). Problem gambling was measured with
the South Oaks Gambling Screen for problem gambling [47] (α = .87) and compulsive
Internet use with the Compulsive Internet Use Scale [48] (α = .94).

Control Factors. We used gender, age and social media activity as controls. We mea-
sured socialmedia activitywith a set of 12 questions involving how often the respondents
used the most popular social media sites. Then, we turned an aggregated sum variable
into a dummy variable on the basis of the median (0 = low, 1 = high).
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2.4 Statistical Techniques

The analysis focused first on showing prevalence and different ways of buying drugs
online by using descriptive analysis methods. We report these findings in the text.
The main analyses focused on those participants who had experimented with drugs
(n= 253). Within this group we conducted a comparison between those who had bought
drugs online and those who had not. We report chi-square tests results for categorical
variables and a mean comparison based on t-test and Kruskal-Wallis test. Due to the
small number of young people buying drugs online in the sample, we used penalized
maximum likelihood logistic regression (i.e., Firth method) to reduce potential small-
sample bias [49–51]. As our sample sizes were over 200 and the events presenting more
than 10%, our analyses could have been done with standard logistic regression. How-
ever, Firth method provides more robust findings in cases when either sample size or
events are low. The analyses were run with the firthlogit-command in Stata 16.0 and age,
gender, and social media activity were used as controls in each model. We report odd
ratios (OR), their 95% confidence intervals and p-values for statistical significance.

3 Results

Results showed that about 21% (253/1212) of participants reported they had used or
experimented with substances other than alcohol or tobacco to get high. Cannabis was
clearly the most experimented drug among those in the study. About 10% (26/253) of
the drug experimenters and users reported using the Internet to buy drugs. This is only
2% of the whole sample (26/1212) meaning that, on the population level, buying drugs
online is a marginal phenomenon. Buying drugs online was more common among males
(3.31%, 20/584) than females (0.99%, 6/602, p = .005). Buyers were older than non-
buyers (age 22.62 vs. 20.00, p < .001) and more commonly regular users than other
users (65.38 vs. 34.62%, p < .001). Among regular cannabis users, only less than 4%
(3.75%, 3/80) had bought drugs online, while among regular users of other drugs, the
percentage of online buyers was 44% (43.75%, 14/32, p < .001).

In total, 69% of participants who bought drugs online used social media sites. The
remainder (31%) of those who purchased drugs online did so only via darknet services.
Respondents were also asked which services or sites they used when purchasing drugs
online. The most common sites were Instagram (42%), Facebook (38%), and Craigslist
(19%)with one respondent indicating the use of an online legal cannabis delivery service.
About half of all the respondents hadused several different sites and services to buydrugs.

Our main analyses focused on those who had experimented with drugs (n = 253,
see Table 2). The descriptive analyses on comparison of means with Kruskal-Wallis
test showed that those buying drugs online reported higher impulsivity (p < .001),
lower delay of gratification (p= .001), higher frequency of friends sharing risk material
online (p < .001), higher psychological distress (p < .001), higher hazardous drinking
(p < .001), higher problem gambling (p < .001) and higher compulsive Internet use
(p= .001) than other drug users. Sense of belonging to friends online, homophily online
and happiness were not statistically significant predictors of buying drugs online.

The penalizedmaximum likelihood logistic regressionmodels were adjusted for age,
gender, social media activity and regular drug use. Online drug buyers reported higher
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Table 2. Predictors of buying drugs online among young U.S. drug users (n = 253).

Buying drugs online

No Yes Logistic regression models

M SD M SD p OR [95% CI] p

Self -control

Impulsivity 2.09 1.66 3.27 1.15 <.001 1.58 [1.61–2.15] .004

Delay of gratification 1.81 1.30 0.85 1.19 .001 0.61 [0.43–0.87] .006

Peer influence

Sense of belonging to
friends online

4.82 2.69 5.73 3.07 .1435 1.03 [ .87–1.20] .753

Homophily online 6.91 2.06 6.49 2.59 .49 0.91 [0.75–1.10] .322

Friends share risk
content online

1.39 2.02 3.27 2.52 <.001 1.22 [1.01–1.46] .034

Mental wellbeing

Psychological distress 14.97 7.51 20.69 6.92 <.001 1.10 [1.04–1.17] .002

Happiness 6.38 2.41 5.58 3.52 .334 0.86 [0.74–1.01] .060

Addictive behaviors

Hazardous drinking 2.93 2.44 5.04 2.65 <.001 1.16 [.98–1.36] .079

Problem gambling 1.32 2.65 8.54 5.62 <.001 1.34 [1.20–1.50] <.001

Compulsive internet
use

23.35 13.45 32.12 14.78 .006 1.04 [1.01–1.07] .023

impulsivity (OR = 1.58, p = .004), lower delay of gratification (OR = 0.61, p = .006),
higher frequency of friends sharing risk material online (OR = 1.22, p = .034), higher
psychological distress (OR = 1.10, p = .002), higher hazardous drinking (OR = 1.16,
p = .079), higher problem gambling (OR = 1.34, p < .001) and higher compulsive
Internet use (OR = 1.04, p = .023) than other drug users.

4 Discussion

This study investigated the phenomenon of buying drugs from social media among
American youngpeople.Very fewprevious studies have analyzed this phenomenonusing
nationwide samples and our study provided important new evidence on the prevalence
and risk factors of this phenomenon. The results indicated that buying drugs online is a
rare phenomenon, with only 2% of young people aged 15 to 25 using online resources
to buy drugs. Yet, every tenth young drug user had bought drugs online. The prevalence
figures of our study, despite being low, are also understandable given that around five
to ten percent of individuals commit at least half of crimes [52]. It is also remarkable
that in total 69% of those buying drugs online had done so via social media. This result
confirms recent findings based on qualitative studies on social media drug sales [12]
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and is also comparable to results based on a Danish sample [13]. They also indicate that
online drug studies should not only focus on cryptomarkets.

Results underline the relevance of low self-control which confirms our first hypothe-
sis. This result is generally consistent with literature on low self-control and impulsivity
[16, 24]. In our case, both impulsivity and low delay of gratification were significantly
related to buying drugs online in all analyses and also in final regression models adjust-
ing for age, gender, Internet use and regular drugs. These results also contrast previous
literature on online drug buyers that have been based on limited qualitative samples and
have portrayed online buyers as technologically savvy userswho can regulate themselves
[11, 53]. Future studies should continue investigating online drug purchases using solid
survey designs, instead of very selected qualitative samples or otherwise biased samples.

Our second hypothesis concerned the potential role of peer influences. Negative peer
influence coming from online communities has been found in several previous studies
[27, 29, 31, 54, 55]. We found some indication of this, but it was limited to our data
to peers sharing risk content online. We did not find evidence that simple perceived
homophily or strong belonging to online groups or communities would have a role
in buying drugs online. Future studies should continue to investigate the dynamics of
how peers distribute different material online and how this helps us to understand the
phenomenon of buying drugs online.

Our third hypothesis concerned mental wellbeing. As expected, those buying drugs
online reported psychological distress. Happiness was not a statistically significant pre-
dictor, but we found that addictive behavior in general was strongly associated with
buying drugs online. Different forms of addictive behaviors included hazardous drink-
ing, problem gambling and compulsive Internet use. These indicate that those buying
drugs online have multiple mental health issues. These findings also confirm previous
research results on the associations of drug use in general with different problem behav-
iors [31, 33, 34]. However, our analysis also found that self-reported happiness was not
significantly related to buying drugs online.

Our analysis was limited to a cross-sectional design and a small number of young
people buying drugs online. The strength of the study was that it employed a relatively
large nationwide sample and is among the first studies to focus on buying drugs online, an
emerging problem behavior. Our results were also very consistent and based on validated
scales. Hence, we believe that these results fill important gaps in knowledge and will
guide future studies.

We conclude that online buyers have multiple self-control and mental health prob-
lems. Easy availability of drugs online and especially on open social mediamight worsen
their situation as impulsive decisions are especially easy to make on social media. Our
results call for more attention to youth behavior on mainstream social media services.
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Abstract. Few studies have jointly explored the role of factors such as the use
of social media, the personality characteristics of young people, the use of think-
ing mechanisms aimed at moral disengagement, and the emotions experienced
in relation to cyberbullying and cybervictimisation behaviour. The analysis pre-
sented here, carried out through a questionnaire distributed online and filled in by
655 Italian high school students, allowed to highlight the relationships between
these variables. In particular, it emerged that the phenomena of cyberbullying and
cybervictimisation are related to the time spent online and to the mechanisms of
moral disengagement, which in turn are related to the personality trait of agree-
ableness. Emotions experienced aremost clearly positive in cases of cyberbullying
and negative for the victims. This correspondence, however, is reversed in bullies
who resort more to thoughts aimed at moral disengagement and feel more negative
emotions. The same reversal seems to occur in the victims who, in correspondence
with an increased use of the mechanisms of moral disengagement, report to feel
more positive emotions.

Keywords: Cyberbullying · Cybervictimisation · Emotions ·Moral
disengagement · Personality traits · Big five · Social media · Social network

1 Introduction

The data on the spread of cyberbullying is disturbing. Already in 2012 it was reported
that in a representative sample of American adolescents, at least 10% reported having
experienced cyberbullying [1]. These figures may vary slightly from country to country,
or as the age of the respondents varies. For example, also in 2012, Scheneider and
colleagues [2] reported a bullying rate of 6.4% in a sample of students. But if we focus
on high school students these percentages can reach 21% and 30% [3, 4].
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In Italy a studywas recently conducted on a sample of high school students. Of these,
23% reported having posted or written embarrassing things to offend someone on the
internet at least once [5].

The phenomenon of cyberbullying is not only relevant in view of its numbers. The
main issues are related to the causes that determine it, the psychological aspects of who is
responsible for it and the psychological consequences that this can cause in the victims.
With good agreement among scholars, we generally speak of bullying when we witness
acts of repeated aggression by one or more individuals, in those cases where there is a
disparity between the power (any form of power) of those who carry out the aggression
and the victim [6]. Traditional bullying acts do not differ substantially from those that
take place online: in both cases the aggression may be verbal and involve forms of
social victimization. The forms of physical aggression are clearly more referable to real
contexts, although virtual contexts may also be antecedents of physical aggression. But
what ultimately differentiates traditional bullying from cyberbullying is the means by
which the latter takes place. Cyberbullying has in fact as its intrinsic expression the use
of communication tools made available on the net - social media, instant messaging,
e-mail - both to offend and to exclude [7].

In an attempt to fully understand the cyberbullying phenomenon, with the aim of
trying to mitigate it, some issues still remain unclear. Several studies have found a clear
relationship between actual and online bullying behaviour. More specifically, online
aggressors, those who engage in victimization behaviour using virtual means, also show
a tendency to engage in aggressive behaviour in reality [8–10]. This would lead to the
consideration that there are stable factors, such as personality characteristics, at the origin
of aggressive behaviour. Contrary to this assumption, however, Parlangeli and colleagues
[5] found no difference, for instance, in the level of empathy (globally considered, but
also in its components as emotional empathy and cognitive empathy) between those who
reported aggressive behaviour and those who did not. However, other scholars [11], have
more directly related traditional and online bullying behaviours considering personality
traits in reference to the big five theory and constructs such as Machiavellianism, narcis-
sism, and psychopathy (the so-called “dark triad”) as well as sadism [11, 12]. From the
results of this analysis it would seem to emerge a difference between traditional bullying
and cyberbullying because the former is related to agreeableness, Machiavellianism,
psychopathy and sadism. The latter, instead, would be related only to the agreeableness
trait and sadism [11].

Personality characteristics can however be expressed, or modulated, by cognitive
styles, or by thought processes aimed at restructuring experiences in accordance with
reference values. Bullying is a reprehensible act, therefore it is foreseeable that both the
perpetrators of offensive acts and thosewho suffer themwill undertake thought processes
aimed at mitigating the negative self-image that follows these acts.

The mechanisms of thought that allow to loosen the strength of moral principles
have long been studied in literature [13–15]. These essentially involve the attempt, by
those who commit reprehensible actions, to formulate apparently rational justifications
related to the causes that have produced the act. These include the thought that even if an
action may seem reprehensible, it is instead carried out with reference to higher princi-
ples (for example, the safeguarding of the compactness of a team), or the consideration
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of the victim’s faults (a punishment must be given otherwise it could continue) or even
minimizing the degree of aggression (it was just a game, nothing serious happened). In
2019 Parlangeli et al. [5] have reported that subjects who claim to have performed acts
of cyberbullying differ from those who have never done so with reference to all moral
disengagement mechanisms. In a former studyMeter and Bauman [16] found that moral
disengagement is related to cyberbullying and traditional bullying. This result is not sur-
prising since other studies [17] have shown an overlap between these two behaviours.
However, while cyberbullying is also related to cybervictimisation, i.e. many bullies are
also victims [16] this does not happen in real bullying [18]. The use of moral disen-
gagement mechanisms, in fact, can be a different phenomenon if we consider traditional
moral disengagement in comparison with the online one. Paciello et al. [19] have put for-
ward the hypothesis that traditional moral disengagement is context-independent while
online moral disengagement is context-dependent. The results of their analysis confirm
this hypothesis, highlighting howmoral disengagement resulting from aggressive online
behaviours is a separate theoretical construct, although correlated, with respect to the
moral disengagement that manifests itself in contexts that can be defined traditional.

Recent studies highlight how mechanisms of moral disengagement are effective not
only in bullies but also in bully/victims and victims, albeit in a different way. Bullies
and bully/victims seem to use the same tendencies to blame the victim and to distort the
consequences, even though the latter to a lesser extent. Differently, victims seem to be
inclined to use the mechanisms of self-blaming and moral justification in order to justify
being a victim of bullying [20, 21].

In the complex mechanism between moral disengagement, cyberbullying and cyber-
victimisation an additional component could be relative to the emotions experienced in
perpetrating or suffering aggressive behaviour. Research highlights the importance of
emotional skills in promoting positive individual and social youth development [22–27].
The research that has been conducted so far, however, has not produced truly conclusive
results [28]. It is difficult to understand how, for example, there are no differences in
emotions and levels of social competence between students who claim to have suffered
acts of aggression online and those who claim never to have been victims [29]. More
recently, Marìn-Lòpez et al. [30] reported that emotional competence can be a protective
factor against the possibility of aggressive behaviour, perpetrated or suffered in virtual
contexts. At the same time, however, again the same emotional and social skills seem to
lead to greater exposure, more frequent and intense relationships also on the web. And
this, in turn, leads to a greater risk of involvement in relationships that can be qualified
as cyberbullying or cybervictimisation [30].

Also recently, Gül et al. [31] studied the relationship between cyberbullying and
cybervictimisation in a sample of Turkish adolescents who had applied to the psychiatry
outpatient units and therefore, as one might expect, their psychiatric symptom scores
were high.Among these youngpeople the declared percentages of cyberbullying (53.3%)
and cybervictimisation (62.6%) were also particularly high. Their analysis showed that
most of the boys and girls who claimed to be victims of cyberbullying were also cyber-
bullies. However, the variable that most clearly differentiates those who suffer and those
who engage in violent behaviour on the net is the lack of emotional awareness. While
having a good degree of emotional awareness seems to be about cyberbullies, victims
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seem to be rather deficient in recognizing their emotional states. Gül et al. [31] have
tried to explain this finding arguing that perhaps e-victims, due to their lack of emo-
tional awareness, are more likely to be exposed to situations that may represent a threat.
And also that these repeated exposures can lead to increased awareness, development of
hostile attitudes, and thus to bullying. In this hypothesis, therefore, one can suppose a
temporal sequence such that, first one is victimised and, subsequently and consequently
to this, one can become a cyberbully.

2 The Study

Moral and emotional aspects together with personality traits constitute a complex inter-
play to be studied in order to shed some light on aggressive behaviours perpetrated or
suffered by bullies and victims. In particular, this study aims to analyse the emotions and
the moral mechanisms that come into play when committing or experiencing antisocial
behaviour through the use of social media.

Both the aggressors and the victims, in fact, may activate some mechanisms that
allow them to bridge the gap between the actions committed or suffered and the moral
principles [32, 33], in particular through four kinds of cognitive mechanisms: justifying
the behaviour, shifting responsibility, minimizing the harm caused, and moving the
causal focus onto the victim [14]. Through these mechanisms, as well as the bullies try
to reduce the emotional impact of their action, the victims endeavour to justify their
inability to react and minimise the aggressiveness of persecutors [34, 35] perhaps even
lowering the feeling of negative emotions.

Consequently, this study aims to explore the role of personality characteristics and
mechanisms of moral disengagement, in connection with the emotions experienced, in
reference to the behaviours perpetrated or suffered online.

2.1 Method

Participants and Procedure
The participants were 655 students. Most of respondents were in the 14–17 age range
(68.7%), and the remaining ones had between 18 and 20 years (29.3%) or between 21
and 25 years (2%). Female participants were 62.3%.

The sample was recruited from 16 Italian high schools, technical and vocational
Institutes scattered in the Italian territory from north to south, through direct contact
with the schools and their headmasters, upon request for authorisation and information
on data processing.

The data were gathered from a structured self-reported questionnaire, to be filled in
online, consisting of 6 sections respectively devoted to collect data on personal informa-
tion, social media use, personality traits [36], moral disengagement about cyberbully-
ing, cyber victimization and cyberbullying behaviours [16], and the emotions felt by the
cyber-bullies and the cyber-victims, collected through the Positive andNegative affective
schedule (PANAS) [37].
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The department, that in our case carried out the function of ethical committee,
evaluated and approved the study (report n. 10/2019 of 13 March 2019).

The first section of the questionnaire, Personal information, was aimed at collecting
information on age, gender and school attended by the participants.

The use of social network was investigated in the second section through questions
on the social media most frequently used, the reason for their use, the time spent on the
net.

Measures
Big Five Inventory
Personality traits have been investigated through theBigFive Inventory (BFI) [38]. In this
study the shorter 10 items version of the BFI was used [36]. It measures five dimensions,
with two items for each one, considered fundamental in the personality description:
extraversion, agreeableness, conscientiousness, neuroticism and openness. For each item
the individuals were asked to express their level of agreement on a Likert-type scale from
1 “do not agree” to 5 “completely agree”.

Extraversion refers to a dynamic, active and dominant mode of behaviour and it is
associated to high positive affect. Agreeableness describes a friendly, cordial and selfless
attitude, it was associated with higher positive and lower negative affect. Conscientious-
ness measures the presence of reflexivity, scrupulousness and accuracy that can become
fussiness and excessive attention to detail. It predicted low affect variability and low
reactivity to stressors [39]. Neuroticism concerns characteristics related to anxiety, vul-
nerability and control of one’s behavioural and emotional reactions and is associated
to higher negative and lower positive affect. It seems to be the personality factor most
strongly related to emotions and affect in general [36, 40–43]. Openness describes peo-
ple with several interests and open to new experiences. It seems to be related to higher
reactivity to stressful events but has no variability on affect [39].

Moral Disengagement About Cyberbullying
Moral disengagement about cyberbullying is an eight items self-report scale [15, 16]
that has been structured to analyse moral disengagement from cyberbullying behaviours
through four kinds of mechanisms: justifying the behaviour, shifting responsibility,
minimizing the harm caused, and moving the causal focus onto the victim [14].

The questionnaire includes both items directly addressing moral disengagement of
aggressive online behaviour, such as “Cyberbullying annoying classmates is just teaching
them a lesson” and more general questions, such as “It’s okay to treat someone badly if
they behave like a jerk”.

For each item the participants were asked to express their level of agreement on a
Likert-type scale from 1 “strongly disagree” to 5 “strongly agree” [16].

Cybervictimization and Cyberbullying
The scale includes 12 items, 6 for cybervictimisation and 6 for cyberbullying.

All the items asked participants to report the frequency (1 = never, 2 = 1–2 times,
3 = 3–5 times, 4 = 5 + times) with which respondents were harmed by others’ cyber-
aggressors or with which respondents harmed others by sending mean or threatening
messages or emails.
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By way of example, the following is an item that identify the adolescents who
consider themselves to be victims of cyberbullying “How often have you received mean
or scary emails?” [16].

Positive and Negative Affect Schedule (PANAS Short Scale) About Cyberbullies
and Cybervictims
Positive and Negative Affect Schedule measures the two paramount and culturally dom-
inant aspects of an emotional experience, the positive or negative valence. High positive
affect indicates activation, energy, enthusiasm, while a low positive affect stands for
inaction, sadness and inattentivity [44].

Positive affect includes mood states such as interested, active, attentive, enthusiastic,
while negative affect can go from disgust to fear to anger to guilt. According to Tellegen
[45] and Watson and Clark [44] positive affect and negative affect are related to the
personality factors of extraversion and neuroticism, respectively.

The PANAS scale consists of 20 terms that describe emotions and feelings, 10 posi-
tive, such as active, alert, attentive, determined, enthusiastic, excited, inspired, interested,
proud, strong and 10 negative, such as afraid, scared, nervous, jittery, irritable, hostile,
guilty, ashamed, upset, distressed [37].

For each emotion a 5-point Likert scale is given from 1 = Very slightly or not at all
and 5 = extremely. The positive emotion scores are added together, for a range from
10 to 50. In the same way, negative emotions are added up. In this study, The PANAS
schedule was used both to evaluate the emotions felt by the attackers and to evaluate the
emotions felt by the victims.

2.2 Results

Social Media Use
The majority of the respondents declared that they spend between 1 and 3 h per day
using social media (54.4%). About 30% reported more than 3 h per day spent on social
media, and 13.3% less than one hour. Only 5 participants (0.8%) declared they do not
use social media at all. Time spent on social media was not significantly associated with
personality traits, or with age group, but it was strongly associated with gender (X2(3)=
27.3; p< .001), and the results of the analyses showed that the main difference between
male and females was in the group that reported to spend more than 3 h per day on
social media that comprised 38.7% of the females respondent versus 19.8% of the males
respondents (cfr Table 1).

Moral Disengagement
We examined first the fit of the measurement model for moral disengagement using
confirmatory factor analysis (CFA). The results showed that fit of the model to the data
was good [CFI = 0.938; TLI = 0.913, SRMR = 0.045; RMSEA = 0.070], and for
further analyses we computed and stored the predicted respondents’ scores on moral
disengagement. The distribution of these scores was highly skewed to the right, and the
analysis of the correlations with the BFI personality trait scores, adjusting for multiple
comparisons, showed a significant, weak correlation between agreeableness and Moral
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Table 1. Contingency table confronting the distribution of responses about the time spend on
social media in male and females.

Time on Social Media

Gender
Total

F M

Never
2

40 %
0.5 %

3
60 %
1.2 %

5
100 %
0.8 %

Less than 1 hour/day
44

50.6 %
10.8 %

43
49.4 %
17.4 %

87
100 %
13.3 %

1 to 3 hours/day
204

57.3 %
50 %

152
42.7 %
61.5 %

356
100 %
54.4 %

More than 3 hours/day
158

76.3 %
38.7 %

49
23.7 %
19.8 %

207
100 %
31.6 %

Total
408

62.3 %
100 %

247
37.7 %
100 %

655
100 %
100 %

χ2=27.277 · df=3 · Cramer's V=0.204 · Fisher's p=0.000

Disengagement (r = 0.12; p < .05). We also examined the association of the MD score
with time spent on social media, age and gender using multiple linear regression. The
analysis was conducted on the square root of the competed MD score, because the
distribution of the original scores deviated significantly from normality. The results
showed that moral disengagement was significantly associated with gender, with higher
scores for males than females [F(1, 636) = 72.91; p < .001], but not with age or time
on social media, and overall the model explained approximately 11% of the variability
in the transformed MD scores.

Involvement in Cyberbullying
We initially examined the frequencies of the responses to the items of the cyberbullying
involvement questionnaire [16]. The distribution of the responses is shown in the Fig. 1
as stacked frequencies bar charts.

We then conducted a confirmatory factor analysis to examine themeasurementmodel
for cyberbullying involvement, including two latent factors (cyberbullying and cyber-
victimisation) each manifested by six ordinal indicators. The fit of the model was good
[CFI = 0.956; TLI = 0.946; GFI = 0.982; SRMR = 0.089; RMSEA = 0.077]. Pre-
dicted scores for both factors were computed and saved for further analyses. For both
factors the computed scoreswere significantly associatedwith time spent on socialmedia
[Cyberbullying: F(2, 638) = 11.74; p < .001; Cybervictimisation: F(2, 638) = 8.08; p
< .001;], but not associated with Age and Gender, and the coefficients showed that the
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Fig. 1. Stacked frequency bar charts showing the distribution of participants’ responses to the 12
items of the questionnaire about involvement in cyberbullying, either as bully (above) or as victim
(below).

more time the respondents spend on social media, the higher were the cyberbullying and
cybervictimisation scores.

Sixty-four participants (9.8%) declared that they had been a bully (by posting photos,
embarrassing images, offending comments/words, or revealing online someone else’s
secrets or personal/private information for others to read) more than once. One hundred-
forty-four (22%) instead affirmed they had been victims of such acts of bullying. There
was a significant association between having bullied and having been a victim of bullying
[X2(1)=10.98; p< .001].Among thosewhodeclared to havebeenbullied, the frequency
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of bullies (17.4%; n= 25) was more than twice the one found among those who had not
been bullied (7.6%; n = 39).

Emotions in Cyberbullying Involvement
We then examined the correlations between the positive and negative emotions felt by
respondents in connections with either having bullied one of their school mates or having
been the victim of such cyberbullying acts from school mates.

In the tables beloware reported themean scores for the negative andpositive emotions
as function of a) gender, b) having been a bully and c) having been victim of bullying.

Emotions by Gender
Female victims felt significantly stronger negative emotions than male victims [t(69.67)
= 3.06, p< .01, d= 0.59], but apart from this, there were no other significant differences
between emotions by gender (see Table 2).

Table 2. Average scores for the intensity of positive and negative emotions after involvement in
acts of cyberbullying either as bully or as victim of bullying, overall and as function of gender.

Sample Females Males p-value

Mean SD Mean SD Mean SD

Pos. emotions bullying 2.80 0.94 2.66 0.95 2.97 0.93 NS

Neg. emotions bullying 2.17 1.01 2.23 1.05 2.1 0.97 NS

Positive emotions victim 2.30 0.94 2.24 0.92 2.45 0.99 NS

Negative emotions victim 3.01 1.06 3.18 1.02 2.59 1.05 <.01

Emotions in Bullies and Victims
For those who reported to have performed acts of bullying, emotions scores were sig-
nificantly higher for positive emotions than for negative ones [t(62) = 4.7, p < .001,
d = 0.63]. Conversely, for those who reported to have been victim of acts of bullying,
emotions scores were significantly higher for negative emotions than for positive ones
[t(142) = −6.59, p < .001, d = −0.71] (see Table 3).

Table 3. Average scores for the intensity of positive and negative emotions after involvement in
acts of cyberbullying either as bully or as victim of bullying.

Role N Positive
emotions

Negative
emotions

p-value

Mean SD Mean SD

Bully 63 2.8 0.94 2.17 1.01 <.001

Victim 143 2.3 0.94 3.01 1.06 <.001
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Correlations Between Emotions and Other Variables
For both groups (bullies and victims), a positive significant correlation was found
between the PANAS negative and positive emotion scales (Fig. 2). For bullies, the mag-
nitude of the correlation was moderate [r = 0.41; t(61) = 3.48; p < .001], while for
victims the emotions scales were weakly correlated [r = 0.17; t(141) = 2.09; p < .05].

Fig. 2. Correlations between moral disengagement, involvement in cyberbullying as victims or
bullies, and positive/negative emotions experienced after the acts. The Xs mark insignificant
correlations after adjusting for multiple comparisons.

Negative emotions during acts of bullying were also significantly correlated with
neuroticism (r = 0.41) and openness (r = 0.31) (Fig. 3).

Fig. 3. Correlations between personality traits and positive/negative emotions in bullies and vic-
tims of cyberbullying acts. The Xs mark insignificant correlations after adjusting for multiple
comparisons.
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Structural Models
We used structural equation modelling to test hypothesis about the association between
moral disengagement and involvement in cyberbullying. First, we tested amodel derived
by Meter and Bauman [16], in which moral disengagement is directly affecting cyber-
bullying involvement as a bully or as a victim. The model had a good fit to the data [CFI
= 0.951; TLI = 0.945; GFI = 0.98; SRMR = 0.075; RMSEA = 0.058] and the results
confirmed previous findings that moral disengagement was indeed significantly associ-
atedwith both cyberbullying involvement factors (Fig. 4).We then tested a secondmodel
in which the binary endogenous variables coding whether participants had (vs had not)
more than once posted offending/embarrassing pictures/words or personal information
about a school mate so the others could read them, and whether they had been more than
once the victim of such actions were included outcomes of moral disengagement. The
results showed again a good fit of the model to the data [CFI = 0.959; TLI = 0.953;
GFI = 0.98; SRMR = 0.071; RMSEA = 0.052], and both the direct effects of moral
disengagement on the new binary outcomes were significant.

Finally, we conducted separate regression analyses on the positive and negative
emotions felt by bullies and victims, to test the association of these emotions with moral
disengagement, gender and personality traits. For bullies, positive emotions were not
associated with any of the factors considered, while negative emotions were significantly
associated to moral disengagement [B = 0.37; se = 0.15; p < .05], neuroticism [B =
0.59; se = 0.19; p < .01] and openness [B = 0.41; se = 0.16; p < .05]. For the victims,
conversely, positive emotions were significantly associated with moral disengagement
[B = 0.35; se = 0.14; p < .05], while negative emotions were not, but were associated
with gender [Bmales = −0.65; se = 0.2; p < . 01] and openness [B = 0.27; se = 0.14;
p < .05].

Fig. 4. Structural equation model of the relationships between moral disengagement and
involvement in cyberbullying, as a bully and as a victim.
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3 Conclusion

The results of this study have provided additional knowledge useful for the understanding
of complex phenomena such as those related to attacks perpetrated or suffered online.

The model of Meter and Bauman [16] was confirmed, highlighting how moral dis-
engagement directly affects involvement in experiences as both bully and victim. In
addition, a second model was tested which explored the hypothesis that moral dis-
engagement may or may not lead to bully or victim involvement, and the results are
significant in both cases. Clearly, it was possible to reaffirm that the mechanisms of
moral disengagement can come into play as much in reference to being a bully as to
being a victim, and probably can also be a precondition for those roles. Moreover, it
was highlighted that this has to do with the gender of the respondents - males exercise
more thought mechanisms aimed at moral disengagement - and not with time spent
online. The latter variable, however, as a contextual factor is in any case related to the
occurrence of episodes of cyberbullying or cybervictimisation and can lead to positive
but also negative consequences [46].

With regard to emotional correlates, it should be noted that this study did not analyse
specific emotions, but their direction (positive or negative) and their intensity. The results
suggest that there is a subjective disposition to feel emotions with more or less intensity:
both bullies and victims experience emotions that are more or less intense in a correlated
way, i.e. if one feels positive intense emotions one also feels negative intense emotions.

Exploring the relationships between aggressive online behaviour and emotions,
on the one hand we have a clear and predictable relationship between cyberbullying
behaviour and positive emotions on the other hand between victimisation and negative
emotions. But the use of moral disengagement thought mechanisms seems to have to
do with a completely reversed emotional pattern. Bullies (regardless of gender) who
show higher levels of moral disengagement feel negative emotions more intensely and
are more characterized by the trait of neuroticism. In this regard, it can be hypothesized
that the behaviour manifested by these subjects is likely to be ascribed to the inability
to control aggressive impulses adequately (something that most clearly pertains to boys,
see Parlangeli et al. [47]). This, in connection with a tendency to experience the world
as hostile and threatening, may imply a greater need to resort to mechanisms of moral
disengagement as a mean, in this case an ineffective mean, to reduce guilt and negative
feelings following their actions.

Opposite results are found in relation to victims who have higher levels of moral dis-
engagement in relation to positive emotions. Some authors [34, 35] have suggested that
the use of mechanisms of moral disengagement by victims is due to reflective thought
processes resulting from the events of aggression suffered. As if to say that cybervic-
timised young people could be looking for explanations that justify their inability to
react, and therefore try to minimize emotions of self-blame. The results obtained with
this study perhaps add a piece to this explanation, as they may suggest that victims
must have already suffered aggressive behaviour in order to formulate thoughts of moral
disengagement. This process must correspond to a psychological state that does not
involve excessively negative emotions, so negative that they are annihilating and lead to
a complete assumption of responsibility for what e-victims have suffered. Contrary to
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this, recourse to mechanisms of moral disengagement can lead to the establishment of
positive emotions for the victims.

Obviously, the explanations given are subsequent to the evidence of the data, since
the study was carried out in an exploratory manner and no hypothesis had been made
as to the direction of the relations between the variables considered. In the light of the
results found, it seems however reasonable to think that their interpretation must take
into account both the subjective dispositions to feel more or less intense emotions and
the personality traits of the subjects. Thus, for both victims and bullies the relationship
between negative emotions and neuroticism may appear quite reasonable. Less obvious,
and certainly in need of further investigation, is the result that shows a relationship of
the openness trait to the negative emotions of bullies.

In any case, both with regard to the relationship between moral disengagement and
negative emotions in bullies, and betweenmoral disengagement and positive emotions in
victims, amore precise analysis of individual emotions would be necessary. PANAS [37]
is not structured by contrasting negative emotions with positive corresponding emotions
(e.g. sadness vs. joy).Moreover, it refers both to purely subjective emotions (e.g., active),
and to others more of a social (e.g., hostile), or moral (i.e., ashamed) type. These differ-
ences between emotions, here instead considered and generically qualified as positive or
negative, are probably not irrelevant if one thinks mechanisms such as moral disengage-
ment in cyberbullying and cybervictimisation behaviours. Unfortunately, however, one
limitation of the present study concerns the number of respondents to the questionnaire
who claimed to be bullies or victims, a number that did not allow us to conduct analysis
at a higher level of detail in relation to single emotions.

Another limitation is the lack of control of the level of sincerity of the respondents.
The issues addressed are obviously characterized by a negative social value, and it is
very likely that the answers obtained are affected by a desirability effect [48].

Further studies will have to explore with greater accuracy the different emotions in
both cyberbullying and cybervictimisation behaviours, and their role as consequential,
antecedent or more simply as correlates of the mechanisms of moral disengagement.
From this could derive knowledge useful for a “design for reflection”, a social media
design aimed both at a greater knowledge of the media themselves [49, 50] and a greater
awareness of the relationships that are realized through them.
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Abstract. The development and deployment of new technologies have influenced
the media environment by enabling quick and effective dissemination of false
news via social networks. Several experimental studies have highlighted the role
of thinking style, social influence, source credibility and other factors when it
comes to fake news recognition. Our study makes several contributions to exist-
ing knowledge. Web introduce a measure of conspiracy thinking, a comparison
between politics and business news recognition, and we investigate the effects
of sensationalist headlines on users’ abilities to differentiate between false and
true news. 228 university students (203 completed the entire survey) from three
departments (Humanities, Management, and Economics) took part in an online
experiment. The results of a regression analysis demonstrate that double-checking
of news online has a significant effect on individuals’ overall ability of differen-
tiating between true and false news. Thinking styles, prior experience, and such
control variables as age and gender have no significant effect on the overall level of
accuracy. We also discuss the effects of different factors responsible for the accu-
racy of fake news recognition in business and political news, as well as several
limitations of the study.

Keywords: Fake news · Conspiracy thinking · Rational mentality · Magical
beliefs · Trust

1 Introduction

The development and deployment of new technologies have changed the media environ-
ment by enablingquick and effective disseminationof false newsvia social networks. The
rate of false news propagation depends on individuals’ ability to differentiate between
lies and truth in the information stream. Recent studies have identified several factors
affecting the accuracy of fake news recognition by social network users. Among these are
the credibility of the source [1, 2], the readers’ thinking style [3–6], and social influence
[7]. Exploring the influence of the style of thinking, researchers differentiated between
two dimensions: rational thinking (as the ability to solve logical problems) and magi-
cal thinking (associated with beliefs in the extraordinary [8]). The belief in conspiracy
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theories and the tendency to use implausible explanations when interpreting significant
social or political events [9] may also influence individuals’ ability of fake news detec-
tion. Recent research has also shown a relationship between the level of conspiracy
thinking and the degree to which people’s trust the police, their neighbors, or their rela-
tives [9]. In addition, a number of studies looked at the interactions between conspiracy
thinking and people’s trust in existing medical paradigms [10], climate change [11], and
right-wing authoritarianism [12]. At the same time, the effects of conspiracy theological
thinking on people’s ability to recognize fake news has not been investigated.

Furthermore, previous studies have identified such linguistics factors and stylistic
features as the title [13] or the number of typographical errors [2, 14] as important
predictors in fake news recognition.

It is worthmentioning that, to the date, experimental studies on fake news recognition
have been focused predominantly on the assessment of political news. In our study, we
are broadening this focus by including news from the sphere of business.

Thus, this study is guided by the following research questions: 1) What are the
factors that influence the accuracy of fake news recognition; 2) To what extent are there
differences in fake news recognition between news from different spheres? To answer
our research questions, we will analyze the effects of such factors as rational thinking,
conspiracy thinking, generalized trust, and role of the sensationalist headlines on the
accuracy of fake news recognition when looking at a selection of political and business
news.

2 The Role of Cognitive Factors and Personal Traits in News
Assessment

2.1 Related Studies

Thinking Styles. An analysis of the literature shows that one of the most important fac-
tors in determining the quality of fake news detection is the style of thinking. Studies by
Bronstein and colleagues have shown that rational thinking largely determines the ability
of fake news detection. At the same time, dogmatism and belief in extrasensory phenom-
ena reduce people’s ability to differentiate between truth and lies [4–6]. Coe found that
magical thinking heightens the susceptibility of a person towards fake news [8].

Considering the literature related to thinking patterns and people’s abilities to eval-
uate the trustfulness of information, we propose to include the concept of conspiracy
thinking, which has recently attracted considerable attention of f political scientists, psy-
chologists and sociologists. In 2018, an entire issue of the European Journal of Social
Psychology was devoted to the concept of conspiracy theory and its impact on decision-
making processes [15]. In their studies, Edelson and coauthors showed the influence
of conspiracy thinking on decision-making mechanisms during elections [16]. Several
studies have demonstrated a negative relationship between belief in conspiracies and
interpersonal trust or trust in the police [9, 17, 18]. Uscinski and Olivella revealed a
connection between conspiracy and authoritarian thinking [11].
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Thus, we decided to investigate the effects of different thinking styles (rational,
magical, and conspiratorial) on the accuracy of fake news recognition. Consequently,
we have formulated the following hypotheses:

Hypothesis 1. Rational thinking increases the accuracy of news recognition in any
domain.

Hypothesis 2. Magical thinking decreases the accuracy of news recognition in any
domain

Hypothesis 3. Conspiracy thinking decreases the accuracy of news recognition for the
political domain only.

General Trust
The accuracy of differentiation between true and false news is usually associated with
the credibility of the source [2] or with the degree of trust in a particular media outlet [8].
Even though, given the fact that on social media platforms, a news item can be presented
without a link to the original source or with a misleading link, we decided to exclude
this factor from our analysis and to provide all news without mentioning where they
come from. Also, we assume that general trust in people may influence people’s ability
to recognize fake news. Consequently, we formulated the following hypothesis:

Hypothesis 4. General trust in people decreases the accuracy of fake news recognition.

User Experience and Media Literacy. Students from different departments have dif-
ferent literacy skills, interests, and patterns of news consumption. These three factors
may influence their ability to recognize fake news [19]. This leads to the following two
hypotheses:

Hypothesis 5. Interest in a particular type of news (e.g. politics) increases the accuracy
of news recognition in this particular domain.

Hypothesis 6. Studying in a particular field (e.g. business or humanities) increases
the accuracy of news recognition in this particular domain (business or humanities
respectively).

Wealso expect that people’s ability to remember certain news (their prior experience)
may influence the accuracy of fake news recognition.At the same time, some experiments
have shown that people’s memory may be inaccurate when it comes to news recollection
and the very fact that certain news items (fake or real) may be repeated multiple times
make them more believable [3]. Thus, we formulated the following hypothesis:

Hypothesis 7. Ability to recall the news will have no influence on the accuracy of news
recognition.

Fact Checking Behavior. Fact-checking procedures are some the most powerful tools
that individuals have at their disposal when it comes to fake news recognition. In our
online experiment, participants operate in natural conditions and, thus, we cannot prevent
them from double-checking certain news for accuracy. When it comes to fact checking,
we have formulated the following hypothesis:
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Fig. 1. News accuracy recognition model.

Hypothesis 7. Fact checking increases the accuracy of news recognition in each domain.

Thus, by studying the factors affecting the accuracy of news recognition (Fig. 1), we
assume that the nature of their influence depends on the news section and the nature of
its presentation (sensationalist headlines or not).

3 Methodology

3.1 Experiment Design

We used a 2 × 2 × 2 design in our experiment. Students were offered 8 news items that
varied by the following conditions: section - politics or business; type - false or true;
with sensationalist (true) or neutral (false) headlines. Respondents were asked to indicate
the degree of their trust in each news item on a 6-level Likert scale (from “absolutely
false” to “absolutely true”). Control variables included: gender, age, level of education,
university faculty, news consumption patterns, generalized trust, and political interests.

News Selection. The selection of news for this experimental study turned to be a chal-
lenge as fake and real news stories can differ in style, source, domain, and in their
attractiveness to readers. This is why we decided against creating fake news stories our-
selves and, instead, we used a series of existing fake news from a known fact-checking
site – snopes.org. We selected four recent stories covering well-known persons (for pol-
itics) or international companies (for business) respectively. Our condition was that both
companies and politicians should be widely known in Russia. Political news were about
Donald Trump (2), Arnold Schwarzenegger (1), and climate change (1). Business news
were about IKEA, Starbucks, Boston Dynamics, and the global bottled water industry.
The full list of news items is presented in Appendix 1. Table A.1.

All news items were accompanied by two manually created titles. In all cases, one
title was neutral and the other one – sensationalized. For example, the two titles for
information about an IKEA advertisement campaign were: 1) “Test from IKEA” (“Tect
ot IKEA”) and 2) “IKEA shock” (“Xok ot IKEA”). All news items was equalized
in terms of their length and style to reduce the effect of wording and complexity. We
also checked all news items for typographical errors.
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3.2 Sample

Wesent out our survey invitations by e-mail to students in three departments (Economics,
Management, and Humanities) situated on a single campus of one of Russia’s leading
universities. 228 students (Response Rate: 12.25%) accessed the link to the study, and
203 completed both experimental and survey parts. 91 (44.82%) students were from
the Faculty of Humanities, 37 (18.22%) from Management, and 75 (36.94%) from
Economics. The majority of the sample were female students (female - 76.35%, male
– 20.19%, other – 3.44%). The average age of participants was 20.3 years (Median =
20, SD = 2.63). In all faculties, the ratio of male to female respondents was similar. The
students in Russia are characterized by low age dispersion, and we observe a similar
trend in our sample – the mean age of respondent was 20 years (the minimum was
18 years and the maximum – 36). Two participants indicated that they were 51and 109
years old respectively and were considered to be outliers and, thus, removed from further
analysis.

By analyzing the time spent by our respondents on recognizing fake news, we were
able to determine a group of participants who were either extremely quick or extremely
slow in their responses. It is worth noting that the respondents, who spent a lot of
time on this task, did not spend it on news checking. Instead, they used these time on
other tasks unrelated to this study. Hence, this may be related to these respondents’
overall distractedness and low motivation, which means that their results may have not
been reliable. Similarly, there were students who we were extremely fast in answering
questions.

Following a standard procedure, we excluded from further analysis all participants
who did not answer our control questions and 5% from extremely fast and 5% from
extremely slow respondents.

3.3 Control Variables

Double-Checking of Information. By administering the questionnaire online, we could
not prevent our participants from using the Internet to double-check the news, so we
included an information check question. For each news item, we asked participants
whether they had checked this news during the experiment. Based on this information,
we created the “News_checked” variable. It is worth mentioning that the majority of
participants (167–93.82%) did not check a single news item. One news was checked by
2 respondents, 2 by 5, 3 by 2, 4 by 1 and 5 news items by 1 participant (Table 1). In
total participants performed 27 double-checked acts (for political news – 15 (55.55%),
business −12 (44.44%). News with sensationalist headlines were checked almost the
same time (14, 51.85%), as with neutral titles (13, 48.14%).

News Seen. All news items selected for the experiment originated from publicly avail-
able sources and these news have been in circulation for a while, so it was possible
that they had already been seen by our respondents. For each news item, we asked
participants whether they had already seen this information. Based on these data, we
created the “News_seen” variable. It is worthmentioning that themajority of participants
(91–51.12%) never saw a single news item prior to the experiment (Table 1).
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Table 1. Frequency distribution for “News checked” and “News seen” variables.

Number of news 0 1 2 3 4 5 Total

News seen 91 41 25 16 2 3 178

News checked 167 2 5 2 1 1 178

News Consumption. Questions about news consumption included the following options:
TV, Paper newspapers and journals, Radio, SNS and Forums, Bloggers, News sites and
News aggregators, Friends, Other. Participants were asked to indicate their top three
options All options were recoded as individual dummy variables. We present descriptive
statistics in Appendix 1. Table A.2.

The top three sources of information for participants in our study were: SNS and
forums – 164 (92.13%), news sites and aggregators – 101 (56.74%), and friends – 89
(50%).

Accuracy. We created seven accuracy coefficients. First, we calculated the overall accu-
racy (Acc) based on all news items included in the study (see Table 2). Next, we created
one accuracy index for true (Acctruth) and one for false news (Accfake). Then, we cal-
culated accuracy indicies for the two news sections (Accbussn, Accpolit) and for news
with sensationalist (Accsens) and neutral headlines (Accneutr). Descriptive statistics for
the different dimensions of accuracy presented in Appendix 1. Table A.3.

Table 2. Descriptive statistics for overall accuracy

Levels 1 2 3 4 5 6 7 8 Mean accuracy

Number of participants 7 20 33 40 50 24 2 2 4.10

The majority of participants were able to determine fewer than five news items
correctly (84.26%). Six news were accurate recognized by 24 (13.48%) and only four
participants were able to achieve higher accuracy (2.24%).

The accuracy of recognition for each news section was similar. At the same time,
accuracy for true stories was lower than for fake ones, and participants, on average, were
less accurate in deciphering political news compared to business news (see Appendix 1.
Table A.3).

Rational Thinking. The standard procedure for measuring the rationality of thinking is
the Cognitive Reflection Test created by Shane Frederick, however, as it was shown that
women demonstrate significantly lower scores [20]. CRT is also routinely used as an
pop-psychology test on the Internet and it was shown that participants who had already
encountered these tasks obtained higher CRT scores [21]. This is why instead of CRT
we decided to use the CRT-2 questionnaire created by Thompson and Openheim [22].
This questionnaire had only four questions, that we used in our study.
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After checking the psychometric properties of the scale, we determined that this
set of questions could not be considered as a single scale (Cronbach alpha = 0.37).
For questions 1–3, most respondents were able to recognize the right answer, but for
question 4 majority of participants selected the first intuitive (wrong) answer. It is worth
mentioning that there areweak positive correlations between questions 1, 2, and 4 (min=
0.112, max= 22.3). Questions 3 and 4 are not correlated (−0.004). It is evident that there
are significant differences in answers to these questions. Hence, these questions were
used as separate variables (Descriptive statistics presented in Appendix 1. Table A.4).

Conspiracy Thinking. Conspiracy thinking wasmeasured by using four questions: three
were adapted from the Conspiracy Mentality Scale [9] and one from the Conspiracy
Mentality Questionnaire [23]. Even though these questions showed acceptable Cron-
bach alpha (0.69) in our sample, since they represented different beliefs of partici-
pants, we decided to use them separately (Descriptive statistics presented in Appendix
1. Table A.5).

Magical Thinking. To measure magical thinking, we selected top four items with the
highest factor loading [24] adapted from theMagical Ideation Scale proposed byEckblad
and Chapman [25]. Selected items showed low reliability (Cronbach alpha = 0.59) and
we decided to use these questions separately in our analysis. Descriptive statistics are
presented in Appendix 1. A.7.

General Trust. News perception may be related to the general trust in people. To mea-
sure general trust, we used three questions adapted from the World Values Survey [26].
The results of combining three questions into a single scale showed low psychometric
characteristics (Cronbach alpha= 0.55). Therefore, during the analysis, we did not com-
bine these questions into a scale and, instead, considered them separately. Descriptive
statistics are presented in Appendix 1. A.6.

3.4 Strategy of Analysis

The questions that we have selected to evaluate different thinking styles were not suit-
able for the creation of a reliable scale, so during the analysis we treated each question
separately. First, we ran a correlation analysis of the variables, and then we conducted
a dominance analysis [27] based on generalized linear model regressions (GLM). This
allowed us to define themost influential items. Then, we conducted a dominance analysis
for each factor (general trust, rational thinking, etc.), and after that the most influential
factors from each dimension were used in a GLM regression to model the overall accu-
racy of fake news recognition (R core package stats). Next, we reproduce the same
approach to analyze all the dimensions of accuracy. If several items from one dimension
contributed the most to the different aspects of accuracy, we selected the one with the
highest impact (average contribution). Finally, we performed regression modeling using
GLM regressions (R core package stats).
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4 Results

The results of the GLM regression modeling for general accuracy showed (Table 3)
that the only variable significantly affecting the accuracy of fake news recognition is
“News_check” (the number of news checked by respondents).

Table 3 shows that the constructed model does not have high accuracy, which, on the
one hand, may indicate that factors are weak, and on the other hand, may be associated
with the difficulty of the task (as we selected plausible false news and implausible real
stories).

Table 3. Regression model for overall accuracy (main variables)

Accuracy

Predictors Estimates p

(Intercept) 5.04 <0.001

Conspiracy thinking: C.2 “Government agencies closely monitor all
citizens”

−0.12 0.171

Magical thinking: “MT.4 I have felt that I might cause something to
happend just by thinking too much about it”

−0.11 0.167

General trust: Trust.1 “Most of the time people try to be helpful” −0.08 0.447

CRT2.4 “How many cubic feet of dirt are there in a hole that is 3′′
deep × 3′′ wide × 3′′ long?”

−0.43 0.125

who [humanities] 0.35 0.149

who [managers] 0.08 0.789

TV 0.36 0.180

News_checked 0.46 0.006

Observations 178

R2 Nagelkerke 0.220

Next, we conducted a dominance analysis of variables for each dimension of accu-
racy (See Appendix 1. Table A.8). An analysis of the variables showed that “News seen”
dominate among socio-demographic control variables (gender, age, faculty, news seen),
and News check among behavioral control variables (news checked, interest in politics,
interest in business) (Appendix 1. Table A.8). Also the analysis reveal existence of the
differences in factors influences business and politics news recognition (Table 4). For
example, conspiracy thinking is especially significant (Est.=−0.17, p< 0.05) for a busi-
ness news accuracy model. It can be noted that some variables (Trust.3, News_checked)
turned out to be significant for all dimensions of accuracy.
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Table 4. Regression models for accuracy (Business and politics domains, neutral and
sensationalist titles)/

Business Politics Neutral Sensationalist

Predictors Est. p Est. p Est. P Est. p

(Intercept) 4.59 <0.001 2.63 <0.001 2.77 <0.001 4.45 <0.001

Conspiracy
mentality:

−0.17 0.018 −0.00 0.989 −0.10 0.159 −0.07 0.360

C.1 “Many so called “coincidences” are in fact clues to how things really
happened”

Magical
thinking:

−0.07 0.117 −0.03 0.565 0.05 0.297 −0.15 0.003

MT.1 “I sometimes have a feeling of gaining or losing energy when certain
people look at me or touch me”).

General trust: −0.06 0.307 0.07 0.329 0.10 0.078 −0.10 0.119

Trust.3 “Most of the time people try to be helpful”

Rational
Thinking:

−0.34 0.038 0.26 0.158 −0.02 0.895 −0.06 0.745

CRT2.1 “If you’re running a race and you pass the person in second place,
what place are you in?”

News_seen −0.02 0.767 −0.13 0.063 0.07 0.262 −0.22 0.001

TV 0.16 0.355 0.18 0.364 0.39 0.030 −0.04 0.830

News_check 0.28 0.010 0.18 0.159 0.17 0.115 0.29 0.016

Observations 178 178 178 178

R2 Nagelkerke 0.163 0.078 0.133 0.221

Regression modeling for each accuracy dimension showed that Magical Think-
ing, as expected, had a negatively effect on the accuracy of news perception. At
the same time, this effect was significant only for news with sensationalist headlines
(Est. = −0.15, p = 0.003).

There is a significant negative correlation between conspiracy theological thinking
and the accuracy of recognition of business news (Est. = −0.17, p = 0.0018).

It is worth noting that if the respondents believed that they had already seen a partic-
ular news, that reduced their accuracy in determining the accuracy of news items with
sensationalist headlines (Est. = −0.22, p = 0.001).

Surprisingly, respondents who indicated “TV” as one of the main sources of infor-
mation were more accurate in determining the accuracy of news with neutral headlines
(Est. = 0.39, p = 0.030). At this stage of our research, we do not know how to explain
this pattern, which seems counterintuitive to the prevailing perception of Russian TV.
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Another surprising finding the negative correlation between rational thinking and the
accuracy of recognition of business news (Est.= −0.34, p= 0.038), which, in our opin-
ion, is associated with the particular strategy of news selection in our study (plausible
false news and implausible truthful ones were selected). News checking has a signif-
icant effect only for business-related news and for news with sensationalist headings.
We can not speculate that this is due to the fact that participants have a tendency of
checking business news and news with sensationalist heading more often, as number of
double-checking acts are almost the same both for business and political news, and for
sensationalist and neutral headlines.

Thus, we can conclude that the new domain is a significant factor that influences the
perception of news. We can not see any universal factors as we predicted in hypothesis
H.1,H.2,H.3.At the same time, the results do not allow us to fully rejected the hypothesis
that thinking style influences fake news recognition. We also found no influence of trust
(H.4), interest in politics or business (H.5) or faculty (H.6), so we can safely reject these
hypotheses. The “ability to recall the news will have no influence on the accuracy of
news recognition” is the only hypothesis we can partially confirm in our study.

Our research has demonstrated that the domain of political news is the least pre-
dictable area, as none of tested variables contribute to accuracy in this sphere. The use of
sensationalist headlines attracts the readers’ attention, but, at the same time, these head-
lines increase the likelihood of double-checking these news items in other information
sources (Table 4).

5 Discussion

The results raise two important questions. First, can we interpret results as influence of
a factors, as all developed and adapted scales (conspiracy mentality, trust and rational
thinking) at Russian sample have low psychometric features and we used items sepa-
rately. Hence, we could not conclude that these factors have any relationship with the
accuracy of fake news recognition. Consequently, we need to conduct further research
on the role of these factors.

The secondquestion is about the criteria of news selection. This is an importantmatter
because it may potentially affect the results. If the selected news cannot be distinguished
by rational thinking, it is evident why the news checking behavior is the main significant
factor.

It worth mentioning that in the experiments conducted by Pennycook and coauthors,
the CRT and CRT2 demonstrated high correlation (0.57), but they didn’t report the
Cronbach alpha- coefficient for CRT2, which may be a sign of low reliability of this
construct. Moreover, Pennycook and coauthors did not use the CRT2 measurement in
their regression analysis [5].

In comparison to the study of Pennycook and coauthors, our participants showed
less accuracy in recognizing true news (Acctrue = 1.86, instead of 2.76 [5]) and they
were more accurate in recognizing false news (Accfake = 2.24, instead of 1.83 [5]).
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Our data analysis shows that conspiracy thinking has an effect only on the accuracy
in business-related news. This goes contrary to our initial expectation that would have an
effect on respondents’ ability to differentiate between true and fake news in the political
domain. However, once we took a deeper look at the composition of our news, we
discovered that the business news that we selected (for example, the news about bottled
water or IKEA) could have be explained from a conspiracy beliefs angle, while selected
political news could not be explained by any conspiracy ideas.

Thus, we can conclude that certain methodological limitations have impacted our
abilities to fully explore our initial hypotheses.

Limitations
Our research has three main limitations. The first limitation has to do with the type of
news selected for the study, where the relatively low accuracy in news recognition may
be associated with the difficult task of recognizing fake news that in fact look credible.
Second, since our participants were university students who are probably more rational
than the average in Russia, the results obtained from this sample may not be generalized
for the whole population of the Russian Federation.

Third limitation arises from the low psychometric features of proposed thinking
scales and do not allow us to make final conclusion about the role of thinking style in
fake news recognition.

6 Conclusion

The main questions of our study were the following: what are the main factors that
influence the accuracy of fake news recognition and do they differ for news fromdifferent
spheres?

Our analysis of the dominance and indices of accuracy shows that the main factor
responsible for the quality of news recognition is the number of news checked from
external sources. Other factors, such as thinking style, have a significant influence on
the accuracy of business news recognition or on news with sensationalist headlines. It is
interesting that such major factors as general trust and such control variables as gender
and faculty proved to be insignificant when it comes to fake news recognition.

Our analysis raises several further questions, such as our limitation to generalize our
findings beyond the walls of an advanced university in Russia. We would also like to
research the role of experimental settings in investigating different factors responsible
for fake news recognition.

Acknowledgements. The research was implemented in the framework of the Russian Scientific
Fund Grant №19-18-00206 at the National Research University Higher School of Economics
(HSE) in 2019.
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Appendix 1

Table A.1. Amount of participants indicated the information source asmain source of information

Domain True Title Text

P T Neutral:Po�apy
v Kalifopnii
Sensationalist:
Gopi,
Kalifopni�!

Tpamp podvepg kpitike de�ctvi� vlacte� Kalifopnii po
likvidacii po�apov. «Ka�dy� god, kak tol�ko ogon�
naqinaet polyxat� v Kalifopnii, <…> on [gybepnatop
Kalifopnii] ppixodit k fedepal�nomy ppavitel�ctvy za
financovo� pomow��. Xvatit!»

P T Neutral: Ha
Xvapceneggepa
napali
Sensationalist:
Tepminatopa
izbili

Ha Apnol�da Xvapceneggepa napali v �AP. I �to popalo
na video — na kadpax my�qina pazbegaetc� i v ppy�ke b�et
71-letnego aktepa nogo� v cpiny. 	elezny� Apni takogo ne
o�idal i ne ydep�al pavnovecie

P F Neutral: Otqet o
klimate
Sensationalist:
Global�na�
poddelka

NASA i me�ppavitel�ctvenna� gpyppa �kcpeptov po
izmeneni� klimata (NOAA) poddelali dannye v
global�nom tempepatypnom otqete GISTEMP, qtoby
ppeyveliqit� ppoblemy global�nogo potepleni�. B
doklade byli na�deny oxibki

P F Neutral: Tpamp i
Mattapella
Sensationalist:
Tpamp ot�igaet!

Ppezident CXA Donal�d Tpamp nazval lidepa Italii
«ppezidentom Mocapello�». 
to ppoizoxlo na
ppecc-konfepencii pocle oficial�no� vctpeqi glav dvyx
gocydapctv. B de�ctvitel�nocti ital��nckogo kollegy
Tpampa zovyt Cepd�o Mattapella

E T Neutral: Boda v
bytylkax
Sensationalist:
Loxotpon v
bytylke

Iccledovateli amepikancko� Environmental Working Group
podqepkiva�t: polovina ppoizvoditele� bytilipovanno�
vody ppizna�t, qto �to ta �e cama� vodoppovodna� voda,
“ppoxedxa� dopolnitel�ny� oqictky”

E T Neutral: Tect ot
IKEA
Sensationalist:
Xok ot IKEA!

Kompani� IKEA ppedlo�ila �enwinam ppo�ti tect na
bepemennoct� c pomow�� cpecial�no� peklamno� ctpanicy
v xvedckom �ypnale Amelia. Ecli bepemenna� �enwina
pomoqitc� na nee, to na ctpanice po�vitc� nova� cena

E F Neutral: Pobot
ygpo�al
qeloveky
Sensationalist:
Pobot
vzbecilc�!

Ha icpytani�x in�enepno� kompanii Boston Dynamics
pobot, yppavl�emy� ickycctvennym intellektom, ygpo�al
qeloveky opy�iem. On napal na cotpydnikov kompanii,
ppovodivxix tectipovanie yctpo�ctva

E F Neutral: Hovye
ctakany
Starbucks
Sensationalist:
«Cataninckie»
ctakany

Akcii kompanii Starbucks ypali pocle togo, kak
genepal�ny� dipektop Govapd Xyl�c ppedctavil novy�
diza�n ctakanov. Pol�zovateli ceti coqli ix oblik
«cataninckim»
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Table A.2. Amount of participants indicated the information source asmain source of information

Sources of information Amount of participants indicated source among
three top sources

%

SNS and forums 164 92.13

News sites and news aggregators 101 56.74

Friends 89 50.00

Bloggers 65 36.52

TV 36 20.22

Radio 7 3.93

Other 5 2.81

Paper newspapers and journals 1 0.56

Table A.3. Descriptive statistics for accuracy dimensions

Amount of participants by levels

Levels of accuracy 0 1 2 3 4 Mean

Fake 2 36 73 51 16 2.24

True 15 43 77 38 5 1.86

Business 5 39 69 49 16 2.18

Politics 19 41 62 47 9 1.92

Exclamation 13 43 59 49 14 2.04

Neutral 7 45 67 49 10 2.04

Table A.4. Descriptive statistics for rational thinking questions

D Question 0 1

CRT2.1 If you’re running a race and you pass the person in second place, what
place are you in?
(intuitive answer: first; correct answer: second)

48 130

CRT2.2 A farmer had 15 sheep and all but 8 died. How many are left? (intuitive
answer: 7; correct answer: 8)

18 160

CRT2.3 Emily’s father has three daughters. The first two are named April and May.
What is the third daughter’s name? (intuitive answer: June; correct answer:
Emily)

21 157

CRT2.4 How many cubic feet of dirt are there in a hole that is 3′′ deep × 3′′ wide ×
3′′ long? (intuitive answer: 27; correct answer: none)

145 33
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Table A.5. Descriptive statistics for conspiracy beliefs questions

ID Question Mean SD Skew Kurtosis SE

C.1 Many so called “coincidences” are in fact
clues as to how things really happened

4.241 1.026 −0.647 0.394 0.076

C.2 Government agencies closely monitor all
citizens

4.314 1.298 −0.500 −0.677 0.097

C.3 The government or covert organizations are
responsible for events that are unusual or
unexplained

3.606 1.311 0.000 −0.681 0.098

C.4 The alternative explanations for important
societal events are closer to the truth than the
official story

4.078 1.227 −0.221 −0.7637 0.092

Table A.6. Descriptive statistics for conspiracy beliefs questions

ID Questions Mean sd Median Skew Kurtosis se

Trust.1 Most of the time people try to
be helpful

3.769 1.093 4 −0.209 −0.49755 0.081

Trust.2 People can be trusted 2.915 1.225 3 0.159 −0.943 0.091

Trust.3 Most people would try to take
advantage of you if they got a
chance

3.938 1.276 4 −0.160 −0.73096 0.095

Table A.7. Descriptive statistics for Magical thinking questions

ID Questions Mean sd Median Skew Kurtosis se

MT.1 I sometime have a feeling of
gaining or losing energy when
certain people look at me or
touch me

3.387 1.584 4 −0.087 −1.228 0.118

MT.2 Someone can put a jinx on me. 2.089 1.345 2 1.054 0.120 0.100

MT.3 I have wondered whether the
spirits of the dead can
influence the living

1.882 1.146 2 1.416 1.527 0.085

MT.4 I have felt that I might cause
something to happened just by
thinking too much about it

3.449 1.445908 3.5 −0.016 −1.084 0.108
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Table A.8. Dominant variables from each factor for dimensions of Accuracy (average
contribution)

Dimensions Business Politics Neutral Exclamation Overall

Conspiracy C.1 (0.024) consp_monitor
(0.002)

consp_truth
(0.001)

consp_monitor
(0.014)

consp_monitor
(0.01)

Magic
thinking

MT.1 (0.01) magic_spirits
(0.018)

magic_eye
(0.02)

MT.1 (0.041) magic_think
(0.017)

Trust Trust.3 (0.013) Trust.3 (0.004) Trust.3
(0.017)

Trust.3 (0.024) people_help
(0.002)

Rational
thinking

CRT2.1
(0.011)

CRT2.1
(0.012)

CRT2.2
(0.007)

CRT2.4
(0.004)

CRT2.4 (0.01)

Control Faculty
(0.005)

News_seen
(0.014)

News_seen
(0.016)

News_seen
(0.047)

who (0.01)

News
sources

News
aggregators
(0.011)

TV (0.01) TV (0.029) Friends
(0.019)

TV (0.015)

Behavioral
variables

News_checked
(0.034)

News_checked
(0.008)

News_checked
(0.029)

News_checked
(0.011)

News_checked
(0.036)
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Abstract. The automatic detection of rumors in social networks is an
important problem that would allow counteracting the effects that the
propagation of false information produces. We study the performance
of deep learning architectures in this problem, analyzing ten different
machines on word2vec and BERT. Our results show that some architec-
tures are more suitable for some particular classes, suggesting that the
use of committee machines would offer advantages in this task.

Keywords: Rumor detection · Empirical factors · Deep learning

1 Introduction

Deep learning architectures have been successfully tested in different scenarios
where it is necessary to evaluate the predictive capacity of the data that describes
an event of interest. Its success is directly dependent on the complexity of these
architectures, which are implemented over millions of parameters that allow
detecting patterns of infrequent correlation in the data. One of its limitations is
the need to train these networks with large volumes of data, preventing network
over-fitting to training data.

Social networks are the medium through which more information is shared
today. In their role as information mediators, social networks concentrate bil-
lions of users worldwide on their different platforms. His insight into people’s
lives has changed how we interact with our social environment. The new genera-
tions, besides, are reported mainly through social networks, which have displaced
traditional media such as the written press, radio, and television.

Social networks users interact with information of different types. Many
times, through social networks, we receive information about news events. How-
ever, the attitude of social network users is not restricted only to receive infor-
mation. One of the highest potentials of social networks is to provide users with
mechanisms through which it is possible to comment on the information, sup-
porting and forwarding it to our followers, or questioning it. The ability that
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users have to modify the content of the information is a crucial aspect to under-
stand how the propagation of information in social networks finally occurs.

As social networks are the media through which new generations are
informed, it is necessary to provide mechanisms to spread truthful and verifiable
information. The democratization of access to information and the sharing of
information on social networks has enormous potential, but at the same time,
it has a significant threat. Networks allow information to be shared without the
mediation of editorial lines, which are often coerced by interest groups. This fact
that is potential at the same time is a threat since the non-mediation of an edi-
torial line allows spreading unconfirmed information. This scenario has favored
the proliferation of false and biased information, which seeks to influence public
opinion, misinforming [2]. In short, what seemed a virtue of social networks, has
also become its primary threat.

One of the ways to counteract the effect that the proliferation of fake news and
rumors have on social networks is to provide information verification mechanisms.
Journalists play a fundamental role in this aspect. Different verification initiatives
have made it possible to establish levels of the truthfulness of news, which favor the
distinction between confirmed news and fake news. For example, Politifact have
allowed verifying information in the United States, detecting a growing prolifera-
tion of fake news during political electoral campaigns [1]. Verification by human
experts is the most accurate, truthful, and reliable way to determine the veracity
of the information. However, it requires a remarkable check effort, limited by the
availability of human resources. Consequently, these valuable efforts allow for an
ex-post verification, which is after the information has been propagated.

Artificial intelligence can help fight fake news in different ways. One of which we
take charge in this work is the automatic detection of rumors using the comments
that users make. Users of social networks make use of their common sense when
interacting with information, and many of them question or deny them. For the
methods of automatic detection of fake news, the use of the information that the
users themselves provide is a valuable source that would allow verification during
the propagation of fake news. The scalability of computational methods would also
favor the processing of a higher volume of information, helping journalists to have
verification information during the propagation of a rumor.

In this work, we study different deep learning architectures that process social
network conversational threads in order to establish the level of veracity of a
rumor. To do this, we tested different encodings of words along with sequen-
tial learning architectures based on extensions and variants of recurrent neural
networks. These architectures process the threads of conversation in the same
order in which they occur on social networks. The objective of this work is to
determine which word encodings are more suitable for this type of tasks, and
which recurrent network architectures have better predictive capabilities in this
scenario. To meet this objective, we report extensive experimentation evaluating
the performance of different deep network configurations in this task, identifying
under which experimental configurations the methods acquire better predictive
capabilities.
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The work is organized as follows. In Sect. 2, we review related work. The
description of the data used in this study is provided in Sect. 3. Section 4 presents
the experimental and methodological design of this study. Experiments and
results are shown in Sect. 5. Section 6 presents the discussion of results. Finally,
we conclude in Sect. 7, providing remarks and outlining future work.

2 Related Work

Social networks have had enormous value in the analysis of rumor veracity. It has
been shown that social network users tend to question or deny false rumors [18],
in a kind of collective phenomenon that allows the network to self-regulate
against the proliferation of fake news. One of the first methods that followed
this perspective was proposed by Castillo et al. [5], who extracted aggregated
features from Twitter to classify news according to their level of veracity. The
results obtained by the authors showed that social networks provided data with
high predictive capacity that would allow the early detection of fake news [6].
These works focused their efforts on providing white-box models that favored
the explainability of the results achieved by the classifiers. For this reason, many
of the reported results correspond to models based on decision trees or Bayesian
networks.

In a sequel, many improvements and extensions were proposed to the methods
introduced by Castillo et al. [5]. For example, Zhao et al. [22] showed that the
use of lexical features of the news comments were crucial data elements for
the analysis of the veracity of the information. The lexical features placed in
relevance in the work of Zhao et al. are related to the stance that users adopt in
front of new information, something that had already been consigned in the work
of Mendoza et al. [18]. This approach was systematized later, denoting this task
as automatic stance detection. It has been shown that automatic stance detection
can provide essential insights into fake news detection methods. Bugueño et al. [3]
recently showed that automatic stance detection based on lexical characteristics
is a challenging problem that requires sophisticated deep learning architectures
in order to be successfully addressed.

Later work showed that the dynamics of the propagation phenomenon in
the social network could also reveal valuable information for the detection of
rumors. For example, Kwon et al. [11] studied the volume of tweets along time,
showing that fake news spreads faster than the real ones. This finding is due
to the emotional burden that fake news produces on users, since its emotional
impact triggers a compulsion towards the sharing of this type of information,
accelerating its propagation in the network. A large-scale longitudinal study
was conducted by Friggeri [8], who observed differences between true and fake
news in terms of news sharing rates. Hannak et al. [9] determined that fact
checking affects the dynamics observed in terms of volume and news sharing.
The predictability of this data was studied by Ma et al. [13], who used kernel-
based learning to model the patterns of spreading fake news on social networks.
Subsequently, this study was replicated in Sina Weibo [21], showing that in this
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network, there are also measurable differences in temporal propagation patterns
between true and fake news.

One way to integrate temporal and lexical characteristics into a coherent
representation is to use sequential learning machines [10]. Deep learning archi-
tectures offer good properties for this purpose, with recurrent neural networks
being the most commonly used machines in sequential learning. Ma et al. [12]
showed that recurrent neural networks offer functional predictive capabilities
in rumor detection by being fed with comment sequences. Bugueño and Men-
doza [4] tested several recurrent neural network architectures suggesting that
bidirectional networks would offer better rumor detection results than unidirec-
tional networks. The reason why sequential machines outperform other types of
architectures in performance is that the conversational thread simultaneously
accounts for the volume of comments associated with a story and the users’
stance. These models have also been used to determine the most influential
users in spreading fake news, using soft-attention mechanisms [20]. The use of
multi-task learning techniques has also been explored in this domain [15], show-
ing that the joint learning of stance and rumor detection offers improvements in
the performance of rumor detection methods. A variant of the recurrent neural
network, called the recursive network, allows ingesting the conversational trees
in a neural network according to an in-order traversal path of the thread. It
has been shown that methods based on recursive networks offer good results in
the task of detecting rumors [16]. Recently, generative adversarial networks have
also been studied in this problem, showing interesting results [17].

In summary, what the previous works show is that different deep learning
architectures offer advantages to the methods of rumor detection. However, it
is not clear which of these architectures is best suited to address this problem.
The objective of this work is to clarify this question.

3 Data Description

The task of automatic rumor detection requires tagged datasets from which to
conduct the training of a learning machine. The consolidation of these datasets
is an expensive process that requires the effort of experts who tag news for these
purposes. Initially, the detection of rumors was addressed using two classes,
true rumor, and false rumor [5]. Subsequently, Zubiaga et al. [23] refined the
rumor typology by defining four classes, true rumor, false rumor, non-rumor, and
unverified. In this work, we will use this last typology to conduct our experiments.

A true rumor corresponds to news that are propagated without being con-
firmed, for which ratifying evidence is available after a while. A false rumor is
spread without being confirmed, for which after a while, there is enough evidence
that allows rejecting its truthfulness. A non-rumor corresponds to a verifiable
news from the moment of propagation. Finally, an unverified news is a rumor of
which there is no evidence available to support or deny its truthfulness.

For experimental evaluation, we use a publicly available Twitter dataset
released by Ma et al. [14], named Twitter 16. This version of the dataset com-
prises a collection of wide spread tweets along with their propagation threads
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(i.e. replies, comments and retweets) provided as a tree structure. Each propa-
gation tree was annotated into one of the four classes of the typology proposed
by Zubiaga et al. [23] by human experts. The veracity labels correspond to tags
provided by verification sites administered by expert journalists, as is the case of
snopes.com and emergent.info. These labels are considered as the gold standard
of this task.

We note that the proportion between tweets and retweets is highly unba-
lanced (almost 1 to 10). Then, to prevent over-fitting we provided only distinct
tweets to each model. The dataset comprises 205 non rumors, 205 false rumors,
205 true rumors, and 203 unverified rumors, with a total amount of 21741 posts.
The text was processed dropping out stopwords.

Each conversational thread was serialized, creating a sequence of tweets
sorted according to timestamp. The dataset comprises variable-length sequences,
the length of the shorter sequence being two tweets, and the longest being 599
tweets. The average length of the sequences is 36 tweets, which was used as
the length of the input sequence. The longer sequences were truncated and the
shorter ones were adjusted to this length using padding.

Each sequence of tweets was ingested in each model by vectorizing the tweets.
Two text encoders were used for this purpose. The first, word2vec [19], provides
an encoding at the level of each word. To construct an encoding of each tweet,
the vectors of each word were averaged. This technique is known as average
word embeddings. A second encoding was obtained using BERT [7], which has
a variant for which a vector representing the sentence is provided. This variant,
known as BERT as service, was used to encode each tweet.

In the case of word2vec, the word embeddings were trained by processing
tweets from the Twitter 16 dataset. This decision allows having vectorized rep-
resentations of words appropriate to the dataset used to train the models. The
training of word2vec was done using a 300-dimensional embedding size, with
sliding windows of five tokens and padding to handle variable-length sentences.
The continuous bag-of-word (CBOW) variant of word2vec was used to construct
these word embeddings. The training of these embeddings considered 200 epochs.

In the case of BERT, no specific training was done on the Twitter 16 dataset.
Instead, the BERT as service variant1 trained on Wikipedia was used, getting the
vectors for each tweet of Twitter 16 using the pre-trained Wikipedia model. The
embedding size of BERT has 768 dimensions and was trained using a transformer
with 12 layers and 12 heads, with a total amount of 110 millions of parameters.

4 Experimental Methodology

In this study, different deep network architectures were tested using the Twitter
16 dataset. To conduct the validation process, the cross-validation methodology
was applied using five folds. Because the data is balanced between the four
classes, the measure of accuracy was used, which allows conducting a validation

1 https://github.com/hanxiao/bert-as-service.
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in problems with balanced classes. All architectures were trained considering 200
epochs, with 256 and 512 dimensionality units.

Ten different architectures were tested, these are LSTM, Stacked LSTM,
GRU, Stacked GRU, bidirectional LSTM (bi-LSTM), bidirectional stacked
LSTM, bidirectional GRU (bi-GRU), bidirectional stacked GRU, convolutional
1D, and recurrent convolutional neural network (RCNN). At the output of each
architecture, a fully connected layer was added with four output neurons that
implement a softmax output function. For all these networks it was considered
a cross-entropy categorical loss function, an Adam adaptive optimizer and a
dropout factor of 0.3 applied at the output layer applied to all the architectures,
except in RCNN where the dropout factor was used at 0.2.

Details of each architecture are shown in the following list.

– LSTM: The LSTM considers two variants with 256 and 512 dimensional units,
a dropout at the output, and a fully connected layer connected to four output
neurons that implement a softmax.

– Stacked LSTM: It has an architecture similar to the LSTM but with two
stacked networks, dropout at the output, and a fully connected layer con-
nected to four output neurons that implement a softmax.

– GRU: The GRU considers two variants with units of 256 and 512 dimensions,
a dropout at the output, and a fully connected layer connected to four output
neurons that implement a softmax.

– Stacked GRU: It has an architecture similar to the GRU but with two stacked
networks, dropout at the output, and a fully connected layer connected to four
output neurons that implement a softmax.

– Bi-LSTM: The bidirectional LSTM considers two variants with 256 and 512
dimensional units, a dropout at the output, and a fully connected layer con-
nected to four output neurons that implement a softmax.

– Stacked Bi-LSTM: It has an architecture similar to bi-LSTM but with two
stacked networks, dropout at the output, and a fully connected layer con-
nected to four output neurons that implement a softmax.

– Bi-GRU: The bidirectional GRU considers two variants with 256 and 512
dimensional units, a dropout at the output, and a fully connected layer con-
nected to four output neurons that implement a softmax.

– Stacked Bi-GRU: It has an architecture similar to bi-GRU but with two
stacked networks, a dropout at the output, and a fully connected layer con-
nected to four output neurons that implement a softmax.

– Conv 1D: The 1D convolutional network considers a convolutional layer, fol-
lowed by a max-pooling type layer, followed by another 1D convolutional layer
and another max-pooling layer. At the exit of these four layers, a flatten type
layer is connected, a dropout is applied, and a fully connected layer connected
to four output neurons that implement a softmax is connected.

– RCNN: The convolutional recurrent neural network considers a convolutional
layer followed by a max-pooling type layer, followed by another 1D convo-
lutional layer and another max-pooling layer. The recurrent layer considers
LSTM type units and, at the output, a fully connected layer connected to
four output neurons that implement a softmax.
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5 Experimental Results

In this section, we show the results obtained in the experiments with the ten
architectures studied on Twitter 16 for rumor detection. The accuracy results on
the testing partitions, averaged over the five-folds, are panned according to the
text encodings used into two different plots. Each plot shows each of the accuracy
bars indicating the dimensionality of the units considered in each model. These
results are shown with bars in Fig. 1.

(a) W2V

(b) BERT

Fig. 1. Accuracy for test data.

As the results show, the best performance is obtained using word2vec trained
on Twitter 16. This result may seem surprising since BERT was pre-trained on
a much larger corpus. What this result indicates is that for a specific predictive
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task, training an encoding on the same corpus to be used in the predictive task
reduces the vocabulary to the target vocabulary used in the dataset, allowing
to define encodings that achieve a better separation and characterization of
the dataset texts in particular. This representation will have limitations when
compared to BERT, such as the out-of-vocabulary word limitation. Along the
same lines, likely, a model trained on a specific dataset instead of a generic corpus
has lower generalization capabilities. However, these limitations do not affect
the predictive capacity of the architectures in the testing partitions, managing
to generalize well in most of the configurations tested on Twitter 16.

Concerning the dimensionality of the internal units of each network, it can
be seen that by increasing from 256 to 512 dimensions, some improvements
are achieved. It is notable that when using BERT, the increase from 256 to
512 dimensions does not necessarily imply an improvement and in some archi-
tectures there is a deterioration in performance. As for the architectures, the
results show that more complex architectures, with a higher number of parame-
ters, offer better results. Among these, when considering word2vec, it is observed
that the best performance is achieved using a stacked bidirectional GRU with
512-dimensional units. The bidirectional GRU also shows good results using
256-dimensional units. Surprisingly, the performance of the bi-GRU deteriorates
when using units with 512 dimensions. As for BERT encodings, the best results
are obtained using bidirectional networks, the best result being obtained by a
Bi-GRU, followed closely by a Bi-LSTM. These results reinforce the findings of
Bugueño et al. [4], who had already shown that recurrent bidirectional archi-
tectures offered better results than unidirectional ones. Our experiments consis-
tently show that the consideration of left and right contexts around each tweet
offers good results in this task.

6 Discussion of Results

To understand the performance of the models in each category, the matrices of
confusion are shown disaggregated by class for the best models of each encoding.
The results are shown in Fig. 2.

The results of the stacked Bi-GRU with 512-dimensional units on word2vec
show good performance in all classes. It can be seen that the most challenging
class is false rumor, for which the model reaches an accuracy of 0.75. Surprisingly
the results in the unverified class are very good, with an accuracy of 0.9. The
only class with which the model is confused in this scenario is false rumor. The
results of the Bi-GRU with 512-dimensional units on BERT show a deterioration
in performance. The most challenging class for this model is unverified, just the
opposite of what is got using word2vec. By using BERT, the best performance
is obtained in the false rumor class. The performances of both models seem to
be complementary, suggesting that the most accessible classes for one model are
the most difficult for the other, and vice versa.
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(a) W2V (b) BERT

Fig. 2. Confusion matrix for the best model of each encoding.

To understand these results, we will show the performance of each architec-
ture in each class separately. Our intuition indicates that there should be some
architectures that allow some classes to be better detected than others. The
results of each architecture disaggregated by class for word2vec and BERT are
shown in Figs. 3 and 4, respectively.

The results in word2vec show that the most challenging class is false rumor,
where all architectures get lower results. The stacked Bi-GRU is especially useful
in detecting unverified rumors, while the RCNN works well in true rumors. It
is striking that the RCNN has deficient performance in the non-rumor class. In
this last class, the best architectures are the stacked Bi-GRU and the stacked
LSTM.

The results using BERT show that the most challenging class is that of
unverified rumors. Although in BERT, the results in the false rumor class are
poor, the Bi-GRU achieves good results, surpassing those obtained in word2vec.
The convolutional neural network obtains good results in the non-rumor class,
and in general, all the machines obtain competitive results in the true rumor
class.

The previous results show that the results per class are diverse, indicating
that some specific architectures are better for each class. It is widely known
that when different machines specialize in solving specific classes of a problem,
it is suggested to assemble them to obtain a better overall result. Our findings
indicate that the use of committee machines would offer good results in this
problem.
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(a) True rumors. (b) False rumors.

(c) Unverified rumors. (d) Non rumors.

Fig. 3. Performance per class using word2vec.

(a) True rumors. (b) False rumors.

(c) Unverified rumors. (d) Non rumors.

Fig. 4. Performance per class using BERT.

To illustrate the variety of results by class, in Fig. 5, we highlight the best
performances recorded in our experiments. The figure separates the results for
both text encodings (word2vec and BERT), showing in each column the results
obtained in a particular class. Each row shows the results obtained by a particular
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architecture. The best results are highlighted by class (one per column), which
shows that practically all architectures achieve one of the best results in some
class.

Fig. 5. Best results per class. The results are depicted per text encoding.

The results clearly show that some classes are more complicated than others
in terms of predictability. The false rumor class is the most difficult to predict,
consistently obtaining the least promising results in all experimental configu-
rations tested in this study. The best overall results in this class are obtained
using BERT with a BI-GRU architecture. The results also show that in some
classes, several architectures achieve similar performances. This is the case of
the false rumor class with word2vec, where three architectures achieve the same
performance. Although the results in the unverified class are surprisingly good
using word2vec, these are very low when using BERT, which shows that there
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is a strong dependence between the encoding and the specific class in which the
forecast is made. In the case of word2vec, the best results are achieved by a wide
variety of architectures. The only architectures that do not achieve a global opti-
mum in a class are GRU, stacked GRU, BI-LSTM, and stacked BI-LSTM. The
other six architectures have some optimal results for any of the classes studied.
When using BERT, the performances come down, but more architectures reach
a global optimum in some particular class. In BERT, all architectures achieve an
optimum in some classes. These results indicate that no architecture manages to
solve the problem in all classes, but rather some architectures are more suitable
for specific instances of the problem. This finding reinforces the idea that the use
of committee machines should offer better results across classes in this problem.

7 Conclusions

In this work, we have reported experimental results in the detection of rumors
using deep learning. We have tested ten different architectures, on two different
text encodings (word2vec and BERT). The results show two interesting findings.
The first is related to the representation of the text. Our experiments show
that performance in a specific dataset improves as text encodings are tuned
to the specific dataset in which each machine is trained. Therefore, word2vec
outperforms BERT, at the cost of limiting the generalization of the model to
other datasets. The second finding has to do with the variety of results between
classes. This work shows that some architectures work better in some classes
than in others, suggesting that the use of committee machines in this problem
should help to obtain better overall results.

We are currently working on extending our methods to Spanish. In addition,
we are exploring the use of ensemble learning in these tasks. The use of committee
machines in this field should offer advantages over machines that work on a single
architecture.
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Abstract. Within the last years, the perception of social media has dramati-
cally changed in public opinion as the dark side of social media has become
more and more visible. Previous research has tried to explain unethical behav-
ior on social media with intrinsic and extrinsic motives. The main goal of this
study is to develop and provide a conceptual model that links moral receptors
with moral disengagement in the context of unethical behavior on social media.
For that reason, a set of propositions are developed linking the moral receptors
“harm/care,” “fairness/reciprocity,” “in-group/loyalty,” “authority/respect,” and
“purity/sanctity” with moral disengagement in order to explain immoral conduct
on social media.

Keywords: Moral receptors ·Moral foundations ·Moral foundation theory ·
Unethical behavior ·Moral disengagement · Social media

1 Introduction

Within the last years, the perception of social media has dramatically changed. While
socialmedia seemed to be a promising instrument to bring people together, it is nowadays
often seen in the general public as an instrument to divide people from each other, to
increase differences between groups, and as a place where people tend to show unethical
behavior to a higher degree than in real life.

Given the acceptance and diffusion of socialmediawithin the general population, it is
safe to assume that there is no bias in the composition of social media users with respect
to subclinical dark personality traits. Hence, personality cannot serve as a rationale in
order to explain the tendency to unethical conduct.

Previous research has suggested and examined the role of moral disengagement in
order to explain why decent people conduct malign behavior in general (e.g. [1–5]) and
in social media in specific (e.g. [6]). Hence, researchers have started to shed light on the
mechanisms which enable people to disengage from their own moral standards without
feeling any pain or regret.
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Often, extrinsic and intrinsic motives served in this context as a starting point to
trigger unethical behavior. However, even if these motives illustrate a sound base for
examining unethical behavior, they cannot fully explain what triggered this behavior.
Therefore, a conceptual framework is developedwithin this paper as an attempt to explain
this phenomenon. This paper shall also serve as a basis for discussion, which is shifting
attention towards the role of moral receptors in the conduct of unethical behavior on
social media.

2 Theoretical Background

2.1 Social Media

Statista [7] estimated that 2.48 billion people were using social networks in 2017. The
most popular social network in 2019 was Facebook, with more than 2.414 billion active
users, followed by YouTube with 2 billion active users, WhatsApp 1.6 billion active
users, Facebook Messenger 1.300 billion active users, and WeChat with 1.133 billion
active users [8]. The penetration rate in January 2019 was 45% on average globally and
ranged from 70% in Eastern Asia to 7% in Middle Africa [9]. The average daily social
media usage of users worldwide amounted to 136 min per day [10]. Given these figures,
social media is a global phenomenon that has become an important element of the daily
lives of almost a third of the total global population.

Despite its widespread use, different understandings exist what social media is.
Following Kaplan and Haenlein [11], social media “is a group of internet-based appli-
cations that build on the ideological and technological foundations of Web 2.0, and that
allow the exchange of User Generated Content” (p. 61). According to the Organisation
for Economic Cooperation and Development (OECD), [12] user-generated content or
user-created content possess three decisive characteristics: First, the work is published
(e.g., on a publicly accessible online medium). Second, a person has also invested a
certain amount of creative effort in order to create content or adapt existing work to
create something new. Third, the content is created outside of professional practices and
routines.

2.2 Social Media and Unethical Behavior

Social media is often associated with democratizing information access and exchange,
offering almost unlimited interactivity, and being open to anyone regardless of gender,
race, social status, educational level, age, or other characteristics [6, 13, 14]. Respondents
stated in a global survey that social media had eased communication, increased freedom
of expression, and offered better access to information. At the same time, respondents
pointed out that social media had impacted personal privacy negatively, has led to a
polarization in politics, and has been perceived as a distraction (Statista 2020c). Hence,
social media blend good and bad elements within themselves. The distinction between
moral, morally questionable, and immoral cannot easily be made as its assessment is
often based on subjective opinion and resides therewith in the perception and judgment
of the individual. The evaluation is further aggravated as its impact is not limited to
online activities but influences life in general, and the behavior of people offline [10].
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Based on the honeycomb framework of Kietzmann et al. [15] that describes the func-
tionalities of social media according to the building blocks (1) conversations, (2) sharing,
(3) presence, (4) relationships, (5) reputation, (6) groups, and (7) identity, Baccarella
et al. [16] developed a framework in order to describe the dark side and morally prob-
lematic side of social media. They argue and provide evidence that each single building
block possesses a negative flipside.

With respect to the first building block, users can show aggressive, misinforming,
and misleading behavior in conversations (conversations). It is furthermore possible to
share and distribute inappropriate content (sharing). The availability and location of
users can be tracked without their awareness and used without their consent (presence).
The relationship functionality on social media can be used in a detrimental way (e.g.,
cyberbullying, online harassment, or stalking) (relationship). It is furthermore possible
to harm the reputation of others or to be affected personally by detrimental activities
(reputation). The possibility to create and become a member of a group on social media
can lead to in-group/out-group biases (groups). All previously mentioned functionalities
on social have adirect effect on the identity of users.Baccarella et al. [16] argue, therefore,
that “socialmedia users are not in control of their own identity any longer” (p. 435),which
can lead to a multitude of safety and privacy risks. Figure 1 summarizes and displays

Fig. 1. The dark side of social media [16].
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the social media functionalities as a source for unethical behavior or, as Baccarella et al.
[16] coined it “the dark side of social media.”

2.3 Approaches to Morality in Moral Psychology

In order to understand individual ethics, different approaches and research streams can
be identified. The most popular and relevant of which will be described in the following.

Cognitive Development Theory. The most popular and influential theory is the cogni-
tive moral development theory of Kohlberg [17–19]. Based on a longitudinal study on
children and young adults, Kohlberg [17] proposed that the relative moral development
is influencing the ethical justification and moral reasoning of individuals.

The cognitive development theory sees three levels of cognitive development with
two stages within each level [17]. In the pre-conventional level, individuals try to max-
imize their gains and to minimize their losses. As a consequence, the question of right
or wrong is answered by the expectations of rewards or punishments, respectively. Indi-
viduals on stage one are mainly guided by obedience without any critical, reflective
consideration. At stage two, reciprocity and fairness considerations play a major role
in the moral evaluation of behavior. In the conventional level, moral judgement is first
centered on the acceptance by socially important people (esp. family) and afterward
replaced by the intention to preserve social order. Hence, the evaluation of being moral
is determined on that stage by the degree of following rules, regulations, and guidelines.
In the post-conventional level, individuals broaden their perspective and look beyond the
most direct social relationships. Self-chosen principles serve as a basis for defining what
is right or wrong. The role of conventional authorities loose subsequently on importance.
The cognitive development theory distinguishes on that level between the stage where
individuals are aware of the relative nature of personal values and norms and the stage
where individuals apply self-chosen ethical principles of justice and human rights. Stage
six illustrates the terminal stage of moral development. Kohlberg believed that this stage
was achieved only by a small group of individuals. In contrast to the first five stages, the
sixth stage was not supported by his data.

In the cognitive development theory, stages are understood as “structured wholes.”
Individuals are expected to behave within these “structured wholes” in a consistent way.
The stages are, in addition, hierarchically integrated and built upon each other. As a
consequence, individuals apply intellectual tools in later stages of moral development,
which have been developed in previous stages [20, 21]. Changes in moral reasoning are
triggered by perceived discrepancies between the actual level and the next higher one
[22, 23].

Moral Foundation Theory. Based on the premise that morality is partly inborn and
partly learned, Haidt and Josephs [24, 25] and Haidt and Graham [26] developed the
moral foundation theory. The moral foundation theory sees innate but modifiable moral
foundations as the base for “parents and other socializing agents […] to build on as
they teach children their local virtues, vices, and moral practices” ([27], p. 1030). It
is important to highlight that the moral foundation theory speaks explicitly of virtues
instead of values “because of its narrower focus onmorality and because it more strongly
suggests cultural learning and construction” ([27], p. 1030).
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In line with the virtue theory, virtues are traits and skills [25]. They are traits in
the form of “dynamic patternings of perception, emotion judgement, and action” ([25],
p. 386). They are skills - or, more precisely, social skills - as possessing a virtue means
“to have extended and refined one’s abilities to perceive morally relevant information so
that one is fully responsive to the local sociomoral context” ([25], p. 386).

In the moral foundation theory, morality has its origin in human evolution and is then
refined over time [24]. Haidt and colleagues adopt in this argument the innateness view
of Gary Marcus [28] as genes provide the first draft for morality, and experience later
edits this draft [25]. Individuals are subsequently born or at least prepared with a certain
intuition of acceptable and inacceptable behavior towards other human beings. Haidt
and Joseph [24] use the term intuitions to particularly emphasize that moral judgment
occurs mostly in an unconscious, rapid, automatic, and effortless way. Moral judgment
resembles therewith aesthetic judgment as “an evaluate feeling (like-dislike, good-bad)
[…] without any conscious awareness of having gone through steps of search, weighing
evidence, or inferring a conclusion” ([29], p. 188).

While this view contradicts the basic assumptions of cognitive-developmental
research, supporting evidence for this view can be found in neuroscience [30], social
psychology [31], and primatology [19, 32]. The moral foundation theory takes therewith
a cross-disciplinary approach, which is also mirrored in its underlying, functionalist def-
inition of morality [19]. Morality is understood in the moral foundation theory as moral
systems that “are interlocking sets of values, practices, institutions and evolved psy-
chological mechanisms that work together to suppress or regulate selfishness and make
social life possible” ([19], p. 70).

In order to identify the moral foundations, Haidt and Joseph did not choose an
empiricist approach but took a modified nativist approach instead where they were
searching for universal, cultural variable building blocks of morality as well as blocks
that could be found in other primates [24].

They used a scoring system to identify core building blocks and identified four
initial moral foundations: Suffering/compassion, hierarchy/respect, reciprocity/fairness,
and purity [24]. Suffering and compassion can be traced back to the relatively long time
span until humans are self-sufficient and not fully dependent on others (esp. the mother).
The ability to detect signs of suffering and distress early in one’s own child improved
the likelihood of survival and secured an evolutionary advantage. Hierarchy as a second
moral foundation evolved to allow humans the formation and stabilization of social
groups. The better an individual could handle the power dynamics within a group, the
higher the chance to climb up the hierarchical ladder or to be an accepted part of the
group—reciprocity as a third moral foundation was essential to establish cooperation
and collaboration with others; especially with non-kin. Being able to engage with others
in a cooperative way offered the possibility to escape zero-sum games and to generate
better outcomes. Suffering, hierarchy, and reciprocity have in common that they are all
answers to social challenges. Purity, however, as a fourth moral foundation, is concerned
with the body and bodily activities (e.g., eating, sex, menstruation). Avoiding related,
dangerous microbes and parasites improved the likelihood of survival and acceptance
within social groups. Haidt and Joseph [24] point out that the moral law of Judaism,
Hinduism, Islam, and traditional societies focus to a great extent on regulating purity



340 C. W. Scheiner

and set the foundations for developing an elaborated set of rules and norms for bodily
functions and practices. Violations against those rules and norms triggered, therefore,
over time self-sanctioning as well as social sanctioning. Table 1 summarizes the initial
four moral foundations.

Table 1. Four moral foundations and the emotions and virtues associated with them [24].

Suffering Hierarchy Reciprocity Purity

Proper domain
(original
triggers)

Suffering and
vulnerability of
one’s children

Physical size and
strength,
domination, and
protection

Cheating vs.
cooperation in
joint ventures,
food sharing

People with
diseases or
parasites, waste
products

Actual domain
(modern
examples)

Baby seals,
cartoon
characters

Bosses, gods Marital fidelity,
broken vending
machines

Taboo ideas
(communism,
racism)

Characteristic
emotions

Compassion Resentment vs.
respect/awe

Anger/guilt vs.
gratitude

Disgust

Relevant virtues Kindness,
compassion

Obedience,
deference, loyalty

Fairness, justice,
trustworthiness

Cleanliness,
purity, chastity

Haidt and Joseph [25] further developed the moral foundation theory and refined the
moral foundations. Table 2 summarizes the five moral foundations “harm/care”, “fair-
ness/reciprocity”, “in-group/loyalty”, “authority/respect”, and “purity/sanctity”. The
first foundation, “harm/care,” resembles the former “suffering” and stands for the need
to care for and protect the vulnerable (esp. own children) and the weak. In actual prac-
tice, this foundation is triggered by a multitude of things connected to (potential) harm.
With respect to reciprocity as second moral foundation, Haidt and Joseph [25] added
that it comes with “a suite of cultural products, such as virtue and vice words related
to fairness, religious injunctions about reciprocity, cultural constructs such as rights,
and social institutions related to justice” (p. 383). “In-group/loyalty” as a third moral
foundation is similar to the former element “hierarchy” but takes a broader perspective.
Instead of focusing solely on the power structure of a social group, the tendencies to
form social groups and to compete with other groups are emphasized. At the same time,
the importance of in-group/out-group effects are highlighted. “Authority/respect” as the
fourth moral foundation has its origin also in the former foundation “hierarchy”.

It concerns the social and psychological side effects of life in a social group with
dominance hierarchies. While superiors have an obligation to protect their subordinates
from external threats, subordinates have to show respect and deference to their superiors.
Concerning “purity/sanctity” as a fifth moral foundation, Haidt and Joseph [25] kept the
core unchanged but further elaborated that purity contributed in some societies to the
ideas about sacredness, about overcoming carnal desires, and about the perception that
the body is to be treated as a temple. Subsequent virtues are temperance, chastity, or
piety, and lust, or intemperance as vices. Haidt and Joseph [25] highlight furthermore
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that purity “is often deeply moralized, not only as a concern about the self but also in
the form of beliefs and feelings about groups and the word as a whole” (p. 384).

The moral foundations act not independent from each other but are often triggered
simultaneously and cause together certain responses.When purity is, for instance, promi-
nent in a social group to the extent that it is not only a concern but rather an obsession, it
can lead to extreme violence, especially when it occurs in combination with the in-group
and loyalty foundation [25]. Historical examples of ethnic cleansing serve as a deterrent
and horrific examples.

2.4 Moral Disengagement

According to the social cognitive theory, the moral agency operates as a self-regulatory
system through the self-monitoring subfunction, the judgmental subfunction, and the
self-reactive subfunction [1]. People subsequently monitor their (potential) behavior
constantly and evaluate it against their own moral standards and situational circum-
stances. In case the (anticipated) behavior is in accordance with own moral standards, a
positive self-reaction occurs. If anticipated behavior contradicts its ownmoral standards,
a negative self-reaction in the form of self-sanctioning is triggered.

It is, however, important to point out that this self-regulatory function does not create
a fixed control mechanism [33]. It operates only when it is activated. As a consequence,
the same behavior can sometimes be followed by self-reward or self-punishment [33].
This allows individuals to perform a behavior in violation of their own moral standards
without any feeling of guilt [1]. Moral disengagement describes the condition when the
control mechanism is deactivated.

It is important to emphasize that moral disengagement is not restricted to exceptional
incidents but can occur in ordinary situations where ordinary people show self-serving
conduct, which causes harm to others [34].

Bandura [33] distinguishes eight moral disengagement practices. These practices are
located at different points in the self-regulatory process and focus on the reprehensible
conduct, the cause-effect relationship, the detrimental effects, or the victim.Moral justifi-
cation, palliative comparison, and euphemistic labeling focus on reprehensible conduct.
Immoral conduct is subsequently not evaluated as such and shown conduct is justified
in the service of moral ends.

Displacement of responsibility and diffusion of responsibility impede that personal
responsibility for detrimental effects is acknowledged. When individuals do not see
themselves as actual agents of their conduct, displacement of responsibility occurs.
Diffusion of responsibility allows the attribution of harm to the behavior of others.

Minimizing, ignoring, or misconstruing the consequences focus on the detrimental
effects of immoral conduct. As a result, people ignore or misinterpret the detrimental
consequences of their actions.

Dehumanization and attribution operate at the point of the victim. If the victim is not
considered as a human being and therewith as equal, different moral standards become
acceptable, andmalign behavior can be justified (dehumanization).Wrongdoing can also
be ignored if the victim ismade responsible for the shown conduct (attribution of blame).
In this case, the victim has provoked the action and is responsible for bringing suffering
upon herself/himself. Figure 2 summarizes the moral disengagement mechanisms.
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Fig. 2. Moral disengagement mechanisms [33].

3 Propositions and Conceptual Model Development

Previous research has provided evidence supporting the relationship between moral dis-
engagement andunethical conduct.Baron et al. [4] found in the context of entrepreneurial
behavior that moral disengagement is positively related to unethical behavior. Kish-
Gephart et al. [35] showed that personal gain could trigger morally disengaged rea-
soning. Moore et al. [5] demonstrated that moral disengagement is linked to different
unethical conduct in organizations such as fraud or self-serving decisions. Scheiner et al.
[36] showed that moral disengagement occurs in the context of unethical behavior in
idea competitions.

Next to the relationship between moral disengagement and unethical behavior, these
studies are a reminder that context has to be considered when unethical behavior is
examined.

As social interaction on social media is a subgroup of computer-mediated commu-
nication, the behavior of users on social media is affected by anonymity, asynchrony,
and dissociative imagination.

Whenpeople can act anonymously, they can easily suspend, ignore,minimize, ormis-
construe the detrimental effects of their conduct. Users find, in addition, an opportunity
to separate their offline selves from their online actions [37].

Asynchrony can lead to reduced availability of social cues [37]. Being isolated from
or experiencing only a small percentage of social cues, people

“feel safe from surveillance and criticism. This feeling of privacy makes them feel
less inhibited with others. It also makes it easy for them to disagree with, confront,
or take exception to others’ opinions” ([38], p. 48-49).

Dissociative imagination stands for the belief that the onlineworld follows a different
set of rules than the offline world [37]. The dissociation is grounded in the possibility to
simply escape from it by turning the computer off or closing a browser or an app [37].

Past research on social media has been able to show that social media possesses, in
addition, specific characteristics that make it easier for people to act in an unethical way.
Baccarella et al. [16] draw attention to the “shallowing hypothesis” where some social
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media activities such as sharing and conversing can lead to reduced reflective thinking
and increased quick and superficial reasoning,which can causemoral triviality. So-called
firestorms are another context-related characteristic where a large group of people often
expresses unfounded and highly emotional opinions against a person, company, or group
in an offending and immoral way [39]. As the responsibility of the individual can be
diffused, normally unacceptable behavior can be conductedwithout any self-sanctioning.

Based on these findings, it can be assumed that moral disengagement is positively
related to the tendency to show unethical behavior on social media.

Proposition 1: Moral disengagement is positively related to the tendency to show
unethical behavior on social media.

Moral foundations are an innate moral preparedness which is then refined by expe-
rience. Haidt and Joseph [25] use the analogy of “taste buds” on the tongue to illustrate
the functioning of moral foundations. While the taste buds on the tongue collect percep-
tual stimuli with respect to food and drinks, the moral foundations respond to abstract,
conceptual stimuli (e.g., cruelty, dishonesty, disobedience, kindness, fairness, treason,
cheating, cowardice, etc.). They are, in that sense, moral receptors.

When amoral receptor senses a stimulus, an affectively valenced experience ismade.
This experience is guiding the subsequent decision about how to react to this stimulus.
In case this control mechanism leads to a positive experience (like), the object/agent
in question is approached. If, however, a negative experience (dislike) is made, the
object/agent in question is avoided [25].

At the same time,when amoral receptor senses a stimulus, a reaction can be triggered
against the source of the stimulus. The reaction can be positive if the stimulus corresponds
with the linked virtues of a single moral receptor or, rather, all affected moral receptors.
In these cases, it is highly unlikely that people deactivate their self-regulation system to
disengage from their own moral standards morally. Hence, it can be assumed that moral
receptors are negatively related to moral disengagement.

Proposition 2a: Moral receptors are negatively related to moral disengagement.
If the stimulus is, however, in contradiction to virtues or corresponds with vices,

a negative reaction can occur against the source of the stimulus. The moral receptor
“purity/sanctity” contributes, for instance, in some societies and religious groups to a
perception that the body is to be treated as a temple. Hence, the display of the body
on social media in general, the presented treatment of the body (e.g., plastic surgery,
tattoos), or the shown relationship with sexuality in social media posts may be perceived
as a violation of the related virtues and as vices. As a consequence, people morally
disengage from their own moral standards. Feeling provoked, they react to these actions
in a highly emotional outburst and attribute the blame for this unethical conduct to the
victim. The treatment of whistleblowers (e.g., Chelsea Manning, Edward Snowden) on
social media is another example where a triggered moral receptor – in this case, the
moral receptor “in-group and loyalty” – has led to similar emotionally charged reactions
where people disengaged from their moral standards.

There are, in addition, circumstances and occurrences where the moral sense is not
only violated but where something is perceived and evaluated as evil. Evil
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“aren’t simply people or things that go against the foundation concerns, like vices.
Evil is something more, something that threatens to hurt, oppress, betray, subvert,
contaminate, or otherwise profane something that is held sacred” ([40], p. 17).

Evil is opposing the sacred. Fighting evil can, therefore, cause the highest unethical
behavior; for instance, in form idealistic violence [40]. Table 3 shows the five moral
foundations in relation to sacredness and evil.

Each moral foundation can, subsequently, be a source for unethical behavior on
social media if something is judged as wrong or even evil. In light of these arguments, it
can be assumed that moral receptors are also positively related to moral disengagement.

Proposition 2b: Moral receptors are positively related to moral disengagement.
Together, Proposition 1 and 2a/b suggest an influence of moral receptors on the

relationship between moral disengagement and the tendency to show unethical behavior
on social media.

Proposition 3: Moral disengagement mediates the relationship between moral
receptors and the tendency to unethical behavior on social media.

Figure 3 summarizes the propositions and the conceptual model.

Table 3. Moral foundations in relation to sacredness and evil [40]

Foundation Sacred values Sacred objects Evil Examples of
idealistic violence

Harm Nurturance,
care, peace,
fairness

Sacred objects
innocent victims,
nonviolent leaders

Cruel and violent
people

Killing of abortion
doctors,
underground
bombings

Fairness Justice, karma,
reciprocity

The oppressed, the
unavenged

Racists, oppressors,
capitalists

Vengeance,
killings, reciprocal
attacks, feuds

In-group Loyalty, self-
sacrifice for the
group

Homeland, nation,
flag, ethnic group

Traitors, outgroup
members and their
culture

Ethnic grudges,
genocides, violent
punishment for
betrayals

Authority Respect,
tradition, honor

Authorities, social
hierarchy,
traditions,
institutions

Anarchists,
revolutionaries,
subversives

Right-wing death
squads, military
atrocities, Abu
Ghraib

Purity Chastity, piety,
self-control

Body, soul,
sanctity of life,
holy sites

Atheists, hedonists,
materialists
examples

Religious
crusades,
genocides, killing
abortion doctors
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Fig. 3. Propositions and conceptual model.

4 Conclusion

The main goal of this study was to develop and provide a conceptual model that links
moral receptors with moral disengagement in the context of unethical behavior on social
media. For that reason, a set of propositions have been developed linking for the first
time the moral foundations “harm/care,” “fairness/reciprocity,” “in-group/loyalty,” “au-
thority/respect,” and “purity/sanctity” with moral disengagement as the deactivation of
the self-regulatory system in order to explain immoral conduct on social media.

The conceptual model is rooted in existing research on the moral foundation theory,
the social cognitive theory with a specific focus on moral disengagement as well as
unethical behavior on social media.

The provided model can serve as a solid starting point for further empirical testing
and theoretical discussion. At the same time, it contributes to the development of a theory
of immoral behavior on social media.
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Abstract. This study investigates catfishing and online impersonation.Catfishing
is a relatively new social phenomenon that happens online. The term, catfishing
is still foreign to many online users. It is still unclear to many people what con-
stitutes catfishing and how it is the same or different from online impersonation
or phishing. In this paper, we discuss catfishing and how it relates to other online
threats like online impersonation and phishing. To see howcatfishing affects online
users, we interviewed sixteen college students who use social media and online
dating platforms at a Historically Black College and University. Among the six-
teen participants, nine said they were catfish victims, and four said they were
online impersonation victims. Three participants said they had catfished other
people online. In this paper, we share the stories of catfish and catfish victims. Our
findings show that catfishing has affected our participants’ social media use and
prevented some of them from trying online dating services.

Keywords: Catfishing · Online impersonation · Phishing · Online dating · Social
media

1 Introduction

1.1 Catfish

Merriam-Webster defines catfish as “a person who sets up a false personal profile on
a social networking site for fraudulent or deceptive purposes” [1]. The term catfish
was initially coined by a documentary film [14] and subsequently popularized by a
reality television series titled Catfish: The TV Show [9]. The show taps into an emergent
yet already prevalent formof online impersonation and presents stories about peoplewho
have dated catfish online without ever meeting the person in real life. While catfishing
and online impersonation can happenwithout involving online romance, the showmainly
focuses on cases around online dating.

Online impersonation materializes in the forms of phishing and catfishing in that
both involve a wrongdoer pretending to be someone or something else. While phishing
attacks typically lure people in through fake emails, websites and phone calls to steal
sensitive personal information such as social security numbers or passwords for further
financial exploitation of the victims, catfishing occurs when the culprit assumes someone
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else’s identity, typically by creating false online profiles. Catfishing is a bizarre social
phenomenon [31] which has numerous social and legal ramifications. It is clear that
catfishing is one of the downsides of digitalization and globalization that the internet
brings to us [22]. Yet, the term catfish is still foreign to many of us. Such a social
phenomenon warrants rigorous investigation.

However, as of this writing, the search term, catfish, on ACM digital library only
returns 51 results. Only two (e.g., [18, 21]) out of the 51 articles seem to be tangentially
related to the catfish phenomenon. Even though the eight seasons of the Catfish TV
show portrayed a good enough number of catfish case stories, TV shows—reality show
or not—are always curated and crafted. In other words, the catfish phenomenon is quite
under-explored within the HCI community.

1.2 Research Questions

To understand how catfish prey on victims online, and to learn how young adults—
the only age group in the U.S. that entirely consists of the internet users [4] and is
known to be more vigilant on online privacy issues than their elders [29] —perceive
and experience catfishing, we conducted an interview study of 16 internet users. These
semi-structured interviews probe into internet users’ day-to-day social media usages,
catfish encounters, and potential catfishing experiences. In addition, we also asked our
participants about phishing and online impersonation in general to see if and how they
discern the seemingly interchangeable, yet subtly distinct three terms.

Three of the interviewees identified themselves as catfish and shared stories about
how and why they pretended to be someone else. Nine reported that they were catfish
victims, while four said they were impersonated victims. Two interviewees got their
social accounts hacked. Through analyzing the interview data, we aim to explore (1)
the reasons for catfish individuals to impersonate others, (2) the impacts created by
catfishing incidences on catfish victims and their perception of online dating and social
media, and (3) potential precautions social media users can take to safeguard themselves
from catfishing.

2 Related Work

Previous catfishing and online dating research studies have looked into analyzing the
MTV show Catfish (e.g., [9, 14, 30]), online dating platform designs and usage (e.g.,
[6, 8, 32, 33]), or potential solutions to the legal issues these threats have caused (e.g.,
[5, 26]). Catfishing has become a big problem on the internet; however, many research
projects have failed to acknowledge catfishing and how it can affect its users.

2.1 Catfish: The TV Show

The creation ofMTV’s documentaryCatfish [14] and the reality television seriesCatfish:
The TV Show [9] has shed light on one of the newest forms of threats on the internet.
Over the past eight seasons of Catfish: The TV Show, the show has revealed a dark side
of online dating. All the episodes are created using a documentary-style presentation
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and are filmed using personal, everyday handheld cameras, as well as TV production
cameras to capture multiple scenes at once. The show is not a scripted TV show, and
scenes are captured as they occur in real-time [30]. The episodes include cases about
catfish impersonating celebrities. The victims were convinced that they were really in
a relationship with these celebrities. The TV show presented the world of catfishing to
the public by documenting victims as they seek their catfish to figure out why they were
targeted. Catfishing has become a widely known issue of social media, mainly due to its
representation on the MTV show.

2.2 Research on Catfish

The exposure of catfishing on the MTV show has led scholars to investigate catfishing.
Kottemann [15], for instance, explores the notionof “deliberate deception” and catfishing
in her doctoral dissertation and argues that online identity creation is a rhetorical action,
and that understanding catfishing can help to learn modern rhetoric. Lovelock uses the
TV show as a case study in investigating the articulation of the self on social media and
explores the meaning of online identity and the authenticity of it [16].

Although the show played a key role in exposing the issue to the public, a widely
known catfishing incident of a famous American football player, Manti Te’o, also caught
national attention (e.g., [15, 23, 26]). Scholars have also started looking into legislative
issues with catfishing, creating legal laws against catfishing and online impersonation
(e.g., [5, 26]). According to theBetter Business Bureau, 1 in 7 online profiles are believed
to be fake, and the number of catfishing victims has increased bymore than 50% in 3 years
[2]. Catfishing acts are rapidly spreading across online platforms and continuing to cause
multiple problems to many users. This necessitates and warrants further investigatory
research.

2.3 Research on Online Impersonation and Phishing

Online impersonation in the form of a phishing attack became one of the first real threats
that people noticed on the internet. According to the Internet Crime Report issued by the
U.S. Federal Bureau of Investigation, 20,000 business email phishing attacks resulted
in about $1.2 billion losses [12]. It is hard to believe that so much money was lost in
phishing scams, but the data shows that phishing has become one of the biggest threats
to companies and online users. For instance, about 83 million Facebook accounts are
fake, and many of these fake accounts are still actively used profiles [3]. Previous studies
have investigated the issues and threats online impersonation brings to online users and
how self-representation and deception are involved with these issues [10].

Previous studies have also investigates lying on online communities in four countries
and warns that individuals and organizations need to be aware of deception on online
communities [19, 24]. Phishing attacks have evolved over the years and became quite
sophisticated [11]. The attackers use social engineering and deceptive techniques to
extract sensitive information from the online users and subsequently cause financial
harm to the victims (e.g., [11, 13]).
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3 Methodology

To investigate these online issues, we conducted interviews with catfish, catfishing vic-
tims, impersonated victims, and general social media users to understand participants’
experiences with online impersonation and catfishing.

3.1 Interview

Interviewswere semi-structured and conducted in person. In case participants donotwish
to participate in an interview, but still want to share their experiences, an online question-
naire optionwas provided. Only one participant decided to complete the online question-
naire. Interviews lasted anywhere from 15–45 min. The interviews were audio-recorded
and transcribed. We also collected demographic information for each participant prior
to the interview through a pre-study questionnaire.

3.2 Participants

We recruited participants from a pool of students from Virginia State University, a his-
torically black public land-grant university in Petersburg, Virginia. In order to recruit
participants who, have catfishing experiences, we also used a snowball sampling method
[27]. A total of sixteen participants were recruited (7 females, 9males). The participants’
age ranged from 18 to 27 (Mean: 21.3, SD: 2.56). Fifteen participants were students at
Virginia State University, and one participant was a technical college graduate. Ten par-
ticipants (62.5%) identified themselves as African American, two participants (12.5%)
as Hispanic/Latino, one (6.25%) as Asian, and three (18.75%) as other. Sixteen par-
ticipants included three catfish, nine catfish victims, four impersonated victims, two
hacked victims, and seven general everyday social media users. Participants received no
monetary compensation for participating in the study.

3.3 Interview Data Analysis

We conducted a thematic analysis on the interview data in order to identify patterns of
meanings in the participants’ responses. The interview data were fully transcribed and
read multiple times by the first author. During the initial analysis, both first and second
authors looked at the interview data together and developed an initial coding scheme.
The first author went through the interview data in multiple iterations to find recurrent
occurrences in participants’ data about their experiences and knowledge of the topics
being studied.

3.4 Interview Data Collection

Ourdata collection consists of participants recount of their experienceswith socialmedia,
online dating, online impersonation, phishing, and catfishing. Although we offered a
questionnaire, only one participant chose the questionnaire over the in-person interview.
The interview questions were grouped into the following themes: online dating, online
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impersonation, catfishing, catfishing prevention, and the relationship between online
impersonation, catfishing, and phishing. Three sets of interview questions were prepared
for three different types of interviewees: general social media user, catfish, or catfishing
victim. Some participants fell into more than one type. In such a case, the interviewer
used questions from multiple interview question sets. At the beginning of the interview
process, the interviewer stated that the interviewees should only share experiences that
they feel comfortable with sharing.

4 Findings

Conducting multi-phased thematic analysis [25] on the interview data revealed several
recurring themes. In this section, we report on some of the interesting findings from our
qualitative analysis.

4.1 Participants Perception of Online Impersonation, Catfishing, and Phishing

At the beginning of the interviews, we asked participants whether they know of the three
terms–online impersonation, catfishing, and phishing. We also asked participants how
these three terms are related, similar, or distinct. All but one participant said they knew
the terms, but only five participants said the three terms are distinct. Eleven participants
said the three terms are somewhat related. Eight participants believed that online imper-
sonation and catfishing are the same, or at least they thought the two terms go hand in
hand. This shows that the term “catfish” might still be foreign to many people.

When we asked how online impersonation is different from catfishing, five partic-
ipants said they believed the three terms are different, stating that catfishing involves
ill-intentionwhereas online impersonation is a neutral term. For instance, both P3 and P4
stated that catfishing is to “get someone,” and online impersonation is an action without
“a goal in mind.”

I assume catfishing they are trying to get the person. Online impersonation I’ll
assume they are trying to impersonate the individual but not really have a goal in
mind — P3

… catfishing is for like a specific form of online impersonation like you are trying
to get with a person. Online impersonation you are just pretending to be someone
— P4

When participants did not have clear understandings of the three terms, we gave
a brief description of each term and asked them if they could conjecture the logical
relations of the three terms by ranking the terms into a hierarchical form. Out of six
participants who did put the terms in a hierarchical relation, four put phishing at the top
of the hierarchy. P15 stated, “phishers I feel like they have a whole program. I feel like
they get hired to do that because when you get those emails and you get those scams.
They look legit sometimes they really look real.”Two participants stated they believe that
online impersonation would be on the top of the hierarchy. P9 stated, “So with online
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impersonation, it’s like the head of it so you can get to catfishing as in appearing to
be somebody else or you can get to phishing by as online impersonation of a donation
group.” It was interesting to see how the participants could and could not categorize and
relate the terms with each other.

Despite the prevalence of phishing, catfishing, and online impersonation incidences
in our society, our participants did not have a full consensus on the three terms. Many of
our participants did not recognize the term, phishing until we explained what the term
means. Only then the participants responded that they knew it as online scamming.

4.2 Catfish

Eleven participants were familiar with the Catfish TV show and said that they learn about
catfishing from the TV show. Five participants said that they learned about the term from
other sources such as the internet or from other people.

When we asked if they were ever involved in catfishing, nine participants responded
that they were catfished at least once before. The catfish victims revealed that they
had been catfished on various social media platforms: Facebook, Instagram, Tinder,
WhatsApp, Snapchat, and an online gaming platform. Facebook, Tinder, and Instagram
were the top three platforms on which our participants experienced being catfished.

Out of sixteen participants, three participants said that they had experiences of cat-
fishing online users. Tinder, Hily, Bumble, and Instagram were the platforms that the
three catfish participants said that they used to catfish. Tinder was the common platform
that all three catfish participants used.

4.3 Catfishing Victims

In most cases, catfish victims claimed that they were tricked by fake online profiles on
dating apps. For instance, P13 met a female on Tinder and liked her profile pictures. He
stated that her profile pictures were “a 9 out of 10.” So P13 finally decided to invite her
over to meet. However, when he met his date, she was not the same person as her profile
pictures. He said, “she looked more like a 4 or 5,” and that was him being “generous.”
We do not know why P13’s date posted fake profile pictures on Tinder. Sometimes,
people might post fake profile pictures or extensively photoshopped pictures on dating
apps such as Tinder due to security concerns—somemight think it is not safe to post real
photos. People might post fake or exaggerated profiles pictures for the same reasons as
we put on our “best dress” or make-up when we go out on a date. The fact that P13’s date
showed up to meet with him offline hints to us that her intention of putting her profile
pictures might not be so malicious.

On the other hand, we also saw a case in which a catfish pretended to be someone
the victim already knew. P7 had been involved in what she believed to be a catfishing
relationship since 2012. For eight years, she had been involvedwith the catfish online and
believed that the personwas someone she knew from a school she attended before.When
the catfish reached out to her to reconnect on Instagram and Facebook, she never doubted
his identity because she already met the person in real life before. However, whenever
she asked to video chat with him on social media platforms, the catfish avoided showing
himself. P7 stated, “Whenever I wanted to facetime, it was always a text message, it
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was always I’m busy, or I’m at work.” Again, we do not know whether the alleged
catfish is actually someone who is pretending to be someone else, or the person has
legitimate reasons to avoid video chat—the person might be allergic to video chat, the
person’s phone might have a broken camera, or the person might simply enjoy texting
over video chat. There can be a million different reasons. For P7, however, it was enough
reason to doubt the catfish’s identity and put a stop on their online interactions. This case
shows that catfishing is not a simply definable set of behaviors but is still an evolving
phenomenon. As technologies get more and more complicated, we might see more
variance of catfishing. For instance, with technologies like DeepFake [11], we might not
be able to tell a person’s true identity even if we interact with the person on an online
video chat.

4.4 Three Catfish

Among the sixteen participants, three said they had catfished other people before. We
share their accounts of catfishing experiences. To our surprise, P7 was not only a cat-
fishing victim, but she admitted that she catfished others before. For P7, catfishing was
a way to scout whether her boyfriend was faithful or not.

“I thought my boyfriend was cheating on me, so I made a fake account, I made
several fake accounts to the point Instagram stopped me from making accounts,
they were blocking them” — P7

“It was like a thing I felt like I was a uh.. mental thing I had to whine myself off of
that, off of checking his Instagram every single day” — P7

In P7’s defense, she had been a catfish, but she did catfish only because she wanted
to find out if her boyfriend was being unfaithful. She did not intend to trick anyone else
into believing that she was someone else. P7 stated that the Instagram profiles she made
were strictly used as a way to track what her boyfriend at the time was doing.

P11 was a male participant, but he said he created a female profile with pictures he
gathered on Google. P11 stated that he became a catfish because he was curious to see
what type of responses he would receive from creating a profile as an attractive female.
He also stated that it was something that he did when he got bored.

“So I just used some pictures I found on google and I just swiped left on everybody
and some of them would pursue me” — P11

“Nobody was trying to get to know me… Most of them were about sex which was
weird. All of them were funny” — P11

The participant said he is no longer a catfish because all the conversations became
similar or just became dull and boring, which led him to delete the profile. He also stated
that since deleting the profile, he believes he will not catfish anyone again.

Our last catfish’s motives were completely different from the previous two partici-
pants’. P15 stated that she had catfished about 30 or more people on almost all of the
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dating platforms and websites to gain monetary benefits. P15 said, “I made like $100 in
an hour for sending fake images and stuff like that… I really only did it because I was
desperate and I needed money.” The participant also said that she targeted online dating
platforms because many of the users on the platforms were “desperate” and only were
looking for attention or someone to talk to them.

Since P15 stated that she had catfished 30 people, we wanted to see how she was
able to trick so many. When we asked, the participant said, “I would search up places
near them, you know Google knows everything.” She explained that in order for her
to be believable to her victims, she made them believe that she was from the area that
she claimed to be from. She stated that she had victims in California, Virginia, North
Carolina, and even the District of Columbia. For this participant, her goal was never to
be in a romantic relationship; rather, she used these online dating platforms as a way
to support herself when she was in need of money. She even stated that she had made
about $100 in a day by sending fake images to men throughout these platforms that had
sexual intentions. She stated that she doesn’t feel good doing it; however, men should
not be using these platforms because they are sexually desperate [20].

Our three catfish participants’ stories confirmed that many of our participants’
assumptions about online dating platforms were indeed true. If not all, at least a good
portion of the users on these platforms are believed to be using the platform only for
sexual purposes and not for the platforms’ original intended use. For instance, we believe
that online dating platforms are not intended as “sexual search tools,” yet many users
might just be using these platforms as “sexual search tools.” Many online dating users
create profiles on these online dating platforms looking for potential partners. However,
they might end up meeting with users who have bad intentions, potential catfish. These
catfish have begun pushing away potential, innocent users and possibly hindering the
success of these online dating platforms. P3 responded that she does not try online dating
because “I don’t want to meet someone who is pretending to be someone else when they
are actually this kind of person.” Just like P3, many other participants shared the same
fears and reasons why they don’t want to use these online platforms.

5 Discussion, Limitations, and Conclusion

This paper contributes to the studies of social media and online dating by highlighting
how catfishing and online impersonation have become a pervasive threat to many users
on various online communities and platforms. Through an interview study, we explored
how our participants perceived phishing, online impersonation and catfishing.We shared
both catfish and catfish victims’ accounts on catfishing. Catfishing has indeed become
a big threat to social media and online dating platform users. We related our findings
to other studies that have investigated social media, online dating platforms, and online
identity deception.

While we tried to interview as many catfish as we could, our data is limited to the
responses we got from three catfish participants. Our findings are constrained to college
students at a Historically Black College and University. While social media and online
dating platform users consist a wide range of ages and ethnicities, our study only focused
on a small group of the users.
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Catfishing is still under-explored topic within HCI, and our work is the first attempt
to study catfish victims as well as catfish individuals.
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Abstract. Content recommendations on big internet platforms such as
YouTube are supported by crowd-based recommender systems. Users are
presented with what other users in comparable situations spent time on.
There are several examples, however, where sequences of suggested con-
tent quickly degenerated towards only slightly related, sometimes prob-
lematic content that we define as contextually inappropriate. We try to
identify the basis of this effect from both the user and the technical side,
and set up a simple simulation system in order to better understand
the interactions. Simulation results provide evidence that autoplay is an
especially problematic feature, but that completely preventing inappro-
priate suggestions is technically very hard if not infeasible because it is
the nature of a recommendation system to take into account feedback
from the user and adapt to it. We also propose some possible measures
to mitigate the problem.

Keywords: Recommender systems · Simulation · YouTube ·
Contextually inappropriate content

1 Introduction

The companies that run the large online platforms serving media content of var-
ious kinds to users have long recognized that some content, especially, but not
exclusively so-called user generated content (UGC) may be deemed inappropri-
ate. Most large platforms offer mechanisms on their platforms that applies, for
example, to Google, which not only runs the most widely used search engine in
the western hemisphere but also owns the world’s largest and most widely used
video platform YouTube [19], and Facebook, the world’s most widely used social
network and also the owner of photo sharing platform Instagram. The platform
companies have also been alerted to the fact that automatic distribution of con-
tent can lead to juxtapositions that customers find highly problematic, mainly in
the area of advertising: A number of companies have, for example, discontinued
advertising campaigns run on platforms after it was discovered that their ads ran
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next to or in front of, extremist or otherwise undesirable content [9,11,12,21,22].
This paper, however, is concerned with a different kind of contextually inappro-
priate content: The kind that is caused by the serial, automatically generated
video viewing recommendations on YouTube. As developers working on the plat-
form have publicly explained, the main goal of the automatic curation system
that suggests a video to watch right after a user has finished his or her current
video on the platform is to maximize watch time [15], i.e. the total number of
minutes and seconds as well as the number of further videos a given user will
keep watching.

To further this goal, YouTube introduced a feature called “autoplay” in 2015.
This means that the next “suggested video” in the queue produced by the algo-
rithmic curation system of the platform for each user in each session starts
automatically if the user doesn’t actively intervene by clicking pause or closing
the browser tab or app. The watch time optimization goal can produce col-
lateral damage: It sometimes leads to the promotion of extremist, misleading
or otherwise problematic content to a wider audience [19]. YouTube has even
been called “The great radicalizer” because of this mechanism [20]. YouTube’s
parent company Google has acknowledged that the systems in place can lead
to undesirable content being promoted: “When our services are used to propa-
gate deceptive or misleading information, our mission is undermined.” [6] The
company has vowed to apply strategies to counter “disinformation and misin-
formation” across “Google Search, Google News, YouTube, and our advertising
products”.

The focus of this paper, however, is a concept more abstract and also broader
than disinformation and misinformation. We are addressing a category of content
suggested by such systems that we call “contextually inappropriate”. By this we
mean content that is problematic not necessarily in and of itself - although disin-
formation and misinformation videos can generally be considered inappropriate
in any context.

The goal of this paper is to develop a computational understanding for the
mechanisms underlying such inappropriate content recommendations and thus
potentially offer approaches to remedy some of the problems caused by this kind
of content (see next section). We will first try to develop a clearer definition
of different kinds of contextually inappropriate content, citing recent examples
from the literature and also journalistic publications on this issue. We will then
proceed to develop a conceptual model of the underlying mechanisms (Sect. 3)
that we can simulate by first analysing the recommender system as described in
[4] and other sources. After discussing the role of the user in Sect. 4, we describe
our simulation model and provide first results in Sects. 5 and 6.

Our working hypothesis (as expressed in the title) is that even if a recommen-
dation system makes few erroneous wrong suggestions that may be inappropriate
in a specific context, the user interaction easily propels these to be played out
more and more. It appears to be hard to prevent that kind of “unwanted mali-
cious interaction” between user and recommendation system.
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2 Contextually Inappropriate Content

We define contextually inappropriate content as content that violates the
assumptions, intentions and goals of the viewer and/or the uploader of a spe-
cific video in the context of the current viewing session. To put it differently:
Contextually inappropriate content is content recommended by an automatic
curation system that reaches an audience that it is not intended for, or an audi-
ence that might be shocked, disturbed, misled or otherwise harmfully impacted
by said content. Contextually inappropriate content is problematic for two main
reasons: First, the content itself might, in a different context or targeted to a dif-
ferent audience, be entirely harmless and unremarkable. This means that human
content raters that assess the appropriateness of content for the platforms have
no choice but to leave the content online. Flagging systems and the like thus
may not work in these cases. Second, contextually inappropriate content creates
a situation where the - potential - harm a certain piece of content does may
be confined to a few isolated viewing sessions. It is thus hard to detect and
even harder to counter. Both of these reasons are exacerbated by the fact that
YouTube is used by many children [13] who might be particularly vulnerable to
the kinds of inappropriate content recommended to them. Traditional systems
for preventing minors from watching harmful content might be circumvented
by this process, as the second example listed below will show. To illustrate the
concept of contextually inappropriate content, here are three examples:

– In 2016, former YouTube developer Guillaume Chaslot systematically
explored automatically generated recommendations for the search terms
“Trump” and “Clinton” in the run-up to the presidential election in the USA.
He found that both search terms produced sequences of recommendations
that skewed heavily towards “Trump-leaning” clips. He noted that “a large
proportion of these recommendations were divisive and fake news”. Chaslot
also reported that “a ‘Clinton’ search on the eve of the election led to mostly
anti-Clinton videos” [3].

– In 2017, an independent writer [2] and subsequently several news outlets [10]
[16] reported that the YouTube recommendation system led underage users
towards videos that consisted of “parodies” of well-known cartoon shows for
children like “Peppa Pig” or “Paw Patrol”. These “parody” videos contained,
to quote the British “Guardian”, “well-known cartoon characters in violent or
lewd situations and other clips with disturbing imagery that are occasionally
- in a nice postmodern touch - set to nursery rhymes”. Children following
the flow of recommendations ended up watching these videos, some reacting
disturbed or fearful.

– In 2019, three researchers originally interested in political content on YouTube
in Brazil, came across a network of “channels that were sexually suggestive”
[7]. When examining those channels more closely, they found a number of
sexually suggestive videos featuring “underage women” or adults posing in
children’s clothing. Examining the suggestions for such videos in turn led
them to “channels featuring videos of small children”, some in swimwear,
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some doing gymnastics, “the common theme was that the children were only
lightly dressed”. According to the “New York Times” [5], the newspaper
the researchers had co-operated with, some of these videos accumulated hun-
dreds of thousands of views within days, from viewers who had obviously been
led there “through a progression of recommendations”. When the researchers
published their own results as a working paper, they stressed that they specif-
ically decided against a peer reviewed publication. They reasoned that “the
children in the videos, nor the families that had uploaded some of the videos
could not have possibly waited one year for YouTube to change their algo-
rithm”.

All of these are examples of what we have defined as contextually inappropri-
ate content. Each single video might be entirely legal, harmless and unremark-
able, be it one promoting a presidential candidate, a drastic cartoon parody or
a clip of children in swimming gear. But the context of the respective viewing
session or reached audience makes them inappropriate, either for the audience or
for the uploaders. For example, the parents of the children concerned in example
three. This points to two of the core problems associated with contextually inap-
propriate content promoted by automated recommender systems: What emerges
as problematic is hard to predict, but, once uncovered, it often seems to warrant
immediate intervention. What is hard to gauge is the role that the behavior
of individual users plays in interaction with the recommender systems. Certain
very active subgroups of users rallying around certain types of content, be they
pro-Trump videos, drastic cartoon parodies or clips of lightly-dressed children,
seem to contribute extreme outsized signals that influence the recommendations
generated by the system if not explicitly toned down. These recommendations
in turn make the content available to more users. Some of these users might
keep watching for entirely different reasons, be it curiosity, shock, alarm or any
number of other motivations.

The aim of this paper is to in principle uncover the mechanisms that lead to
the recommendation of contextually inappropriate content in automated recom-
mender systems and discuss possible measures to mediate this problem.

In the next section (Sect. 3), we first investigate if the YouTube recommender
system works in a way that it “drives” users to more extreme content. Based
on the available material (the most recent description is the work of Covington,
Adams, and Sargin [4]) we conclude that this is not the case.

Is the problem described above thus the users’ fault? The contributions of the
users are much harder to judge, starting from the fact that we do not have a good
description of the mechanisms inside the user that enables us to deduce if the
user unintentionally ignites the process of degeneration. Users are of course not
a homogeneous group, but rather a very diverse and very large population. Even
a single user can interact with the system in a very different fashion depending
on the environment or situation.

Our main hypothesis is that the injection of contextually inappropriate con-
tent described above mainly stems from classification errors the recommender
system makes which are in turn amplified by more explorative users.
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3 The Role of the Recommender System

Whereas we try to take into account what we know of the inner workings of
the YouTube recommender system, we have to be aware that this is an evolving
system that will not freeze at the development stage of 2016 [4]. In any case, we
are far from knowing the details of this system well enough to recreate it. This
is because the paper leaves out many details that would be necessary to do so.
On top of that it could only be replicated with the full dataset of any point in
time which we do not possess. Even if we did, we would probably be unable to
process it due to its size. What we can do, however, is to roughly describe how
the system works and then try to generalize to a much simplified form that can
at least be simulated in a more qualitative style (what happens when this factor
changes).

The YouTube recommender system that is described in [4] consists of two
main parts:

– a collaborative filtering system that generates a set of suggestions on the
order of several hundreds, and

– a personalized ranking system that selects the best fitting content from these
that is then offered to the user.

Both parts rely on deep learning, and in the following, we will focus on the
first system only because it requires much less user data and is partly oriented
at serving groups of users well. It takes into account the last video views and
searches of a single user, but also the age, gender, and geographic location. From
[4] we can obtain a good overview of the general mechanisms of the recommender
system, but a number of important concrete details remain in the dark. This,
however, is not surprising as the exact function of the system is a) valuable
intellectual property of YouTube, and b) would require a lot of concrete data
that would not fit into a conference paper.

There are a number of attempts to understand the system beyond the sketch
in [4], e.g.1, most likely with the aim to be able to explain how it behaves in a
lot of reported cases where its behavior was unexpected. We will not dive very
deep but attempt to obtain a rough picture on the mechanics of the collaborative
filtering (suggestion generation) system.

Roughly, the recommendation system learns what to recommend to whom
by merging several layers of embeddings. An embedding is a way to map rather
sparse, very high dimensional data into a much lower, constant dimension space.
This is necessary because technically, both dealing with variable dimensions and
sparse data are very difficult. Also, the underlying architecture of artificial neural
networks (ANN) requires a constant number of input and output dimensions.2

We can thus say that the embedding works as a means of compression. The
input data is not fully known, and Google states that a fixed but large vocabulary

1 https://youtuberecommends.2018.cctp506.georgetown.domains/.
2 For a general idea on how embeddings work see: https://towardsdatascience.com/

neural-network-embeddings-explained-4d028e6f0526.

https://youtuberecommends.2018.cctp506.georgetown.domains/
https://towardsdatascience.com/neural-network-embeddings-explained-4d028e6f0526
https://towardsdatascience.com/neural-network-embeddings-explained-4d028e6f0526
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is used to describe the videos. We presume that this works like a tagging process
where for each video a variable, possibly high number of tags is generated such
that each video is described with a bag-of-words. A second source of information
depends on the users and takes the users’ last searches, views, and also group
related information as the geographic location, gender, age, etc. into account
(see [4]).

For both of these data sets (and possibly more), single embeddings are
learned, and these are combined by averaging later on. During learning, this
effectively means that videos that are often viewed subsequently shall be placed
“closer” to each other during learning time. At serving time, a much faster pro-
cess is needed and here a compromise between accuracy and performance has to
be achieved. Whereas in the learning phase, a high dimensional but fixed space
(according to [4] we presume that it most likely has 256 dimensions) is filled
with video entries, at lookup time an approximate nearest neighbor scheme is
used to find the videos that are closest to any given video. This is then the set of
hundreds of candidate videos. In the second step, the recommender system—by
taking even more information (e.g. user language, time since last watch, previous
interactions) about individual users into account—brings down this number to
something around some dozens of videos which are then presented to the user.

One obvious way to trick the system into giving more weight to the actions of
some users then others is actually disabled by design: Regardless of the activity,
only a fixed amount of user interactions are considered for the training pro-
cess (50 last videos, 50 last searches). This means that particularly active users
might still have comparatively more influence on the recommendations, but this
influences is capped.

What we do not know, however, is how often the system is retrained or
updated. Every conceivable influence of the user behavior on the recommenda-
tion system can only be realized when the user data is fed into the training,
and in theory it is easy to imagine some sort of feedback loop: Unwanted rec-
ommendations are erroneously played out to the users and if these accept the
recommendations, this amplifies the video to video relation of two videos that
appear to be “similar” but might not be in reality. Generally, more frequent
iterations speed up the process of single videos getting more popular or specific
sequences of videos being stored in the system. Thus we find conflicting objec-
tives here (very often, it is a highly desired effect that some videos get more
popular quickly): updating the system very often leads to wanted (viral “hit”
videos) and unwanted videos or combinations spreading quicker (timeliness vs
error propagation). A slower update process (less trainings) would of course slow
down how fast wanted and unwanted content combinations spread.

4 The Role of the User

Kahn [8] presents an overview of YouTube users’ motivations, based on McQuail’s
[14] Uses and Gratifications framework for media choice. Kahn distinguishes
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between five different motives: Seeking Information, Giving Information, Self-
Status Seeking, Social Interaction and Relaxing Entertainment. Most of these fac-
tors, however, do not really bear on the question we are dealing with here: People
who watch videos presented to them by YouTube’s recommender system are most
likely looking for, to use Kahn’s terminology, “relaxing entertainment” or possibly
“seeking information”.To quote: “Seeking information and relaxing entertainment
motives are factors that were highly significant in explaining a user’s behavior of
viewing videos.” The possible user actions considered by Kahn and others in the
field, like commenting, “liking” or “disliking” videos, uploading videos or sharing
videos canbe largelydiscounted for thepurpose of this paper.One interesting result
from Kahn’s study, however, points to the kind of user situation we are most likely
dealing with here: According to Kahn, users who seek entertainment on YouTube
are likely to “like”, “dislike” (thumbs down button) and share videos, but not more
likely comment on or upload videos. In otherwords:Actions that can be performed,
with one click, while watching videos at the same time are likely for people who use
YouTube for entertainment purposes, while actions that would require interrupt-
ing the watching session are not. There is a number of data points that point to the
fact that recommendations generated by YouTubes recommender system account
for a high percentage of the views. A YouTube representative claimed in early 2018
that 70% of watch time is due to algorithmic recommendations [18]. Also, accord-
ing to a Pew study, 8 in 10 Americans watch videos recommended by YouTube at
least occasionally [17].

What is the user actually doing (in an process flow sense) when consuming
videos on YouTube? This is going to be important in order to be able to simulate
user behavior as well. We assume that a YouTube session usually starts with
some kind of search, such that the first video that is seen is not depending on
the recommender system but is a user choice (from a more general viewpoint
the user starts with a random video). When the first video finishes, the user is
provided with a list of ranked recommendations. If autoplay is activated and
the user does not interact, the next video is simply the highest ranked video of
these recommendations. If autoplay is disabled or the user chooses to interact,
he/she may accept one of the videos from the presented recommendation list.
These may be contextually appropriate, but some may actually be contextually
inappropriate. If autoplay is disabled or disregarded, the user has to actively
choose one of these in order to keep watching. We presume that if this is not
the case, either the YouTube session stops or another “random” video is chosen
(from the system viewpoint it may appear random; from the user viewpoint the
video is probably chosen on the basis of criteria we do not know, possibly based
on another manual search).

5 Simulation

Our simulation system attempts to replicate the most important mechanisms
as given in the description of the original YouTube recommendation system [4].
However, we are well aware that:
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– the system has probably already changed at least in many details since the
publication of that paper, and

– due to the complexity of the deep learning system employed and the lack of
exact data, a very close reproduction is not possible.

The basis of the simulation system is a coordinate system we model after
the presumed latent space of the original system. By latent space we mean the
hyperspace (presumably 256 dimensions) used by the recommender system for
embedding all YouTube videos before later on using the positions of the videos
in that space for looking up (via approximate nearest neighbor search) similar
videos.

We thus use a 256 dimensional unit hypercube3 (coordinate values between
0 and 1) in which each video is placed onto a “real” position, according to its
properties. By real position we mean that if the tagging process for each video
and its mapping to the 256 dimensional space were error-free (also taking into
account the positions of similar videos), this is where it should be positioned.
Next to this real position, we determine an “apparent” position. This is deter-
mined by taking the real position and adding some noise. This noise reflects the
errors that have been made in tagging and placing. Whereas it is difficult to
know what the error distributions are like in reality, we simply assume that the
tagging process has about 10 % error. The error is modeled by changing every
coordinate of the apparent position with a 10 % change to a random position.
Note that the exact size of this error is not really important, it will just accelerate
or decelerate the spread of classification errors (and thus possible contextually
inappropriate content).

This placing of the videos in a high dimensional space simulates learning a
video embedding in such a space, i.e. the training of the neural network with-
out taking user information into account. How can we now integrate recent
searches/views by the users? In the original system, the user information seems
to be employed for learning another embedding layer. The layers are then con-
nected via averaging. That means (and this is a functional building block of
the system) that user histories and the sequential video pairs therein can drive
videos closer together. We model this by means of a simpler mechanism:

We collect all pairs of videos that are viewed after each other by any user
and apply a weak force between them in the apparent space. The force is toned
down so that the two sources of information (original position, all viewed pairs
including this video) are approximately on the same scale. In order to compute
concrete force values we have to decide what an average distance between two
videos is. That is in our case the expected distance between two random points
in a unit hypercube [0, 1]256. Computing this results in a complicated multiple

3 It may be difficult to imagine such a huge space since we experience the world around
us as only three dimensional. In principle we could also break this high dimensional
space into a large number of 3D spaces, in our case around 85 3D cubes would be
necessary. A point (video in our case) would then have a 3D position in each of these
cubes and all cubes together provide its position in 255 dimensions.
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integral that does not seem to be analytically known for such high dimensions4.
However, there is an approximation for lower and upper bounds on this value
in dependence of n (number of dimensions) [1], see (1) that is fairly easy to
compute.

1
3
n1/2 ≤ Δ(n) ≤ (

1
6
n)1/2

√
1
3
[1 + 2(1 − 3

5n
)1/2] (1)

It is known that especially for lower values of n, the true value of Δ(n) is
much closer to the upper bound than to the lower bound. We thus simply use
the upper bound (right side) as a stand-in and name it Δ̂(n). We divide this
estimated value by the overall count of a specific video in all user histories vi,
multiplied by the number of users U . The idea behind this is that the maxi-
mum applied forces between two respective videos should at least not be larger
than the approximated distance of two random videos. As we will see later, the
resulting force is probably still too strong, so we may see this approach rather
as reflecting a trend and not as a concrete value we can build on.

This way, we can now compute the force we apply between the positions of
video i and video j as in (2). The 2 in the denominator stems from the fact
that almost all videos in history lists (except the first and the last) do have a
predecessor and a successor (so each video has two neighbors).

fi,j =
Δ̂(n)

2 · vi · U
(2)

Data: numbers of videos, users, size of user histories h, epochs
Result: number of suggested/accepted inappropriate/appropr. videos

set up real video positions in 256 dim space;
set up apparent video positions as slight variation of the above;
fill user histories: apply user behavior of Alg.2 for 2 · h videos each;
reset all counters: inappropriate/appropriate suggested/accepted videos;
while not terminated (due to number of epochs) do

update apparent video positions: apply forces from user histories;
simulate user consuming 2 · h videos, employ recommendation system;
measure the number of accepted/suggested approp/inapprop. videos;

end
accumulate numbers;

Algorithm 1: Simulation steps

The combined amount of forces (regardless of the directions) on one video
thus cannot be larger than the approximate distance of any two random videos,
and even this applies only if all of the single constituents point into the same
direction. The real forces are probably much smaller, as we can expect a lot
of movements to partly or fully cancel each other out (dragging a video in lots

4 http://mathworld.wolfram.com/HypercubeLinePicking.html.

http://mathworld.wolfram.com/HypercubeLinePicking.html
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of different directions may actually result in a very similar final position). It is
clear that this model is not particularly accurate and we will not be able to
make good quantitative predictions with it, but it is definitively closely related
to the main mechanics of the original system and should thus be sufficient to
ask what-if questions. Of course, we apply the forces only to the apparent space
position of each video, not to its real position. Presuming that we can take the
relation of two videos to be contextually matching or mismatching as stable even
if some users see both videos in a row, we also keep the real position fixed (the
real tagging of each video should not depend on user view choices but the other
way around).

Returning to our original goal, we now need to define how we want to rec-
ognize that a video suggestion is inappropriate, given the context of the most
recently watched video(s). This is a difficult question to answer, so we simply
rely on a rough estimate: If the real positions of two videos are more distant
from each other than the distance of two random videos (which resembles Δ(n))
we assume that they are not contextually related. If they are closer together,
they may or may not be contextually related, but we assume that they are, at
least to a certain extent. Note that we operate in a very high dimensional space
(256). This means that certain notions of distance and neighborhood are much
more fragile than in our usual 3D world.

The overall course of the simulation is described in pseudocode in Algo-
rithm1, the user behavior for choosing 2 · h videos (in order to fill the user his-
tory with fresh content) is provided in pseudocode in Algorithm2. Note that we
did not reflect the erroneous nature of the approximate nearest neighbor lookup
that is used in the original recommendation algorithm as described in [4]. Here,
we simply presume that nearest neighbor searches are accurate, assuming that
the possible effect of errors here is rather small.

6 Experimental Analysis

In the simulation system described above, we have several parameters that can
be set. However, space is limited and simulation time is considerable (around
70 min for 20 repetitions). We thus decided to choose a parameter set that is
a compromise between runtimes, memory use on the one hand and hopefully
realistic values on the other hand. We set the number of videos in our simulation
to 10,000, and the number of users to 1,000. It is clear that these values are
much lower than the real world case (YouTube), but otherwise the computation
times would explode due to the necessary distance computations. Likewise, we
also model the users as a homogeneous group, with the same probabilities to
accept recommendations or switch on autoplay. This is of course a very strong
simplification. The simulation system could accommodate different probabilities
for every user, but apart from the difficulty to obtain such detailed realistic data
we do not use this feature now, as our first experiments are meant to focus on
the big picture only.
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Data: probabilities for autoplay pit, inappropr./appropr. accept pin, pia
Result: list of watched videos

determine first video randomly;
while not consumed enough videos do

get recommendation;
check if inappropriate;
determine random number between 0 an 1 as r;
if autoplay on then

accept recommendation;
else

if video appropriate and r < pia then
accept recommendation;

end
if video inappropriate and r < pin then

accept recommendation;
end

end
if not accepted then

randomly choose video;
end

end
accumulate inappropriateness and acceptance counts;

Algorithm 2: User video session

The experimental results thus only provide a rough, rather qualitative picture
of the underlying effects. We also acknowledge that the applied forces that reflect
the acceptance of recommendations may still be too strong and need to further
be reduced to provide a realistic impression.

6.1 Function Test

At first, we perform a functional test, meaning that with autoplay turned off
for all users (pit = 0) and acceptance rates for appropriate and inappropriate
recommendations set to zero (pia = 0, pin = 0) the video corpus should stay
relatively stable. In this case, the users completely ignore the recommendation
system and only choose videos they search for, which is modeled as the users
always choosing random videos. Figure 1 displays the rates for appropriate and
inappropriate videos on the left side, and the real average video distances and
apparent video distances on the right side over 10 epochs of training and recom-
mendation. We can easily see that the rates for appropriate and inappropriate
video suggestions stay the same over the whole simulation, and that the appar-
ent distances slightly decrease. Standard deviations (we perform 20 runs and
average all numbers) are near zero for all measured values.

This result means that the simulation system performs as expected in this
case, which is no surprise as all forces that are applied have random directions.
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Fig. 1. Left: rates for appropriate suggested and accepted, and inappropriate suggested
and accepted videos for autoplay = 0, appropriate acceptance = 0, inappropriate accep-
tance = 0. Right: real and apparent average distances between videos. Both over 10
training and recommendation epochs.

6.2 Autoplay Test

Leaving all other parameters the same as before, we now test what happens if
we enable autoplay with a considerable chance of 0.5. This means that in 50%
of the watches, the next recommended video is accepted without consideration
if it may be appropriate or inappropriate. Figure 2 shows the averages of the
obtained results (here, the standard deviations are a bit higher but still on a
very low level around 1–2%. We see that the number of appropriate suggestions
slowly decreases over the epochs, and the number of inappropriate videos that
are suggested and also accepted rises steadily. Average distances of all videos
show comparable behavior as in the case where nothing is accepted at all.

Fig. 2. Left: rates for appropriate suggested and accepted, and inappropriate sug-
gested and accepted videos for autoplay = 0.5, appropriate acceptance = 0, inappropri-
ate acceptance = 0. Right: real and apparent average distances between videos. Both
over 10 training and recommendation epochs.
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6.3 Appropriate/Inappropriate Accept Test

What happens now if autoplay is switched off and either only 50% of the appro-
priate videos but no inappropriate videos or vice versa are accepted? Figs. 3 and
4 show the results of our simulations, again averaged from 20 runs and with
quite low standard deviations around 1% to 2%. Whereas the rate of accepted
inappropriate videos stays at 0 in the first case and rises slowly in the second
case, the overall impression is comparable. The only remarkable difference is
that the number of inappropriate suggestions also rises more quickly than in the
first case. Surprisingly, this means that the interaction with the recommendation
system itself already leads to a higher rate of suggested inappropriate videos,
although in the first case these are never accepted. It seems to be not of impor-
tance if the accepted videos are appropriate or not, it is rather important if they
have been recommended. It seems that the applied forces make the suggestion
of inappropriate videos more likely.

Fig. 3. Left: rates for appropriate suggested and accepted, and inappropriate suggested
and accepted videos for autoplay = 0.0, appropriate acceptance = 0.5, inappropriate
acceptance = 0. Right: real and apparent average distances between videos. Both over
10 training and recommendation epochs.

6.4 Realistic Setting with Low Autoplay?

For a hopefully realistic situation, we set the autoplay probability to 0.1, the
acceptance of appropriate videos to 0.5, and the acceptance probability for inap-
propriate videos to 0.1. Figure 5 provides the response of the simulation system.
As expected, inappropriate video recommendations are now accepted more often,
but still much less frequently than in the 50% autoplay case. Compared to Fig. 4,
the overall rate of accepted inappropriate videos ranges at around the double
size (7 to 8%) after 10 epochs. This is at first surprising, but taking the autoplay
figure into account, it seems that the autoplay feature, even if switched on with
a much lower probability, dominates the handling of inappropriate videos (more
are accepted and, after a while, more are also being suggested).
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Fig. 4. Left: rates for appropriate suggested and accepted, and inappropriate suggested
and accepted videos for autoplay = 0.0, appropriate acceptance = 0.0, inappropriate
acceptance = 0.5. Right: real and apparent average distances between videos. Both
over 10 training and recommendation epochs.

Fig. 5. Left: rates for appropriate suggested and accepted, and inappropriate suggested
and accepted videos for autoplay = 0.1, appropriate acceptance = 0.5, inappropriate
acceptance = 0.1. Right: real and apparent average distances between videos. Both
over 10 training and recommendation epochs.

7 Possible Mitigations

Judging from the results of our simulation, the simplest way to mitigate the
bulk of the problem of contextually inappropriate video suggestions would be
to eliminate the autoplay option from YouTube. The feature seems to produce
an inherent and cumulative error that makes contextually inappropriate video
suggestions more likely the longer a viewing session lasts. Maximising watch
time across videos is, however, the stated optimization goal of the YouTube
development team. If the number given by a YouTube executive in 2018 (see
above) is correct, algorithmically generated suggestions are responsible for 70%
of watch time on YouTube. It thus seems unlikely that the company would be
willing to accept this measure. And since the recommender system itself has no
way of “knowing” whether certain users receive contextually inappropriate videos
and watch them anyway, more finely tuned mitigation efforts on the supply
side don’t seem to easily suggest themselves. One method of approaching the
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problem would be to improve the quantity and quality of the feedback users can
give. This should be complemented, and this is crucial, by effective measures on
the side of the company to act on such feedback. Parents who find that their
childrens’ videos might have become a desirable kind of content for pedophiles
should not have to rely on scientists or major news publications to be heard.
A potential regulatory measure would be to limit the total time or number of
successive videos that the autoplay function is allowed to deliver. There could,
for example, be a mandatory cap on viewing sessions, so that a new chain of
recommendation and autoplay would have to be initiated with another “random”
video, i.e. one generated by a user initiated search or some other way. The
cumulative effects of inappropriate videos entering the recommendation stream
would thus also be capped. A first, quick approach to the problem is to alert
users, including uploaders and passive YouTube users, to the existence of the
problem. Parents, for example, might not even realize which mechanisms lie
behind their own childrens’ YouTube consumption. The might also be unaware of
the danger of receiving contextually inappropriate content suggestions generated
this way. Similarly, uploaders might not be aware that their videos might end up
in front of an audience that they were not intended for. Alerting users to these
facts might be a start.

8 Conclusion

We have been looking at the YouTube recommendation system and its effects
from various angles. We departed from reports of surprised to annoyed users
who have been confronted with strange recommendations as well as by uploaders
shocked by view counts that pointed to an audience that they never intended
to reach. We then looked at the technical side of how the algorithms in the
recommendation system work. Finally, we tried to simulate the most important
mechanisms in a “what-if” fashion. From the reports of users and researchers we
know that the recommendation system sometimes does not work as expected but
sometimes suggests videos assumed to be contextually inappropriate. In Sect. 2,
we have attempted to characterize what that actually means, as it seems there
is no useful definition available so far.

From the technical viewpoint, it seems that contextually inappropriate rec-
ommendations are a collateral damage rather than intended aim of the rec-
ommendation system. The aim of YouTube to maximize watch time indirectly
enables pandering to all possible user motivations if they help increasing watch
time, from joy to disgust. It also appears to be very difficult to get rid of such
unwanted recommendations due to a) the huge amount of data that enforces
compromises between performance and accuracy, and b) the necessity to incor-
porate user video watch information into the system that will impact the system’s
performance (as it is the nature of collaborative filtering systems) in unforeseen
ways.

We do not want to exaggerate the relevance and representativity our simula-
tion results, as there are a lot of shortcomings we have to accept (too small, too
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simple, etc.). However, it is interesting to see that even if inappropriate videos
are not accepted at all by the users and autoplay is switched off, the number
of inappropriate suggestions rises over time. Most problematic in this respect
seems to be a high autoplay rate, however, because this may lead to situations
when users are not even aware that inappropriate videos are currently played,
e.g., because they are away from the screen for a few minutes or YouTube is
silently continuing to play videos in a background browser tab. Some YouTube
users report that they have switched off the autoplay feature in order to obtain
more control about what is played and when. The available data, however, point
to a high impact of the recommendation system on what videos users actually
consume on YouTube. This corresponds to available information on the impor-
tance of the recommender system for total watch time as reported by YouTube
executives.

It seems clear that more research is needed in this direction. The number of
scientific teams that can look into the journalistic, communication scientific, and
computer science perspective at the same time seems to be too small to be able
to sufficiently research the effects of hugely important socio-technical systems as
social media.
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Abstract. Despite the existence of several studies on the characteris-
tics and role of social bots in spreading disinformation related to poli-
tics, health, science and education, financial social bots remain a largely
unexplored topic. We aim to shed light on this issue by investigating
the activities of large social botnets in Twitter, involved in discussions
about stocks traded in the main US financial markets. We show that
the largest discussion spikes are in fact caused by mass-retweeting bots.
Then, we focus on characterizing the activity of these financial bots, find-
ing that they are involved in speculative campaigns aimed at promoting
low-value stocks by exploiting the popularity of high-value ones. We con-
clude by highlighting the peculiar features of these accounts, comprising
similar account creation dates, similar screen names, biographies, and
profile pictures. These accounts appear as untrustworthy and quite sim-
plistic bots, likely aiming to fool automatic trading algorithms rather
than human investors. Our findings pave the way for the development of
accurate detection and filtering techniques for financial spam. In order
to foster research and experimentation on this novel topic, we make our
dataset publicly available for research purposes.

Keywords: Social bots · Disinformation · Deception · Financial
spam · Stock markets · Twitter

1 Introduction

Nowadays, social bots play a pivotal role in shaping the content of online social
media [25]. Their involvement in the spread of disinformation ranges from the
promotion of low-credibility content, astroturfing, and fake endorsements, to
the propagation of hate speech propaganda, in attempts to manipulate public
opinion and to increase societal polarization [26]. Indeed, recent studies have
observed the presence of artificial tampering in a wide variety of online topic
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debates, including political discussions, terrorist propaganda, and health con-
troversies [8].

A growing field under scrutiny is the online financial ecosystem, in which
social bots now pervade [14,24]. Indeed, such an ecosystem has proven to be of
great interest as a valuable ground to entice investors. Although the leverage
of social media content for predicting trends in the stock market has promising
potential [6], the presence of social bots in such scenarios poses serious con-
cerns over the reliability of financial information. Examples of repercussions of
financial spam on unaware investors and automated trading systems include the
real-world event known as the Flash Crash – the one-day collapse of the Dow
Jones Industrial Average in 2010 induced by an error in the estimation of online
information by automated trading systems [19]. Another most notable example
is the hacking of the US International Press Officer’s official Twitter account in
2013, when a bot reported the injury of President Obama following a terrorist
attack, causing a major stock market drop in a short time1. Finally, we witnessed
to the abrupt rise of Cynk Technology in 2014 from an unknown unprosperous
small company to a billions-worth company, due to a social bot orchestration
that lured automatic trading algorithms into investing in the company’s shares
based on a fake social discussion, which ultimately resulted in severe losses2.
Therefore, investigating such manipulations and characterizing them is of the
utmost importance in order to protect our markets from manipulation and to
safeguard our investments.

Contributions. In an effort to shed light on the little-studied activity of social
bots tampering with online financial discussions, we analyze a rich dataset of
9M tweets discussing stocks of the five main US financial markets. Our dataset
is complemented with financial information collected from Google Finance, for
each of the stocks mentioned in our tweets. By comparing social and financial
information, we report on the activity of large botnets perpetrating speculative
campaigns aimed at promoting low-value stocks by exploiting the popularity of
high-value ones. We highlight the main characteristics of these financial bots,
which appear as untrustworthy, simplistic accounts. Based on these findings, we
conclude that their activity is likely aimed at fooling automatic trading algo-
rithms rather than human investors.

Our main contributions are analytically summarized as follows:

– We outline the activities and role of social bots in the spread of financial
disinformation on Twitter.

– We uncover the existence of several large botnets, actively involved in artifi-
cially promoting specific stocks.

– We characterize social bots tampering with financial discussions from various
perspectives, including their content, temporal, and social facets.

1 https://www.bbc.com/news/world-us-canada-21508660.
2 https://www.cnbc.com/2014/07/25/mysterious-stock-cynk-plummets-after-

reopening.html.

https://www.bbc.com/news/world-us-canada-21508660
https://www.cnbc.com/2014/07/25/mysterious-stock-cynk-plummets-after-reopening.html
https://www.cnbc.com/2014/07/25/mysterious-stock-cynk-plummets-after-reopening.html
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Our findings provide an important contribution towards understanding the
role and impact of social bots in the financial domain, and pave the way for the
development of accurate detection and filtering techniques for financial spam.

2 Related Work

As anticipated, in the present study we are interested in analyzing the activity,
the behavior, and the characteristics of financial social bots. For this reason, in
this section we do not survey previous works related to the detection of social
bots – which is a different topic covered by many through studies [8] – but we
rather focus on those works related to the characterization of malicious accounts.

Given the many issues caused by malicious accounts to our online social
ecosystems, a large body of work analyzed the behavior of bots and trolls in dis-
information campaigns aimed at influencing a variety of debates. To understand
how trolls tampered with the 2016 US Presidential elections, previous work char-
acterized the content they disseminated, and their influence on the information
ecosystem [30]. Among other findings, authors discovered that trolls were cre-
ated a few weeks before important world events, and that they are more likely
to retweet political content from normal Twitter users, rather than other news
sources. In [31], authors evaluated the behavior and strategy changes over time
of Russian and Iranian state-sponsored trolls. By exposing the way Iranian trolls
changed behavior over time and started retweeting each other, they highlighted
how strategies employed by trolls adapt and evolve to new campaigns. Authors
in [27] detected and characterized Twitter bots and user interactions by analyz-
ing their retweet and mention strategies, and observed a high correlation between
the number of friends and followers of accounts and their bot-likelihood. In [1],
authors characterized Arabic social bots spreading religious hatred on Twitter,
and discovered they have a longer life, a higher number of followers, and an
activity more geared towards creating original content than retweets, compared
to English bots [5]. The previous works remarked the importance of understand-
ing the inherent characteristics of bots and trolls. In fact, despite showing signs
of bot-likelihood, bots do not often get caught in time, thus potentially affecting
the polarization and outcome of essential debates. Moreover, previous works also
highlighted how bots and trolls evolve and adapt to new contexts. Despite such
consistency in previous results, the characteristics of social bots disseminating
financial information are yet to be explored. The few previous works that tackled
automation and disinformation in online financial discussions, went as far as pro-
viding evidence of the presence of financial spam in stock microblogs and raised
concerns over the reliability of such information [13,14]. However, the detection
and impact estimation of such bots in social media financial discussions still rep-
resent largely unexplored fields of study. Conversely, the leverage of social bots
in other sectors has been extensively examined, with previous works focusing on
the interference of bots in health issues [2], terrorist propaganda [3], and politi-
cal election campaigns in the US [5], France [16], Italy [10], and Germany [7], to
name but a few.
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In this work, we aim at filling in the missing piece of the puzzle – that is, the
characterization of social bots in online financial conversations, with a focus on
how they are organized and how they operate.

Table 1. Statistics about the financial and social composition of our dataset.

Markets Financial data Twitter data

Companies Median cap. ($) Total cap. ($B) Users Tweets Retweets (%)

NASDAQ 3,013 365,780,000 10,521 252,587 4,017,158 1,017,138 (25%)

NYSE 2,997 1,810,000,000 28,692 265,618 4,410,201 923,123 (21%)

NYSEARCA 726 245,375,000 2,227 56,101 298,445 157,101 (53%)

NYSEMKT 340 78,705,000 256 22,614 196,545 63,944 (33%)

OTCMKTS 22,956 31,480,000 45,457 64,628 584,169 446,293 (76%)

Total 30,032 – 87,152 467,241 7,855,518 1,802,705 (23%)

3 Dataset

By leveraging Twitter’s Streaming API [15], we collected all tweets mentioning at
least one of the 6,689 stocks listed on the official NASDAQ Web site3. Companies
quoted in the stock market are easily identified on Twitter by means of cashtags
– strings composed of a dollar sign followed by the ticker symbol of the company
(e.g., $AAPL is the cashtag of Apple, Inc.). Just like the hashtags, cashtags
serve as beacons to find, filter, and collect relevant content [18].

Our data collection covered a period of five months, from May to September
2017, and resulted in the retrieval of more than 9M tweets. We also extended
the dataset by gathering additional financial information (e.g., capitalization
and industrial classification) about the companies mentioned in our tweets, by
leveraging the Google Finance Web site4. Table 1 shows summary statistics about
our dataset, which is publicly available online for research purposes5.

4 Uncovering Financial Disinformation

In this section we describe the various analyses that allowed us to uncover
widespread speculative campaigns perpetrated by several botnets. For additional
details on the subsequent analyses, we point interested readers to [14].

3 http://www.nasdaq.com/screening/company-list.aspx.
4 https://www.google.com/finance.
5 https://doi.org/10.5281/zenodo.2686862.

http://www.nasdaq.com/screening/company-list.aspx
https://www.google.com/finance
https://doi.org/10.5281/zenodo.2686862
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4.1 Dataset Overview

Each tweet in our dataset mentions at least one of the 6,689 stocks of the NAS-
DAQ list. Companies from this list typically feature a large market capitaliza-
tion and are traded in the 4 main US financial markets – namely, NASDAQ, NYSE,
NYSEARCA, and NYSEMKT. However, among tweets mentioning our 6,689 stocks, we
also found many mentions of other, less known, stocks. In particular, as shown
in Table 1, overall tweets of our dataset also mention 22,956 stocks traded in
the OTCMKTS market. Contrarily to the main stock exchanges, OTCMKTS has less
stringent constraints and mainly hosts stocks with a small capitalization. Unsur-
prisingly, if we analyze our whole dataset, no company from OTCMKTS appears
among those that are discussed the most. In fact, the most tweeted companies
in our dataset are in line with those found in previous works [18], and include
well-known and popular stocks such as $AAPL, $TSLA, and $FB. Nonetheless, a
few concerns rise if we consider the rate of retweets for OTCMKTS stocks, which
happens to be as high as 76% and in sharp contrast with the much lower rates
measured for all other markets. Since automated mass-retweets have been fre-
quently exploited by bots and trolls to artificially boost content popularity [23],
this result might hint at the possibility of a manipulation related to OTCMKTS
stocks.

Fig. 1. Examples of tweets in which a few high-capitalization companies (green-colored)
co-occur with many low-capitalization ones (red-colored). (Color figure online)

4.2 Investigating Financial Discussion Spikes

In order to deepen our analysis of financial conversations, we now focus our
attention on discussion spikes about the 6,689 stocks of our starting list. For
identifying discussion spikes, we compute for each stock the hourly time series of
the volume of tweets mentioning that stock, to which we apply a simple anomaly
detection technique. In detail, we label as anomalies those peaks of discussion
that exceed the mean hourly volume of tweets by more than 10 standard devia-
tions, finding in total 1,926 financial discussion spikes.

Within the discussion spikes, we found more retweets than in the rest of
the dataset – namely, 60% retweets for spikes vs 23% for the whole dataset,
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on average. This finding alone does not necessarily imply a coordinated inau-
thentic activity, since also organic surges of interest in social media typically
result in many retweets. What is unusual however, is that tweets posted during
the identified discussion spikes contain, on average, many more cashtags (i.e.,
mentioned stocks) than the ones in the rest of the dataset. Moreover, such co-
occurring stocks seem largely unrelated, and the authors of those tweets do not
provide any information to explain the co-occurrences, as shown in the examples
of Fig. 1.

Fig. 2. Entropy of the industrial
classes of co-occurring stocks in
discussion spikes. As shown, the
high measured entropy implies
that co-occurring companies are
largely unrelated.

Fig. 3. Standard deviation of the capitaliza-
tion of co-occurring companies in discussion
spikes, and comparison with a bootstrap. The
large measured standard deviation implies
that high-cap companies co-occur with low-
cap ones.

4.3 Co-occurring Stocks

To investigate the reasons behind this large number of co-occurring stocks, we
follow two different hypotheses: (i) stocks might co-occur because of a similar
industrial sector (i.e., companies involved in the same business are more likely to
be mentioned together) or (ii) they might co-occur because of a similar market
value (i.e., high capitalization companies are more likely to be compared to
others with similar capitalization).

To assess whether our co-occurring stocks have a similar industrial sector,
we leverage Thomson Reuters Business Classification (TRBC)6. In particular,
we compute the normalized Shannon entropy between the TRBC classes of co-
occurring stocks for each tweet that contributes to a discussion spike. This anal-
ysis is repeated for all 5 TRBC levels. Each entropy value measured for a given
6 TRBC is a 5-level hierarchical sector and industry classification, widely used in

the financial domain for computing sector-specific indices: https://en.wikipedia.org/
wiki/Thomson Reuters Business Classification.

https://en.wikipedia.org/wiki/Thomson_Reuters_Business_Classification
https://en.wikipedia.org/wiki/Thomson_Reuters_Business_Classification
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TRBC level for discussion spikes is then compared with the corresponding one
computed out of the whole dataset. Results of this analysis are shown in Fig. 2
and depict a situation characterized by large entropy values (i.e., �1, which is
the maximum possible value of normalized entropy). In turn, this implies that
co-occurring companies in discussion spikes are almost completely unrelated with
regards to their industrial classification. Moreover, entropy values measured for
discussion spikes are always higher than those measured for the whole dataset.

Regarding financial value, we assess the extent to which co-occurring com-
panies have a similar value by measuring the standard deviation of their market
capitalizations. To understand whether the measured standard deviation is due
to the intrinsic characteristics of our dataset (i.e., the underlying statistical dis-
tribution of capitalization) or to other external factors, we compared mean values
of our empiric measurements with a bootstrap. Results are shown in Fig. 3 and
highlight a large empiric standard deviation between the capitalization of co-
occurring companies, such that a random bootstrap baseline – accounting for the
intrinsic characteristics of our dataset – can not explain it. These results mean
that not only high-capitalized companies indeed mostly co-occur with small-
capitalized ones, as shown in Fig. 1, but also that this phenomenon is rather the
consequence of some external action.

In summary, we demonstrated that tweets responsible for generating financial
discussion spikes mention a large number of unrelated stocks, some of which are
high-cap stocks while the others are low-cap ones.

Fig. 4. Kernel density estimation investigating the relation between social and financial
importance, for stocks of the 5 considered markets. OTCMKTS stocks have a suspiciously
high social importance despite their low financial importance.

4.4 Financial vs Social Importance

Several existing systems for forecasting stock prices leverage the positive cor-
relation between discussion volumes on social media around a given stock, and
its market value [22]. In other words, it is generally believed that stocks with a
high capitalization (i.e., high financial importance) are discussed more in social
media (i.e., high social importance) than those with a low capitalization. In this
section we verify whether this expected positive relation exists also for the stocks
in our dataset.
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In fact over our whole dataset, we measure a moderate positive Spearman’s
rank correlation coefficient of ρ = 0.4871 between social and financial impor-
tance, thus confirming previous findings. However, when focusing on discussion
spikes only, we measure a suspicious behavior related to OTCMKTS stocks, which
feature a negative ρ = −0.2658, meaning that low-value OTCMKTS stocks are more
likely to appear in discussion spikes than high-value ones. To thoroughly under-
stand the relation between social and financial importance, in Fig. 4 we report
the results of a bi-dimensional kernel density estimation of social and financial
importance for stocks of the five considered markets. Confirming previous con-
cerns, OTCMKTS stocks feature a suspiciously high social importance, despite their
low financial importance, in contrast with stocks of all other markets.

Fig. 5. Number of accounts created per
week in 2017. Bot accounts display coor-
dinated creation activities, while humans
are more evenly spread across the year.

Fig. 6. Distribution of the number of fol-
lowers and friends. Bot accounts show a
lower number of followers and friends with
respect to human accounts.

5 Bot Detection and Characterization

In the previous section, we described several suspicious phenomena related to
stock microblogs. In detail, discussion spikes about high-value stocks are filled
with mentions of low-value (mainly OTCMKTS) ones. Such mentions are not
explained by real-world stock relatedness. Moreover, the discussion spikes are
largely caused by mass retweets.

5.1 Bot Detection

In order to understand whether the previously described disorders in financial
microblogs are caused by organic (i.e., human-driven) or rather by synthetic
activity, here we discuss results of the application of a bot detection technique
to all users that contributed to at least one of the top-100 largest discussion
spikes. In this way, we analyzed roughly 50% of all our dataset, both in terms
of tweets and users, in search for social bots.
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To perform bot detection, we employ the state-of-the-art technique described
in [10], which is based on the analysis of the sequences of actions performed by
the investigated accounts. Strikingly, the technique classified as much as 71% of
all analyzed users as bots. Moreover, 48% of the users classified as bots were
also later suspended by Twitter, corroborating our results. Given these impor-
tant findings, we conclude that social bots were responsible for perpetrating the
financial disinformation campaigns that promoted OTCMKTS low-value stocks by
exploiting the popularity of high-value ones. In the remainder of this section we
report on the general characteristics of the 18,509 users classified as financial
social bots and we compare them to other bots and trolls previously studied in
literature as well as to the 7,448 accounts classified as humans.

Fig. 7. Examples of a subset of users classified as bots. The accounts show similarities in
their names, screen names, numbers of followers and followings, and in their description.
Such similarities support the hypothesis that these accounts are part of large, organized
botnets.

5.2 Profile Characteristics of Financial Bots

The creation date is an unforgeable characteristic of a social media account that
has been frequently used to spot groups of coordinated malicious accounts (e.g.,
bots and trolls) [29]. Its usefulness lies in the impossibility to counterfeit or
to masquerade it, combined with the fact that “masters” typically create their
bot and troll armies in short time spans7. As a consequence, large numbers of
accounts featuring almost identical creation dates might represent botnets or
troll armies. Given this picture, the first characteristic of financial social bots
that we analyze is the distribution of their account creation dates. The creation
dates of the accounts in our dataset are distributed between 2007 and 2017.
However, the majority of bots (53%) were created in 2017, as opposed to humans
(12%). Figure 5 shows the distribution of creation dates of bots and humans in
7 https://www.nytimes.com/interactive/2018/01/27/technology/social-media-bots.

html.

https://www.nytimes.com/interactive/2018/01/27/technology/social-media-bots.html
https://www.nytimes.com/interactive/2018/01/27/technology/social-media-bots.html
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2017, at a weekly granularity. Interestingly, bots display coordinated creation
activities, while the creation of human accounts is more evenly distributed across
the year. In detail, 45% of bots were created between February and April, with
a particularly significant spike of 1,346 bots created on March 2. These findings
further confirm the manufactured nature of the accounts classified as bots, and
their pervasive presence in stock microblogs.

Table 2. Top-5 words and 3-grams used in account descriptions by bots and humans.
Descriptions for humans are more heterogeneous and repetitions are less frequent.

Social bots Humans

Word Freq. 3-gram Freq. Word Freq. 3-gram Freq.

Trading 8,138 Day trading making 848 Love 314 Follow follow back 7

Day 4,195 Trading making money 848 Life 209 Never say never 7

Money 4,173 Investing day trading 838 Follow 168 Always strive prosper 6

Stocks 4,056 Trading stocks investing 821 Music 164 Live life fullest 5

Trading 4,047 Investing trading stocks 814 Like 112 Stock market investor 4

Colluding groups of bots and trolls have also been associated to peculiar
patterns in their screen names [21]. This is because they represent fictitious
identities whose names and usernames are typically generated algorithmically.
Looking for artificial patterns in the screen name, we first analyze the distribu-
tion of the screen name length. Interestingly, 50% of bots have a screen name
length between 14 and 15 characters, while only 26% of humans share such char-
acteristic. By examining the structure of suspiciously long bot screen names, we
observe two main patterns. The first denotes the presence of screen names com-
posed of a given name, followed by a family name. Such users also use the given
name, which in almost all the cases is a female English name, as their display
name. The second pattern exposes bots with a screen name composed of exactly
15 random alpha-numeric characters, accompanied by a given name as a display
name. Such phenomenon has been observed before for numerous bot accounts
involved in two different political-related events [4], and it’s a strong confirma-
tion of the malicious nature of our accounts labelled as bots. Figure 7 provides
some examples of such bots. Moreover, by cross-checking information related to
the creation dates, we observe that 11% of such bots are created on the same
day.

Next, we inspect account descriptions (also known as biographies). We find
a total of 575 users (3%) sharing the exact same description with at least 3
other users. In other words, there are 174 small groups of at least 3 users having
in common the same description. Such repeated descriptions follow a specific
pattern – in particular, they are composed of a famous quote or law, and of a set
of financial keywords that are totally unrelated with the rest of the description.
Interestingly, the use of famous quotes by bots to attract genuine users has
already been documented before, for bots acting in the political domain [11].
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We find 373 occurrences of such pattern, and none amongst the users with this
pattern is classified as human. Some bot accounts exhibiting this characteristic
are shown in Fig. 7. Table 2 summarizes the words and 3-grams mostly used in
account descriptions by bots and humans. As shown, striking differences emerge.
In summary, all previous findings support the hypothesis that users classified as
bots did not act individually but that are rather part of large, organized and
coordinated botnets.

Finally, we measure differences between bots and humans with respect to
their social relationships. In particular, Fig. 6 shows differences in the distribu-
tions of followers and followings. Bots are characterized by a significantly lower
number of both followers and followings, indicating accounts with few social
relationships. It has been demonstrated that accounts with many social rela-
tionships in online social platforms are perceived as more trustworthy and cred-
ible [9]. Thus, to this regard, our financial bots appear as rather untrustworthy
and simplistic accounts. Having few social connections also implies a difficulty
in amplifying and propagating messages. In other words, only few users can read
– and possibly re-share – what these bots post.

Fig. 8. Distribution of the number of
tweets per user. Although bots and
humans feature similar volumes of shared
tweets, financial bots tend to retweet
rather than to create original content.

Fig. 9. Edge weights distribution in
the user similarity network. The distri-
bution approximates a power law with
2 notable exceptions, marked with red
circles. (Color figure online)

5.3 Tweeting Characteristics of Financial Bots

Studying general profile characteristics, as we have done in the previous sub-
section, allows to assess the credibility and trustworthiness of financial bots (or
lack thereof). Instead, in the remainder of this section we focus on their tweeting
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Fig. 10. A portion of the user similarity network. Nodes are colored according to their
classification as bots or humans. Several different botnets are clearly visible as dense
clusters. Bots are typically connected to a single human-labeled user, with which they
share the majority of their mentioned companies.

activity. Our aim for the following analyses is to understand the likely target of
financial bots as well as their inner organization.

We first analyze the distribution of the number of tweets posted by bots and
humans, for each possible type of tweet (that is, original tweets, retweets and
replies). As displayed in Fig. 8, financial bots and humans share a comparable
total number of tweets. In other words, financial bots do not seem to post exces-
sively (i.e., to spam), as other simplistic types of bot do [8], but instead they
have an overall content production that is similar to that of humans. However,
bots exhibit a strong preference for retweeting rather than for creating original
content or for replying. Therefore, retweets are the primary mechanism used by
financial bots to propagate content. It is worth noting however that the focus of
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these financial bots is likely posed on the retweet itself, rather than on retweets
as an efficient mean to rapidly reach broader audiences [17,23]. This is because
financial bots are characterized by few social relationships, as discussed in the
previous section. As such, few users would be exposed to their retweets. This
strategy, applied to the financial context, may nonetheless deceive trading algo-
rithms listening to social conversations in search for hot stocks to invest in. As
a consequence, synchronized mass-retweets of stock microblogs may contribute
to artificially overstate the interest associated with specific stocks.

We conclude our analyses by studying the use of cashtags by bots and
humans. Here, we are particularly interested in identifying groups of users that
systematically tweet about the same stocks, because this might reveal the inner
structure of financial disinformation botnets. Interesting questions are related
as to whether we are witnessing to a single huge botnet or whether there are
multiple botnets individually promoting different sets of stocks.

To answer these questions, we first build the bipartite network of users (com-
prising both bots and humans) and companies. In detail: Twitter users are one
set of nodes, companies represent the other set of nodes, and a link connects
a user to a company if that user mentioned that company in one of its tweets.
This bipartite network is directed and weighted based on the number of times a
user mentions given companies. In order to study similarities between groups of
users, we then project our bipartite network onto the set of users. This process
results in two users being linked to one another if they both mentioned at least
one common company. The projected network, henceforth called user similarity
network, is undirected and weighted. The weight of a link connecting two users
measures the number of companies mentioned by both users.

For the sake of clarity, in the following we report results of the analysis of
a subset of the user similarity network. In particular, Fig. 9 shows the distribu-
tion of edge weights in the considered portion of the network. As shown, the
edge weights distribution approximates a power law, with 2 notable exceptions
marked in figure with red circles. Peculiar patterns that deviate from the gen-
eral law for specific portions of a network distribution have been previously
associated with malicious activities [20]. For this reason, we focus subsequent
analyses on the network nodes and edges that are responsible for the deviations
highlighted in Fig. 9. In particular, Fig. 10 shows the resulting user similarity
network, visualized via a force-directed layout, where nodes are colored accord-
ing to their classification as bots or humans. Interestingly, the vast majority of
nodes in this network were previously labeled as bots, during our bot detection
step. This explains the deviations observed in the edge weights distribution plot.
In addition, the vast majority of bots is organized in a few large distinct clusters.
Each cluster of bots is typically connected to a single human-labeled user, with
which bots share the majority of their mentioned companies. In other words, the
visualization of Fig. 10 clearly allows to identify several distinct botnets, as well
as the accounts that they are promoting. The few human-labeled users of the
network show more diverse patterns of network connections. They are not orga-
nized in dense clusters and, in general, feature more heterogeneous connectivity
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patterns with respect to the bots, confirming previous literature results [12]. A
few interesting portions of the network are magnified in the A, B and C insets
of Fig. 10, and allow to identify the users to which the botnets are connected
(including the @YahooFinance account visible in inset B), as well as the similar
names (e.g., all English and female, as shown in insets A and B) of the accounts
that constitute the botnets.

6 Discussion

Results of our investigations highlighted the widespread existence of financial
disinformation in Twitter. In particular, we documented a speculative campaign
where many financially unimportant (low-cap) stocks are massively mentioned
in tweets together with a few financially important (high-cap) ones. In previous
work, this fraud was dubbed as cashtag piggybacking, since the low-value stocks
are piggybacked “on top of the shoulders” of the high-value ones [14]. Considering
the already demonstrated relation between social and financial importance [22],
a possible outcome expected by perpetrators of this advertising practice is the
increase in financial importance of the low-value stocks, by exploiting the popu-
larity of high-value ones. To this regard, promising directions of future research
involve assessing whether these kinds of malicious activity are correlated to, or
can influence, stock prices fluctuations, the stock market’s performance, or even
the macroeconomic stability [14].

Analyses of suspicious users involved in financial discussion spikes, revealed
that the speculative campaigns are perpetrated by large groups of coordinated
social bots, organized in several distinct botnets. We showed that the financial
bots involved in these manipulative activities present very simple accounts, with
few details and social connections. Among the available details, many signs of
fictitious information emerge, such as the suspicious profile descriptions where
some financial keywords are mixed with other unrelated content. The simplistic
characteristics of these bots, their relatively recent and bursty creation dates,
and their limited number of social connections give the overall impression of
untrustworthy accounts. The financial social bots discovered in our study have
different characteristics with respect to the much more sophisticated social bots
recently emerged in worldwide political discussions [8,11]. Financial social bots
thus appear as a rather easy target for automatic detection and removal, as also
confirmed by the large number of such bots that has already been banned by
Twitter.

Based on these findings, we conclude that these bots should not pose a seri-
ous threat to human investors (e.g., noise traders) looking for fresh information
on Twitter. However, the aim of financial bots could be that of fooling automatic
trading algorithms. In fact, to the best of our knowledge, the majority of exist-
ing systems that feed on social information for predicting stock prices, do not
perform filtering with regards to possibly fictitious content. As such, these sys-
tems could potentially be vulnerable to coordinated malicious practices such as
that of cashtag piggybacking. The fact that no study nor existing system actually
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hunted financial bots before our present works, could also possibly explain the
simplistic characteristics of these bots. In fact, it is largely demonstrated that
recent social bots became so evolved and sophisticated as an evasion mechanism
for the plethora of existing bot detection techniques [8]. In other words, financial
bots could be this simple, just because nobody ever hunted them. If this proves
to be the case however, we should expect financial bots to become much more
sophisticated in the near future. A scenario that would pose a heavier burden
on our side with regards to their detection and removal.

The user-centric classification approach that we adopted in this study
demands the availability and the analysis of large amounts of data, and requires
intensive and time-consuming computations. This is because, in order to assess
the veracity of a discussion spike, all users involved in that discussion are to be
analyzed. This could easily imply the analysis of tens of thousands of accounts for
evaluating a single spike of discussion. On the contrary, another – more favorable
– scenario could involve the classification of the discussion spikes themselves. In
other words, future financial spam detection systems could analyze high-level
characteristics of discussion spikes (e.g., their burstiness, the number of distinct
accounts that participate, market information of the discussed stocks, etc.), with
the goal of promptly detecting promoted, fictitious, or made up discussions. This
approach, previously applied to other scenarios [28], is however still unexplored
in the online financial domain. As such, it represents another promising avenue
of future research and experimentation.

7 Conclusions

Our work investigated the presence and the characteristics of financial disinfor-
mation in Twitter. We documented a speculative practice aimed at promoting
low-value stocks, mainly from the OTCMKTS financial market, by exploiting the
popularity of high-value (e.g., NASDAQ) ones. An in-depth analysis of the accounts
involved in this practice revealed that 71% of them are bots. Moreover, 48%
of the accounts classified as bots have been subsequently banned by Twitter.
Finally, bots involved in financial disinformation turned out to be rather sim-
plistic and untrustworthy, in contrast with recent political bots that are much
more sophisticated.

Our findings about the characteristics of fake financial discussion spikes as
well as those related to the characteristics of financial bots, could be leveraged
in the future as features for designing novel financial spam filtering systems.
Hence, this work lays the foundations for the development of specific – yet still
unavailable – methods to detect online financial disinformation, before it harms
the pockets of unaware investors.
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Abstract. Social media is an internet tool often used by businesses to communi-
cate with customers, clients, vendors and other businesses. It is used for financial
transactions with customers and to pay employees and manage the company. But
social media and the internet are fraught with risks that businesses should be aware
of, risks that could impact their company, their employees and their clients. Com-
panies need to be aware of what the social media risks are and mitigations that
can be taken to reduce those risks. While social media threats cannot be removed,
actions can be taken to reduce the probability that they will be successful and to
reduce the impact if they succeed. The impact of a threat gaining internet access to
a business could cripple a company financially, others could damage relationships,
but all would impact the company’s ability to grow and thrive.

Keywords: Cyber risk · Social media risk · Social media cybersecurity

1 Introduction

Information systems are subject to serious threats by cyber criminals’ exploitation of
known and unknown vulnerabilities resulting in the compromise of the confidentiality,
integrity, or availability of the company’s information. Threats to information and infor-
mation systems can include purposeful attacks, environmental disruptions, and human
errors resulting in damage to the company. Many of these attacks succeed by exploiting
both known and unknown social media vulnerabilities. Most businesses have a program
to manage cyber security risks, but companies may not consider social media usage a
risk, it is considered part of doing business.

Any company utilizing the internet is subject to a cyber-attack; social media usage
increases the probably of successful cyber-attack. The economic costs of cyber-attacks
exceed those associated with natural disasters. The costs of data breaches are expected
to amount to US $2.1 trillion globally by 2019. Most estimates of cyber-attack costs do
not include the harms associated with damage and destruction of data, lost productivity,
theft of intellectual property, disruptions to the business and reputational harm. Including
those costs, it is estimated that cybercrimes costs the world US $3 trillion in 2015 and
that is expected to increase to US $6 trillion annually by 2021 [10].

On April 10, 2018, in a hearing held in response to revelations of data harvesting
by Cambridge Analytica, Mark Zuckerberg, the Facebook chief executive, faced ques-
tions from senators on a variety of issues, from privacy to the company’s mishandling
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of data. This was Mr. Zuckerberg’s first appearance before Congress, prompted by the
revelation that Cambridge Analytica, a political consulting firm linked to the Trump
campaign, harvested the data of an estimated 87 million Facebook users to psychologi-
cally profile voters during the 2016 election. Zuckerburg was pressed to account for how
third-party partners could take data without users’ knowledge. This hearing made the
cyber risks associated with social media visible and public.

Businesses need to understand their cyber risks associated with the use of the inter-
net. The company needs to identify the threats and the vulnerabilities of their networks
and to their data. The additional risks of social media usage need to be identified and then
the impact assessed if the threat is successful. Can the company withstand the impacts
of a cyber-attack through social media? Once the threats, vulnerabilities and risks are
understood, mitigations need to be identified to reduce the risk to an acceptable level.
Risk can never be totally mitigated, cyber threats are dynamic, continually changing.
Hence the company’s management and the cyber security team need to identify feasi-
ble mitigations and then implement them. But the first step is understanding what is
cyber risk, what are the cyber risks associated with social media, and what are possible
mitigations.

2 Cyber Security, Risk and Risk Management

2.1 Cyber Security

Cyber Security plays an important role in social media, managing the information tech-
nology risks, ensuring the confidentiality (information is not released without authoriza-
tion or knowledge) and the integrity (information is not altered) of the data. The goal is
to maintain the confidentiality and integrity at an acceptable level, but on social media,
this has been proven difficult, if not impossible.

2.2 Risk

Risk is the likelihood that a loss will occur. Losses occur when a threat exposes a
vulnerability. To identify risks, first identify the threats and vulnerabilities and then
estimate the likelihood of a threat exploiting a vulnerability. After understanding the
risks, then take appropriate actions to mitigate the risks [16].

2.3 Cyber Security Risk

Cyber security risk is the risk to an organizational operation’s mission, reputation, assets,
and individuals due to the potential for unauthorized access, use, disclosure,modification
or destruction of information and/or information systems. Cyber risks are those that arise
through the loss of confidentiality, integrity and/or available of the data and/or networks.
The risks also relate to the authentication to access/view the information. Cyber risks,
like any other type of risk, cannot be eliminated, they must be managed [14].
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Threats. A threat is any activity that represents a possible danger, any circumstance or
event with the potential to adversely impact the confidentiality, integrity or availability of
personal data or business assets. Threats cannot be eliminated, they are always present,
but it is possible to reduce the potential for a threat to occur and reduce the impact of a
threat [16].

Vulnerabilities. Avulnerability is aweakness in an information system, system security
procedures, internal controls, or implementation that could be exploited by a threat [16].

Loss. It may be difficult to associate a loss with social media but a variety of losses can
occur. These losses associated with social media relate to the businesses who use social
media. There are risks to corporate data and reputations.

Risk Impact. The impact of a risk is themagnitude of harm that can be expected to result
from the consequences of a threat exploiting a vulnerability resulting in unauthorized
disclosure, modification, destruction, or loss of data. The loss can result in a compromise
to business functions or assets that adversely affects the business or a person [14].

2.4 Risk Management

Risk management is the recognition that you cannot protect against everything – it is
about prioritization and the acceptance of risk. Identification of the risks and their man-
agement are the keys to appropriately protecting networks and data. In order to identify
what the social media risks are, the concepts of social media that make it vulnerable to
cyber threatsmust be identified. The risks can then be determined and possiblemitigation
strategies can be identified [18].

3 Risk Concepts of Social Media

Social media is in many respects an unstoppable cultural force, ubiquitous and powerful.
It is interactive computer-mediated technologies that facilitate the creation and sharing
of information and business via virtual communities, networks and offices. Social media
plays an important role in business in every industry, such as the ability to connect with
their customers, making major corporations more accessible to the consumer. But this
ease of accessibility creates risks, and it is better to manage those risks then to ignore
them and then address the consequences.

Organizations that fail to harness the potential value of social networking run the risk
of lagging behind and losing business to competitors. Social media enables companies to
listen to and learn from satisfied and dissatisfied customers regarding their ideas, experi-
ences and knowledge and they offer business an opportunity to reach out and proactively
respond to views and reactions. These significant benefits also create significant risks
that businesses need to be aware of, taking precautions and implementing mitigations if
deemed appropriate [3].

Compounding the mitigation problem is that social media risks are difficult to quan-
tify. Most corporate initiatives are not approved without a strong business case, compre-
hensive cost/benefit analyses are not always feasible. According to a survey that looked
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at the corporate social media risks, almost three out of four executed said their compa-
nies believe the risks can be mitigated or avoided, but another 13% stated they felt their
company does not currently have any appreciable risks [1].

4 Social Media Threats and Vulnerabilities

While social media is a powerful tool for interacting with others, many people and social
media organizations have jumped into using it without considering the risks. The threats
users face can affect their safety and job; businesses can also face many diverse social
media threats such as hackers and employees [2].

4.1 Threats

Risk is the likelihood that a loss will occur. Losses occur when a threat exposes a vulner-
ability. To identify risks, identify the threats and vulnerabilities. In order to understand
the risks to social media, the first step is to identify the threats.

A threat is any activity that that has the potential to adversely impact the confiden-
tiality, integrity or availability of business assets. There are different types of threats,
such as a natural disaster (e.g. hurricane, earthquake) which can disrupt a business’s
operations. While a disruption to the ability to access social media has the potential
to impact business operations, the threats we will discuss are the human, software and
network threats [13, 17].

Users threats. Themost viable threats related to socialmedia is the users. Socialmedia
is driven by people who create the content and control usage of social media. They can
unintentionally make statements that can harm businesses through misinformation. The
threat is also the intruder intent on using the information for espionage, damaging repu-
tations (personal, professionally and to the businesses) or otherwise causing a negative
impact to a business. The threat can be criminals, intent on fraud or theft, or a focused and
persistent attacks on a specific target. Or the threat could be hackers whose intrusions on
a social media site may be curiosity or a malicious intent, to do damage, steal or commit
fraud. It can be disgruntled employees’ intent to get even or to damage the reputation
of people or businesses. The threat may be a result of greed, espionage or anger, or
desire to do damage. By definition, people are unpredictable, making calculating the
risk associated with this threat a very difficult task [16, 17].

Malware Threats. Malware is another serious threat in social media as it can be pur-
posefully planted in a social media site. Malware is any software intentionally designed
to cause damage to a computer, server, client, or computer network, it is a software
threat to social media sites. Malware can be placed on a computer, unknowingly to the
business. This then allows for the someone to access the computer, utilize social media
and poses a threat to the business [12].

Malware can be in many forms:

• A virus is commonly spread through file sharing, web downloads, email attachments.
A worm which can crawl through networks without human interaction.
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• A Trojan designed to specifically extract sensitive data from network, and may take
control of infected system, or open up back door for attacker to access later.

• Spyware which can infect web browsers making them nearly inoperable, or secretly
record behavior and usage patterns.

Social media is a compendium of many highly accessible media, many with bil-
lions of users – corporate blogs, video sharing sites, social networks, microblogging
tools among many others. These media leverage the power of the internet and mobile
technologies to facilitate the creation, exchange, use and modification of user generated
content. It is this user created data that leads to the vulnerabilities for businesses using
social media [3].

In order for a risk to occur, a threat must exploit a vulnerability. In the use of social
media, one vulnerability is the same as the threat, the people using social media, posting,
commenting and sharing information. All of these transactions can allow a threat access
to the system and data which can have negative consequences such as a business loss.

System Configuration Vulnerability. There are other vulnerabilities that can be
exploited such as the way a system is configured and the system security components,
such as firewalls and access controls. While these network configurations are critical for
a business to manage as part of their cyber security program, they are also important to
manage the vulnerabilities of employees using personal media devices, such as tablets,
laptops and smartphones if the company allows these devices access their networks [5].

Access Vulnerabilities. Secure access to social media sites is a requirement for busi-
nesses to ensure their data and networks are not compromised. Vulnerabilities relate to
the ability for an attacker to easily take control of systems and risking the data could be
compromised. Any password or security question that is easily guessed is not a secure. In
social media, if a password is stolen, personal and employer accounts could be accessed,
the confidentiality and integrity of the data on socialmedia can be compromised resulting
in a negative impact to the business.

Password Structure.A vulnerability with social media is the improper use of passwords.
Most socialmedia sites require a user name and password to access the site. An extremely
secure password, one that could not be easily guessed or identified through brute force,
would be at least 16 characters in length, comprised of numbers, letters (upper and
lower case) and special characters, and be changed at least every 3 months. This type
of password is cumbersome for users to remember and could discourage a user from
accessing that social media site. For easier access, many social media sites only require
an 8-digit password, letters and numbers; some do require a special character. This type
of password is a vulnerability due to short length and minimal complexity [12].

Guessable Passwords. A use of any of these passwords increase the security risks for
social media accounts because they can be guessed by anyone trying to access the user’s
social media. For businesses that own social media sites, allowing weak passwords is a
vulnerability. Businesses should implement a strong password policy, not allowing the
use of these passwords.
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A study done in 2017 of the most common passwords in 2016 showed these as some
of the most common passwords:

• 123456789 – as many numbers as needed, repeat if necessary
• Qwerty – use the keyboard, this is the top row of letters
• 111111111 -pick any number or letter, use as many as required
• ????????? - same ideas as the number, use any special character
• Password, google, welcome – any common word [7]

Other common techniques for creating passwords are using friends, family or pet
names and adding a birthday or number to meet the length and content requirement.
Using the same password on all accounts is another vulnerability, which many social
media users do, it’s much easier to remember only one password. But this approach to
password management creates the risk to all of the user’s systems, once the common
password is captured, the intruder has access to all of those systems. If employees access
personal social media accounts utilizing company assets, they should be trained in strong
password management [11].

Password Management. Another common vulnerability on social media is the use of
security questions to change passwords or profiles. Many of the questions contain infor-
mation that can be found within social media, such as a pet’s name, a high school, or
even the user’s mother’s maiden name.Many of these security question answers can also
be found through pictures in offices and rooms or on calendars. Many social media sites
use the same questions, such as high school, pets and family names. Once an attacker
knows the answers to security questions, they may have access to multiple sites and data,
creating a risk for the business that owns the social media site. The risk to businesses
is also that if an attacker knows an employee’s security question responses on personal
accounts, it is highly likely they use the same security questions at work, thus potentially
giving the attacker access to the business’s data and/or networks [8].

5 Social Media Risks

For a business, a risk of social media is that they can receive negative exposure which
can result in lost trust and lost revenues. There are additional serious business risks:
Strategic, business, regulatory, legal, and market. If not effectively mitigated, these risks
can lead to serious negative consequences including fraud, intellectual property loss,
financial loss, privacy violations and failure to comply with laws and regulations. Social
media is a powerful tool that gives organizations the ability to expand their brand value,
but it can also tarnish a brand quickly.

5.1 Potential Impacts

For businesses to maintain a secure network, they must understand the risks and con-
stantlymonitor all types of socialmedia; the risks are considerable. According to security
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experts, a majority of current attacks on industries use the social platforms as a deliv-
ery mechanism. These attacks can have a negative impact on business. Some financial
institutions have had to shut down social media forums due to unanticipated negative
feedback; the stock markets have been buffeted by fraudulent social network postings,
other businesses have suffered brand damage due to the power of social media, the ability
to send negative impressions almost immediately around the world [1, 9].

5.2 Reliability

The extensive use of social media by all enterprise, companies and across all nations,
implies that social media has become perceived as a trustworthy source of information,
that the data and connections are reliable. The continuous interpersonal connectivity
on social media may lead to businesses regarding recommendations as indicators of
the reliability of information sources. This acceptance on the reliability of the data
creates vulnerabilities and exposes social media users to the acceptance of inaccurate
information as fact. The threat is that businesses may act on information gleaned from
social media with the incorrect assumption of reliability, creating the risk for all actions
taken based on the information [15].

5.3 Ownership

Social media content is generated through interactions done by the users on the site.
A question that arises is the ownership of the content on social media platforms. It is
generated by the users and hosted by a company. The threat is that once the data, accurate
or inaccurate, is posted to a social media site, it is not clear who has the responsibility to
remove it. Recognizing that once information is posted to a social media site it may be
permanent, even if inaccurate, is a risk that all users of social media users tend to accept,
or just ignore. A business can take down a social media site, but some posts made but
disgruntled employees or customers, many not be that easy to remove [2].

5.4 Risks

When using social media, the risks to a business are very diverse in the vulnerability,
threat and impact. The spectrum of risks is very large but some of the major risks to
business’s using social media are discussed here. Attacks against social media networks
are able to leverage a user’s contacts, location, and business activities. This information
can then be used to develop targeted advertising campaigns toward specific users, or even
increase crime in the virtual or real world. The information can also make businesses
vulnerable to a personal attack, such as negativity campaign. These are the risks that
business accept when using social media users, as they continue to post information
about their company and employees; social media users are vulnerable [9, 11].

Reputational Risks. A social media mishap can permanently damage the business’s
reputation. This risk has increased due to the rise of online and social media usage and
can happen very quickly. Reputation damage may result from inappropriate employee
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behavior, setting unrealistic product or customer expectations, rogue tweets of inappro-
priate messages, intended for internal or personal use or inability to measure up to the
openness, straight talk and transparency expected by customers and prospects seeking
to engage. Customers or other parties can use social media to say negative things about
the company, impacting their reputation [3].

Compliance or Regulatory Violations Risks. Many organizations use social media
as a business tool for increased visibility. There are risks of communicating data and
information that violates applicable laws and regulations, including infringement of
trademarks and copyrights, data security issues, and violations of privacy rights. There
also are potential risks based on the organization’s retention regulations or e-discovery
requirements. Commentary on company performance that could impact the stock price
or violate insider trading, “quiet period” and other rules under applicable securities laws
is also a risk [3].

Rival Enterprise Risks. Enterprises may also leverage social platforms for “recon-
naissance attacks” either directly or through third parties to collect valuable user and
organization information about rivals. This data can provide businesses with a com-
petitive edge in future business endeavors, and these attacks are expected to increase
[1].

Social Engineering Risks. Employees in almost all organizations have a social media
presence; each platform has the potential risk of providing a hacker information about
employees, creating the risk of a social engineering attack on the company. The release
of confidential information and activities about the company may also be used to the
detriment to the company [9].

Unauthorized System Access Risk-Phishing. One major risk to all organizations is
criminals is to get unknowing individuals to disclose personal information while pos-
ing as a fictitious representative of a legitimate professional or company – exercising
a phishing attack. Employees fall victim to email, phone call and website phishing
schemes, resulting in attackers having access to the business’s network resulting creating
an enterprise-level risk [9].

Unauthorized System Access Risk - Viruses andMalware Risks. Hackers’ ability to
penetrate the organization’s network via social media websites, and accounts utilized by
employees, creating the risk of viruses and malware entering the network. This creates
the risk of inappropriate release, leakage or theft of information strategic to the company
and exposure of company network and systems to viruses and malware due to human
error, phishing scams, sophisticated attackers and identify thieves. This type of attack
can also lead to a denial of service attack, where the networks is not accessible due to
the worm or virus consuming all resources [3].

Release of Personally Identifiable Information (PII) Risk. Social engineering, phish-
ing, viruses and malware all have a negative impact on the operations of a company, but
they also create a risk that personal information about employees or clients could be
released and cause harm to those people. Personally Identifiable Information (PII) is any
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information about an individual maintained by an agency, including (1) any information
that can be used to distinguish or trace an individual’s identity; and (2) any other infor-
mation that is linked or linkable to an individual, such as medical, educational, financial,
and employment information [17].

Social Media Information Permanence. The content posted can and will be held
against people. It is difficult to remove videos, photos, tags and posts that others put on
social media, risking that once information is posted, it cannot really be removed. False
information, and the release of private, personal information is also a risk people accept
when using social media. But a business needs to be aware of these risk employees face
as it can also impact the company depending on the information in the posts [2].

Digital Footprint Risk. When Internet users visit various Web sites, they can leave
behind evidence of which sites they have visited. This collective, ongoing record of one’s
Web activity known a digital foot print. The information posted on social media and the
digital footprint of users’ interactions with a company’s social media can be beneficial to
the company. But if this information is utilized by an attacker or a competitor, there is a
risk that it could have a negative impact on the company due to espionage or redirection
of customers to a competitor’s social media [3].

Security Breach Risks. Social engineering, phishing, viruses and malware all have a
negative impact but they also are types of security breaches. A security breach is an event
that compromises the confidentiality, integrity, or availability of an information asset. A
security breach may result in a data breach with a confirmed disclosure of information
to an unauthorized party [6].

Identify Theft Risk. The risk of identity theft is usually associated with social media
users, but a company is also subjected to this threat. The concept is simple, the process
can be complex, but the consequences for the company can be quite severe. The concept
is that a new company takes on the identify of another, using a new website that appears
to be the website of the original company. This usually is for the purpose of capturing
customers making purchases, which allows the fake company to capture credit cards
purchases as well as the customer’s name or even driver’s licenses, birth certificates
and social security cards. This user information captured can then be sold as additional
revenue to the fake company. The original company faces reputational risks since to the
consumer their credit card was changed for merchandise that will never be received [3].

6 Cybercrime

The virtual world can be awonderful place, allowing businesses to interact with networks
of people, have a virtual salesforce, provide training with groups or one-on-one help for
customers. But not everyone or everyplace is safe. The Internet can create overconfi-
dence and leaving the business vulnerable to predators, charlatans, and scams. There are
many threats on the Internet, and even though a business may have a rigorous security
program, they still face risks on social media. Social media is about sharing informa-
tion, promoting business, engaging others, and having trust. Users often work on good
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faith in the links clicked, the programs installed, requests that are made, and questions
asked. Unfortunately, this also allows cyber criminals to take advantage of companies
and employees [2].

6.1 Cyber Criminals

Cybercrime is a criminal activity that involves computers and the Internet. There are
many threats on the Internet, since social platforms rely on sharing information, engaging
others, and having trust. Businesses utilize social media to engage, connections, clients
and to increase revenue. Users trust the companies hosting the social media sites and the
users of them. The expectation is that the links, the programs, requests that are made,
and questions asked are valid and without threats. Unfortunately, this is not always the
case. Cyber criminals target information that is of value to them, such as bank accounts,
credit cards, or intellectual property that can be converted into money. They often are
structured to operate as any well-run, legitimate business with experts specialized in
each area and position. This creates the risks of who do you trust? [2].

“Cyber criminals run rampant across every social network today. We often see
headlines about social marketing fails and celebrity account hacks, but they’re just
the tip of the iceberg. Far more nefarious activity takes place across these social
channels, while most organizations remain oblivious and exposed. Companies’
poor social media security practices put their brands, customers, executives, and
entire organizations at serious risk” [5].

6.2 Cyber Criminal Threats

Consumers implicitly trust people’s activity on social media thus creating a risk with the
extensive data available for cyber criminals. Attackers now have incredibly broad reach
and can easily manipulate users and execute a variety of widespread cyber-attacks and
scams, including everything from social engineering to exploit distribution to counterfeit
sales to brand impersonations, account takeovers, customer fraud, and much more [5].

There is a threat to businesses that a cybercriminal may use online resources to obtain
information about the business, as a medium to contact potential victims (employees),
gain access to systems, and/or damage data and bring down systems. The types of
offenses will vary, but they will always involve technology and connectivity. The targets
of cybercrime may be computers or people. A cybercriminal may focus an attack on
systems using viruses or other malicious code, or by directly hacking a system to gain
unauthorized access. They may also focus their attention on employees to steal their
identity, commit fraud, stalk, or bully them or to gain information on their employer. It
may also be a precursor for other offenses, where the crime is initiated online, but later
physical access or impact [2].

While social media sites create completely new cyber threats, they also substantially
amplify the risk of existing ones. From reconnaissance to brand hijacking and threat
coordination, cyber criminals use social media to boost the effectiveness of their attacks.
Social media risk isn’t solely about brand and reputation damage but is a cyber-security
threat that can lead to major data breaches, numerous compliance issues, and large
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amounts of lost revenue due to fraud and counterfeit sales, along with a many of other
risks [5].

6.3 Fraud Threat

Fraud is a common risk of social media. As more people utilize social media as a
conduit for selling and buying, there is a greater opportunity for fraud. Fraud does not
require the technical expertise of hacking, most internet fraud does not rely on in-depth
technological expertise, internet fraud merely used the computer as venue.

Categories of social media fraud include failure to send the merchandise, sending
some of lesser values, failure to deliver in a timely manner and failure to disclose infor-
mation about the item There can also be hidden chargers or bait-and-switch, offering a
fun game or quiz. The site entices the user to enter personal information and cell number
which is then captured and entered as a subscription to dubious services. Online auctions,
such as eBay pose risks. They are a wonderful way to find merchandise at very good
prices, however any auction site can be fraught with risks of not getting the merchandise
ordered or the quality is not what was expected [4, 7].

Another area of social media fraud is perpetrated by tricking the user to click on a
link which will take then to their social media page. The fraudster can then capture the
personal account information, password resulting in total control of the account. This
occurs because both the email and landing page were fake. That link went to a page that
only looked like the intended social site. Phishing – tricking someone to release personal
information, account names and numbers, and passwords, is often used as a component
of this type of fraud. All businesses are at high risk for phishing which then can result
various attacks such as phishing and malware. Clicking on shortened URLs is also a risk
as this type of URL hides the location. The location that the user is redirected to could
install malware on the computer [3].

7 Reducing Social Media Risk

Although the threats on social media will always exist, a company can reduce the prob-
ability of a success attack through a comprehensive corporate approach to managing the
social media risks.

A professional risk culture is needed that is attuned to both the significant benefits
and the distinctive risks of social media, and putting in the place the appropriate risk
mitigations that maximize the benefits yet minimize the risks associated with social
media.

Social media risks can fall into two categories: technology and the people using it.
Technical problems can be dealt with by implementing proper security and having the
right tools in place to handle any issues that arise. When it comes to people, businesses
need to change behavior through policies, training, and communication. Users need to
be aware of the risks and know what is needed to mitigate the risks so they can safely
enjoy the benefits of social media. The user-generated problems of social media are
diminished as a person learns what they should and should not do [2].
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Not understanding how social media is used and its role in business and the impact
on businesses creates a risk. A business must understand the impact and risks of social
media, recognizing the great power it can have, both positive and negative.

8 Social Media Security Program

There is no prescribed rulebook for eliminating social media risk to an enterprise but
there are some areas that should be part of a social media security program. These
components will also strengthen the overall cyber security program.

8.1 Framework

Both security professionals and marketers alike should start treating social channels
like the dangerous security threat they truly are, and align strategies to effectively fend
against the range of cyber techniques currently in use. The first step in the right direction
is to develop a framework and assess the social risk plan. A business should understand
the external risk environment and continuously monitor social channels for cyber threats
outside of the company’s direct control. This plan will include the threats, vulnerabilities
and risks for a comprehensive enterprise mitigation [5].

8.2 Protocols

Given the visibility, risk, and real-time monitoring and response required to effectively
manage social media channels, companies must establish extensive protocols for use by
their organization in order to engage with external channels. Companies representing
themselves externally should engage the appropriate and authorized spokespersons and
executives designated by their communications department in order to speak to, initiate,
provide and/or post information within the social media space. While there are several
key risk factors relative to social media, there are many rewards as well [2].

8.3 Vigilance

Social media impacts all departments of the organization, and each department, whether
it is IT, finance, marketing or human resources, has a different perspective of how social
media can or will be utilized by the department on behalf of the organization. Control
of the social media crisis that is bound to happen to any organization as its social media
presence increases over time. This requires significant amounts of collaboration and
communication across key departments and personnel at all times. To prevent social
media breaches, protect user information, and secure company data, increased vigilance
by individual users and enterprise policies are the best ways to ensure data breaches are
avoided [9, 11].
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8.4 Social Media Risk Program Components

In addition to the program components above, these components will also reduce the
business’s social media risks

• Approved social media platforms—assessing social media solutions outside of the
company to demonstrate how the socialmedia presencewill contribute to achievement
of the overall goal and, the platform’s degree of utilization and security.

• Training and awareness—It is key for the organization to embody the proper use of
social media etiquette as part of the on boarding training of all employees. Risk is not
just about “regulated users.” Executive staff, legal teams and other key stakeholders
can also use social media or internal collaborative tools inappropriately. Compliance
teams need to broaden their supervisory lens to include these groups.

• Monitoring information release - The risks from social media misuse apply to all
organizations. All publicly traded corporations need to consider how they are moni-
toring for potential disclosure of non-public information through all communications
channels.

• Messaging - Social media and mobile messaging need to be built into ongoing con-
tent inspection processes. Content containing risk or value can live anywhere, and
processes need to catch up with today’s communications tools.

• Content inspection - Pre-review of social content can pay huge dividends. Tools that
allow content to be inspected and approved prior to delivery or posting can generate
an enormous return on investment [4].

8.5 Basic Security Concepts

In addition to the socialmedia riskmitigates discussedpreviously, basic security concepts
need to be implemented, some of which are listed below.When implemented, the actions
will reduce the company’s cyber risk, which in turn will reduce the risks to social media.

• Defaults – Remove or change defaults after installations or upgrades, especially
passwords.

• Attack service – Reduce the attack surface, only run the services and servers needed,
remove all unneeded services and protocols (reduces risk).

• PatchManagement –Keep systems and access controls current. Ensure all applications
and systems have the current patches installed, especially on personal devices.

• Intrusion prevention and detection – Install Firewalls and Intrusion detection programs
to filter traffic coming in, monitor traffic. Activate Intrusion detections systems (IDS)
& monitoring detect and log threats, cannot prevent threat, may modify environment
to block after detected.

• Virus attacks – Install Antivirus software before systems are activated to reduce the
probability of a successful virus, worm or spyware attack.

• Incident response planning– A faster response when an incident is detected can
lead to a lower impact; containment first, identify source vulnerabilities and remove;
determine impact.
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• Access management – Require strong passwords, protect passwords and access abil-
ity, use strong security questions for user ID and password resets. Limit access to
only those systems required. Not allowing password sharing on corporate accounts.
Immediately changing or removing passwords for corporate accounts.

• Public WIFI – If its free your information may also be freely visible to anyone else
on the network. Ensure employees know how to securely use public WIFI to connect
to corporate and private networks [6].

9 Conclusion

The widespread use of social media and interactive collaboration tools for business
purposeswill continue to grow. Since prohibition is not effective, the onlyway tomitigate
the governance risks of social media use will be to implement new security strategies for
digital information capture and archival. Organizations should exercise awareness and
vigilance. While there are many benefits to using social media, there are detriments and
risks. Organizations utilizing social media platforms should have a clearly defined policy
and communication plan in place. Considerations should bemade for good governance, a
communication plan in the event of a breach, a social media policy and monitoring tools.
Organizationsmust identify the risks and determine themost appropriate enterprise-level
social media risk mitigations.
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Abstract. Social media users are increasingly influenced by misinformation and
disinformation as the techniques offer affordances to rapidly spread information
to large groups of people. Most of the existing studies about misinformation and
disinformation are in the context of Western cultures, the influence of misinfor-
mation in Chinese context is underexplored. To fill this research gap, this study
analyzed 26,138 Weibo posts that are marked as containing misinformation. We
performed a frequency analysis of these posts’ metadata and the top 50 frequent
nouns, verbs, and adjectives in the dataset, and examined the sentiment in the
content. Our results show that many posts that contain misinformation tactically
target topics that Chinese people are already concerned about. The persuasion
literature implies that these characteristics increase the persuasive power of the
posts.With the forward-asking verbs are frequently used in the posts, one behavior
that the receivers are persuaded to perform is to share these posts with the oth-
ers, which can contribute to the virality of the misinformation. Another alarming
finding is that a large proportion of our collected posts asked the receivers for
help and the posts showed gratitude to acknowledge the forwarding and helping
behavior. Based on the trust literature and the notion that trust as a social reality,
we discuss the potentially severe negative impact these posts can impose on the
society as they undermine Weibo users’ trustfulness to others and to the social
media platform.

Keywords: Misinformation ·Weibo · Persuasion · Trust

1 Introduction

Verifying the validity of a social media post is challenging as the affordances of the
technology allow people to rapidly spread information to large groups of people in an
anonymous fashion. This challenge imposes a potential threat on the Internet - social
media users are influenced by misinformation and disinformation instead of facts and
evidence. Consider this scenario: an Internet user receives a Tweet (orWeibo if in China),
without being able to verify the validity of the information in the article, what will the
individual do? This user may not believe it or may ignore it. But the user may also
be convinced with the content, retweet or forward it to others. Indeed, social media
users are found to be persuaded by views that have no factual basis [1, 2], and with the
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pervasiveness of the social media tools and the large number of users in participation,
this threat can bring significant and negative impact to the society [3].

Researchers are paying more and more attention to this threat. Humprecht’s study
[4] explored the topics in fake news in four Western democracies (the US, the UK,
Germany, and Austria) and found that the choice of topics in producing disinformation
reflect the national information environment. Chadwick et al. [5] analysed four data sets
they constructed during the 2017 UK election campaign discovered that the format of
tabloid news plays an important role in the spread of misinformation and disinformation.
To tackle the problem ofmisinformation and disinformation going viral, researchers also
develop computational techniques that check and verify the facts or evidence in social
media content in real time [6–8].

Most of the existing studies about false information and fake news are in the con-
text of Western cultures, such as those mentioned in the previous paragraph. In a recent
study by Kow et al. [9], Internet users’ awareness of false information and fake news
was explored in Eastern culture. Specifically, the researchers interviewed 21 Hong Kong
residents. The authors found out that while most of their interviewees were aware of
such information, most did not act on it. Nevertheless, the characteristics of the social
media content that contains false information were not examined.

Contributing to fill this research gap, this study explores characteristics of misinfor-
mation content in the Chinese context by analyzing various aspects of Chinese Weibo
posts that contain misinformation. This paper presents the current progress of this study.
It first describes the collection of the Weibo posts, and then presents the features that
we have explored. It discusses the implications of the findings and concludes with the
future tasks.

2 Related Work

Attributes of social media communication make it challenging for a user to interpret
someone’s comment and to examine the truthfulness of the information. For example, a
social media message—often intended to express one’s views or to influence others—
can be anonymous, from real people, or automatically generated, making it difficult to
identify its source. Because of this challenge to interpret and evaluate a socialmediames-
sage, misinformation and disinformation can spread over social media easily, negatively
influencing a large number of users and society [1, 2, 10].

To address the problem of misinformation and disinformation in social media, West-
ern researchers have been exploring computational techniques that verify the validity
of the information [6, 8], and automatically classify the truthfulness of the online infor-
mation [7, 11]. Researchers also build open datasets for fact checking research, e.g.,
FEVER [12], LIAR [13], and Emergent [14].

Also in the Western context, the body of studies that attempt to characterize misin-
formation and disinformation is growing as well. For example, the choice of topics of
the fake news is found to reflect the national information environment in some Western
democracies such as US andUK [4]. In the context of UK, the use of tabloid news format
is shown to play an important role in the spread of misinformation and disinformation
[5].
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Related to misinformation and disinformation study, the Chinese research commu-
nity is interested in false rumor study. Defined by Dictionary.com, misinformation is
‘false information that is spread, regardless of whether there is intent to mislead’, dis-
information is ‘deliberately misleading or biased information; manipulated narrative or
facts; propaganda’, and rumor is ‘a story or statement in general circulation without
confirmation or certainty as to facts’. False rumors are a type of misinformation, as
indicated in Wikipedia’s page about misinformation. To our best knowledge, the first
reported study of false rumor in the China context is by Yang et al. [15], which focused
on the social media content. Since then, more and more scholars have turned their atten-
tion on the false rumor detection in social media content [16–19]. Most of these studies
consider false rumor detection as a binary classification problem, incorporating various
features afforded by the platform such as whether it contains a picture, video or URL
links, the sentiment of the post, and the number of verbs. Recent studies are mainly
concerned about identifying false rumors as early as possible, while keeping a reason-
able detection accuracy [20, 21]. Based on literature review and expert interviews, [22]
identified several cues for detectingmisinformation from the post content (e.g., language
errors, the URL links and references in the posts, the topic, etc.), the source of the post,
and the patterns in its dissemination (e.g., the number of times it is forwarded). In the
case study of “poisonous bean sprouts” where the misinformation is that some bean
sprouts were injected with hormone and would be carcinogenic, [23] shows that there is
a high rate of content repetition in fake posts and the combination of factual information
and false rumors is common.While there is a good progress on the false rumor detection
in the Chinese context, there is lack of studies that analyze the misinformation con-
tent, not to say the identification of characteristics of misinformation-contained posts.
Although various features were applied in the machine learning approaches, how they
offer insights on the detection of misinformation has not been investigated.

Contributing to fill this research gap, this study explores the characteristics of misin-
formation contained in the Chinese context by analyzing various aspects of Sina Weibo
posts that contain misinformation. Sina Weibo is the largest social media platform in
China. It includes features like those from Twitter or Facebook. It also enables users to
post with a 140-character limit (increased to 2,000 as of January 2016 with the exception
of reposts and comments) and insert graphical emoticons or attach their own images,
music, and/or video files in every post.

3 Our Data Set: A Sample of Weibo Posts that Contain
Misinformation

Weibo Community Management Center (https://service.account.weibo.com/) is a plat-
form that officially announces and publishes posts containing false information and other
violations in Sina Weibo. If Sina Weibo users suspect that a Weibo post contains mis-
information, they can report to the company through this center. Once the Sina Weibo
platform verifies that the reported posts indeed contain false information, it puts these
posts online. Between 2nd and 5th ofMay, we scraped the reported posts from this source
that are marked as containing false information by the Weibo Community Management
Center. In total, we collected 26,138 Weibo posts posted between August 24th, 2011

https://service.account.weibo.com/
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and May 5th, 2019 and written by 24,127 unique users. Through parsing the original
website of these posts, we scraped content and various metadata of these posts. Example
metadata of a post includes timestamp, user information, number of forwards, number
of comments, etc. The metadata also includes the links to images or videos if they are in
the post. Collection scripts were implemented in Python 3.7 using the Selenium pack-
age. We removed the URLs and specific string patterns, like “@XXX”, ,

from the posts content in the analysis of word frequencies.

4 Data Analysis and Results

4.1 Frequencies of Weibo Features

Besides text, Weibo allows users to include images, videos, hyperlinks, hashtags and
emojis in a Weibo post. In this dataset, about 45.5% of the posts use image and 38.1%
of the posts have one image. About 10.2% of the posts contain external hyperlink, 5.5%
include a video, and 9.6% use hashtag. Over 86% of the posts that use hashtag use just
one hashtag. About 10.7% of the posts include emoji. In general, the frequency of emoji
use obeys the heavy-tailed distribution (see Fig. 1).

Fig. 1. The frequency distribution of emoji use; the x axis represents the number of emoji use in
a post, the y axis represents the percentage of posts after log transformation.

Weibo users also use various features to interact with the others, including mention,
like, forward, and comment. About 13.6% of the posts in our dataset use mention.
The frequency of mention use also obeys the heavy-tailed distribution. Additionally,
about 49.2% of the posts are forwarded, 64.0% have comments, and 38.1% are liked.
The frequency of these features follow the fat-tailed distribution. Figure 2 shows the
distribution for the forwarding case.
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Fig. 2. The frequency distribution of forward; the x axis represents the number of forwards after
log trans-formation, the y axis represents the percentage of posts after log transformation.

4.2 Word Frequencies in the Posts

Our preliminary analysis included the examination of word frequencies in the posts.
Interested in the content of these posts, we studied the top 50 nouns, verb, and adjectives
as these word types reflect the content of the texts. The frequency range for these nouns
is 834 to 6,439. From the analysis of these nouns, we observed that majority of the
misinformationposts in our dataset is related to food/drink, people, and school/education.
Interestingly, these topics are of great interest to the Chinese society in general. For
instance, it is known that Chinese people are very health conscious [24, 25]. According
to the survey of BCG [26], Chinese consumers have become the most health conscious
in the world. Also, Chinese people perceive food safety as the most influential factor on
their life quality nowadays [27].

A closer examination of the nouns in people category suggests that posts about child
has appeared a lot in the dataset. We

randomly selected 500 posts and found that the posts that contained these nouns were
about child abduction and the category of “Location” is mainly about this context as well
–

(Translation: (I’m) helping friends forward this in
urgency. Child went missing 13940292999 a reward of 10,000 Yuan is provided if a
clue is provided. This morning a three-year old girl was abducted by someone in JinXiu
Garden area. The child can tell her parent’s cell phone number. The surveillance shows
that a main in forties took her away. Her family is so desperate now. (If you have a
clue) please tell. Appreciate it very much.Watch out for this friend. Contact Ning Jichun
13940292999”. A search of the collected posts shows that there are 4,542 out of 26,183
posts about child abduction stories similar to this. Human trafficking in children is still
a very serious concern for many families in China [28, 29].

We found that the selected posts about school/education are mainly about
this scenario – someone lost his/her exam permit on a national college entrance
exam (NCEE) day. For example, the post
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(Translation: Friend found the NCEE exam permit left
by a careless student. Please forward to others (about this to avoid) delay of the stu-
dent’s exam. (The student’s name is) Bai Yaqian. Exam location: No. 1 High School
of the City, Room 013, Seat No. 11. Permit No. 2024101311. Please forward to others.
Contact Number: 2024101311). A search of the collected posts shows that there are 971
out of 26,183 posts about this scenario with the same or different locations and contact
information. NCEE is commonly considered to be the toughest exam in the world in
China because students are under great pressure during the period and the competition
is very high - less than 10% of exam takers will be able to enroll in top-tier universities
and less than 0.2% of the students will gain admittance into China’s top five universities.
It is therefore imaginable what a disaster would be for a person if the person has lost
his/her exam permit on the day. Therefore, our observation of these posts that contain
misinformation suggests that the creators of such content tend to generate stories or offer
misinformation around issues that people already have concerns about or are afraid of
– be it about food safety, child trafficking, or NCEE.

A large percentage of the posts also asked the receivers to act, specifically, to pro-vide
information. Our reading of the selected posts suggest that these categories are all related
to this action - Inform, Name, Number, and Appreciation. The two examples above
illustrate this observation. Table 1 below presents the major categories we identified and
the corresponding nouns and their frequencies.

The top 50 frequent verbs appeared in the dataset from 486 to 6,003 times. The
actions indicated from these verbs are diverse, but several big categories did form.
As shown in Table 2 below, the most frequent actions indicated in these Weibo posts
are asking the receivers to forward the post (category “Forward”) and asking them to
provide information as a way to help (category “Help” and “Inform”). Again, the two
aforementioned examples about child abduction and NCEE exam permit also illustrate
this aspect. From these most frequent verbs, we also observed that child abduction and
showing gratitude are often mentioned in the posts, consistent with what we have found
in the analysis of the 50 most frequent nouns.

Compared to the nouns and verbs, there are not many adjectives in this dataset. The
top50 frequent adjectives appeared from72 to 1,328 times in the dataset. These adjectives
are also very diverse making it challenging to group them into several conceptual cate-
gories. Nevertheless, there is one category that includesmany counts of adjectives (4,075
in total): a category that indicates the mentioning of urgent/unexpected/severe or bad
situation. The adjectives and their frequency counts are the follows: (urgent, 1328),

(severe, 1147), (troublesome, 373), (sudden, 240), (dangerous, 210),
(horrible, 206), (unfortunate, 177), (flustered, 74).

In summary, the analysis of the most frequent nouns, verbs, and adjectives imply that
the posts that contain misinformation tend to inform the receivers about issues that bring
anxiety or worry to the moment. They ask the receivers to inform others by ask them to
forward the posts in their social network, and ask for the receivers’ help by asking them
to provide information. In addition, the posts tend to thank the receivers in advance for
these expected actions of the receivers.
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Table 1. The categories of top 50 nouns
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Table 2. The categories of top 50 verbs

5 Discussion

Our dataset is small compared to the enormous amount of Weibo posts that contain
misinformation. Nevertheless, our finding is alarming as it implies the widespread of
this misinformation on the platform. For instance, while less than 15% of the posts used
mention to directly interact with specific users; almost half of the posts were forwarded
to others. The fact that over 60% of them have comments suggests that users were not
only being informed by these false information but also engaged in higher cognitive
processing.

As shown in the previous section, the topics of these posts are mainly those that Chi-
nese people already feel concerned about. Prior studies in persuasion research imply that
such topics increase the persuasive power of the posts by two contextual factors. First, it is
considered to be an effective persuasive strategy that triggers expectedbehavior or change
people’s behavior to arouse their fear [30–33]. Second, when one needs to assess the
information in a post, two effects, namely, the contrast effect and the assimilation effect,
explain howone’s prior position affects the assessment processes [34]. Specifically,when
the proposed comment is about something that the person finds acceptable, then the
person subconsciously minimizes the differences between the comment’s position and
his/her own position (assimilation effect), and vice versa (contrast effect). Therefore, as
Chinese people are alreadyworried about problems such as food safety and child traffick-
ing in the society and feel susceptible to them, it is relatively easier to arouse their fears
and trigger them to perform expected actions when the misinformation is closely related
to these topics. Also shown in the results, the verbs about asking receivers to forward the
post appeared a lot in these posts, and indeed almost half of the posts were forwarded.
This indicates the persuasive power of these posts. However, to confirm the influence
of these contextual factors, further investigation is needed such as a follow-up question-
naire study that probes Weibo users’ affective experiences when reading such posts. We
also note here that a sentiment analysis is likely not an appropriate method to use to
check whether a fear emotion is aroused, because the narrative can be neutral but arouse
fear to the readers. For example, this post is describing an incident without showing the
negative sentiment but can arouse fear to the receivers who have children themselves
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(i.e., not feeling safe about the living world) –

(Translation: (I’m) helping friends forward this in urgency. Child went missing
13940292999 a reward of 10, 000 Yuan is provided if a clue is provided. This morning
a three-year old girl was abducted by someone in JinXiu Garden area. The child can tell
her parent’s cell phone number. The surveillance shows that a main in forties took her
away. Her family is so desperate now. (If you have a clue) please tell. Appreciate it very
much. Watch out for this friend. Contact Ning Jichun 13940292999”. In fact, according
to the Linguistic Inquiry & Word Count (LIWC) tool and SnowNLP, the sentiment of
this post is classified as positive, because of words like please, appreciation, help. Note
that LIWC is capable of providing a broad range of social and psychological insights
from the language including the sentiments and some emotions such as anger. It is com-
monly used in the sentiment analysis of texts [35], and has a Chinese dictionary [36].
SnowNLP is an open source Python-based tool for analyzing the sentiment of a Chinese
sentence (https://github.com/isnowfy/snownlp).

Another frequent action that the posts asked the receivers to do is to offer the help.
The posts also showed gratitude to encourage these actions. Since these are the posts
that containing misinformation, such “help wanted” scenarios are expected to be fake.
What kind of impact do these scenarios have on the society? From the famous fable
“The Boy Who Cried Wolf”, one would expect that once people find out that these sce-
narios are fake they would be more skeptical and hesitate to offer their help the next
time they receive similarly posts even when the requests are real. The trust literature
implies that such doubts can have severe negative impact to the society. Trust is “a
psychological state comprising the intention to accept vulnerability based upon positive
expectations of the intentions or behavior of another” [37]. Mayer, Davis, and Schoor-
man [38] explained that trust propensity is an individual’s general willingness to trust
others. McKnight, Carter, Thatcher, and Clay [39] showed that people have different
trust propensity towards computer technologies. It has been acknowledged that one’s
trust propensity is affected by various factors such as one’s personality characteristics,
cultural background, and experiences [38]. Therefore, as Weibo users become more and
more skeptical when receiving the posts that ask for help, their trust propensity to others
in this social media environment and/or to this environment may be undermined. Lewis
and Weigert [40] maintained that trust is a social reality and all social relationships ulti-
mately depend on trust and it is “a functional prerequisite for the possibility of society”
(p. 968). One can therefore imagine that such misinformation can have severe negative
impact on the society as they make people trust each other less. Further investigation is
desired to identify the relationships between online misinformation and the trust in the
contemporary society.

These observations demonstrate that posts containing misinformation are featured
by several linguistic signals (e.g., citizen-concerned topics, emotional appeals, extensive
use of forward-requestedwords). It sheds light on implementing intervention andmoder-
ation strategies against the spread or virality of the misinformation by social computing
system. Furthermore, integrating emotional aspects with cognitive beliefs can extend

https://github.com/isnowfy/snownlp
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the understanding of individual social media use [39]. we call for research effort that
designs intelligent interventions to fraise users’ awareness of how they are affected by
misinformation based on our observations.

6 Conclusion

Social media users are found to be persuaded by misinformation and disinformation
instead of facts and evidence [1, 2]. With the pervasiveness of social media and the
wide participation of users, this can bring significant and negative impact to the society.
This study aims at exploring characteristics of misinformation content in the Chinese
context. We collected and analyzed various aspects of the 26,138 Weibo posts that
contain misinformation. These posts span from late August 2011 to early May 2019.
Our results show that many posts that contain misinformation tactically target topics that
Chinese people are already concerned about. The persuasion literature implies that this
may trigger fear emotion among the receivers which increases the persuasive power of
the posts. Additionally, forward-asking verbs are frequently used in the posts. Therefore,
if one is persuaded by the posts, one expected behavior is that the individual would share
the posts with the others. This can contribute to the virality of the misinformation. Our
analysis also discovered that a large proportion of the posts asked for help, and the posts
showed gratitude to acknowledge the forwarding and helping behavior. Based on the
trust literature and the notion that trust is a social reality, we consider these posts can
impose potentially severe negative impact on the society as they undermineWeibo users’
trustfulness to others and to the social media platform.

A series of tasks is desired to further investigate the characteristics of the Weibo
posts that contain misinformation. For instance, to confirm the fear arousal experiences
with posts that are about child trafficking, food safety, etc., one can conduct a follow-up
questionnaire study that probes Weibo users’ affective experiences when reading such
posts. Also, besides the use of pathos, whether and how other persuasion strategies are
used in the online content that contain misinformation? For example, do they tend to
offer more numbers which is shown to be effective in increasing the persuasive power
of the online content [41]?

We also make an attempt to connect the characteristics of misinformation with its
influence on people’s trust of the others and of the social media platform. We found
that these posts frequently asked the receivers for help. From the trust literature, this
can undermine Weibo users’ trustfulness to others. From the perspective that trust is a
social reality, this impact can be severely negative to the society.We call for more studies
to explore deeper the relationship between online misinformation and the trust in the
contemporary society.
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Abstract. The internet has transformed the way that humans interact not only
online, but also in real life. Through social networking sites and other community
based online sites a person can amassmultiple online identities through their active
presence on different online platforms that can affect the user in the real world
[2]. These identities can be home to different types of digital artifacts in the form
of pictures, posts, or videos and are attached to a specific user. The combination
of these identities can be used to create a digital narrative about the user which
can then be used to create a timeline of the user’s life and their relationships. The
content of this digital narrative is the property of the user that created it and can be
considered their digital legacy. It is up to the user to determine how their digital
legacy will be handled after their real-world death.

Keywords: Digital legacy · Social media · Ethical · Legal and social
implications · Death

1 Introduction

Historically, legacies have included physical items handed down from one individual
to another either through understanding or legal documentation. The information age
has brought about a shift in physical items such as pictures, letters, and documents
being replaced by digital equivalents [1]. These digital files can be shared or stored by
individuals as they please in the same way those physical items were. However, this
fundamental shift to digital representations of physical items has not been paired with
a fundamental shift in how these digital representations are passed down to the next
generation.

In real world legacies, the intertwining of these various values applied to a single
asset can cause a number of ethical, legal, and security concerns. The responsibility of
providing access to these digital assets after a person dies depends on a number of factors.
One factor is that the deceased individual took it upon themselves to properly inventory
their digital assets and provide a way for their heirs to access that data. Another factor is
that the deceased individual took it upon themselves to designate a digital executor that
they trust to carry out their wishes for their digital assets. A third factor is that the services
that the deceased individual was using during their lifetime have methods in place to
provide a way to shut down an account, retrieve data, or transfer accounts depending on
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their terms of service. Based on the terms of service the deceased individual should also
take into consideration that some aspects of the digital legacy may not be transferable
to their heirs.

1.1 What Is a Digital Legacy?

ADigital Legacy can be defined as the collection of information available digitally about
a user after they have died [2, 6]. A digital legacy is made up information that the user has
personally posted, co-authored, shared, or has had posted or shared about them. Digital
Legacies consist of digital assets that contain data about a user from every facet of their
digital and real-world lives. This information can be found in many different places such
as Social Networking Sites, emails, websites, online forums, cloud providers, digital
wallets, and other similar online sites. This collection of information is a reflection of
the user’s profile. And as users create more digital content, this information becomes an
even richer reflection of the user in the real-world context [3]. Table 1 outlines some of
the common categories that data falls into as well as the relevant data that would need
to be considered in those categories during the estate planning process [6].

Table 1. Based on the contents of a digital legacy [6].

Accounts Types of data Examples of data

Online Credit cards, etc. PayPal, Bitcoin, Neflix

Social media profiles Login, news, media Instagram, Facebook

E-mail Addresses, online profiles Google, etc.

Software services Login, news, media WordPress, NetSuite

Licenses Login, news, media Software, video games

Hardware Documents, projects Tablets, USBs, Nooks

The increase in use of internet-based technologies formany different facets of life has
increased the amount of information available about a user online. Social Networking
Site data can be used to reveal information about a users’ connections or communities
online and also their social, political, moral, or ethical views of the world. Online shop-
ping data can be used to reveal information about a users’ spending habits, shopping
preferences, or financial standing. Email and cloud storage accounts can contain pho-
tos, videos, documents, correspondence, and many other forms of information. Various
online service accounts can contain information pertaining to a users’ business, medical,
financial, and legal information [1, 4]. These accounts as well as other information avail-
able can be combined together make up the digital legacy of a user. It is up to the user
to determine what parts of their legacy they would like passed on to the next generation
and who will be responsible for their information once they have died.
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1.2 Planning for a Digital Death

Death is not something that people like to think or speak about, but it is a fact of life. It
is important to plan for in order to ensure that ones’ wishes are carried out after they are
no longer able to carry them out themselves. Carroll and Romano use the term digital
executor to describe the person or web service that will act objectively on ones’ behalf
after they have passed on [3]. This individual should be given an inventory of all digital
assets, access to those digital assets, and the owner’s wishes for that digital asset.

1.3 Creating a Digital Assets Inventory

It is important for individual with digital assets to create an inventory of their assets. This
inventory should include any credentials needed to access the account that the digital
asset is stored in [3]. This can be done in a number ofways including spreadsheets,written
instructions, or using password managers that allow for digital heirs to be defined [12].
This will allow for the digital executor or designated individual to access the digital
assets and carry out the deceased individuals wishes for that asset. In the publication
Digital Afterlife [3], there are listed suggestions for content when constructing a digital
asset inventory:

• Asset Name and other contents
• Access Location, Username, Password
• Wishes Instructions, Recipient

After an inventory has been created the next step is for the owner of the inventory to
decide where, who, when, and how the inventory is given to the digital executor [3]. The
individual must also decide where their inventory will reside until their death. Although
the main goal of creating an inventory is to provide access after one has passed, putting
all of this information into one place can become a security issue if not stored in a secure
location during the person’s life. Deciding on when this inventory will be released to the
digital executor must also be taken into account when deciding on a storage location in
order to ensure that it will reach them at the right time and in the manner that the owner
of assets wanted.

1.4 Choosing a Digital Executor

Any individual that has digital assets should take the steps to designate a digital executor
that they trust to carry out the wishes they have for their digital assets once they have
died. A digital executor is not currently a position recognized by law, but they can be
made as co-executorwhichwould give them the same powers as a normal estate executor.
Depending on the size of the digital and physical legacy and the technology skills of the
estates executor these two roles can be given to one person [2, 6]. A digital executor has
a number of responsibilities related to passing on digital assets to the designated heirs.
Whether this is a person or a digital service there are number of tasks that the digital
executor must be able to do in order to ensure that the deceased individuals’ digital
legacy is protected and handled according to their wishes.
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Responsibilities of the Digital Executor
Digital Executors have the same responsibilities as ‘regular’ executors of non-digital
estates. Digital Executors must understand the basics of the federal and state laws that
pertain to third-party online services [15].

• Understand the terms of service associated with various online accounts.
• Understand the basics of the various technologies that are being used to store the
assets listed in the inventory.

• Freeze and close any accounts that are designated by the deceased.
• Be able to securely and safely archive any data within accounts set to be closed or
frozen.

• Be able to securely and safely distribute digital assets to heirs according to the wishes
described in the inventory.

• Be able to securely and safely contact those designated as heirs to the digital assets
[3, 6].

1.5 The Value of Digital Legacies

The content that makes up Digital Legacies are called digital assets. Digital assets are
data or information, which is posted and/or shared by the user themselves or information
that other users have posted and/or shared about them. Classifying these digital assets
into collections and those collections into categories is important in order for a user to
properly plan for their death. This would include such information as a user’s name and
password, the stored contents, the file location, instructions for the digital executor, and
the recipient of the legacy [6, 12].

These digital assets have value that is affected by what the digital asset is and how
it can be used by the descendants of the deceased. The type and amount of value placed
on these digital legacies can have real world ethical, legal, and security consequences.
For the purposes of this paper, the type of value that can be placed on a digital asset is
monetary, sentimental, cultural, or a combination of the three. Depending on the asset
and the individual that is placing the value on the asset the type and the amount of the
value will vary. Users must consider the legal, ethical, and social implications of who
they choose to pass their digital assets onto.

The Different Value Types of Digital Assets
A legacy can be considered an aggregation of all the assets that an individual accumulates
over their lifetime. Legacies in the real world have value eithermonetarily, sentimentally,
culturally or a combination of these three. Digital legacies also share this characteristic
but, because of the inherent differences between physical legacies and digital legacies,
the value of the assets that make up digital legacies is not always easy to discern. The
value of digital assets is being affected by the increase in the shared experiences that
are becoming increasingly prevalent through the use of social media and other online
services [2]. The type and amount of value placed on these digital legacies can have real
world ethical, legal, and security consequences. Similar to real world legacies, digital
legacies are made up of assets which have their own value either in terms of monetary,
sentimental, or cultural value.
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• Monetary Value – the property of having material worth (Monetary Value).
• Sentimental Value – the value of something to someone because of personal or
emotional associations (Sentimental Value).

• Cultural Value – the value of something based on a social groups’ evaluation of the
objects worth.

Digital values are measured in different ways, applied using different methods, and
applied in different increments depending on many factors when assessed from a digital
prospective [10, 11, 13].

1.6 Responsibilities of Account Providers

The responsibilities of the account providers depend on the terms that they have laid out
in their terms of service that must be agreed to in order for an account to be opened.
These terms of service vary from service to service and impact the level of responsibility
that the account provider has when dealing with a deceased users account. Some services
like iCloud, make accounts non-transferable which essentially remove any involvement
that they could have in ensuring the contents of their accounts are accessible after the
account holders’ death [8]. Other services like Facebook, allow for users to designate a
legacy contact that allows for an account holder to designate the person who can manage
a users’ account if it is memorialized [14]. However, if a user does not designate a legacy
contact the account is lost to the individual who was supposed to carry out the wishes
of the deceased. Twitter allows for the designated estate executor to contact Twitter in
order to have the account deactivated but cannot gain access to the account [7]. When
one is planning for their digital legacy it is important for them to consider the terms of
service that they have agreed.

2 Ethical, Legal, and Security Considerations

Digital assets value add to the overall monetary, sentimental, or cultural value of the
digital legacy. In real world legacies, the intertwining of the various values applied to a
single asset can cause a number of ethical, legal, and security concerns. As the number
of assets increases these concerns are added together which increases the complexity of
the task of dealing with a legacy both before the individual has died and after they have
passed on. A digital legacy shares these characteristics, but because certain assets that
make up a digital legacy are slightly different from their real-world counterparts or do
not exist in the real world, special consideration must be taken from an ethical, legal,
and security perspective.

In order to demonstrate the content dynamics of digital legacies in relation to content
created about a user after they have died by other user’s data was collected from Twitter.
Tweets containing thewords ethical, legal, condolences, R.I.P., memorials, bereavement,
and death posted between January 1, 2014 and April 17, 2019 were collected using the
Twitter API.

When the resulting tweets that contained the word ethical or legal were combined
with the resulting tweets that contained the words R.I.P., condolences, memorial, death,
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legal, or bereavement the number of tweets that contained both varied depending on the
word. The word combinations of ethical and bereavement; legal and condolences; and
legal and bereavement resulted in no tweets that contained both words. When the words
legal and ethical were combined with the words condolences or bereavement there were
also no tweets that contained all three words. The combination of words that resulted
in the highest number of resulting tweets was the combination of ethical and legal with
10,141 total tweets. The next highest number of tweets was from the combination of
ethical and death which returned 1,702 tweets that contained both words. Interestingly,
the combination of ethical, legal, and death resulted in the highest number of tweets
returned for any three-word combination. The next highest number of tweets returned
for any three-word combination was ethical, legal, and R.I.P. which resulted in 10 tweets
returned that contained all three words (Tables 2 and 3, Fig. 1).

Table 2. Single word combinations

Word 1 Word 2 Total tweets

Ethical R.I.P. 452

Ethical Condolences 21

Ethical Memorial 76

Ethical Death 1702

Ethical Legal 10,141

Ethical Bereavement 0

Legal R.I.P. 189

Legal Condolences 0

Legal Memorial 6

Legal Death 111

Legal Bereavement 0

Legal Ethical 10,141

Table 3. Two word combinations

Word combination Word Total tweets

Ethical and legal Condolences 0

Ethical and legal Memorials 3

Ethical and legal Death 64

Ethical and legal Bereavement 0

Ethical and legal R.I.P. 10
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Fig. 1. Ethical and legal word combination results

2.1 Ethical Analyses

Ethically a number of issues arise when dealing with the value of a digital asset and
digital legacy. Some of these dilemmas can be solved through the implementation of
various methods typically used for estate planning. However, as the digital assets that
make up digital legacies continue to diverge from their physical real-life counterparts
the issue becomes what can be passed on to heirs. For example, iCloud accounts are
nontransferable and if the password is not left behind for an heir to save those digital
assets on a local device all of the digital assets will be lost because no one can be granted
access to the contents of the account [8]. This raises the question of if companies should
be allowed to make all of the contents of an individual’s account nontransferable?

From aUtilitarian perspective,more individualswould benefit from companies being
required to make accounts transferable. Heirs, lawyers, family members of the deceased,
and friends of the deceased would benefit from making accounts transferable. This
would allow for the contents to be backed up locally or on other services in order to
preserve the digital assets. However, companies as well as the creators of certain content
would not benefit from making the content transferable. iCloud cites that because the
music, movies, and other digital files purchased through their platform are licenses to
the content and not physical items the license agreement ends at the death of the owner
[8]. By making the content of accounts transferable companies could be negatively
impacted financially. Companies and creators would benefit from keeping the contents
nontransferable because they would be able to continue to gain revenue through the
sale of licenses to individuals. They would also benefit because they would not need
to develop a process and/or software to support the transferring of accounts from one
individual to another. Heirs, lawyers, family members of the deceased, and friends of
the deceased would not benefit because the contents might have sentimental value to the
individual or to the individual that they are representing in the case of a lawyer.
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From a Deontological perspective, companies should not have to make the contents
of the accounts transferable. This is because by requiring the companies to make the
contents of the accounts transferable the company would be neglecting their duty to the
creators of the material and would therefore be violating their right to the material that
they created. It could be argued that the company would neglecting their duty to the
deceased individual and their content. However, even if the content was created by them
such as pictures, videos, or files they are creating the material and it should be protected
in the same fashion as the creators that sell access to their material.

Looking at this issue from the perspective ofKant’s Categorical Imperative Principle,
companies should not be required to make the contents of users’ accounts transferable.
By making the contents of accounts transferable the companies would be treating the
creators of thematerialswithin those accountswith disrespect. This is because the content
that they created would be shared with others that were not specifically authorized by
the creator of the material to access them. The companies would be treating the material
creators differently because theywould be allowing individuals that do not have a license
to the materials, they created to access it.

Analyzing this question from the Virtue Ethics theory also results in companies not
being required tomake the contents of users’ accounts transferable. Companies would be
acting in virtue because they would be protecting the rights that creators have over their
materials. This is because the any proprietary licenses, data, or files would be protected
from individuals that have not been given explicit authorization to access it. This would
protect the privacy of the deceased as well because the content of their online accounts
that were not explicitly passed on to an heir would remain secure. This would prevent
unauthorized access and possible security issues.

Analyzing this from an ethical perspective, companies providing methods to access
a deceased loved one’s accounts can be a great benefit but can also do great harm.
Although most people would want to have access to their loved one’s accounts because
they contain digital assets that are valuable to them for either sentimental, monetary,
or cultural reasons it would violate the privacy of the deceased user. This could also
violate the rights of the content creators that may or may not be the deceased user,
because without explicit permission either through legal channels or giving their login
credentials the heir does not have any right to access the digital assets contained within
the account. Also from a business perspective, most services make money from the user
actually using their site or application and when the user is no longer able to do that
there is no reason to allocate resources to the management of that account [12].

2.2 Legal Perspectives

Legally the real world and digital assets of an individual belong to that individual until
they die at which time, they have the opportunity to designate an heir to that asset.
Both real world and digital assets have either monetary value, sentimental value, cul-
tural value, or a combination of the three. The amount of these values can be assessed
at different amounts by different people each ranking the values on which should be
considered the most important when assessing the value of the asset. The application of
the different values at different amounts presents a power struggle that present a number
of legal hurtles if not planned for accordingly. The digital legacy of an individual is their
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responsibility to legally plan for and if they do not the fate of their digital legacy lies in
the hands of the services where their digital assets reside.

Through their terms and conditions service providers have been able to clearly state
that they have no legal obligation to provide access to the data stored on their services
when a user dies. This is because most services makemoney from the user actually using
their site and when the user is no longer able to do that there is no reason to allocate
resources to the management of that account [12]. Some services also make the account
and its corresponding assets nontransferable which means that the account cannot be
given to someone else. The ownership of the digital assets might come into question
as well because these terms and conditions because the right to ownership might be
shared or some or all of the ownership might be taken away [2, 3]. The value of these
assets is important to consider when planning a digital legacy because the value could
be impacted by the terms and services that binds the asset.

2.3 Security Considerations

Security is an ever-present concernwhen it comes to all categories of data stored digitally
and online. While a user is alive their own, and the individuals around them, physical
safety could be impacted by the data collected on their location. Their privacy can be
impacted by the personal, medical, and financial data that is available through their
various digital assets. After the user dies these are still data security concerns and proper
steps must be taken by the user in order to ensure that their data is secure after they die.
As mentioned before, it is good practice for a user to ensure that access is provided to the
various services they use in the event of their death. However, the user must also consider
who will have control of their digital assets. The choice of who has access falls to the
user planning for their digital legacy to decide. Making another individual an authorized
user to any service is an important decision because the digital assets available on those
sites might impact other users that might still be alive [5].

Depending on the party providing the access to the deceased users accounts the
security issues remain. If a service were to provide access to the heir or digital executor
this could put them at risk of sharing personal information that the deceased user never
wished to bemade public. If the deceased user provides access through a digital inventory
or other method to share their credentials to various services, they are putting their own
information at risk of being used for purposes that they did not authorize. If a digital
executor provides access to the deceased individuals’ digital assets to an heir, they have
no control of what the heir will do with that information. The security of the deceased
user’s information needs to be considered by the individual before they die and the
services within their terms of service as well and the digital executor and heirs of the
deceased individual [5, 12].

2.4 Privacy Concerns

The privacy of a deceased user also brings about a number of legal issues that surround
the level and type of access that an heir can gain to a deceased loved one’s account.
From a legal perspective, there are three parties that are impacted by the content of
digital legacies. One party is the deceased individual, they were the ones that signed
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up for the accounts and agreed to the terms of service set forth. The services that the
deceased individual signed up are another party to be considered from a legal perspective
because they ultimately set forth the rules for who can do what to a deceased individuals
account. For example, Twitter allows for the estate executor to contact them to get the
account closed but can never gain access to data within the account [7]. The third party
or in some cases parties are the digital executor and heirs of the deceased user. If they
are left with the account credentials to the various accounts, they can essentially act as
the deceased user. This could invade the deceased user’s privacy which brings back the
ethical question, should heirs be given access to a deceased loved one’s online accounts?

3 Conclusion and Future Work

The information age has brought about a shift in physical items such as pictures, letters,
and documents being replaced by digital equivalents [2]. These digital files can be shared
or stored in the same way as physical items based on the context. The fundamental shift
to digital representations of physical items has not been paired with a fundamental shift
in how these digital representations are passed down to the next generation.

A digital legacy can be compared to a legacy in real life and should be handled in a
similar fashion. Because of the inherent difference between digital assets and physical
assets there are different steps that need to be taken in order to properly protect a digital
legacy for the next generation. Ethical and legal ramifications that are associated with the
creation of various kinds of digital assets need to be understood better by all individuals
that are creating digital content.

The authors assessed from this study that more resources should be made available
for people creating and leaving content on various online and social media accounts.
These resources would include information and guidance in understanding how various
terms of service agreements impact how and to who users can leave their accounts to
after death. In addition, further research will need to be conducted from several social
media sites in order to reach a better understanding of the content dynamics of digital
legacies and how these legacies are impacted from both legal and ethical perspectives.
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Abstract. Background. The spread of affective content on socialmedia, as well as
user grouping based on affect [1], has been a focus of scholarly attention for over
a decade. But, despite this, we lack evidence on what roles various particular emo-
tions play in the dynamics of discussions on social media. Emotional contagion
theory (Hatfield et al. 2014) adapted for social media suggests that diffusion of
emotions happens on individual level, via direct one-time contact with emotional-
ized content [2]. Other theories, like theories of social influence or social learning
[3], thought, suggest multiple, hierarchical, and/or topically-restricted contacts.
The idea of affective agenda [4] implies that the dynamics of an emotional dis-
cussion needs to be assessed on the aggregate level. The question remains – what
role the emotions taken on aggregate level play in the discussion dynamics, being
either catalyzers or inhibitors of the discussions. One may suggest that emotions
of different stance (positive/negative) may spur/slow down the discussions in var-
ious ways. Objectives. We analyze the spread of two polar emotions – anger and
compassion – in three Twitter discussions on inter-ethnic conflicts, namely Fergu-
son protests (the USA, 2014), Charlie Hebdo massacre (France, 2015), and mass
harassment in Cologne (Germany, 2015–2016). By analyzing the co-dynamics
of the overall discussions and these two emotions we can conclude whether the
pattern of the spread of emotions and its link with the discussion dynamics is the
same in various language segments of Twitter. Data collection and methods. The
data we use were collected by our patented Twitter crawler in the aftermath of
the conflicts and include altogether over 2,5 M tweets. We used manual coding
by native speakers and machine learning to detect the emotions; then, we visual-
ized the dynamics of growth of the emotional content of the discussions and used
Granger test to see whether anger or compassion gave a spur to the discussions.
Results. We have received moderate results in terms of the dependence of the
number of neutral users upon that of emotional users, but have spotted that the
beginnings of the discussions, as well as the discussion outbursts, depend more
on compassion, not on angry users, which needs more exploration. We have also
shown that the hourly dynamics of emotions replicates that of the larger discus-
sion, and the numbers of angry and compassionate users per hour highly correlate
in all the cases.
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1 Introduction

The spread of affective content on social media, as well as user grouping based on
affect [1], has been a focus of scholarly attention due to multiple reasons. Emotional
content is seen mostly as a threat to the democratic quality of public discussions [5],
as it undermines its integrity and rationality [6], as well as its civility and constructive
character [7], especially when one deals with hate speech and toxic expressions [8, 9] .

Despite the evident necessity to learn how emotions work within the discussion,
we lack evidence on what roles various particular emotions play in the dynamics of
discussions on social media. Detection of particular emotions has been mostly linked
to political emotionality and political functions of emotions [10–13], as well as their
linkage to other features of content like fake news [14].

The substantially negative role of hate speech is practically non-questioned today; but
several works still draw attention to controversial relations between freedom of speech
and hate speech [15, 16] and to the possible use of offensive language in positive sense
in discriminated communities like LGBTQ [17]. Another potentially positive role of
emotional content (negative just as well as positive) might lie in spurring the discussions,
providing them flame and substance and not letting them ebb.

In this paper, we explore just two aspects of this issue, namely – the growth of
emotional load in conflictual discussions and the relations between the number of overall
users in the discussion and the angry and compassionate ones.

For this, we use the data from three highly conflictual and emotionally polar dis-
cussions, more or less territorially localized, despite potential global participation on
Twitter. Use of three discussions from different communicative cultures will allow us
generalize on the nature of the relations between the overall growth of the discussion
and its highly emotional content.

To explore the discussion bulk, we collected the data via Twitter crawling, then coded
the emotions with the help of native speakers, then taught the machine to recognize the
emotions, and then detected the users who used emotional speech and reconstructed
the hourly graphs of the discussions, as well as time series. We have also performed
Granger test to spot the relations between the number of emotional and neutral users in
the discussions.

The remainder of the paper is organized as follows. Section 2 discusses our idea of the
emotions as discussion drivers. Section 3 poses the hypotheses, and Sect. 4 describes the
data collection procedures, sampling, and the method of detecting emotions. Section 5
provides and discusses the results.

2 Emotions Aggregated: What Can They Tell?

Emotional contagion theory [18] adapted for social media suggests that diffusion of
emotions happens on individual level, via direct one-time contact with emotionalized
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content [2]. Individual emotions, though, play a key role in group behavior online, as they
form the so-called ad hoc discussions [19] of affective publics [1] and, thus, matter more
on the aggregate level and might work differently from what is expected, especially in
fast-growing conflictual discourse online. Other theories, like theories of social influence
or social learning [3], suggest multiple, hierarchical, and/or topically-restricted contacts
of users with emotional content; whether these limitations are also true for how the
emotions grow and spread collectively, still remains unclear.

The idea of affective agenda [4] implies that the dynamics of an emotional discussion
might be dependent on mood changes or spillovers from group to group, language to
language, or topic to topic. Also, the relations between various emotionsmight be a com-
petitive one, since they work as the polarizing agents within the discussion: anger may
overcome fear, and denial might beat compassion. A shockingly strong example of this
is, of course, the case ofCharlie Hebdowhich polarized the discussion participants to the
extent of creating formally opposing hashtags (‘jesuischarlie’ and ‘jenesuispascharlie’,
representing compassion and its rejection, anger, and discontent).

The change of affective agenda ormoodwithin the discussionmight lead to its growth
(or even outburst) or ebbing, and this question remains under-explored. We suggest that
emotions of different stance (positive/negative) may spur/slow down the discussions in
various ways.

3 The Research Hypotheses

In this paper, we have posed three hypotheses:

H1. In all the three conflictual discussions under our scrutiny, the dynamics of emotions
will go ahead of the general discussion dynamics: the number of emotional users will
grow and diminish faster than the number of emotional tweets.

H2. In all the three discussions, the dynamics of the number of involved users will
depend on the dynamics of the number of emotional users.

H3. The dynamics of compassion and anger will differ in all the three discussions and
will not correlate within the cases.

We will also qualitatively describe the picture we see on the web graphs and on time
series graphs, to contextualize and reflect more on the received data. By analyzing the
co-dynamics of the overall discussions and these two emotions we can conclude whether
the pattern of the spread of emotions and its link with the discussion dynamics is the
same in various language segments of Twitter.

4 Data Collection and Methods of Research

4.1 The Cases Under Scrutiny

We analyze the spread of two polar emotions – anger and compassion – in three Twitter
discussions on inter-ethnic conflicts, namely:
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– The Ferguson unrest, USA, 2014: number of users who published tweets – 70018,
total number of messages – 193812;

– The Charlie Hebdo shooting, France, 2015: number of users who published tweets
– 238491, total number of messages – 505069;

– The mass harassment of women by the re-settlers from the Arab world in Cologne,
Germany, in the NewYear night of 2015–2016; number of users who published tweets
– 99981, total number of messages – 215253.

The overall number of tweets collected based on the relevant hashtags and keywords
is actually much bigger. The data we use were collected by our Twitter crawler in
the aftermath of the conflicts and include altogether over 2, 5 M tweets. The samples
described above resulted from the fact that we selected the mono-language parts of the
discussions only – German for Cologne, French for Charlie Hebdo, and English for
Ferguson. We have also cleaned spam, non-relevant tweets, and hashtag-only tweets.

4.2 Emotion Detection

To be able to detect emotions, we have used an enhanced SVM-based approach with the
use of Numpy and scikit-learn libraries. As we have been working with multi-lingual
sentiment analysis for several years, we have modified the approach with two features.
First, the experiments have shown that elimination of stop words from tweets actually
diminishes the quality of the classifier. Thus, the stop words have been returned to the
initial dataset, which has raised the quality by 4–5%. Second, we have experimentally
found the streaming hyper-parameters and adjusted them: the regularization parameter
was 0.9, and we have also used the linear nuclear function and the OVR function. We
have also spotted that, in several cases, the machine tended to over-learn; thus, we have
balanced the samples to reach better results.

Tweets from real-world discussions, despite we have used the well-preprocessed
datasets, remain one of the ‘noisiest’ types of textual data; this has cast some negative
impact upon thequalitymetrics of emotiondetection.This iswhywehaveusedquite large
collections for hand coding.Wehave selected the tweets for hand coding by the procedure
described in our earlier works [20, 21], by selecting influential users by nine parameters
– four absolute ones (the number of posts, retweets, likes, and comments) and five graph-
dependent ones (in-degree, out-degree, degree, betweenness and pagerank centralities).
The top users’ tweets constitute the samples for coding. Altogether, we have coded: for
Germany – 13,620 tweets, for the USA – 7200 tweets, and for France – 7433 tweets.

We have received the following best levels for the quality metrics (see Table 1).

Table 1. Quality metrics for emotion detection for the three cases

Germany The USA France

Accuracy F-measure Accuracy F-measure Accuracy F-measure

Anger 0.7 0.7 0.77 0.77 0.78 0.77

Compassion 0.75 0.74 0.8 0.8 0.84 0.84
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4.3 Data Analysis and Visualization

We have marked the tweet datasets by emotion; then we have aggregated the tweets per
user and have calculated hourly numbers of neutral, angry, and compassionate users,
according on whether they have expressed these emotions within a given hour. Thus, we
have received he hourly numbers of users who were emotional, either compassionate or
angry. Of course, in a small number of cases, a user could express both compassion and
anger within one hour; but this mattered only within the first couple of hours, while in
the course of the discussion the number of such users became negligibly small.

To visualize the results of the emotion detection, we have constructed the hourly
web graphs for three days using the YifanHu algorithm from the Gephi library, as well
as the time series graphs with the hourly lag. For Cologne and Charie Hebdo, we have
taken the first three days of after the trigger events; for Ferguson, we did not have such
data and, thus, the three days were taken from the middle of the discussion.

To assess the inter-emotional relations (in terms of the number of users), we have
used the Spearmans’ Rho.

To test the hypotheses, we have performed the Granger test with the hourly data and
have also qualitatively assessed the graphs [22]. The results are presented below.

5 Results and Discussion

H1 – H2. When assessing the cases, we have seen that the basic pattern of the discus-
sions is different from the expected: in general, the lines indicating the number of neutral
users are generally followed by those of anger and compassion (see Fig. 1a–c). But, if
we look at details and the results of the Granger test, the three start to diverge.

First of all, the three cases differ in whether the growth of the number of angry or
compassionate users affects the rest of the speech in the case (see Table 2). In some sense,
Cologne and Ferguson ‘mirror’ each other in terms of when exactly the emotional users
spur the number of the neutral users. We can see from the Table 2 that it is compassion,
not anger, that plays a bigger role in predicting the number of neutral users – that is,
the very growth or ebbing of the discussions. As we see from the time series graphs,
the regression shows the dependency when the discussion starts to grow. This happens
with the first two days of Cologne where the journalists were reluctant to cover the mass
harassment story as they were not sure how to report on the nationality of the harassers.
It also happens during an outburst of emotions in the Ferguson case, on Day 3. Thus,
the role of emotional content in the early-stage discussions needs to be well researched
upon.

In the American case, there is also a smaller trend covered by a more general one.
There are several moments in the course of the discussion when anger starts to diminish
earlier than the number of the neutral tweets, and the blue line follows.

Another important conclusion is that the emotions do not grow/diminish within the
discussions but have intense hourly dynamics. The ‘jumps’ of the number and connectiv-
ity of users who express anger and compassion (see Fig. 2a–b, the example of Cologne)
need to be further explored within the aforementioned theories of emotional contagion
and/or social learning.
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Table 2. The results of the Granger test

Days 1-3 Days 2-3 Day 3
Cologne anger No   No No No 11,17** 13,3**

Cologne compassion 13,1*** No 8,71** No 5* 9,8**

Ferguson anger No 4,13* No No 4,76* No

Ferguson compassion 5,53* 8,1** 4,68* 6,52* 5,89* No

Charlie Hebdo anger No No No No Нет нет

Chare Hebdo compassion No No No 10,2** No 5,65*

Note. Green: the test shows the dependency of the overall discussion upon these users and 
authors. Yellow: the test shows that the numbers of the neutral users and emotional users corre-
late due to a third factor. Maroon: The linkage between emotional and neutral users shows the
dependency of the other direction: the higher the number of neutral tweets, the higher the num-
ber of the angry and/or compassionate tweets. That is, when the discussion is boiling itself, the 
number of angry users also grows without any coordinated effort.

Thus,H1 and H2, in how they were formulated, needs to be rejected: the number of
the neutral users does not grow depending of the spread of emotions between emotional
users. But what is also important is that the dynamics of the emotions is intensive even
within the hourly perspective and that the moments when the discussion grows might
depend on compassion, rather than anger. The emotions matter in the very beginning of
the discussions or in the moments of discussion outbursts.

H3. Our third hypothesis was created to be rejected, but, again, this is not what happens
in the datasets. Thus, the correlations between the two hourly spreads of people are:
for Cologne – 0.950****, for Ferguson – 0,988***, for Charlie Hebdo – 0,937**. This
adds to the evidence that emotional users do not lead the way and do not cause excessive
discussion around them but appear within the discussion the same way as neutral users.
But, when on an emotional peak, such users might create discussion outbursts.

∗ ∗ ∗
We have tested the dependence of the discussion dynamics on the number of emo-

tional (angry and compassionate) users of Twitter. Within the three cases, there were no
similar patterns of such dependence, which might be explained by socio-cultural differ-
ences or the structure of the sample. We have also detected a special role of emotional
tweets in the beginnings of the discussions and the discussion outbursts; we suggest that,
in future, not users but the tweets themselves need to become the unit of analysis.
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Fig. 1. a. Time series graphs, the Cologne case. b. Time series graphs, the Ferguson case. c. Time
series graphs, the Charlie Hebdo case. (Color figure online)
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(a)

(b)

Fig. 2. a. Fast dynamics of growth of the number of angry users within 3 h (a ‘jump’ of anger),
Cologne, January 4, 2016. b. Fast dynamics of growth of the number of compassionate users
within 3 h (a ‘jump’ of compassion), Cologne, January 4, 2016
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Abstract. With the advent of Web 2.0, the life of museums has undergone a
profound change: today, almost all museums in the world use social media as
a communication strategy with their visitors. However, only a few papers have
analyzed the role of social media in attracting a greater number of visitors to
museums.

For this reason, the aim of this paper is to analyze how museums use social
media to improve their relationship with visitors and, at the same time, to ensure
a better positioning of museums on the market by increasing their number.

We tried to find some answers in terms of checkingwhether a direct connection
exists between the number of social media subscribers and the number of visitors
to the museums. Secondly, we looked into the rating of museums on social media
and analyzed whether ratings do indeed contribute to increasing the number of
visitors.

To answer these questions, we conducted a research on 14 museums which
are considered to be “popular” – seven located in Bucharest, Romania and seven
located in Paris, France. The reasons why we chose this mix of museums are the
following: the chosen museums are representative for the two European capitals;
there is a variety of social networks used by these museums, which indicates an
ongoing interest (in the case of the French museum) or a more recent interest
(in the case of the Romanian museums) for personalizing the relationship with
visitors through social media. The qualitative and quantitative analysis carried out
refers to the year 2018 and the data was collected from the selected museums’
official websites and their respective Facebook, Twitter, YouTube, TripAdvisor
and Google pages.

Also, as an added benefit from processing the information gathered through
the specialized studies and from the statistical data regarding the museums, a
“sketch” of both the typical French and the typical Romanian museum visitor was
obtained. As one can expect, there are both similarities and differences between
the two portraits, despite the fact that France and Romania have a similar cultural
background. If the quantitative analysis suggests that the investment in social
media is desirable, regardless of the size and notoriety of the museum, the quali-
tative analysis leads us to the conclusion that personalizing the relationship with
visitors becomes a “must” for any museum regardless of its country of origin,
in the sense of creating differentiated strategies for each type of visitor and, in
particular, for Millennials, in terms of competitive advantage.
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1 Introduction

ICT (Information and communications technology), the web and social media transform
the lives of museums by enriching their consecrated activities and functions (Hung et al.
2013). Thus, socialmedia becomes a complementary tool formuseumswhich helps them
put into practice the policies associated to traditional missions which are destined for:
education, facilitating social connections and spending quality spare time (Srinivasan
and Fish 2009; Kidd et al. 2011).

Museums try to keep up the pace with the challenges of the continuously changing
environment and as such they use social media for their benefit. They use Facebook,
Twitter, YouTube, Instagram and other platforms in order to inform their public regarding
their exhibitions and projects, to attract potential visitors, as well as to build and support
the communities of interest created around the museum (Kidd et al. 2011; Villaespesa
2013). For instance, Chung et al. (2014) identified three marketing applications for
which social media is used: building awareness, engagement with the community, and
networking.

Moreover, the economic crisis of the last years affected museums because funding
had been cut off from the budget. This put a constant pressure over museums on how to
become more appealing to the public and to attract a larger number of visitors (Goulding
2000). Therefore, museums explore new and alternativeways to efficiently communicate
with their visitors, to provide low prices, to increase the number of visitors and their level
of participation, as well as support themselves with their own incomes. In this context,
social media seems to support these efforts and to efficiently respond to the demand
(Garibaldi 2015).

Social media offers museums the desired interactivity in the visitors-collections
relationship, aswell as a flexible andmore personalizedway of collaborating andmaking
conversation with the public. For museums, this represents an opportunity to become
more social and more participative (Simon 2010; Trant and Wyman 2006).

The flexibility and ease with which platforms can be used led to the active involve-
ment of the public and to advent of user generated content (UGC) (Fletcher and Lee
2012). UGC represents a powerful tool that connects visitors with the ideas and the
content of collections (Durbin 2016). On the other hand, social media offers visitors the
possibility to expose comments, observations, memories or experiences, and to upload
their own photos and videos taken throughout their visit. Therefore, social media trans-
forms visitors from passive observers to active participants and content creators (Kidd
et al. 2011; Villaespesa 2013; Coman et al. 2019).

The paper is structured, as follows: in the first section, we review the specialized
literature about the impact of Web 2.0 on the life of museums. In the second section,
we discuss the relationship between museums and visitors by means of social media.
In the third section, we present the methodology used in the quantitative and qualitative
analysis of the data collected from the 14 museums considered as “popular” in France
andRomania and a “sketch” of the French andRomanian visitor.Wemention the fact that
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the selected museums are situated in Paris (France) and the Municipality of Bucharest
(Romania), called in the period of time between the great world wars “Little Paris” due
to the numerous similarities – art, culture, customs, architecture, etc. – to the French
capital. The final part is dedicated to the conclusions and it includes the social media
strategies we think museums should adopt in order to become more competitive.

2 What Could Social Media Platforms Represent to Museums?
A Literature Review

Web 2.0 is a term that describes web-based applications on which users generate, share
and curate the content (O’Reilly 2005). Over the last years, Web 2.0 sites, from blogs to
YouTube to Wikipedia have transformed the ways that web users interact with content
and with each other on the web.

While the more familiar Web 1.0 encompasses standard content providers, websites
that give us information that place us in a rather passive position, as viewers in amuseum,
Web 2.0 removes the authority from the content provider and places it in the hands of
the user. Nowadays, the user is the (active) participant who determines what is on the
site and who judges which content is more valuable.

According to Simon (2010), Web 2.0 is social and democratic in the process of sup-
porting diverse access paths to museums. And yet, there are some tensions that may turn
museums against Web 2.0 such as: museums are strictly designed spaces while Web
2.0 platforms are open to all kind of user designs of varying levels of quality; museums
launch exhibits in a “completed” state while Web 2.0 content is always changing; muse-
ums rely on authorities (curators and other professionals) while Web 2.0 relies on users
who grant each other authority at will.

In this context, the popularity of Web 2.0 platforms such as Facebook, Twitter,
Instagram or YouTube is on the rise at a phenomenal pace. For instance, Facebook had
an increase of the number of active users in every month of 2019 of 0.13 billion in
comparison to 2018 (Facebook 2019). The large number of visitors offers museums
great opportunities and the chance to interact and create a personal relationship with
them. If in the past, the relationship with the museum was of the one-way kind, due to
the improvements in technology it is now a many-to-many type of relationship. This
allows visitors to express their ideas, opinions and often cocreate content related to the
object of the exhibition, together with professionals and other visitors through and with
the help of social media (Russo et al. 2008; Russo 2015; Simon 2010).

Social media networks have become for visitors a new type of platform which is not
only social but also intellectual because (Simon2010): firstly, the people can contribute to
the improvement of the exhibition content only by giving feedback or writing a review
on the official page on the platform. Secondly, the process of learning in a museum
becomes an individualized journey due to the help of social media in which the visitor
can scout beforehand their specific interests or needs and therefore focus on them during
their visit). Thirdly, social media networks are discussion platforms, i.e. real forums
where visitors can exchange general ideas about art or about a specific field promoted
by the museum. Thus, the discussed objects become social ones because they unite
and coagulate real communities of interested people around them. Consequently, these
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active users are those who make the best marketing for a museum, because they promote
announcements, or the calendar of events or any other piece of information related to
the schedule of the museum (Simon 2010; Kotler et al. 2008).

According to Simon (2010), platforms serve three categories of people: contributors,
judgers and lurkers. For instance, the majority of users on YouTube are lurkers: they
watch video contents, but they do not share them. Then, we have the users who classify
and evaluate, tag, comment or recommend the video content, but not even these share
it. These people may be considered “judges” because they add metadata to a video
by referring to its value and content. The most limited category is that of contributors
who actually upload video content created by them. Contributors are also the ones that
share existing videos made by others. Therefore, these people contribute and enrich
experiences in a museum. At the same time, these become available experiences for all
categories of users on the Internet.

There is no doubt that the presence of museums on social media is essential. Nev-
ertheless, we also have to accept the fact that the choice of an appropriate social media
channel is equally important. The social media networks we are referring in this study
are Facebook, Twitter, YouTube, TripAdvisor and Google; each of these have different
functions and different purposes.

In the last quarter of 2019, Facebook registered 2.45 billion active users per month
(Facebook 2019). By active users, we refer to people who logged in over the last 30
days. The company declared that, for instance, in the fourth quarter of 2018, 2.7 bil-
lion people used at least one of its main products (Facebook, WhatsApp, Instagram or
Messenger), each month. According to statistics (Mohsin 2019), Facebook is the social
media platform that gets 60.6% of users on the Internet, ending up on the first place in
the hierarchy. It is worth mentioning that 1.62 billion users access this platform on a
daily basis. Every user, either an individual person or a company has a page on Facebook
where they can present their profile. This makes contact between individuals or between
consumers and companies easy to attain and manage through the platform.

Statistics also show us this: 57% of users are men whereas 43% are women; 72% of
the 50–64 age segment and 62% of seniors over 65 are on Facebook. As for the young
users, 88% of the 18–29 age segment and 84% of the 30–49 age segment are present on
Facebook. What is equally interesting is the fact that 82% of graduates of higher studies
have a Facebook page (omnicoreagency.com/facebook-statistics). Moreover, 96% of
Facebook users have accessed this platform by means of mobile devices – either tablets
or smartphones (DataReportal 2019). The data presented can be useful for museums in
several ways. Museums can think of methods to adapt their online contents better, so
that, for instance, their accessibility on mobile phones can become easier for visitors to
view. Museums may also try to attract the group of users which represents an inactive
public for the institution, but can possibly become engaged by means of targeted and
differentiated strategies; these can be oriented towards the age segmented groups that
use Facebook actively, and present potential from the point of view of cultural interests.

Unlike Facebook, Twitter has a smaller number of users per month – 330 millions
– and 139 millions are active users every day (2019). In 2018, 80% of Twitter users used
this platform on their phones; the total number of tweets sent per day was 500 million
(2019). The same source mentions that 34% of Twitter users are women whereas 66%

https://www.omnicoreagency.com/facebook-statistics/
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are men, and 42% of Twitter users are present on the platform on a daily basis. Among
the Twitter users, 37% are between 18 and 29, 25% are between 30 and 49, and 80%
of users are part of the Millennial generation with a wealthy status (www.oberlo.com/
blog/twitter-statistics).

According to Russo (2011), social networks, such as Twitter, help promote and
build a loyalty towards the brand. Moreover, as it was also shown by Sarvanakumar
and Suganthalakshmi (2012), Twitter is a fast and efficient platform and its use helps
gathering more information about customers and augmented sales. Within this context,
we suggest that museums could particularly benefit from using this social platformmore
frequently, with emphasis on creating content destined especially to young women who
are interested in participating and getting involved in the world of museums, being able
to provide material support for museums as well.

On the other hand, YouTube is a platform that communicates experiences by means
of visual materials (Weilenmann et al. 2013). According to statistics (2019), there are
2 billion active users on YouTube per month nowadays, which sets this platform on the
second place in the hierarchy of the most visited sites in the world. The total number of
active users on YouTube per day is 30 million whereas the number of users who create
video contents is approximately 50 million in the present (2018). The same statistics
mention the fact that the age groups over 35 and over 55 are those that are increasing
most rapidly in comparison to the other users. At the same time, the young people from
the Millennials generation prefer watching a video content two times more than watch-
ing traditional television (2019). This platform is both a place for content publishing and
a social media site; a promoting tool, as well as a place for entertainment and learning.
Today, organizations of all kinds engage in the field of content creation that accomplishes
a promoting function (for products/services), but this content does not necessarily have
to contribute to sales. Museums are situated in an advantageous position from this point
of view because they can use content marketing strategy as integrant part of their online
presence. Furthermore, an expositional video content adapted to the Millennials gen-
eration could attract visitors under 35 to museums, motivated by the desire to explore,
cocreate or socialize over the topic of works of art as life experience.

Zeng and Gerritsen (2014) state that social media sites are recognized as being an
important source of information for travelers who make holiday plans. This is also the
case of TripAdvisor platform. Travelers use TripAdvisor in order to get information
regarding the quality of objectives and provided services, offering reviews and recom-
mendations made by tourists who have already visited the objective. Within the context
of museums, TripAdvisor constitutes a precious orientation tool used by visitors when
they decide what museum is worth seeing and why.

InDecember 2017,whenGoogle launchedArts&Culture app, the Internet exploded.
Social media newsfeeds were full of selfies with people trying to find their double in a
work of art within the collection of a museum from around the world. However, Google
Arts & Culture app is more than a selfie generator. The application is a mobile version of
the website and it combines all the cultural elements with the ability to topics, such as:
artists, artistic movements, historical personalities or events, as well as various places.

On the other hand, Google Arts & Culture only sends you to exhibits owned by
museums that concluded an online partnership with Google, integrating the Google

http://www.oberlo.com/blog/twitter-statistics
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Street View function with virtual tours. However, there are great names from the world
of museums that entered such partnerships with Google, such as: The Guggenheim
Museum in NewYork,Musée d’Orsay in Paris or RijksmuseumMuseum in Amsterdam.

Google Arts & Culture has several interesting functions, such as Nearby – which
provides visitors with information regarding cultural locations and events in the area; or
the movement function and the ability to watch the movements in time or alphabetically
and to create a gallery with one’s favourite works of art. However, there is one disadvan-
tage: if one looks for a specific artwork by using Google search engine, this will send
him or her to the Google Arts & Culture app before sending the person to the site of
the museum that owns the particular work of art. This means that Internet traffic could
avoid the site of the institution, thus affecting statistics referring to online visitors.

If the social media platforms described above help us make an idea regarding their
stature and potential, the next step will be to research who the visitors of museums in
Paris and, respectively, Bucharest, are from the point of view of statistical data presented
in specialized studies, referring to cultural consumption.

3 Museum Visitors

Thyne (2001) claims that despite the fact that museums are usually not linked to con-
cepts of profitability and competitiveness, they still have to provide the best customer
service. Therefore, they need to understand different segments of visitors regarding their
demographic and psychographic traits. To gain a clearer image of museum use, we tried
to review a number of findings of visitor surveys.

For example, Macdonald (2011) reported that the typical museum visitor was in
the upper education, occupation and income groups, usually looking for opportunities
to learn, to experience something new, to feel ease and comfort and also to participate
actively. According to Rounds (2004), only a minor part of visitors attend the exhibitions
in a through manner. What they attempt to achieve is their “total interest value” of
the museum visit by focusing on “those exhibit elements with high interest value and
low search costs” (p. 36). The extremely fast development of new technologies further
accelerated these processes. Virtual demonstrations and displays and other computer-
based interpretations of art have become today almost indispensable parts of exhibitions
(Rentschler and Hede 2007).

3.1 Who Are the Visitors of Museums in Romania?

The study of cultural consumption on the Municipality of Bucharest – 2016 – regarding
the frequency of Internet use shows that 84% of the respondents use social media,
particularly Facebook, Twitter, Google and Instagram whereas 16% of them look for
information about digital events and 13% look for touristic information.

41% of the respondents – men – and 44% of the respondents – women – declare that
they have not visited a museum in the last 12 months. However, it is also important to
keep in mind that only 4% of men and 6% of women visited a museummore than 5 times
in the last year. According to this study, the socio-demographic profile of the Romanian
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Table 1. The frequency of visits to a museum depending on gender

Gender Male Female

Never 41% 44%

Rarely 29% 23%

1–2 times 17% 21%

More than 5 times 4% 6%

Don’t know 1% 0%

Don’t respond 1% 1%

Total 100% 100%

Source: Cultural consumption on the
Municipality of Bucharest (2016)

museum visitor is mostly feminine, aged between 36 and 50, higher education graduates
(Table 1).

The same study shows us that the young adults up to 35 from Bucharest, as well as
the elderly (over 65) in general show very little interest in visiting museums (Table 2).

Table 2. The frequency of visits to a museum depending on age

Age 14–20 21–27 28–35 36–50 51–65 Over 65

Never 30% 30% 27% 38% 48% 68%

Rarely 34% 37% 34% 20% 24% 18%

1–2 times 22% 23% 21% 25% 16% 9%

3–5 times 7% 6% 9% 9% 7% 3%

More than 5 times 7% 4% 6% 8% 4% 2%

Don’t know 0% 0% 2% 0% 0% 0%

Don’t respond 0% 0% 1% 1% 1% 1%

Total 100% 100% 100% 100% 100% 100%

Source: Cultural consumption on the Municipality of Bucharest (2016)

The study of cultural consumption on the Municipality of Bucharest is a survey
made at the request of the Cultural Centre of Bucharest Municipality (ARCUB) in July–
August 2015, on a sample of 1068 people over 14, with a±3% error and a 95% level of
confidence.

3.2 Who Are the Visitors of Museums in France?

According to statistics, in France, 42% of the total number of visitors of a museum is
male and 58% is female. The visitors’ distribution on age segments is represented below
(Table 3):
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Table 3. Distribution of museum visitors: age segments in France

Age segments Percentages

– under 25 41%

– 25–39 35%

– 40–59 44%

– 60–69 37%

– Over 70 32%

Source: https://www.statista.com

According to the same study, from the total number of museum visitors, 22% visited
a museum 1–2 times, 9% visited the chosen museum 3–4 times, and 8% – 5 times or
more. We may remark the really high percentage of the public that did not/does not visit
museums: 61%.

Therefore, the Frenchmuseum visitor profile is: mostly female, between 40–59 years
of age. Very close, we have the age categories under 25 and 60–69 (young seniors). The
majority of visitors are graduates of higher studies. In accordance with the same source
(statista.com), 61% of the French people are non-visitors (they have never visited a
museum throughout the period of the analysis). The studywas realized in June 2017–June
2018 on a sample of 2019 respondents.

Wemay notice the existence of several common grounds between the Romanian and
the French visitor: in both cases, we can speak of a public that is mostly female with
higher studies. On the other hand, we may notice that there are differences regarding the
age categories: in Romania, the visiting public that prefers to go and visit a museum is
part of the 36–50 age category whereas in France, the museum amateur public is situated
with a majority in the 40–59 age category, followed by young adults under 25 and then,
young seniors (60–69).

According to the same source with regards to the public that visits the famous muse-
ums in Paris, we may remark the great number of those who are foreign tourists. For
instance, foreigners represented 73% of the visiting public of Louvre in 2018 (Walter
2019). In France, a visit to a museum is associated with a visit in the cultural world that
belongs to the elite group. This takes on an exceptional character: as little over a fifth
from the total number of visitors declares that they have been to the museum 1–2 times
throughout the year. Only 8% of the respondents have chosen to visit a museum more
than 5 times a year. The majority of visits were made together with families. Only 4%
of the French people visit a museum on their own (Cultural Practices of the French).

The “Cultural Practices of the French” inquiry also shows that, if artmuseums occupy
the first place on the national hierarchy, almost half of their visitors have exclusively
visited another type of museum: specialized, scientific or ecomuseum. From here, we
may deduce the fact that people who frequently go to art museums, visit the other types
of museums as well. Thus, according to thementioned study, 68% of art museum visitors
have visited a scientific museum, 65% an ecomuseum and 71% a specialized museum.

https://www.statista.com
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Why are Millennials important for museums in the first place?
According to Howe and Strauss (2000, p. 4), “as a group, Millennials are unlike

any other youth generation in living memory. They are more numerous, more affluent,
better educated and more ethnically diverse. More importantly, studies indicate that
Millennials are gravitating towards group activity and believe in their collective power”.
Each generation has a unique personality and preferences and our research reveals the
fact that the largest category to visit French and Romanian museums are Millennials.

The Pew Research Center’s 2010 Report: “Millennials: Confident, Connected, open
to Change” identifies the Millennials (generation Y) as the largest and most diverse
in history. Typically defined by individuals born between 1980 and 2000, Millennials
will soon step into the role of being a primary audience for cultural institutions in the
21st century. While not born into a world with this advanced mobile technology and
social media, they are the first to grow up with it, due to the exponential growth of the
communication landscape with the introduction of the internet in the early 1990s. They
are the generation that has grown up with the internet, texting and social media, hence
being called “digital natives”. This generation is also anticipated to be themost educated
in history, wealthy enough to spend their money on culture or whatever adds value to
their lifestyle: yet there is no way to know ifMillennials will choose to support museums
as they age.

Social media and mobile phones are more than a source of information and enter-
tainment for Millennials: they have become essential to their self-expression and sense
of connectedness. They are not the first generation to site technology as generation defin-
ing, however the way they fused it to their social lives is quite unique. By a majority
(54%) Millennials think that new technology makes people closer to each other rather
thanmore isolated. Studies also show thatMillennials aremuchmore likely to contribute:
one in five Millennials (20%) have posted a video online, compared with only 6% of
Gen X-ers, 2% of Boomers and 1% of those in the Silent generation or those over 65
years of age (Guasy 2012).

In other words, the digital age has created a learning environment that relies on
Millennials’ abilities to critically navigate as well as interact with various bodies of
knowledge. Millennials expect to shape content and not just consume the content of an
exhibition (Adair et al. 2015). They are educated and technologically skilled, willing
to contribute (in a creative way) and support (financially) the “inner life” of muse-
ums. Therefore, museums need to understand the important skills that this generation
possesses and invest time and energy into designing and personalizing content for them.

4 Data and Methodology

Our analysis of museum visitors was carried out on 14 museums in Bucharest and
Paris (The National Museum of Art of Romania, “Grigore Antipa” National Museum of
Natural History, Peasent Museum, National Museum of History of Romania, National
MuseumofContemporaryArt,MuseumofBucharest, “Dimitrie Gusti”National Village
Museum, The Louvre, The Centre Pompidou, Musée d’Orsay, Musée des Arts Déco-
ratifs, Musée de l’Orangerie, Musée de l’Armée, Cité des sciences et de l’industrie).
The data was collected from the official sites of these museums, to which their official
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pages on Facebook, Twitter, YouTube, TripAdvisor and Google are added. The data
were processed in SPSS and Excel, the year being 2018.

The Popularity Concept
We estimated the popularity level of a museum according to 4 indicators: number of
visitors; Facebook rating; TripAdvisor rating; Google rating. At the same time, we
considered as reference museums Louvre (Paris) and the Village Museum (Bucharest)
which enjoy the best ratings on the 3 platforms – Facebook, TripAdvisor and Google.
We included in the category of museums only those that have a rating of at least 3.5 on
all 3 platforms. Thus, in the case of the 14 chosen museums, the situation is presented,
as follows (Table 4):

Table 4. Museums’ ratings on Facebook, TripAdvisor and Google

Museums Visitors Facebook rating TripAdvisor rating Google rating

MNAR 127707 4.7 4 4.6

Louvre 10200000 4.7 4.5 4.7

MNIR 52564 4.8 3.5 4.3

MS 880000 4.8 4.5 4.6

L’Armee 1208199 4.6 4.5 4.6

D’Orsay 3286224 4.7 4.5 4.7

L’Orangerie 1004287 4.8 4.5 4.6

MNINGA 311639 4.6 4.5 4.7

Pompidou 3551544 4.5 4 4.4

Cite_Science 2231000 4 3.5 4

duMAD 283959 4.4 4 4.5

MNTR 90849 4.2 4 4.3

MNAC 21093 3.9 3.5 4.3

MMB 28000 4.8 4.5 4.5

Source: Facebook, TripAdvisor, Google

The formulated hypotheses are the following:

1. There is a direct and positive connection between the number of visitors of amuseum
and the number of their subscribers on social media platforms.

2. The bigger the rating of the museum is on social media, the more powerful is the
rating influence on the number of visitors.

For the two hypotheses of the analysis, linear regressions will be applied. It is the
most appropriate method when determining a relationship between a predictor variable
and the response variable (Isaic-Maniu et al. 2003). In all the models presented below,
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the verification of the fulfillment of the main conditions when applying regression was
taken into account –normality, linearity, homoscedasticity, independencyof observations
(Andrei and Bourbonnais 2008).

The first hypothesis was to verify the existence of a positive link between the number
of visitors and the number of subscribers on social media. We took into account the
number of followers on Facebook, Twitter and YouTube (Table 5).

Table 5. Museums and their followers on social media in 2018

Museums Facebook followers Twitter followers YouTube followers

MNAR 18801 1534 89

Louvre 2472671 1477115 39500

MNIR 12022 731 34

MS 30838 91 1

L’Armee 24412 11800 12100

D’Orsay 835950 704200 16200

L’Orangerie 92117 72971 656

MNINGA 41597 123 29

Pompidou 720109 1069041 7820

Cite_Science 109209 608182 5050

duMAD 136284 55575 538

MNTR 99758 4524 84

MNAC 24242 0 76

MMB 16245 34 290

As expected, all three models have a strong coefficient of determination (R squared).
The validity is achieved with low p-values (<0.05) for the F-tests and the terms are
statistically significant also with low p-values (<0.05) for t-tests. The variables are
highly correlated, fitting the line condition that is obtained.

The first scatter plot (Fig. 1) shows the strong positive relationship between the
number of visitors and the Facebook followers, while the equation indicates the fact that
an increase only by one unit in the number of Facebook followers produces an increase
of 3.96 in the number of visitors.

The second scatter plot (Fig. 2) also shows a strong positive relationship between
the number of visitors and the Twitter followers, with a 95% confidence interval, while
the equation indicates the fact that if the number of Twitter followers increases by one
unit, the number of visitors increases by 5.23.

The third scatter plot (Fig. 3) again shows a strong positive relationship between the
number of visitors and the YouTube followers, with a 95% confidence interval, while
the equation highlights the fact that, if the number of YouTube followers increases by
one unit, the number of visitors also increases by 237.797.
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Fig. 1. The relationship between the number of visitors and Facebook followers

Fig. 2. The relationship between the number of visitors and Twitter followers

By conducting this research, the importance of social media in attracting visitors can
be easily deduced. There is a direct link between those two variables and the models
above mainly indicate the popularity of a museum. Many followers in any social media
platform would definitely signify having many visitors. Another interesting fact that
can be drawn from this analysis is that of the three social networks included here. It
seems that the number of museum visitors is more sensitive to a change in the YouTube
followers. Once more it is confirmed that people are more interested and engaged when
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Fig. 3. The relationship between the number of visitors and YouTube followers

seeing videos (Reino and Hay 2016) and that YouTube plays an important role in the
travel industry (Gale 2011) – thus concluding that one should definitely invest here when
promoting the image of museums on social media.

The second hypothesis was to verify the influence of an increased rating on the
number of visitors. Here, we took into account the ratings that were given on Facebook,
TripAdvisor and Google.

In this case, the validity of the three models and the statistical significance of the
terms included in the analysis were not fulfilled, the p-values of the tests being smaller
than 0.05 (as seen in Table 6).

Table 6. Models summary

Model Independent variable F-test P-value T-test P-value

1 Facebook ratings 0.222 0.646 0.471 0.646

2 TripAdvisor 0.954 0.348 0.977 0.348

3 Google ratings 0.902 0.361 0.95 0.361

This might indicate the fact that an increased rating in the online environment does
not necessarily influence the number of visitors. However, further investigations are
recommended in the near future, when the methodologies related to the construction of
more appropriate indicators for the social media environment will be developed.
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5 Conclusions

1. The first hypothesis of our study according to which the use of social media by
museums in their relationship with actual and potential visitors is reflected directly
and positively on the number of visitors has been confirmed. Thus, by processing
the data collected from the websites of the selected museums, we have the following
result: when the number of followers increase in the case of the 3 platforms – Face-
book, Twitter and YouTube – the number of visitors also increases. A higher value
in the third model (Fig. 3) compared to the other two models indicates a potential
for exploration here in future research.

2. On the other hand, the second hypothesis has not been validated. From our calcu-
lations, it resulted that the number of visitors is not influenced by the rating of a
museum on Facebook, Google or TripAdvisor. Consequently, reviews and recom-
mendations made on these platforms have an informing and documenting role rather
than a role of awakening curiosity in the public. It is desirable to have a good rating
on these platforms, but for museums, this rating rather tells the public that there are
exhibits that must be seen; there are good conditions that make the visit a remark-
able one. However, from the intellectual point of view, such information does not
represent a triggering factor of decision in order to make a visit to a museum in
reality.

3. For each of the two categories of museums – French and Romanian – we must
think of differentiated strategies of personalization for their relationship with the
visitors. Therefore, in the case of Romanian museums, attention has to be oriented
especially towards the young public under 35, active on Facebook. At the same time,
a challenge for museums is represented by the elderly (60–69 or over 69) also active
on Facebook – who can be attracted to museums by uploading a video content on
this platform.
Regarding the French museums, the amateur museum public is situated mostly in
the 40–59 age category, followed by young adults under 25 and then, young seniors
(60–69). We believe that the mature and young public should constitute the topic
of some aggressive campaigns of attracting people to museums, carried out on all
3 platforms – Facebook, Twitter and YouTube. In this case, the only exception is
Louvre: this museum has been carrying out specific events on social media with a
definite target for every category of visitors for at least 10 years now.
Both categories of museums – Romanian and French – should also think of strategies
to attractmale public to theworld ofmuseums, the video content being recommended
for them as well. Moreover, introducing some elements of “gaming” and interactive
games could contribute to the increase of the number of male visitors (Bem-Neamu
2011).

4. A focus on attracting Millennials to museums
According to our research, Millennials represent the largest group of museum visi-
tors. Since they are “confident, self-expressive, liberal, upbeat and open to change”
(Pew Social and Demographic Trends 2010) as well as technologically proficient,
these people have the potential to challenge and transformmuseums into vibrant and
very- much-alive institutions. A unique combination of generational characteristics,



456 A. Coman et al.

technology and creativity makes Generation Y fit for sustaining museums’ pub-
lic mission. But, in order to appeal to younger audiences, museums need to develop
newways of working.Millennials’ needs change quickly. Consumer markets change
quickly as well. Rather than guessing what Millennials want, museums could use
social media’s flexibility and feedback as tools meant to allow them to know what
the public really needs.

But what social media platform is best for attracting Millennials to the French and
Romanian museums as well? Whether the platform is tried and true such as Facebook
or trendy like Twitter and Instagram, the purpose of using social media is to help people
connect to a museum’s collection. Maintaining an active, friendly and engaging social
media account shows the public that they are invited and encouraged to come into the
physical space of museum.

According to the Pew Research Center Report (2010), 95% of participants in this
study considered following museums on social media as a means of staying informed
about events and 81% of all surveyed cited Facebook, Instagram and Twitter as their
preferred platforms to follow museums. These numbers are significant, showing that
young adults maintain an active presence on social media and will use these platforms
to learn about museums. Considering this is a free resource, it makes sense to capitalize
on this opportunity to reach more people.

To invest in social media is a long-term process: it takes time and constant attention in
order to have results. Even if museums are fighting against a decrease in their budgets, it
is obvious that any amount of money invested in activities/programmes on social media
brings benefits, namely a greater number of visitors.

6 Limitations and Future Directions of Research

As data is difficult to obtain from all the museums over several years, the analysis had
to be limited to the most recent year (2018), but as a future research direction, the time
component is also recommended to better capture the influence of social media factors.
Another limitation is that the impact of social media has increased in the last couple of
years, as such any analysis would include only a few years, thus it is recommended to
focus the research direction on panel data analysis, if possible.

There are at least two directions of research that are worth approaching in the fol-
lowing period: one of these is connected to the non-visitor public of museums. Taken
the conditions in which the non-visitor public also uses social platforms, we believe that
influencers could play the main role in attracting non-visitors to museums. At the same
time, we believe that it would be interesting and useful to study how interactive gaming
activities at the museum could be suitable to attract more visitors, so that their potential
can be better valued in the benefit of individuals and communities.
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Abstract. Digital communication has influenced our lives in a number of ways,
and the focus in this paper is on how people obtain, share and interpret health and
fitness related information in the context of a virtual community on a Croatian
fitness forum. The Internet is proven to be the leading source of information in
Croatia and health-related content is among the most represented coverage people
seek online. The purpose in this paper is therefore to analyze information needs
expressed by users of the biggest fitness forum inCroatia and to look into the topics
represented on it. Also, the aim is to gain insight based on empirical results into
the use of information communication technology to create and sustain a sense
of belonging and mutual support in this virtual community. For this purpose, we
conducted a qualitative subject and content analysis of posts on the most active
place on the fitness.com.hr forum in 2019 (subcategory How to lose weight) and
interviewed forum administrators and the most active forummembers. Our results
show that information needs of fitness forum users fall into six broader facets, all
related to weight loss: nutrition, physical activity, psychological and health issues,
personalized initial status, reporting results and other. Analysis also showed that a
sense of belonging and emotional and peer support can in someways be recognized
in this fitness virtual community.

Keywords: Virtual community · Fitness literacy · Forum · Online behavior ·
Information needs · Croatia

1 Introduction

The Internet as a communication tool for seeking, searching and exchanging informa-
tion has also become a widely used source of health-related information in the general
population [1]. According to a WHO study, using Internet for seeking health related
information has been constantly growing [2]. The newest results for Croatia from 2019
confirm that the Internet is the leading source of information for 78% respondents, and
87.7% respondents claim that the Internet gives them information not available else-
where. When it comes to media content, coverage on health (28.8%) and sports (28.4%)
are on the third and fourth place, after news from theworld (51.7%) and local news (40%)
[3]. We can therefore conclude that health and sports related information is among the
most frequently sought information by Internet users in Croatia. Evidence also shows

© Springer Nature Switzerland AG 2020
G. Meiselwitz (Ed.): HCII 2020, LNCS 12194, pp. 459–474, 2020.
https://doi.org/10.1007/978-3-030-49570-1_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49570-1_32&domain=pdf
http://orcid.org/0000-0003-2128-3612
http://orcid.org/0000-0003-0526-8498
http://orcid.org/0000-0001-5413-3261
https://www.fitness.com.hr/
https://doi.org/10.1007/978-3-030-49570-1_32


460 K. Feldvari et al.

that adults use the Internet to seek diagnosis or learn about a health problem or condition
[4] and that the Internet serves as the primary source of information for health-related
issues for young people [5], whereby nutrition and exercise are the topicsmost frequently
searched for by the young [6]. Research conducted in Croatia has also shown that almost
half of respondents obtain nutrition-related information frompersonal sources, including
parents, trainers and fitness instructors, experienced individuals, nutritionists etc. Fur-
thermore, 42.3% of the young state that their search for information relies on the Internet
(web sites, forums, services and sources like Wikipedia etc.), while only 8.2% use other
sources of information (books, journals, libraries) [7, 8]. The highest percentage of all
health-related topics searched for thereby goes to nutrition [8]. Online health informa-
tion seeking behavior (HISB) and health literacy, including fitness related themes such
as nutrition and exercise, are evidently gaining ever greater worldwide attention, and we
can see that Croatia is no exception to this.

In turn, contemporary social media and various virtual communities have the poten-
tial to impact health literacy of these online participants. Virtual communities are defined
simply as social networks of individuals who interact through specific social media in
order to pursue mutual interests or goals [9]. These virtual communities serve different
users with different tasks, situations, and information needs, they are platforms that pro-
vide basic functionality in information exchange and sharing [10]. Fitness virtual com-
munities are altering the way people are sourcing health and fitness information relating
to dieting and exercise. Although the role of online fitness community is not specifically
defined, it encompasses the concept of fitness culture where information linked to key
concepts of health (like exercise and diet) is produced and distributed using typed and
photographic or video communication. As SNSs revolutionize the concept of the audi-
ence into participants and users of information and communication technologies (ICT),
new media technologies shape audience practice in new ways. This ability to create
and exchange user generated content empowers online community members to produce
themselves health related posts which can be easily and readily disseminated [11].

The broad motivation for this study is founded in our interest in complex nuances
of social changes taking place in the face of new media and technologies, especially
regarding the formation of communities online and the way they communicate about
health and fitness. The purpose of this study is thus to explore information needs and fit-
ness (health) related information behavior of a virtual fitness community on the Croatian
forum fitness.com.hr, to determine the ways in which users and members of this fitness
community share, present and interpret information related to fitness and health in the
context of computer mediated text communication. However, the authors of this paper
also wish to discuss far more complex phenomenology of this social change, pointing
to the formation of virtual communities, which have recently excited much debate and
research on whether and how communities are built on the Internet [12] and on the
so-called social life of information and how communities form around fields of knowl-
edge [13]. Focus is therefore evidently put on studying the modes and effects of online
computer mediated communication in a specific field of interest (health and fitness) and
on whether there are indicators of the formation of virtual community, with the sense
of belonging and mutual support it provides. The interdisciplinary approach was there-
fore chosen in this paper, from information and communication science and sociology,

https://www.fitness.com.hr/
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to analyze three key concepts: health and fitness related information behavior, health
(fitness) literacy, and virtual community.

2 Theoretical Background and Literature Review

Information needs have for a long period been among central theoretical and empirical
research interests. Widely, an information need is the state in which an individual or a
community recognizes that their knowledge about a certain subject is insufficient and
therefore desire, require or expect additional information in order to decide or act in a
certain way. One of the divisions of information needs is into general information needs
and information related to life needs such as health, nutrition, safety, emotional stability
and intellectual advancement [14]. It is precisely based on health information that an
individual understands and makes decisions about health [15] and not only in terms of
healthcare but also concerning health related decisions we make in our everyday lives
(e.g. in relation to obesity, nutrition, exercise etc.) [6, 16].

Health information needs are inseparably linked toHISB and health literacy. Accord-
ing toNiederdeppe et al.,HISB is an activity that includes gathering informationonhealth
treatments, alternative medicine, nutrition and physical exercise [17]. Health literacy on
the other hand is the degree to which individuals have the capacity to obtain, process,
and understand basic health information and services needed to make appropriate health
decisions [18]. Kickbusch states that health literacy is frequently wrongly interpreted
and confused with medical literacy, and proposes an active, dynamic and empowering
understanding of health literacy, which is an important life skill required in general
population to navigate the choices in everyday life that influence health and well-being
[16].

As HISB includes seeking information on health, nutrition and physical activity,
the connection between nutrition and physical activity and their direct influence on
health is revealed. The connection between health, nutrition and physical activity is
also confirmed by two highly relevant documents - WHO Global Strategy on Diet,
Physical Activity and Health from 2004 [19] and Global Recommendations on Physical
Activity for Health from 2010 [20]. Another relevant contribution on health literacy
from the point of view of skills related to decisions made about health in everyday life
in connection with virtual communities is given by Stephanie T. Jong and Murray J. N.
Drummond, who explored the nature of socially constructing healthy ideals online and
how this potentially impacts health literacy (health knowledge and health practices) [21].
In addition to previously cited research in Croatia, the only paper on searching fitness
related information was written in 2019 by Feldvari, Petr Balog and Faletar Tanacković,
who compare different levels of information (fitness) literacy and fitness information
seeking behavior of personal trainers with various levels of kinesiology education [22].

The definition of fitness on the other hand, according to Sports lexicon, implies abil-
ity, health and good physical condition [23]. Professional kinesiology literature defines
fitness as a specific ability to utilize an organism’s working capacity to perform a certain
task under given conditions. Thus, fitness as a condition refers to the optimum quality of
mental and physical systems and the ability to perform everyday tasks, with the purpose
of reducing the risk of disease and increasing life quality [24].
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We can therefore conclude that the definition of fitness is in accordance with the
constitution, recommendations and strategies of WHO and that key concepts (health,
nutrition, physical activity) relating to health literacy and fitness are the same. It is for
this reason that we rightfully may speak of “fitness literacy” as a term narrower than
“health literacy” when it comes to health-related information seeking and sharing. The
definition of fitness literacy in this article partly overlapswith the skills and competencies
comprising health literacy according to Zarcadoolas et al., and they include a wide range
of skills, and competencies that people develop to seek out, comprehend, evaluate and
use health (fitness) information and concepts to make informed choices, reduce health
risks and increase quality of life [25]. However, the authors of this paper think that in
defining fitness literacy the accent should be put on skills and competencies pertaining to
two domains: nutrition and physical activity and exercise. The skills and competencies
developed in these two areas help people make decisions about their health in everyday
life (outside of the healthcare context).

Such personalized non-professional use of social media for health and fitness pur-
poses is particularly on the rise because social media can provide a platform to not only
gather information, but also seek support and share experiences [26]. Information is not
the only social resource exchanged on the Net. Information behavior and the formation
of virtual communities are significantly connected, in the sense of both specific (e.g.
health and fitness related) information-oriented activities and emotional and peer-group
support and other types of social interactions [27]. Such arguments valorize, above all,
the interpersonal aspects of online interaction as opposed to the informational content
that may be exchanged through communicative interactions [28].

We are today witnessing the development of community studies [29], but without
grand theorizing and narratives, seeking instead to tell thicker stories in local settings
[30]. The questions appearing in theory are on the formation and maintenance of vir-
tual communities in relation to interaction and communication online, whether online
communication facilitates social construction and transmission of knowledge, whether
communities are being abolished, rebuilt in newways or lead a double life [31]. Relevant
theoretical claims for this study suggest that in virtual spaces new but still satisfactory
forms of community are replacing old ones [27] and require distancing from the discourse
of counterfeit versus genuine community [32]. There is today heightened awareness in
scholarship that community is a cultural construct and Benkler [33] suggests that virtual
communities would come to represent a new form of human communal existence, pro-
viding new scope for building a shared experience of human interaction. It is clear that
virtual interaction is extremely complex, including thickening of pre-existing relations
and the emergence of greater scope for limited-purpose relationships (such as fitness for
example) that are loose but remain meaningful.

In the aim to find indicators in our material to study community formation, a sense of
belonging and emotional and peer support on the Croatian fitness forum, virtual commu-
nity was treated as interaction, communication or socializing of members in an online
space dedicated to a specific purpose (health and fitness). According to Colachico [34],
the authors presumed that more frequent interaction and the sense that members matter
build a stronger sense of community, although the members might be relative strangers
and their bonds not strong in the traditional sense. People join formed and structured
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virtual communities to meet specific needs, for commercial interests, to find similar-
minded people and to get support from them or for combined reasons. This means that
virtual communities are not entities or products but present fluid processes that require
interaction in which also social responsibility is developed and a virtual identity negoti-
ated [35]. Also, supportive environment is built where the members are accommodated
and thus empowered, especially through honoring their contributions [34]. Trust, sat-
isfaction and communication are crucial in development of participation in a virtual
community [36]. Availability of support, commitment to goals, cooperation and satis-
faction grow only with group efforts. Members benefit from community membership
by experiencing a greater sense of well-being and having more willing individuals to
call upon. Reciprocally, the stronger feeling of community increases the flow of infor-
mation; united around a central topic, virtual communities become important factors in
creating and sharing knowledge. Conclusively, virtual communities can be from this lens
seen as extensions of social environment that enrich users’ experience. Although these
theoretical points can be applied to various communities, the relevance of the sense of
belonging and emotional and peer support operationalized in the way described above is
particularly relevant and consequential when it comes to people’s health and how they
seek and share health-related information online forming thereby virtual communities
around shared interests and needs.

3 Research

3.1 Goals and Research Questions

This paper focuses on fitness (health) related information behavior of a virtual fitness
community. The purpose is to determine the ways in which users and members of the
forum fitness.com.hr seek, share, present and interpret information related to fitness and
health in the context of computer mediated text communication in a virtual forum com-
munity. Also, the purpose is to study the formation of the virtual community and a sense
of belonging and emotional and peer support in it. Thismotivation led to interdisciplinary
cooperation between the authors, who are researchers in the fields of information science
and sociology. This research looks into the posts on the forum fitness.com.hr in 2019 and
analyses interviews with moderators and active members of the forum, focusing thereby
on several research questions:1) What information needs do forum users express? 2)
What topics are represented on the forum and what experiences and feelings do users
typically seek and share? 3) Are there indicators of the formation of a virtual community
on this online fitness forum?

3.2 Methodology

Fitness.com.hr (www.fitness.com.hr) forumwas chosen because it represents the largest
fitness community in Croatia, with over 750 000 views per month, 50 000 registered
members and 100 000 Facebook fans. The forum offers the following eight categories:
Intro, Beginners, Fitness/Aerobic, Nutrition, Training, Challenge, Comments on articles
and Miscellaneous. Within the main categories there are numerous subcategories, like

https://www.fitness.com.hr/
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How to lose weight, How to increase muscle mass, Health, Nutrition, Exercise etc.
[37]. In order to find answers to the research questions, the authors used two qualitative
methods: subject and content analysis of posts and online interviews, described in the
following section.

Subject and Content Analysis. The first method used in this research is subject and
content analysis of posts on forum fitness.com.hr. We selected the subcategory How to
lose weight for analysis, because the statistics showed that the biggest number of posts
was published in this category. We analyzed the posts from this subcategory from 2019,
with 20 December 2019 as the date when the last analyzed post was posted. The most
frequently posted category is justified not only statistically, but also from the point of
view of the connection between the frequency of interaction and the building of a sense
of belonging to and support sought and provided in the virtual community.

There were seven topics opened in 2019 in the subcategory How to lose weight, five
out of which were newly opened topics (Help with definition, Specific situation – help,
Ketogenic diet – yes or no, Serious help, Help), and two were older topics reposted in
2019 (The quickest way to lose weight, Corner for middle-aged ladies). The authors
analyzed a set of 128 posts and this dataset is not a sample (N = 128) but is comprised
of all posts from 2019 that appeared on the forum in the said subcategory.

fitness.com.hr is available 24 h a day and is anonymous and asynchronous. This
means that users do not use their real names and they do not need to be online at the
same time in order to exchange information and communicate. Also, this study, although
qualitative in nature, uses numbers and percentages,which bear no statistical importance,
but are used to illustrate the obtained results.

Amulti-stage qualitative subject and content analysiswas conducted. The authorwho
conducted the subject and content analysis wrote her doctoral dissertation in this topic
and her narrow field of teaching and research pertains to subject indexing, information
search and organization, and creation of subject-specific dictionaries and indexes [38].
In addition to this, the author is a fitness trainer with relevant formal and informal fitness
education and 13-year experience in the field of fitness. For this reason, this author alone
developed the coding scheme and the protocol for categories and topics. In the first stage
of the analysis, prior to the analysis of topics, all posts were categorized into broader
initial formal categories. A set of initial codes was derived based on existing literature
[39], ISO standard [40] and literature where examples of coding schemes in relation
to online weight loss and fitness in general can be found [41]. In our study the total
population (N = 128) of posts in the subcategory How to lose weight were coded using
the initial coding scheme both to determine their value and to identify missing codes. In
order to carry out subject and content analysis and code the post, the author determined
under which topic(s) the post belonged. Many posts discussed multiple topics, and one
individual post could be classified under more than one coded category. In this process,
some codes were identified as irrelevant and therefore abandoned, and some new ones
were added. Once the coding scheme was established, all posts were coded again by the
same author in order to see whether established categories and topics could be grouped
in a broader facet and to avoid possible errors. Eventually, the whole dataset was coded
against two distinctive sets of codes: one referred to the loose initial formal category

https://www.fitness.com.hr/
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of the type of posts and the second to the topic/theme of the post. Finally, the authors
looked into emotions that were shared or asked about by posters.

Online Interviews. In the second part of research, the authors aimed at acquiring data
on personal opinions and experiences of moderators and active users of fitness.com.hr
forum as well as their interpretation and understanding of the research topic. For this
reason, the method of structured online interview was chosen. Asynchronous structured
online interviews were conducted via e-mail with four forum moderators and the most
active forum members, who are very good informants about information behavior and
interaction on the forum. This sample was selected in a deliberate non-randomway [42].
This type of interviewing is very useful for the reflective process, which helps to assure
rigor. The respondents are from different towns in Croatia, which was another reason
for choosing online interviews. This type of interview enabled maximum flexibility in
obtaining detailed answers to the posed questions. One of the interviewers was herself
the moderator of the forum and the member of this fitness community, which facilitated
the communication with interviewees and the gathering of data. All interviewees were
informed about the research goals, the protocol and all interview questions beforehand
and provided their informed consent. They are all made anonymous in this study.

The online interview consisted of seventeen main questions with adjoining sub ques-
tions. The interviews were conducted in November 2019. Two members were selected
based on their function as moderators (one active and one inactive member) and addi-
tional two forummemberswere asked to be interviewedbasedon their frequent responses
to questions by forum users and their active information sharing (one yearlong and one
more recent forum member).

3.3 Findings and Discussion

Virtual Fitness Community Members Information Needs and Online Behavior.
Distribution of posts indicates that all analyzed posts fall into one of seven formal
categories. Under the formal categories of posts, the following codes were distinguished
(Table 1).

Table 1. Formal categories of posts (Post type)

Post type N %

Questions by users 52 40,6

Current condition (give or seek) 71 55

Planning, diet or training (give) 23 18

Sharing experience by user or admin 17 13

Reply by user 32 25

Reply by admin 33 26

Giving advice by user or admin 34 27

https://www.fitness.com.hr/
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Formal Categories of Posts.

1. Questions by users (poster seeks general or distinct piece of information or advice;
e.g., “Do I have to stick to the macronutrients ratio strictly?”)

2. Current condition, diet or training (poster either shares or seeks general and specific
information about current habits in nutrition and exercise; e.g. “I am 15 years old,
weigh 111 kg, 195 cm tall and train box twice a day. I would like to lose 10 kg.”;
“What are you currently eating and what is your physical activity level?”)

3. Planning, diet or training (poster seeks or shares general or specific information
about making plans for nutrition and/or training, e.g. “Please write down at least for
2 or 3 days everything you eat, meal by meal. And kick junk food out and see where
you stand, then plan your diet.”)

4. Sharing experience by user or admin (poster describes one’s situation without stating
an explicit question, e.g., “Long-term keto did not work for me precisely because of
the lack of energy during workout, already with 15 repetitions. It was easier to lose
weight while on keto diet because you feel full and some people like fat, but I need
carbs for training.”)

5. Reply by user (poster replies to a question and is not a moderator, e.g. “I think diet
should be sustainable long-term and adjusted to your goal, you should not eat same
things every day but have a balanced diet. You can look into carb cycling.”)

6. Reply by admin (moderator is the poster of reply to a particular question)
7. Giving advice (poster explicitly gives a piece of advice, e.g. “Make yourself go

jogging at least 3 times a week, and eat vegetables plus do exercises for one body
part every day.”)

Numbers and percentages here bear no statistical importance.
Posters most commonly seek or give information about their current condition (55%)

and explicitly seek general or specific information about making plans for nutrition
and/or training (40.6%). The following most represented category is giving advice by
user or administrator (27%). The results show that administrators (26%) and other users
(25%) equally reply to questions. To a lesser degree, users give specific plan of their
diet or training (18%) in advance and share their own experience (13%). As far as the
formal category of giving information about diet or training plan is concerned, it is clear
that few users have a definite plan prior to posting a question, which indicates that their
information needs on diet and nutrition were either not met or not clearly defined.

In 71 (55%) out of 128 posts there was a discussion about what we formally termed
“current condition” and what refers to seeking (36 posts) and giving (35 posts) of infor-
mation about detailed and specific habits of daily life regarding nutrition, exercise, level
of activity, job, health etc. This indicates that moderators and active users are familiar
with the basic conditions of weight loss and fat loss, which is reflected in the determina-
tion of TDEE1 (total daily energy expenditure) [43] based on insight into users’ initial

1 TDEE (total daily energy expenditure) is the most important information available to us when
trying to burn fat and lose weight. It is the number of calories one burns in a day. This number
is important to know as it gives one a baseline to compare current consumption and then adjust
as needed to goals.
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status and comprises an individualized approach. Administrators often ask about spe-
cific daily habits and seek additional personal information about question posters. The
smallest number of posts contains personal experiences shared by moderators and users
who reply to questions. The first likely reason for this lies in their awareness that not
every individual experience can be applied to others, precisely because every user has a
different initial status and TDEE, based on which calorie deficit needed for weight and
fat loss is determined. The second reason is that posters are more inclined to propagate
objective science-based knowledge and see themselves as its mediators.

Post Topics. Every topic appearing in all 128 posts was singled out after which 25
topics were extracted based on the qualitative principle of emergent research based in the
gathered empirical material. After that, the author who performed the coding organized
these 25 topics into six broader facets: Diet and weight loss (9 topics), Physical activity,
training and weight loss (8 topics), Personalized initial status and weight loss (2 topics),
Psychological and health issues and weight loss (2 topics), Reporting results (single
facet), Other (3 topics) (Table 2).

Results show that topics in the subcategory on How to lose weight predominantly
pertain to nutrition/diet (9 topics) and physical activity and training (8 topics), which is
in line with the definition of fitness literacy given in this paper, where accent is put on
skills and competencies pertaining to two domains: diet (nutrition science) and physical
activity and exercise (kinesiology science).

The first facet mostly contains the posts discussing nutrition plans (72), specific
food (59) and calorie deficit (52). This is congruent with scientific literature stating that
despite the ability of physical activity and exercise to create calorie deficit, the actual
impact of exercise alone on weight loss has often been found to be minimal [43].

Specific food is mostly mentioned in the sense of food that should be avoided in
the process of losing weight, whereby administrators and active users point out that
calorie deficit is the main premise of weight loss and that no specific food should be
avoided if a person has no medical condition. This is the reason why these two topics
have a very similar number of posts. It is interesting that although calorie deficit is
indicated as the basis for weight loss, fewest posts in this facet are related to measuring
and tracking of food and calories and to specific number of lost kilograms, volume
centimeters and body fat. This shows that forum users are aware that calorie deficit is the
foundation, but nonetheless do not take care of determining this process by monitoring
calories or progress (kg, cm, bf). It should be pointed out that some moderators think
it is not necessary to track calories through applications because they often give wrong
information (e.g. “Don’t worry about the calories and application tracking because you
cannot know if the app miscalculated”).

The Physical activity, training and weight loss facet contains the second largest
number of posts (8 topics), with Weight training and Overtraining being the two most
represented topics. This indicates that the majority of users get information and advice
that not only cardio is sufficient for weight and fat loss, but that weight training is also
crucial in the realization of the said goals. Fewest posts discussed at home exercise,
which might be due to the fact that it is hard to find motivation to exercise alone or prefer
to do it in company or fitness center. This also suggests that community-based aspects
of support are important in achieving goals.
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Table 2. Topics appearing in posts

Topics No. of posts

Diet and Weight Loss

Diet plan 72

Specific diet (keto, low carb, paleo etc.) 26

Specific no. of kg, cm or bf 20

Meals (breakfast, snacks, lunch, dinner, cheat meal) 44

Specific food questions 59

Macronutrients (carbs, fats, protein) 37

Calorie deficit 52

Supplement consumption 27

Calorie/food/macros tracking 22

Physical Activity, Training and Weight Loss

At home exercise 2

Gym exercise 27

Weight training 35

Cardio training 15

Specific training/exercises (body parts) 18

Overtraining 30

Training frequency (no. of trainings per week) 13

Activity level 17

Personalised Initial Status and Weight Loss

Diet, training history and lifestyle (stress, sleep, hydration etc.) 60

Morphology status and body composition (height, age, weight, bodyfat, muscle
mass, BMI)

46

Reporting Results 25

Psychological and Health Issues and Weight Loss

Difficulties with diet 54

Health problems (hormones etc.) 32

Other

Weight gain 8

Muscle growth 12

Social media 4

We can conclude that 4 topics (Diet plan; Diet, training history and lifestyle - stress,
sleep, hydration etc., Calorie deficit and Morphology status and body composition -
height, age, weight, bodyfat, muscle mass, BMI) refer to the initial status of user. This
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means giving (by the poster asking a question) and receiving (by the moderator or user
replying) information necessary for determining TDEE and calorie deficit needed for
weight and fat loss based on it. Information from these subtopics can be considered gen-
eral and basic information related to nutrition. Taking into consideration and calculating
all this information, a user should be able to accomplish the goal of weight and fat loss.
Other two most represented topics, Specific food questions and Difficulties with diet,
together with topic Specific no. of kg, cm and bf and Health problems (hormones etc.)
do not belong to basic but to specific information that mostly refer to specific health
issues of an individual.

Considering the fact that psychological, emotional and potential health problems of
an individual have a big impact on weight loss, they need to be taken into consideration
together with general information (initial status of user) when striving to lose weight
and fat. This is congruent with the results showing that posts regularly mention doctor’s
advice and a significant portion of posts (32) discuss health problems. One administrator
often accentuated the psychological aspect as important in the process of losing weight
(e.g. “How did you feel when you started to eat like this? Is it very different from your
habits before? When were you at your ideal weight, when did you feel best?”). There
are cases when the moderator gets in the conversation between two users after which
users no longer interject and are thankful, which shows respect for the moderator (e.g.
“Listen to her, she is an experienced moderator!”).

It is important to point out that expert terminology and information needed for cal-
culating TDEE (TDEE itself, NEAT or Non-Exercise Activity Thermogenesis, Exercise
Activity or calories spent during training and TEF or Thermic Effect of Food) do not
appear in any post. The reason for this might be that neither active moderators nor
users who replied have formal education in nutrition science or kinesiology, which was
confirmed in interviews with them.

It is worth mentioning that 3 out of 7 (43%) posters who initiated a topic about
their problem in the subcategory How to lose weight reported later on their progress
(e.g. “Hi people, here I am after 2 months, I lost 5 kgs so hit me if you have any diet
advice, I train in the gym 4 to 5 times a week, 3 out of that with a trainer”) and success
that ensued based on information and advice they received on the forum. This shows
that information and advice given on the forum satisfied information needs of 43%
of users who posted a question in 2019. This is the reason for singling out the facet
Reporting results. The final facet, Other, contains three topics: Weight gain, Muscle
growth and Social media. The first two topics were probably posted in the How to lose
weight subcategory because some users think it is possible to lose weight and gain
muscle mass at the same time or because they failed to post in the right subcategory (e.g.
How to grow muscle subcategory would be more appropriate). This could indicate the
lack of familiarity with the forum organization and searching tools. Social media were
discussed in relation to at home exercise in the smallest number of posts and referred
to seeking fitness trainer recommendation on Instagram (e.g. “You can find trainers
under#onlinecoach. It works, just send them a message and say you want to work with
them, that’s it! Good luck!!!”).

Virtual Community: Sense of Belonging, Mutual Support and Acceptance. The
results have shown that there are activemembers on the forum,who socialize and interact
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online to meet specific needs. There were indicators suggested in theoretical background
found in this forum that testify to the existenceof a virtual community.Themoremembers
interact the higher sense of community is built, even if they remain relative strangers and
do not bond strongly in the traditional sense. Even though it sometimes seems that there
are material or even commercial interests involved (to find clients, to get advice free
of charge, to advertise), members also express emotions and report on their progress,
which contributes to the sense of continued belonging.

Weight-loss is an emotional issue and forum users express emotions and seek emo-
tional support. Also, moderators seek information on emotions from users. Emotions
most frequently, though not always verbatim, appearing in posts are: on the negative
spectrum guilt and sin as the most frequent (in 5 posts explicitly, all posts longer than
the average length, and often implicitly, e.g. “I have been naughty these days, eating
sweets.”), worry (5 posts, e.g. “I stick to my diet strictly because I do not want my
weight to come back”, “I worry because I lost my period”), frustration (4 posts, e.g. “I
am not being unrealistic, I am just really stuck”, “This is so frustrating, but let all evil
be there”), sadness (2), fear and confusion; and on the positive spectrum satisfaction (5
posts, e.g. “I can finally fit into my old pants”), support (5 posts, “We are here for you
to help you with your motivation”), pride (3 posts, e.g. “I think I got it all now with
nutrition, and it works”), hope, joy, gratitude (4 posts, e.g. “I cannot thank you enough
for all the help and advice you gave me, they were life changers”) and determination (3
posts, e.g. “I so want to get rid of my fat until July”).

Trust is crucial in health and fitness virtual communities and interviewees say that
there are members with theoretical knowledge you can talk to and learn from, which
also shows social responsibility. Interview respondents say they plan to continue their
education in the field of fitness and that the aim is not to collet certificates (which serve
profit making) or build a career, but that education in the field of fitness arises out of love.
Their motivation to participate in the forum is the desire to learn and be informed in the
field of fitness, but also the wish to be accepted as members of the fitness community
that other members will turn to for relevant knowledge. They also stress that they only
reply and give advice regarding health issues when they had such personal experience
and otherwise direct users to seek professional medical advice. They give no answer at
all if not completely sure it is a good one, because health and safety of people are top
priority and it is better to use an individual approach to get more details on health of
users seeking a reply. They say it is a great honor to be the moderator considering the
time and energy put into the forum.

Interview respondents think that usersmost frequently share their positive experience
to show their knowledge, boast and get motivation, while they share bad experience to
seek or provide help and thereby strengthen further motivation. The positive effects
singled out are the dispelling of various fitness myths, learning the basics about menus
and micro/macronutrient’s influence on satiety and hormones, and the support you get
when you report on your progress in diet and/or training. The respondents stress there
is on the forum no pressure or exposure of identity and agree that network mediated
communication is a great relief for peoplewhoworry aboutwhat other people think about
them or their problems. They point out joy and satisfaction when you help someone, and
also gratitude and friendship when users share similar opinions with someone on the
forum. There is one interview respondent who claims that deeper connection between the
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members belongs to the past, primarily because social networking sites are taking over
instead of specific forums, but still mentions friendship with older now inactive forum
members and personal liking towards forum users with similar interests and opinions.
Interview respondents accentuate that people who share similar positive experience tend
to connect outside of the forum and mention the positive influence of the people they
met over the forum on the realization of their goals.

The results have also shown that there is a supportive environmentwhere themembers
are accommodated (individualized questions about habits, diagnoses, feelings, desires)
and thereby also empowered, motivated and supported. The fact that the forum is asyn-
chronous makes it possible to participate, bond and share even despite busy and con-
flicting working and life schedules of members. Availability of support, commitment to
goals, cooperation and satisfaction grow only with group efforts. Strong sense of com-
munity is built by the experience that members matter. Members experience a greater
sense of well-being when there are willing individuals to call upon and when they feel
they received personal attention, which is frequently demonstrated in the posts and also
confirmed by interviews with informants.

The stronger feeling of community reciprocally increases the flow of information
andmakes this virtual community an important factor in creating and sharing knowledge
(e.g. members communicate about world-famous names from the field of kinesiology
like Paul Cheka, Juan Carlos Santana (Human Kinetics), Mike Boyle, Stuart McGill,
Joel Jamieson, John Berardi,Michol Dalcourt (Institute ofMotion), Fabrio Coman, Gray
Institute etc.). The sense of community is boosted also when thankfulness is expressed,
results and progress reported and individual members’ contributions honored, which are
points present in our results. This indicates that the forum virtual community is a type
of extended social environment that enriches users’ experience and deepens connection
between the members and their similarity in values and reasoning regarding a healthy
lifestyle.

4 Conclusion

This paper aimed at providing a look into wider social relevance of studies on online
behavior and virtual communities, in this case regarding context of health and fitness
information needs. Concerning information needs expressed by forum users, the findings
show that many posts explicitly seek specific or general information, predominantly on
nutrition/diet and/or exercise/training. This is congruent with the definition of fitness
literacy given in this paper and with the domination of two domains in users’ questions:
nutrition science and kinesiology science. In line with previous research results that the
young most frequently seek information about nutrition [8], which is a part of fitness
literacy as shown in this paper, and that this is the most frequently sought information
on the fitness.com.hr forum within the subcategory How to lose weight, as well as that
Croatia is the fourth most overweight country in Europe [44], the authors recommend
the introduction of the content teaching fitness literacy into school programs in Croatia.
As far as formal categories that posts are divided into are concerned, in over 55% of
posts (40.6% of which are questions by users) the moderator or user, when replying
to a question, seeks additional information about the initial status and condition of the

https://www.fitness.com.hr/
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user: height, weight, age, activity level – training and NEAT (Non-Exercise Activity
Thermogenesis), current nutrition (menus in meals and quantities of food), and gen-
eral lifestyle (stress level, sleep, hydration etc.). The fact that users and administrators
explicitly sought this information shows reluctance to give too general or superficial
(default) replies or advice, and indicates that effort is put into an individualized app-
roach in preparing replies. Advice given on forum frequently stimulates consultation
with medical doctors, which is consistent with this interpretation. The lowest number
of posts (17; 13%) contain shared personal experiences, which can indicate that posters
rather propagate scientific knowledge.

It is also recommendable to include into kinesiology and food technology study
programs in Croatia more courses that bring nutrition science and kinesiology together,
as well as the courses on retrieving, searching and evaluating fitness and health related
information. Considering the already stated fact that a 2017 study in Croatia showed that
people frequently seek health and sports related information online [7], future research
is welcome that would test fitness and health related information literacy in primary,
secondary and tertiary education institutions and make it a part of the curriculum.

Conclusion can be made that new technologies and the pervasive use of the Internet
are altering the way people are sourcing health and fitness information relating to diet-
ing and exercise, namely online, under a nickname, from the comfort of their home, at
their convenience, but not necessarily without common ties and the sense of community,
because moderators and active users stress that users are ready to help each other and
provide support. Still, they mention that other social networking sites are taking over
and that the forum is less active and less relevant than 10 years ago. They recognize the
tendency of respect for expertise and professionalism. The results indicate that partici-
pants within the online fitness community are overwhelmed with information related to
health and fitness practices, which are discussed in great detail. The findings contribute
to a broader understanding of complexities in the ways members of fitness communi-
ties obtain health and fitness information and emphasize the need for critical e-health
and fitness literacy. Because of its potential influence on so many people’s beliefs and
perceptions, also regarding health, the future of the Net and of community, but also
democracy, health, education, science etc. are deeply connected.
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Abstract. Gaze behavior, including eye contact and gaze direction, is an essential
component of non-verbal communication, helping to facilitate human-to-human
conversation in ways that have often been thought of as universal and innate.
However, these have been shown to be influenced partially by cultural norms and
background, and despite this, themajority of social robots do not have any cultural-
based non-verbal behaviors and several lack any directional gaze capabilities at
all. This study aims to observe how different gaze behaviors manifest during
conversation as a function of culture as well as exposure to other cultures, by
examining differences in behaviors such as duration of direct gaze, duration and
direction of averted gaze, and average number of shifts in gaze, with the objective
of establishing a baseline of Japanese gaze behavior to be implemented into a social
robot. Japanese subjects were found to have much more averted gaze during a task
that involves thinking as opposed to a task focused on communication. Subjects
with significant experience living overseaswere found to have different directional
gaze patterns from subjects with little to no overseas experience, implying that
non-verbal behavior patterns can change with exposure to other cultures.

Keywords: Gaze · Eye contact · Culture · Social interaction · Non-verbal
communication · Social robotics

1 Introduction

Non-verbal behavior plays an important role in facilitating communication between
humans, with gaze and eye behavior (including eye contact, eye movements and direc-
tion, etc.) being one of most primary, multi-purposed behaviors that has roles in both
helping and influencing human-to-human communication. Several of the specific uses
of gaze are motivated by social dynamics and expectations, and therefore is influenced
by culture as well.

1.1 Gaze in Conversation

Gaze can enhance the conveying and interpretationof emotion [1–4], canbeused to signal
or gauge attention and interest [4–6], and indicate the roles of participants during multi-
party communication [7]. Mutual gaze can be used to indicate both party’s attentiveness
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to a conversation, and direct gaze the conversation partner’s eyes and face can similarly
be used by a single party to indicate attentiveness or check the attentiveness of the other
party, even if they havemomentarily brokenmutual gaze [4].Mutual gaze that is too long
or short based on the preferences of the conversation partners can encourage feelings of
discomfort and unpleasantness.

Averted gaze especially is commonly used and interpreted in a gestural fashion to
signal internal mental states such as thinking. Thinking gestures are a good example of
how gaze behavior can be subconscious, but purposeful and sensitive to social motiva-
tions - people are more likely to look up while thinking when their conversation partner
is facing towards them rather than away [8]. It is suggested that these thinking shifts
may also help regulate cognitive load and relieve social pressure, as they become more
frequent with increasing emotional content and task difficulty [4, 9]. Gaze shifts during
conversations involving questioning are even sensitive to small differences such as ques-
tion type (spatial vs. verbal), which affects the direction of initial gaze shifts following
the question (verbal questions eliciting much more downward gaze) [10]. The temporal
nature of the questions can influence this as well, with future-oriented questions pushing
gaze to the right, and past oriented-questions encouraging shifts to the left [11].

Gaze behavior has a clear utility in social communication that can seem random
or inconsistent at first glance, but actually has specific purposes and subconsciously
conveys information to other parties.

1.2 Gaze and Culture

Despite the abundance of studies done in the context of examining the social impacts and
uses of gaze in communication, the majority of studies in eye behavior are often done
under the assumption that these behaviors are universal and driven by innate properties
of human behavior. It is well-documented that much of social behavior, especially non-
verbal, is often influenced by cultural norms and expectations and recognition that the
majority of studies on gaze have been carried out primarily Westerns, and often in a
descriptive rather than quantitative manner [12]. However, there are some studies that
have demonstrated significant differences between the eye gaze displays and eye contact
durations of subjects born in Canada, Trinidad, and Japan [8, 13]. With Canadian and
Trinidad subjects looking upwards during thinking (facing their questioner) but the vast
majority of Japanese subjects looking down. There are also some behaviors, many based
on the role of the subject in the conversation (speaker vs. addressee) that seem to have
more universality across cultures, such as the tendency for the addressee to engage in
more direct/mutual eye contact in comparison to the speaker [12].

If the motivation behind looking up to signal thinking is primarily social, then it
is reasonable to assume that the unique social pressures present in different cultures
will result in different behaviors. Looking down often can have negative connotations
in Western society since it is commonly associated with shame or embarrassment so its
use goes down during face-to-face communication [8], while in Eastern societies like
Japan, looking down can be used to indicate humility, which is seen as a more positive
trait, which may explain the frequency with which it manifests. Looking upwards or
directly too often or too long, consequently, can be interpreted negatively as arrogance,
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intimidation or overconfidence in Eastern societies. Perhaps as a result of such cul-
tural pressures, Japanese subjects typically display shorter eye contact durations during
normal questioning [13].

Of course, culture does not only influence the display of gaze and eye behavior, but
the perception and interpretation of gaze in a way that lines up with the typical displays
of different cultures [14]. Consistently, Western populations show higher preferences
for longer eye contact, while Eastern populations are more likely to interpret prolonged
eye contact as indicating anger, unapproachability and other negative emotions and
therefore show lower preference. It is also unlikely these behaviors are the result of some
physiological differences between individuals born in different countries as opposed to
cultural differences [15].

1.3 Gaze in Robotics

In recent years, implementations of gaze behaviors in robots has been increasing and
recognition of gaze as an important nonverbal component to include in robot design has
been on the rise.Most studies have been finding success in improving human impressions
of robot conversation partners, inducing human-likeness, increasing the perception of
autonomy and deliberateness in robots, and increasing user motivation and engagement
in tasks using robot gaze [16–18] or even measuring human gaze and using that data to
improve robot behavior [19]. Similar to human interactions, many studies have found
that robots can also use gaze to indicate cooperative behaviors such as turn-taking and
role-signaling and can take advantage of shared attention behaviors and signals that
humans use regularly in conversation or interaction [20, 21].

A large number of studies of gaze in robots, however, have used head position as
proxy for actual gaze indicated by pupils due to the overwhelming majority of easily
commercially available social robots not having movable pupils or eyes. Even though
such proxied gaze clearly improves human-robot interactions, head direction in multi-
party human-to-human interactions has been found to be weakly correlated with actual
gaze direction [22]. Historically, robots that display increasingly human-like behavior
or behavior that is similar or matches the user’s behavior [16] are often evaluated more
positively than robots that are less or lack certain human behaviors [18]. Thus, there
may be value in using and designing robots and robot behavior that can more faithfully
replicate and demonstrate human gaze patterns.

1.4 Establishing a Baseline

In order to understand the role that culture has in gaze, we propose a study in which
we robustly observe and record gaze behavior, controlling factors such as question and
topic type (logical/analytical, personal, temporal orientation). We will be looking at
variables such as duration of eye contact and averted gaze, direction of averted gaze,
and average rate of shifts in gaze. These metrics and measuring methods were chosen to
cover the majority of primary eye behaviors and for their simplicity. The data obtained in
this experiment will be further used to aid in constructing general profiles of culturally-
influenced eye behavior that can be easily compared, recognized and translated into other
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mediums, such as robot behavior, so behaviors that cannot or are difficult to represent
in that medium have been excluded.

It is expected that Japanese subjects will look down more often, have more shifts of
gaze, and have less eye contact than Westerners. Western subjects would be expected
to look upwards more frequently and have more prolonged eye contact. Although there
are no Western subjects in this study, from a cultural research standpoint, it is important
to observe the influence of time spent living abroad or experience with other languages,
since with increased communication and exposure to other cultures, we may be witness-
ing a slow converging of cultures or simply a higher willingness and awareness of the
need to adapt to other culture’s behaviors among those with significant experience living
or visiting other countries [23]. We would expect that Japanese subjects that are highly
exposed to more Western cultures may display behaviors that reflect a middle ground
between Western or Eastern, or, if their overseas experience is recent or dominating, a
stronger behavioral ‘switch flip’ into the corresponding culture’s behaviors. Analysis is
conducted on both an overall Japanese basis as well as on a foreign exposure basis.

2 Method

2.1 Participants and Equipment

Ten Japanese students participated in the study. Seven participants had no experience
being abroad beyond 1month, and three participants had experience living in a country in
eitherEurope (Italy,Germany), theAmericas (Chile) orOceania (Australia) formore than
2 years.All participantsweremale in order to reduce influences of gender on communica-
tion portions of the experiment. The subjects were recruited through Kyoto University’s
student part-time jobs recruitment system and had a mean age of 24.5 (SD= 2.99).

Over two different tasks, subjects were recorded with a Ricoh Theta V 360-degree
camera for the entire duration. Subjects were also asked to wear an Empatica E4 Connect
wristband, for onefive-minute conversation session each in thefirst task, and for the entire
duration of the second task. TheE4Connectwristbandmeasures physiological responses
such as inter-beat interval, blood volume pulse, heart rate, temperature, acceleration and
EDA (skin conductance levels and response). Subjects were asked to keep their arms
relatively still during the experiments sincewrist and body accelerationwas not a point of
interest for this study, andwas known to interferewith the readings of other physiological
signals.

In the second task only, subjects wore a Tobii Pro Glasses 2 eye tracker device which
is equipped with two eye cameras, a wide-angle scene camera, microphone and gyro
and accelerometer. Nine out of ten subjects successfully performed a calibration with
the eye tracker before beginning the experiment (Fig. 1).

2.2 Experiment

The experiment contains two tasks, communication and questions, in order to observe
how gaze behaviors manifest in different conversational settings. Each experiment ran
five subjects simultaneously to allow rotation of conversation partners. One communi-
cation session was lost due to recording error, and the eye tracking data of two subjects
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Fig. 1. Sample image of experiment set-up with subject wearing the E4 Connect wristband and
Tobii Pro Glasses 2 eye tracker, with a Ricoh Theta V 360-degree camera taking footage from the
center of the table.

were lost due to a recording error, so the preserved 360-degree camera recordings were
used primarily during analysis.

Each subject was recorded for approximately 22 min over the course of both tasks,
with 4 five-minute communication sessions and 1 two-to-three-minute questioning ses-
sion, for a total of roughly 210 min of conversation and questioning data (excluding the
lost session) across ten different subjects.

Task 1: Communication. Task 1 observes simple, unrestricted communication and
conversation behaviors when talking about various topics that relate to one’s personal
present, past and future.

Subjects were instructed to sit in groups of two, sitting across from each other with
a small table in between. The subjects had not met before the experiment. Four of the
five subjects were given a topic to discuss amongst themselves for 5 min each while
one subject rested. The subjects spoke in their native language of Japanese. Topics were
rotated as conversation pairs were rotated so that no subject talked about the same topic
more than once, and no subject talked to the same person more than once. Among the
given topics, two were neutral or present-oriented, two were past-oriented, and one was
future oriented. See the Appendix for the topics given.

Task 2: Thinking Questions. Task 2 observes the behavior of subjects when chal-
lenged with a task that explicitly encourages thinking or recollection of random
knowledge, as opposed to that of personal history or preferences.

Subjects were asked, individually, to answer 10 simple logical questions, designed to
encourage either analytical thinking or remembering (see appendix for questions). The
questions were obtained from previous studies [8, 13] in which cultural differences in
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gaze behaviorwere observed. Similar levels of difficulty in the questionsweremaintained
due to the known influence of difficulty on thinking behavior [9] but some questionswere
modified to be more independent of cultural or language biases. Given the questions
asked are primarily logical, analytical and mathematical questions as opposed to spatial
or personal, it is not expected that the type of questionwill have a significant effect on eye
behavior, and the previous studies in which similar questions were used demonstrated no
significant changes in behavior due to question type [8, 13]. The full roster of questions
can be seen in the Appendix.

Subjects sat across from the experimenter in the same orientation across a table as
they had in the communication task. All questions were read aloud in Japanese and
printed on cue cards for the experimenter to read from aloud. Subjects did not get to see
the questions on paper and were asked to answer verbally.

Annotations. Immediately after answering the questions, subjects filled out a brief
demographic and cultural background survey detailing their experience with other
cultures and countries.

Subjects were called back in the days following the experiment and asked to annotate
videos of themselves with the duration and direction of their averted gaze (8 directions,
‘up’, ‘down’, ‘left’, ‘right’, ‘right-up’, ‘right-down’, ‘left-up’, ‘left-down’), and the dura-
tion of time they were looking directly at their conversation partner and attempting to
establish eye contact or mutual gaze. An experimenter went through each of the anno-
tations to fix minor errors and double-check annotations that subjects had marked as
ambiguous or difficult to annotate (by writing two different directions or a question
mark), using the angle of the gaze direction and notes from the subject to make the final
decision.

3 Results and Discussion

The duration of participant gaze, divided into direct gaze, defined here as where the
subject has established or is attempting to establishmutual gaze or eye contact by looking
at their conversation partner’s eyes and faze, and averted gaze, in which the subject
is pointedly looking away from their conversation partner, was examined by average
percentage durations of the conversations, and average seconds (s) duration.

3.1 Direct vs. Averted Gaze

The average percentage durations of gaze for all subjects were broken down into direct
gaze and averted gaze, according to task type and subject group. The gaze percentages
when split into direct and averted add up to 100%. See Table 1 below for the mean
percentage values and Fig. 2 for a visual comparison with error bars.

No significant differences were found between different populations of subjects, but
across all subjects, the percentage of direct gaze was significantly higher, t(46) = 4.59,
p < .001, during the communications task in comparison to the questions task.

This may be due to the fact that tasks that have increased cognitive load, which has
been associated with higher rates of averted gaze [9]. Consequently, direct gaze was
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Table 1. Average duration percentages of direct vs. averted gaze across tasks (1= communication,
2 = questions) and subject groups.

(%) All subjects No overseas
experience

Overseas
experience

Task All 1 2 All 1 2 All 1 2

Direct 56.5 62.5 33.8 54.1 59.5 33.8 57.6 63.9 33.2

Averted 43.5 37.5 66.2 45.8 40.5 66.1 42.4 36.1 66.8

Fig. 2. Average durations (%) of direct and averted gaze across tasks and subject pools, all subjects
(top), no overseas experience (bottom-left), significant overseas experience (bottom-right).

much higher during communication tasks, potentially due to the task being more social
in nature and requiring more signaling of attention in comparison to the questions task.

The amounts of direct gaze are also quite high in comparison to past records of
Japanese eye contact in conversation, but this could be due to the definition of direct
gaze here as attempts to establish eye contact in addition to genuine mutual gaze.

In addition to examining the average percentage of direct vs. average gaze, the
average duration in seconds (s) of direct vs. averted gaze was broken down across task
type and subject groups (SeeTable 2 andFig. 3 for values and visualization, respectively).

In this context, the average duration of gaze is how long a single, unbroken period
of gaze with no shifts is. Durations of direct gaze were typically higher across almost all
tasks and subjects in comparison to averted gaze, and subjects with overseas experience
had generally shorter durations of gaze across both direct and averted gaze. Subjects



482 L. Hardjasa and A. Nakazawa

Table 2. Average durations (s) of direct vs. averted gaze across tasks (1 = communication, 2 =
questions) and subject groups.

(s) All subjects No overseas
experience

Overseas
experience

Tasks All 1 2 All 1 2 All 1 2

Direct 7.10 6.12 7.60 7.92 7.15 8.49 5.30 3.72 5.82

Averted 2.89 3.97 2.69 3.28 4.22 3.10 2.18 3.47 1.93

Fig. 3. Average durations (s) of direct and averted gaze across tasks and subject pools, all subjects
(top), no overseas experience (bottom-left), significant overseas experience (bottom-right).

with overseas experience also had significantly higher average number of gaze shifts
at 81 gaze shifts per session to 56 gaze shifts per session for subjects with no overseas
experience, t(46) = 2.24, p < .05. Given that Westerns are typically expected to have
longer durations of gaze, particularly during eye contact, and often demonstrate less
shifts in gaze, this result cannot be explained by the subject’s exposure to other cultures.

3.2 Directions in Averted Gaze

The averted gaze duration percentages of each subject were further broken down into
percentages limited to 8 directions (‘up’, ‘down’, ‘right’, ‘left’, ‘right-up’, ‘right-down’,
‘left-up’, ‘left-down’) such that the total percentage of all 8 directions equal 100% per
subject, and compared across subject groups and task types.
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In Fig. 4, we show a comparison of subjects with and without overseas experience,
with subjectswith experience showing a strong bias to the right-up direction, and subjects
without experience showing a bias to the straight down and right directions. When
broken down into the up, right, left, and down directions, the bias upwards in overseas
experienced subjects is evenmore pronounced,with on averagemore than 50%of averted
gaze trending up, right-up, or left-up, while averted gaze in no experience subjects
trending down more than 30% and right more than 25% of the time.

Fig. 4. Distribution of averted gaze directions by percentage and by whether subjects have no
overseas experience (left) or significant overseas experience (right).

These results are fairly consistent with what is observed in comparisons between the
directional gaze patterns in Canadians (Westerners) and Japanese subjects [8, 13], with
Canadians tending to look right-up and Japanese subjects looking primarily downwards,
though the bias upwards is even stronger inCanadians. This seems to indicate that despite
all the subjects being Japanese natives who have spent the majority of their lives living
in Japan, those that have been sufficiently or recently exposed to foreign cultures with
different gaze behaviors may find their behavior mimicking and shifting towards that of
what is typical in the novel foreign countries, and their behavior may arrive at a midpoint
between their home and visited countries.

These results contribute to the notion thatwhile inmost caseswe can proxy a subject’s
culture based on the country the subject lives in, an individual’s cultural behavior is
malleable, and the effects of residing in a foreign country and having recent and high
amounts of exposure to foreign behaviors may be relatively persistent, so it is there
important to take into account a subject’s personal history when doing any sort of culture
related research.

Analysis was also conducted according to the averted gaze directions across different
tasks (Fig. 5). Across both subject groups, the questions task contributes more to the
strong biases in the overall gaze direction patterns. Biases can still be observed in com-
munication but they are much less pronounced, and the distribution of gaze directions is
muchmore balanced. This could be attributed to the questions task requiring more active
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thinking and cognitive load in comparison to casual conversation, as higher cognitive
load has been associated with emphasizing or increasing the amount of averted gaze.

Fig. 5. Averted gaze breakdowns, separated by both task type – communication (left) and
questions (right), and overseas experience – no experience (top) and with experience (bottom).

4 Conclusions and Future Works

This paper details a preliminary study in the scope of a larger project to construct culture-
based robot gaze profiles. This experiment was run in order to observe the behavior of
Japanese subjects, confirm established ideas about Japanese (and more broadly, Eastern)
gaze behaviors, and solidify the tasks andmethods to be used in future studies. One of the
major aims of this studywas also to observe how strong an influence cultural experiences,
as opposed to country of residence or ethnicity, has an effect on human behavior.
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The results in this experiment confirmed that cultural experience could have some
significant effects on gaze behavior, particularly in averted gaze direction and frequency
of gaze shifts or changes in gaze direction. Some behaviors were also found to be
relatively consistent across different types of Japanese subjects such as the percentage
of averted gaze to direct gaze, indicating that while some behaviors can be affected by
cultural experience, some patterns are less malleable.

In subsequent studies related to culture and human robot interaction or nonverbal
behavior, it is important to take into account the detailed experiences of the individual
subjects, and analyze those with significant experiences living abroad from those with
little to no experience. It is also important to take into cultural differences in behavior
when designing robot nonverbal behavior, and consider carefullywho the target audience
of such behaviors are – especially if the goal of implementing human-like behaviors in
the robots is to increase familiarity and therefore evaluation of the robot. A mismatched
cultural behavior profile could potentially result in a reduction in the expected or desired
effect, but this required confirmation in a future study.

Additionally, the current study lacks a sufficient number of subjects in order to make
conclusive claims about nonverbal behavior. While there is a sizable amount of data
per subject, at ten subjects total, increasing the n per group to the typical 15 to 20 in
this field would allow us to make more confident conclusions. This research would also
highly benefit from a direct comparison betweenWestern subjects and Japanese subjects,
including Western subjects with significant experience living in Eastern countries or
exposure to Eastern culture.

Cultural surveys were conducted to confirm whether subjects maintain cultural
behavior that matches their country of birth when subjects have exposure to environ-
ments significantly different from their native culture, but the surveys were lacking
comprehension. Future investigation on the persistence of foreign cultural influence on
behavior should include more detailed surveys that include questions about the recency
and the type of environment lived in. There is also a possibility that subjects that tend
to seek residency overseas naturally display behaviors or personality traits that are close
to their target country, so ideally, a long-term study that observed subjects before and
after several years into long-term residency would be the most conclusive. Future iter-
ations would also benefit from implementing a comprehensive personality test prior to
the experiment, in order to observe how much and whether personality contributes sig-
nificantly to non-verbal behavior, and in turn confirm the degree to which culture and
personality traits coincide.

Further analysis using current and future experiment data could also reveal more
insights about conversational gaze behavior, such as looking more closely at the differ-
ences between direct gaze, which is defined here as gaze directed towards the conver-
sation partner’s faze and eyes, and mutual gaze, in which there is a genuine mutuality
in the gaze. Examining the data pairs one by one and comparing interactions between
Japanese subjects with andwithout overseas experiences as opposed to Japanese subjects
only with or only without overseas experience would be valuable and more comprehen-
sive. And further examining the roles of participants during conversation and confirming
whether previous results finding that levels of eye contact vs. averted gaze remain rather
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consistent across cultures would be especially important in constructing gaze profiles
[12].

Future work for this research also includes using the data acquired from such human-
to-human communication experiments to implement culture-based profiles for human-
robot interactions, and test whether users are sensitive and/or biased towards profiles
that are familiar and close to their own culture or profiles that are foreign and novel.
Trends in research related to robots and culture indicate that the majority of users prefer
robots that display behavior that is similar to their own or similar to the established
norms in the user’s residing country in areas such as proxemics, so we would expect
similar results in future experiments. It would be valuable to observe as to how subjects
with mixed backgrounds (an Eastern native with experience living in the West, and vice
versa) would respond to such cultural-based gaze profiles.
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you to Miyuki Iwamoto for her help in running experiments and providing valuable guidance
and advice on equipment. This work was supported by RIKEN-AIP, JST CREST Grant Number
JPMJCR17A5 and JSPS KAKENHI 17H01779, Japan.

Appendix

Talking topics

Question Temporal orientation

How you spent your summer vacation Past

Your favourite holiday of the year Neutral/Present

As a kid, what did you want to be when you grew up? Past

Your favourite type of cuisine/food Neutral/Present

The next place you would most like to travel to Future

Thinking Questions.

1. What is the name of a flower that is also a female name?
2. If your mother’s brother has a child what is your relationship to that child?
3. What is the name of a fruit with red flesh?
4. If the current day is Thursday, what day will it be after 16 days?
5. What is 9 × 4 / 2 + 7?
6. What is the 14th letter of the alphabet?
7. It took A 12 h to run to B’s house at 8 km per hour. How far is it between A’s house

and B’s house?
8. What is the name of a month that has only 30 days?
9. What is a color that is NOT found in a rainbow?
10. How many words can a person with a typing speed of 65 wpm, type in 8 min?
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Abstract. More and more companies are putting emphasis on com-
munication skill in the recruitment of their employees and adopt group
discussion as part of their recruitment interview. In our ongoing project,
we aim to develop a training system that can provide advices to its users
in improving the perception of their communication skill during group
discussion. In order to realize this goal, a conceptual unit of communi-
cational behaviors and a template of communication style are required.
We propose the use of functional roles of the participants in group dis-
cussions as this unit. In order to incorporate the use of functional roles
for improving the perception of participants’ communication skill, the
first task is automatic detection of the participants’ functional roles in
real-time. We previously proposed a SVM based model for this task but
the results were only moderate. We expect including temporal character-
istics, frame-wise interaction of modalities, and inter-person interaction
can improve the classification accuracy and explored the use of RNN
based networks to see the effectiveness of these factors.

Keywords: Functional roles · Multiparty interaction · Group
discussion · Multimodal interaction · Deep learning · Recurrent neural
network (RNN) · Long short-term memory (LSTM) · Gated recurrent
unit (GRU)

1 Introduction

While companies are running projects, the communication skill of individual
member largely affects the relationship with other members and thus has great
influence on team performance. According to the investigation conducted by
Japan Business Federation (Keidanren), communication skill has been the most
important factor in recruiting new graduates for more than 15 years [14]. There
is a growing number of companies that adopted group discussion in the recruit-
ment of their employers (38% of the major companies [13] in Japan). During a
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group discussion interview, job applicants have to collaborate with each other to
deliberate productive results on an assigned topic. During the discussion, their
communication skill and personality are observed by the investigators of the
companies. Therefore, the perception of higher communication skills is expected
to lead the applicant’s success in job hunting.

In our ongoing project, we aim to develop a training system that can provide
advices to its users in improving the perception of their communication skill in
group discussion. It has been proofed that the participants’ communication skill
of group discussion sessions can be estimated by low-level verbal and nonverbal
features at high accuracy [20]. However, the results of this work is based on the
data of the whole experiment session which lasts for 15 min. In this setting, the
evaluation results for individual participants cannot be obtained until the end
of the session. Therefore, if this result was used to build a training system, the
evaluation can only be provided to the participant off-line. The users need to
recall what happened in the whole session and could be hard to identify where
and how to improve their behaviors. Furthermore, it is also difficult to generate
practical and comprehensive advices directly from low-level signals. For an on-
line or even a real-time system, that is, a system which provides advices to its
user while the group discussion is in progress is more desired. The user then can
immediately notice what was wrong after the user did or said something and is
easier to improve that behavior.

In order to develop such an on-line training system for group discussion, a
conceptual unit of a batch of behaviors is required. It should be able to be treated
as a template of communication style, appropriate for generating advices that is
comprehensive enough for the user to capture the idea and improve their behav-
iors right away. This unit also need to have relatively small size so that the system
can provide advices at fine granularity. We propose the use of functional roles for
such purpose. We define a functional role of a participant of group discussion as:
the role played by a participant at certain moment and displays the participant’s
contribution to the flow of the discussion. We believe that they can be used to
analyze the dynamics of the interaction among the participants. By monitoring
the dynamics of functional role transitions, e.g. the system can encourage some
participant to show more opinions, if the system found that he/she is a passive
participant. The system can suppress certain subject if it found that he/she took
too much time for insisting on his/her own opinion. The first step for building
such a system is automatic detection of the participants’ functional roles during
runtime. We previously proposed a support vector machine (SVM) based model
for this purpose. This model classifies a participant’s role from six roles after
each utterance with hand-crafted features extracted from himself/herself [12].
This model achieved overall F-measure value, 0.32 with both verbal and non-
verbal features or 0.28 with only non-verbal features in leave-one-subject-out
cross validation.

On the other hand, the observation of someone’s role in a group is sup-
posed not to only depend on his/her own behavior but also how this person is
interacting with other participants. It could be useful to utilize the character-
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istics extracted from the interaction among the participants. Since such group
dynamics can be so sophisticated that cannot be described sufficient by heuris-
tics, instead of hand-crafted features based on heuristics which are required in
SVM, we expect neural network models to be able to extract the characteristics
of interaction automatically and improve the accuracy of the automatic detec-
tion. In the multimodal learning task involving multiparty interaction, the data
streams of multiple modalities from multiple people can potentially contribute
to the classification. During the design of neural network models, the order of
the following processes can be considered:

– Fusion of the data streams from each participant
– Fusion of the data streams of modalities from one participant
– Extraction of the temporal characteristics of one modality

Different orders treat the raw data streams unequally, and therefore empha-
size different parts of multiparty interaction, e.g. the overall multimodal per-
formance of one person or the interaction of one modality among all of the
participants. This then lead to different overall performance of the networks.
In this work, we investigated the performance of three recurrent neural network
(RNN) architectures which feature different orders in integrating these processes
and compared them with baseline models: previously proposed SVM model and
classic multi-layer perceptron (MLP) network where the inter-person features
and frame-level modality interaction features are not available.

This paper is organized as the follows: Sect. 2 introduces related works. After
the introduction of the dataset used and the definition of functional roles in
Sect. 3, Sect. 4 describes the models compared in this paper including the baseline
models, SVM and MLP as well as three RNN based models. Section 5 presents
and analyzes the experiment results using the models described in previous ses-
sion. Finally, Sect. 6 concludes this paper.

2 Related Works

Researchers in organizational psychology have studied the communication skill
or the individual personality in group meetings for decades, uncovering statistical
relationships between nonverbal behaviors, personality, hireability, and profes-
sional performance. It has been reported in social science that the non-verbal
behaviors like gaze or gestures during the interaction with the others could have
large influence on the flow of conversation [2,6,9,15,17]. In the context of group
meeting, based on the nonverbal features, including features like speaking turn,
voice prosody, visual activity, and visual focus of attention feature and so on.
Aran and Gatica-Perez [1] presented an analysis on the participants’ personality
prediction in small groups. Similar to our goal, Schiavo et al. [22] presented a
system that monitors the group members’ non-verbal behaviors and acts for an
automatic facilitator. It supports the flow of communication in a group conver-
sation activity.
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Furthermore, job interviews also have been studied in the research field of
multimodal interaction, too. Raducanu et al. [21] made use of a TV show, “The
Apprentice”, which features a competition for a real, highly paid corporate jobs.
The study was carried out using non-verbal audio cues to predict the person
with highest status and to predict the candidates going to be fired. Muralidhar
et al. [18] implemented a behavioral training framework for students with the
goal of improving the perception their hospitality perceived by others. They also
evaluated the relationship between automatically extracted nonverbal cues and
various social signals in a correlation analysis.

These studies show that prediction models could be achieved by using ver-
bal and nonverbal multimodal features like speech turn, voice prosody, visual
activity, visual focus of attention and so on. In our study, we aim to develop a
training system that can provide advices to its users in improving the perception
of their communication skill during group discussion. From previous studies, we
expect that multimodal features can also be used to detect the functional roles
defined by us.

Zancanaro et al. [24] also proposed an automatic detection model using low-
level video/audio features for functional roles. Their support vector machine
(SVM) model classify two categories of functional roles, task area and socio-
emotional area, each one has five classes. The performance was from 0.52 to 0.55
in the sense of F-score. Different to their general-purpose definition of functional
roles, our definition has the specific purpose, the improvement on perception of
communication skill in mind. In order to be able to feedback on the performance
of the participants timely, we analyzed the relationships with the perception of
communication skill and conversational situations in shorter interval which was
not addressed by previous studies.

3 Data Corpus and the Definition of Functional Roles

In order to analyze the relationships between the functional roles and the percep-
tion of communication skill, it is necessary to conduct participant experiments
to record group discussion sessions as the corpus. Also, the participants’ com-
munication skill needed to be assessed by the experts who are familiar with
this.

3.1 Data Recording Experiment

This work is based on the MATRICS data corpus [19]. It is a multimodal corpus
in which groups of four people discussed three different topics in two typical
styles, make a choice from a list or make up something from the scratch. These
topics were chosen in considering the ones which should be easier for Japanese
college students to discuss: the selection of entertainers to be invited to university
festival from a list, booth planning for school festival from the scratch, and the
conduction of a travel planning for a foreigner friend who is going to visit Japan.
40 college students were recruited for the recording experiment. All of them
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Fig. 1. Setup of the recording environment

were native Japanese speakers. They were divided into 10 groups, each one had
four people, each group made three discussion sessions on the topics described
above, each session lasts from 15 to 20 min. In order to prevent gender bias, all
members in a group were in the same gender, or in equal number of two genders.
In order to simulate the situation in the group discussion sessions of recruitment,
the combination of the participants was considered so that they did not know
each other before the experiment. Two video cameras as well as a number of
sensors were used to record all the discussion sessions. Each participant wears a
headset microphone, eye tracking glasses, and an accelerometer on their head.
Everyone of them had a dedicated Web camera to capture his or her face in
large size. Motion capture and Microsoft Kinect sensors were used to record the
upper body movements of the participants as well. The setup of the recording
experiment is shown in Fig. 1.

3.2 Functional Roles

In terms of functional roles, previous studies [4,10] indicated that the partic-
ipants perform one of three types of roles: group-task role, maintenance role,
and individual role in group discussion. By referring previous works and the
observation on our own data corpus, we defined our own set of functional roles.
It includes six types of functional roles: follower, gatekeeper, information giver,
opinion provider, passive participant, and summarizer. Table 1 lists the descrip-
tions of all these six types.

Three coders watched the videos and annotated the roles of participants
according to the definition above. Each coder was assigned with the data of four
groups and used the software tool, Elan [16] for the annotation task. Among
them, one was randomly selected for the measurement of inter-coder reliabil-
ity of the coding, and every coder annotated that group. The pair-wise Kappa
Coefficients among the thee coders were 0.41, 0.51, and 0.63.

Three coders watched the videos and annotated the roles of participants
according to the definition above. Each coder was assigned with the data of four
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groups and used the software tool, Elan [16] for the annotation task. Among
them, one was randomly selected for the measurement of inter-coder reliability
of the coding, and every coder annotated that group. The pair-wise Kappa Coef-
ficients among the thee coders were 0.41, 0.51, and 0.63. Among the three coders,
two of them had more consistent annotation but the other one was less consistent
to them. After removing the sessions with incomplete data caused by recording
problems, we therefore separate the dataset to two subsets, one contains the
annotation of the two more reliable coders (9 sessions, 5 individual groups, and
20 individual subjects) and another one contains the annotations from all three
coders (13 sessions, 8 individual groups, and 32 individual subjects) out of the
all 120 available data due to the absence of face direction information (described
hereafter).

4 Automatic Classification Models

As the usage scenario of the planned training system explained in Sect. 1, the
system needs to always track the functional roles of all participants. That means,
an automatic detection model using easily observable features (possible for the
machines to process) and generates results in fine grain is required for this task.
This section proposes such a classification model using low-level verbal and non-
verbal features. The first issue of the detection model is, when should it gen-
erate the classification results, i.e. the detection points. In the previous study,
Zancanaro et al. proposed a detection model using fix-length windows [24]. They
explored the window sizes from 330 ms to 14 s and found that the performance
of the model increases while the window size increases.

Table 1. Definitions of functional roles

Role Definition

Follower Go along with the activity of the group, praise,
agree with, and accept the contributions of
others. Often look at the person who is speaking
and nod or say back-channeling words

Gatekeeper Facilitate the flow of the discussion. Encourage
the participants who are not so willing to join
the discussion. Often look at other participants

Information giver Provide objective information which is
supplementary to the discussion

Opinion provider State the participant’s own opinion which might
be subjective and try to convince others to
agree with it

Passive participant Does not join the discussion actively. Almost
does not provide the participant’s own opinion
in the topic being discussed. Often stay silent
and look downward to the table

Summarizer Summarize or conclude the discussion in the
current topic
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Table 2. Distribution of the detection points of the functional roles

Dataset 9 sessions 13 sessions

Role Instances Percentage Instances Percentage

Follower 3,202 47.8% 5,219 50.1%

Gatekeeper 462 6.9% 539 5.2%

Information giver 200 3.0% 288 2.8%

Opinion provider 1,169 17.4% 1,958 18.8%

Passive participant 1,407 21.0% 2,081 20.0%

Summarizer 265 4.0% 341 3.3%

Total 6,705 100% 10,426 100%

In our work, however, we have a determined target application, integrating
the classification model into the training system. The question then becomes,
when should the training system provides advices to its users. Since it is often
considered impolite to interrupt people while they are speaking, we assumed the
appropriate timings should be the end of certain participant’s utterance. Table 2
shows the distribution of functional roles regarding to the candidates of detection
points.

4.1 Baseline Models

In order to clarify the performance improvements from introducing frame-wise
and inter-person features. Two baseline models based support vector machine
(SVM) and classic multi-layer perceptron (MLP) on are also investigated. For
these two models, frame-wise information cannot be automatically extracted
from the raw data, but a vector of feature values has to be deliberated for one
data instance based on various heuristics, i.e. feature engineering. We selected
the following 15 features for the preliminary classification model. All of the
feature values are extracted from one participant and are used to classify that
participant’s functional roles immediately after each of his/her utterances.

– Prosodic features. Phonetic analysis tool, Praat1 was used to compute the
following prosodic features of the current utterance. Since prosody character-
istics are person dependent, these values are normalized by each participant.

• Maximum pitch
• Minimum pitch
• Difference between maximum pitch and minimum pitch
• Average of pitch
• Maximum intensity
• Minimum intensity
• Difference between maximum intensity and minimum intensity

1 http://www.fon.hum.uva.nl/praat/.

http://www.fon.hum.uva.nl/praat/
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• Average of intensity
– Speech turn features.

• Average utterance length up to now
• Standard deviation of utterance length up to now
• Ratio of speaking period up to now
• Ratio of silent period up to now

– Face direction features. Because the participants wore eye tracking glasses
during the experiment, the face directions of them was difficult for automatic
face recognition tools. Therefore the face directions were manually labeled
and the following features were used.

• Time ratio when the participant was looking other participants in last
segment (either speaking or not)

• Time ratio when the participant was looking at the table in last segment
(either speaking or not)

Due to the fact that the dataset was imbalanced, Follower and Opinion
Provider have larger amount of instances than the other classes. We oversam-
pled smaller classes with SMOTE [5] algorithm and under-sampled the larger
classes while keeping the total weight (amount) of the dataset both in training
and testing phases.

The SVM classification model was then built with the features above. Dur-
ing the training phase, RBF kernel was adopted while the cost parameter C
was explored from 1 to 10 at the step size 1, kernel parameter γ was explored
from 10−3 to 103 at the step size 101, feature normalization and standardiza-
tion trials were conducted. The MLP based model shared the same dataset with
SVM model. This network has simple structure where each modality (P, S, and
F) are fed into the network in the cluster of neurons with equal number (32),
concatenated, then fed to two more fully connected layers (128 and 64 neurons),
and finally to the output layer. Dropouts are conducted between these layers in
the rate, 0.3 to improve the generalization performance of the network. ReLU
[3] is used as the activation function of hidden layers and Softmax [8] is used as
the activation function of the output layer.

4.2 RNN Based Recurrent Neural Network Models

Unlike the based models where the characteristics of a single participant and the
interaction among the participants need to be extracted according to heuristics
and projected to a vector, RNN allows the characteristics in temporal direction
to be derived from the raw data. The dataset prepared for RNNs can be raw
values in frame level. The video taken by the two video cameras were used for
the extraction of multimodal features. Since the objective is the generation of
listening behaviors while the speaker is talking, it is necessary to identify the
time periods when the speaker is speaking. The behaviors of the speaker in those
periods are then extracted as explanatory variables, and the behaviors of the
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listener in corresponding periods are extracted as response variables. Speakers’
speech activities were automatically identified by the annotation software, ELAN
[16] with additional manual corrections. Since the voice from other subjects may
be recorded in one subject’s headset, the speaker of each utterance is manually
labeled.

All participants’ facial expressions are extracted with an open source tool,
OpenFace2. OpenFace estimates head postures (only rotations are used in this
work, three values), gaze directions (eight values), and facial action units (AU,
17 out of 46 in the original definition) in accordance with Ekman’s Facial Action
Coding System (FACS) [7]. This resulted into 28 parameters from OpenFace
in total. The posture information were extracted by using the open source
tool, OpenPose3. Since OpenPose only generates two-dimensional coordinates
of the joints of human bodies, posture information (leaning in two axes, for-
ward/backward and left/right) are approximated with the assumption that the
widths of the participants’ shoulder are the minimum values when they are sit-
ting straight up (i.e. they only lean forward but backward). Prosodic features of
speakers’ voice were extracted by using the open source tool, OpenSMILE4. The
16 low-level descriptors (LLD) of the Interspeech 2009 Emotion feature set [23]
were extracted at 100 Hz. The features include root-mean-square of signal frame
energy, zero-crossing rate of time signal, voicing probability, F0, and MFCC (12
dimensions). This resulted into 16 parameters from OpenSmile in total. The
features like voice property are person dependent, relative changes are consid-
ered better describing the internal state of the speaking person rather than their
absolute values. All of the feature values are standardized to fulfill the condition
where mean is 0 and standard deviation is 1.0, and are then normalized to be
within the range between 0.0 and 1.0.

We then investigated the performance of neural networks in three architec-
tures where each one emphasize on one aspect of modality fusion. Emphasizing
here means the execution of the process in the first stage of the processing flow.
These networks share similar settings as the MLP base model described in last
section in the aspects of the layers organization in later stages of processing flow,
activation functions, and dropout ratio. Both video and audio input data are fed
to the networks in 10-s fixed window at 30 fps.

Network A: This network emphasizes the interaction of the multimodal behav-
iors of one participant and then extract the temporal characteristics of it via
LSTM (long short-term memory) [11] units. Finally the extracted character-
istics of all participants are fused and the outputs are generated (Fig. 2).

Network B: This network emphasizes the interaction among the participants in
individual modalities. It extracts the characteristics of the interaction among
the participants in each modality separately (video and audio) and then
extracts the temporal characteristics of them via LSTM units. Finally all
the modalities are fused and then the final results are generated (Fig. 3).

2 https://github.com/TadasBaltrusaitis/OpenFace.
3 https://github.com/CMU-Perceptual-Computing-Lab/openpose.
4 https://www.audeering.com/what-we-do/opensmile/.

https://github.com/TadasBaltrusaitis/OpenFace
https://github.com/CMU-Perceptual-Computing-Lab/openpose
https://www.audeering.com/what-we-do/opensmile/
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Network C: Instead of emphasizing inter-modality effects (Network A), this
network extracts the temporal characteristics of each modality of one partic-
ipants individually and fuse them later. Finally the streams from all partici-
pants are fused and the results are generated (Fig. 4).

Fig. 2. Conceptual diagram of neural network A. Only the order of feature extraction
and fusion are shown, and layer details are omitted

Fig. 3. Conceptual diagram of neural network B. Only the order of feature extraction
and fusion are shown, and layer details are omitted
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Fig. 4. Conceptual diagram of neural network C. Only the order of feature extraction
and fusion are shown, and layer details are omitted

5 Experiment Results

All models above are evaluated in leave-one-subject-out (LOSO) cross valida-
tion: the data of one subject is left as the test data while the data of the other
N− 1 subjects (N = the number of all subjects in the dataset) is used as the
training set. The process is repeated for N times until the data of all subjects
have been used as the test set. Then the overall results are computed. During the
learning process, neural network models are trained for 300 epochs and batch
size is 16. These values are found to be generating best results from preliminary
experimental trials. We compared the variations (the inputs from one or all four
participants) of these three networks on the 9-session and 13-session datasets as
well as the base line models (SVM and MLP). The experiment results are sorted
in Table 3 for 9-session data set and Table 4 for 13-session data set, respectively.
Table 5 shows the confusion matrix of the best mode, LSTM network in archi-
tecture C with the features from all participants. The followings were found in
the experiments results:

– The quantity of the data is more important than its quality (annotation
reliability), 13-session dataset generally has better results.

– LSTM based neural networks performed better than simple MLP network
(F-measure: 0.42), which is again better than SVM (F-measure: 0.28).

– The interaction of all four participants does contribute to the classification,
the networks with four-person inputs outperform one-person networks.

– Network C (F-measure: 0.69) always performs better than network A and B
(F-measure: 0.61). Network A and B have similar performance if the data
from all four participants are available, but network A performs better than
network B if the data from only one participant is available.

– For LSTM networks, Summarizer class always perform the best while Fol-
lower class always performs the worst. This may caused by how the features
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distinguish the class from others and also from the number of data instances.
Generally the classes with more instances have lower accuracy and vice versa.

To summarize, both frame-wise features and inter-person interaction features
are shown to contribute to the classification task than their counterparts which
do not include these features. LSTM mechanism does extract the temporal char-
acteristics from the data in frame level in single modality and works better than
hand-crafted features. But the frame-level interaction between modalities seems
not useful. The inter-person interaction is useful when the features are extracted
in later stage of the process, that is, after the features of each person has been
explored. These results imply that the judgement of the participants’ functional
role more depends on overall impression rather than micro-level inter-modality
or inter-person interactions.

Table 3. F1 values of the evaluated models with the 9-session dataset. LSTM X
denotes the neural network based on LSTM in architecture X

Features from single participant only Features from all participants

Role SVM MLP LSTM A LSTM B LSTM C LSTM A LSTM B LSTM C

Follower 0.27 0.24 0.43 0.31 0.44 0.44 0.41 0.47

Gatekeeper 0.22 0.47 0.55 0.50 0.56 0.56 0.56 0.62

Information giver 0.21 0.52 0.60 0.42 0.50 0.64 0.50 0.52

Opinion provider 0.28 0.34 0.50 0.56 0.62 0.45 0.67 0.73

Passive participant 0.34 0.48 0.52 0.47 0.56 0.47 0.58 0.64

Summarizer 0.21 0.42 0.67 0.51 0.69 0.68 0.61 0.71

Macro avg. 0.24 0.41 0.55 0.46 0.56 0.54 0.55 0.62

Table 4. F1 values of the evaluated models with the 13-session dataset. LSTM X
denotes the neural network based on LSTM in architecture X

Features from single participant only Features from all participants

Role SVM MLP LSTM A LSTM B LSTM C LSTM A LSTM B LSTM C

Follower 0.29 0.25 0.47 0.34 0.51 0.53 0.43 0.52

Gatekeeper 0.21 0.48 0.59 0.51 0.60 0.64 0.60 0.67

Information giver 0.31 0.55 0.70 0.45 0.52 0.73 0.53 0.61

Opinion provider 0.31 0.31 0.54 0.63 0.72 0.52 0.75 0.79

Passive participant 0.34 0.48 0.58 0.55 0.64 0.53 0.63 0.71

Summarizer 0.22 0.44 0.71 0.64 0.77 0.76 0.70 0.84

Macro avg. 0.28 0.42 0.60 0.52 0.63 0.61 0.61 0.69
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Table 5. Confusion matrix of the best mode, LSTM network in architecture C with
the features from all participants. Numbers depicts the ratio regarding to the number
of instances. Rows are actual instances and columns are predicted classes

F G I O P S

Follower 0.45 0.29 0.15 0.03 0.05 0.02

Gatekeeper 0.14 0.76 0.05 0.01 0.02 0.01

Information giver 0.09 0.07 0.68 0.05 0.07 0.03

Opinion provider 0.01 0.04 0.15 0.74 0.03 0.03

Passive participant 0.04 0.07 0.17 0.02 0.66 0.04

Summarizer 0.01 0.03 0.07 0.02 0.05 0.82

6 Conclusions and Future Directions

In the task to classify the functional roles of group discussion participants, we
explored the use of LSTM based networks to see the effectiveness of data interac-
tion among modalities and participants. The investigation compares two based
models (SVM and MLP) with three different organizations of LSTM based net-
works. The LSTM variations include different order in utilizing the multimodal
data streams from one participant and the trunks from all participants. From
the results, LSTM shows its effectiveness in extracting temporal information in
single modality than hand-crafted features (SVM and MLP). Also, data fusion
in later stage of the process performs better than early ones.

The findings of this study may help to give the insights in analyzing group
dynamics and also provide the hints in developing support system. In this partic-
ular paper, we only focused on non-verbal features, we would like to explore the
effects of semantic features in the future. Furthermore, we divided the features
to only two classes (video and audio) in this work, it would be interesting to see
the effects of more detailed features like facial expression and gaze.
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Abstract. The paper discusses correlation between interlocutors’ eye-gaze
behavior and their perceived personality traits in human-human and human-robot
interactions. Given that personality is related to the person’s typical manners and
styles of behaving, it can be assumed that such underlying characteristics are
reflected in the person’s gaze patterns as well. Starting from the comparison of
human-human and human-robot interaction, the participant’s gaze frequency and
length in regard to the human vs. robot partner’s face and body are related to the
participant’s perceived personality traits. A positive correlation is found concern-
ing the differences in gaze patterns and the extrovert personality trait. This seems
highly reasonable, considering the basic function of gaze as a means to collect
situational information and the extrovert communication style as actively looking
for new information.

Keywords: Eye-gaze activity · Personality traits · Human-human interaction ·
Human-robot interaction

1 Introduction

In face-to-face situations, humans are sensitive to the other person’s gaze: gazing is used
to construct shared knowledge, communicate experiences, and create social linkages
[1–3]. Also turn-taking is commonly coordinated by gaze [4, 5]. In virtual human and
human-robot interactions gaze has been widely studied (see e.g. Broz et al. [6] for an
overview), and our earlier work suggests that gaze plays an important role in grounding
and it supports the view that robot agents are regarded as communicative agents rather
than simply interactive tools [7, 8].

Starting from the comparison of gaze patterns in human-human and human-robot
interactions, the paper explores correlation between interlocutors’ eye-gaze behavior
and their perceived personality traits. Gaze indicates where the person’s visual focus
is directed to and consequently, which actions and objects in the interaction context
are considered important and relevant for further processing and for building common
ground between the interlocutors. Since different participants have different overt reac-
tions in communicative situations, different personality traits have been proposed to
describe, study and classify typical human behavior and communication styles. It is
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further assumed that the differences in gaze-patterns relate to the person’s interaction
behavior, and moreover, that the differences may be pinned down to the characteristic
personality traits. Given that the main function of gaze is to provide information from the
environment to the participants, it is natural to assume that different eye-gaze patterns are
linked to the different ways to collect information and consequently, related to behavior
patterns which count as typical personalities. For instance, the person’s openness and
curiosity towards the interaction partner can correlate with their high and intensive eye-
gaze activity focused on the partner so as to observe and absorb as much information
from the environment and the partner as possible.

The goal of our research is to study human-robot interaction and to improve the
robot’s engagement and interaction capabilities by building models for natural interac-
tion. In this paper we focus on gaze patters and personality. The paper first describes the
“Big-5” personality traits and gives a theoretical starting point for thework in Sect. 2, and
presents the AICO-corpus, used as the basis for our experimental studies, is described in
Sect. 3. The preliminary analyses are given in Sect. 4 and discussion provided in Sect. 5.

2 The Big-5 Model of Personality Traits

The common personality traits described in the Fife-Factor Model of Personality, the
so-calledBig-5Model [9], are broaddimensions of humanpersonality. TheBig-5 person-
ality traits are: extroversion (being assertive, energetic, friendly), agreeableness (being
cooperative and trustworthy), conscientiousness (being self-disciplined, organised and
reliable), neuroticism (having a tendency to negative emotions, being anxious), and
openness to experience (being adventurous and easily embracing new ideas). Although
they have been subject to much discussion and critique, they seem to convey some gen-
eral features of the human behaviour which also seem to hold across cultures [9]. In this
paper we do not go into discussion of the validity of the Big-5 personality traits but use
them as a descriptive tool to analyse and understand differences in the participants’ gaze
behaviour with respect to different communicative situations.

In this paper, we are interested in the differences in human gaze patterns when the
person interacts with a fellow human and with a robot agent. Assumption is that the
person’s underlying personality is the same across the different communicative situa-
tions, so the differences in the gaze patterns can be correlated with the type of dialogue
partner and the person’s typical manner of getting visual information about their partner
in order to establish conversational common ground. The work builds on studies such
as Aran et al. [10], Jayagopi et al. [11] and Okada [12] who studied first impression of
the personality using multimodal cues. We extend their work with the focus on adapting
real-time robot behaviour with respect to the personality of the person interacting with
the robot [13, 14].

Nonverbal behaviours such as head pose, gaze, facial expression and body language
are fundamental cues used to predict the personality of people interactingwith each other
[15, 16]. Through the observation of facial postures and eye contact durations, as well
as through the frequency of the head movements, hand gestures, their amplitudes, and
the shifts in the body postures, it is possible to infer certain traits of others’ personalities
[17, 18]. Computer vision and deep learning have been started to be extensively used for
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video analysis and classification [19, 20] and, within the ChaLearn Looking at People
Apparent Personality Analysis competition [21], have been proven effective also in the
field of personality recognition, take advantage of the presence of audio and visual
information.

3 AICO Corpus

We use the AICO corpus [22] to investigate whether it is possible to correctly infer per-
sonality traits from human-human interactions and what are the differences compared to
inferring the same person’s personality in a human-robot interaction setting. The corpus
consists of 30 participants (20 Japanese, 10 English), each having both HHI (human-
human) and HRI (human-robot) interaction. The participants (10 female) were students
and researchers, age 20–60, with experience on IT, but no experience on robots. The
corpus was collected in Japanese and English depending on the participant’s preferred
language. Before the experiments, the participants signed a consent form and filled in a
pre-experiment questionnaire of their background and expectations. After each interac-
tion (HRI and HHI), they filled in another seven-point scale questionnaire focusing on
their experience in the interaction.

The instructions were the same for both HRI and HHI conditions (see the setup in
Fig. 1). Of the participants, 14 had instruction dialogues concerning best practices in
care-giving situation, and 16 had chat dialogues mostly focusing on music, films and
every-day life. The corpus is described in Jokinen [22].

Fig. 1. Experimental setup (from [8]).

Annotation for duration of utteranceswere donewith automatic silence segmentation
of ELAN. The eye gaze activities were automatically annotated into two groups; Gaze
Face and Gaze Body [8]. Figure 2 shows the snapshots from participant’s eye gaze
tracker, and the automatic face detection for annotation. The gesture annotation followed
the MUMIN annotation scheme and is described in Mori et al. [23].

For the personality annotation, each personality traits was regarded as a scale which
span between two extremes, e.g. extroversion was judged on the positive end of the scale
as “extroverted, enthusiastic” and on the negative end of the scale as “reserved, quiet”.
The related questions were formulated to address both ends of the scale, and the other
end of each scale functioned as a negative control question, with the assumption that
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consistent annotators would rank these questions with a near-opposite score related to
the other end. Its value was changed to the corresponding positive one in the analysis.

Fig. 2. Snapshot from eye-tracker. Note that the red points show the gaze point of the participant,
and rectangles are drawn by the automatic annotation system we created. (Color figure online)

The perceived personality questionnaire was composed of 10 questions. The ques-
tions were implemented in the ELAN annotation tools as 10 tiers representing the Short
Big-5 questionnaire [24]. The evaluators answered the questions for each sub-dialogue
highlighted in the tier “Personality of”, corresponding to the left and right participant.
The evaluator looked at the human participant’s behavior in the video related to the
highlighted section, and marked the perceived personality using a 7-point Likert scale
where 1 corresponds to “strongly disagree” and 7 to “strongly agree”. The questions
were of the format:

I believe participant …. to be:

1. Extraverted, enthusiastic
2. Critical, quarrelsome
3. Dependable, Self -disciplined
4. Anxious, easily upset
5. Open to new experiences, Complex
6. Reserved, quiet
7. Sympathetic, warm
8. Disorganized, careless
9. Calm, emotionally stable
10. Conventional, uncreative

The questions 1 and 6, 2 and 7, 3 and 8, 4 and 9 and 5 and 10 are paired to form the per-
sonality scale. The instructions for the evaluators pointed out that they needed to answer
the questions by taking into consideration the overall behaviour of both participants
throughout the video.
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4 Preliminary Analyses

We have finished eye gaze annotation for 22 HHI and HRI conversations, so the prelimi-
nary analyses were conducted with those data. First, we calculated the number, total and
average duration of gaze-event toward human and robot partner. Figure 3 and 4 show
the average number and duration of gaze-event. We also calculated the average ratios of
gaze-event duration during the conversations for HHI and HRI. The results are shown in
Fig. 5. The paired-t tests were conducted in order to verify the difference of those ratios
between HHI and HRI. The results show that there is a significant difference with gaze
face event(t(21) = 2.14, p < .05) and gaze body event(t(21) =−4.07, p < .01), shown in
Table 1.

The results show that the participants gaze more at the human partner’s face in HHI
than robot partner’s face in HRI, and they gaze more at the partner’s body in HRI than
in HHI.

Fig. 3. Average Number of gaze-event, both gaze face and gaze body, toward partner for HHI
and HRI.

Fig. 4. Average duration of gaze-event, both gaze face and gaze body, toward partner for HHI
and HRI.
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Fig. 5. Average ratios of gaze-event duration during conversations for HHI and HRI. Note that
the lest of the ratio is that the participants do not gaze at the partner or their gaze could not be
tracked by eye-tracker.

Table 1. Results of paired-t test for average ratios of gaze-event duration during conversations
for HHI and HRI.

df t value p value

Gaze face HHI vs HRI 21 2.14 0.04 (p < .05)

Gaze body HHI vs HRI 21 −4.07 0.001(p < .01)

In order to explain the difference why the participants gaze more at body in HRI than
inHHI, a preliminary correlation analysis between gaze-events and perceived personality
of the participant was conducted. As mentioned, the personality evaluation was done for
10 participants. We conducted Spearman’s rank correlation test for those 10 participants
data, and the results with significant difference are listed in Table 2. The results show that
there are positive correlations between “emotion stability” and number of all gaze-event
and gaze face event in HHI, and “openness to experience” and average duration of gaze
body event in HRI. Negative correlation between “openness to experience” and number
of gaze body event in HHI was also shown.



510 K. Ijuin and K. Jokinen

Table 2. Results of correlation tests between gaze-event and personality. Note that n/s stands for
no significance.

Emotion stability Openness to
experience

Number of all gaze-event in HHI (N = 10) ρ = .69, p < .05 n/s

Number of gaze face event in HHI (N = 10) ρ = .73, p < .05 n/s

Number of gaze body event in HHI (N = 10) n/s ρ = −.72, p < .05

Average duration of gaze body event in HRI (N = 10) n/s ρ = .69, p < .05

5 Discussion

We conducted preliminary analyses of eye gaze activities during whole conversation of
HHI and HRI. The results showed that:

1. the participants gaze more at the partner’s body in HRI than in HHI,
2. the participants gaze more at the partner’s face in HHI than in HRI,
3. positive correlation between frequency of gazing toward partner’s face in HHI and

emotional stability of the participant,
4. positive correlation between average duration of gazing toward partner’s body in

HRI and openness to experience of the participant.

Results 1 and 2 suggest that the participants gaze more at the partner’s face in HHI
than in HRI. The degree of change in robot’s face is only blinking by changing colour
of the eye, which does not provide any information. This might be the reason why the
participants gaze less at the robot’s face compared to human face. The result 2 also shows
that the participants gaze longer at the robot’s body than at the human partner’s body. In
HRI condition, the robot moves its arms and head randomly during its utterances in the
conversation. This might be the reason that the participants gaze at the robot’s body in
order to understand the meaning of the gesture of the robot. Although, we need further
analyses in order to confirm why this difference occurs.

To confirm why the eye gaze activities in HHI and HRI differs, we conducted the
preliminary analyses considering participant’s personality. The result 3 shows that the
participants gaze at the human partner’s face more often if their emotion was stable,
although this tendency was not shown in HRI. This might be the reason that the social
politeness affects in the HHI, whereas they do not need to show that in HRI.

The Result 4 shows that the more participants are open to experience, the more they
gaze longer at the robot’s body. This might reinforce the previous interpretation that the
participants gaze at the robot’s body in order to understand its random movement. The
participants who is open mind to experience, which the interaction with the robot is not
common, might have interests to the robot’s gesture which seems it tries to tell some
information.

These results suggest that theremight be the difference of eye gaze activities between
interaction with human and robot. However, some participants tried to understand the
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robot’s gesture which they might think that there is some reason or meaning like human
do, where there is nomeaning in this condition. This suggests that the gesture of the robot
can compensate the participant’s understanding if the robot acts properly to the context of
the conversations. The results also suggest that the personality of the participants affects
their eye gaze activities so that establishing the smooth interaction with the robot needs
to consider the personality, at least from these preliminary analyses. These results even
revealed with the perceived personality, which was evaluated for each conversation, so
that the further analyses considering the changes of perceived personality and the context
of the conversations is needed in order to verify and predict how the participants use
their behavior during the conversations in those dynamic conditions.

6 Summary and Future Plan

We conducted the preliminary analyses of eye gaze activities in human-human and
human-robot interaction. The results show that the eye gaze activities are different
between interaction with human and robot, and the results also suggest that the general
perceived personality of the participants by the evaluators affect to the fixation location
of the gaze in both human-human interaction and human-robot interaction. These results
suggest that changing the robot’s behaviour for participant’s personality might be the
key to establish smooth interaction.

As we mentioned in this paper, this was the preliminary analyses. The further quan-
titative analyses of gesture, eye gaze activities and personality should be done in order to
reinforce those possibilities. We are now annotating the detail gesture of the participants
and human partners, and evaluating the participants’ personality for each utterances in
order to improve the accuracy of the analyses.

Acknowledgement. This paper is based on results obtained from a project commissioned by the
New Energy and Industrial Technology Development Organization (NEDO).
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Abstract. This investigation focused on gender- and generation-determined dif-
ferences regarding the need and use of Fitbit Facebook groups and the motivation
to join these groups. Therefore, we applied the Uses and Gratifications Theory
(U&GT) and Self-Determination Theory (SDT). This investigation aims to bet-
ter understand the needs of activity tracking technology users who joined these
groups. For this aim, we used an online survey. All in all, 268 participants are
analyzed in this investigation. Results reveal that there are only a few gender- and
generation-determined differences. This investigation draws on previous studies
and allows to expand further research and to stress factors that needed to be
considered.

Keywords: Fitbit Facebook groups · Uses and Gratifications Theory ·
Self-Determination Theory · Gender · Generations

1 Introduction

The importance of healthy living is a lifetime challenge. Being physically active can
secure well-being, improve quality of life, and reduce the sedentary lifestyle. According
to [1], “the failure to enjoy adequate levels of physical activity increases the risk of can-
cer, heart disease, stroke, and diabetes by 20–30% and shortens lifespan by 3–5 years.”
For a few years, companies such as Fitbit, Samsung, Garmin, and Huawei regularly
present new models of activity tracking technologies. These technologies enable users
to easily monitor, analyze, and to use health-metrics such as steps, heart rate, burned
calories, and sleep quality. According to [2], 30% of US citizens already use wristbands
to track activities. These wristbands try to support users to be physically more active
through setting step-goals, receiving reminders, or gamification elements (i.e., step chal-
lenges, achievements). Not only the promises activity tracking technologies reveal, but
the increasing adaption and interest of these technologies might show the capability of
these technologies. Studies already investigated the acceptance and usefulness of activ-
ity tracking technologies (i.e., [3, 5–7]). The activity tracking technology users surveyed
by [7] agree on the usefulness and the impact of activity trackers.

Besides the possibility to track health and fitness data, the corresponding mobile
applications of the activity tracking technologies such as Fitbit include the option of
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forming and maintaining a community. There, users can share information, post pic-
tures, achievements, or anything else on different topics. The offering of these com-
munities within the application can be supportive of regulating one’s objective. Within
communities, users can encourage each other or share information and answer questions.

Spaces to seek, produce, and share information online as well as to discuss topics
are widespread. From online forums to social networking sites (SNSs), there is a great
variety. Facebook is one of themost popular SNSswith about 2.45 billionmonthly active
users [8] and is today a digital space to connect, share information, and to pass the time.
Facebook enables to connect with Facebook users who are sharing diverse common
interests (e.g., political, housekeeping (e.g., cooking), health, and fitness). Facebook
offers more than 10 million Facebook groups [9]. Therefore, it comes as no real surprise
that the initial search for Fitbit groups yields many Facebook groups (both private and
public). About nine thousand Facebook users joined the private Facebook group Fitbit
Charge 2Group1, about three thousand the private Facebook groupFitbit UK2, and about
one thousand the private Facebook group Fitbit Charge 3 & Ionic Group3. This raises
the question why users of activity trackers are joining those online communities, since
activity tracking technologies have all the functionalities to be aware of one’s health and
fitness and improvement of being physically more active? First insights already showed
that the primary motivation to use fitness and health-related Facebook groups is to seek
for information [4].

Indeed, Facebook can be a source for getting health-related information. The study of
[10] showed that users of a Facebook group Talking about Vaccines are seeking informa-
tion on this topic as well. At least the quality and usefulness of the received information
are still individually evaluated and perceived. Regarding the thematic priority, Facebook
groups are of interest to users with a common interest and need to be connected [11].
Even if [11] concentrated on Facebook groups thematizing schizophrenia, findings such
as creating awareness, supporting users with this disorder could be general character-
istics of health- and fitness-related Facebook groups. Similar characteristics could be
stressed out in the study of [12]. Users of the investigated Facebook group shared clin-
ical information, were seeking for guidance and feedback, and emotional support [10].
A broad thematic view showed that within Facebook groups, specific health information
and experiences are shared and sought. Even though such Facebook groups seem to
occupy an important role, the study of [4] highlights that users who are using fitness-
and health-related Facebook groups would use their activity trackers also without using
the groups. The use of this kind of Facebook groups is crystallized as a supportive
opportunity to meet needs but not necessarily to continue the use of activity trackers [4].

To the best of our knowledge, there are several studies on Facebook groups regarding
health-related topics (i.e., [10–12]), but the research on activity tracker-related groups [4]
is still limited. Therefore, to expand the research and to better understand the benefits of
these groups as perceived by the users, the following investigation analyses motivations
to join Fitbit-related Facebook groups by applying two theories that have the potential to
complement each other. Firstly, we applied the Uses and Gratifications Theory (U&GT).

1 https://www.facebook.com/groups/1322932601106678/.
2 https://www.facebook.com/groups/663824983756452/.
3 https://www.facebook.com/groups/fitbitstar/.
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The theory claims that people are using a specificmedia source out of specific needs (e.g.,
seek for information). The U&GT is an adequate approach to better understand the need
for why users choose a particular media, but it is not telling which motivation underlies
to join these groups. Therefore, secondly, wemade use of the Self-Determination Theory
(SDT) to understand not only the need of users but also their motivation to join these
Fitbit-related Facebook groups as well. The core of the SDT is defined by different
motivational driving forces (extrinsic and intrinsic), which leads people to do activities
or decisions.

This investigation is a follow-up study and makes use of the collected data by [4]. In
association with activity tracking technologies, this study concentrates on Fitbit-related
Facebook groups. This investigation should create an added value in many ways. Firstly,
it will offer insights if there are gender- and generation-determined differences regarding
the need to use Fitbit-related Facebook groups. For this purpose, we apply the U&GT.
Secondly, to complete the reasons why users are using these groups, we applied the SDT
to allow insights if there are gender- and generation-determined differences as well.

First of all, the theoretical background will show related literature, as well as the
applied theories U&GT and SDT followed by the research questions. Subsequently, the
used methodology (online survey) and the preparation and applied statistical methods
to answer the research questions are presented. The results will be reasonably processed
to answer the research questions adequately. In the end, the results will be discussed in
order to develop implications.

2 Theoretical Background

In this section, we introduce the core of the used theories for this investigation and related
literature regarding gender- and generation-determined differences.

The Uses and Gratifications Theory enables an audience-centered investigation.
This approach leads to understandingwhyusers decided to use specificmedia concerning
the needs they desire to satisfy. U&GT traces back to the time of traditional media
channels, where the chosen media enables the seeking of different gratifications [13,
14]. Part of the U&GT is not only users’ seeking behavior for gratifications but also the
obtaining of them [15–17]. However, sought and obtained gratifications do not need to
accord with each other [17].

Today, the approach is used in different contexts, such as activity tracking technolo-
gies in general [18], activity tracking technologies with regard to social media or mobile
applications [4, 19], and diverse social media platforms [20–27]. There are different
types of gratifications detected and investigated. Four common gratifications, based on
[28] are information, self -presentation, socialization, and entertainment. According to
these four gratifications, the study by [29] confirmed that they were sought while partic-
ipating in Facebook groups as well. According to [4], activity tracking technology users
mainly look for the possibility to receive information within fitness- and health-related
Facebook groups. Nevertheless, apart from these four gratifications, [25] identified ten
motives “social interaction, information seeking, pass time, entertainment, […]” as well.
According to [24], the surveyed participants use Facebook, among others, for socializing
and communicating with their friends and obtaining information about social events. In
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the end, gratifications needed to be adapted and modified related to their context and the
investigated aim. Now, as we already know that there are several studies on the U&GT
and social media, what about gender-determined differences? Is there any evidence that
the sought and obtained gratifications differentiate regarding gender, especially in the
context of physical activity and activity tracking technologies?

According to [30], gender-specific differences are apparent. While women of their
study tsurvey within the Facebook groups.

end more to use SNSs regarding socializing aspects and getting social informa-
tion, men tend to use SNSs to seek general information [30]. By applying the U&GT,
[19] investigated the gender-determined information sharing behavior of physical activ-
ity within mobile applications, and Facebook. Furthermore, they found out that men
tend to share their results with others (achieved with the Runtastic mobile application)
more often than women in Facebook groups. Interestingly, from the surveyed Runtastic
users, 84.7% joined Facebook groups related to fitness-related Facebook groups (e.g.,
Runtastic) [19].

Apart from gender-determined differences, we are focusing on generation-
determined differences as well. According to [31], different generations use social media
platforms differently. Besides gender-specific differences, [19] investigated generation-
determined differences as well. Older participants are willingly sharing more results in
the fitness app Runtastic than younger participants [19]. For getting a comprehensive
insight, it is necessary to expand the gender- and generation-determined investigations
in this research area. While it is confirmed that some frequent gratifications appear (i.e.,
information, social aspects), it still remains uncertain if theymight be affected by aspects
such as gender and age. Especially since the “Facebook usage is significantly different
between gender, with 63% of men using the site compared to 75% of women […]” and
“it wide disparity among age groups” [9]. Therefore, based on the U&GT and the rarely
available investigations, we formulate the following research questions (RQ):

RQ1: To what extent do male and female activity tracker users differ regarding their
sought and obtained gratifications within the Fitbit Facebook groups?
RQ2: To what extent do the generations differ regarding the sought and obtained
gratification within the Fitbit Facebook groups?

The Self-Determination Theory states that motivation is not simply dichotomous
(intrinsic or extrinsic) [32, 33]. Extrinsic motivation is defined based on the source and to
what extent it is self-determined. Activities and decisions are distinguishable regarding
their external and internal nature. The more external circumstances influence actions,
the less self-determined people are [34]. According to [34, 35], extrinsic motivation can
be divided into four subcategories regarding their regulation nature external regulation,
introjected regulation, identified regulation, and integrated regulation. The external reg-
ulation is the lowest of all self-determinedmotivational actions. Someone is extrinsically
motivated if s/he is doing something only to avoid punishments or to get rewards. These
actions are leading back to external regulations. More self-determined actions within the
extrinsic motivation are characterized through the identified and integrated regulation.
Even though people identify external values with their values and recognize them as
harmonious, it is not the activity itself that is perceived enjoyable and leads to specific
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actions. This leads to intrinsic motivation. People are intrinsically motivated when they
perceive the activities themselves enjoyable and exciting. Here, the activity itself is at
the forefront. Actions based on intrinsic motivation are the strongest self-determined
ones [34, 35]. In the end, people are also able to do something without any reason or
intention. According to [34, 35], there is the talk of amotivation. Here, the regulation is
called impersonal and is motivated by having no intention at all, incompetence, or lack
of control [34, 35].

There are few studies which already investigated users’ driving motivational force
and willingness to share information about their physical activity on Facebook [36] or
to join health- and fitness-related Facebook groups [4]. According to [36], the surveyed
users of the mobile application Strava are rather intrinsically motivated to share their
physical activity status on Facebook. Further, surveyed users by [4] joined mostly out of
internal reasons, here because they were intrinsically motivated. There are also existing
a few studies combining physical activity intervention with the use of Facebook [37].
[37] stresses that more research is needed to understand the effect of Facebook regarding
physical activity intervention. They also mention “that the additional use of Facebook
may not have increased the level of physical activity participation significantly” [37].
Another study [38] found out that the use of Facebook can have a positive impact on
exercise motivation, even if using Facebook is related to external and introjected regula-
tion. Apart from concentrating on the SDT and Facebook, the study of [18] investigated
activity tracking technology users’ motivation based on the SDT. The participants were
both intrinsically and extrinsically (external and integrated regulation) motivated to use
the activity tracking technologies [18]. [39] stresses out that it is also crucial to investi-
gate the older populations regarding the SDT and their motivational regulations. Drawn
on the studies that already did the first step into understanding the SDT and the use of
Facebook, we would like to continue this research field by answering the following two
research questions:

RQ3:Towhat extent does users’ motivation to join Fitbit-related Facebook groups differ
based on gender?
RQ4: To what extent does the generations’ motivation to join Fitbit-related Facebook
groups differ?

3 Methods

3.1 Online Survey

The online survey was distributed from January 2018 to February 2018 on different
health- and fitness-related Facebook groups. The online survey was created with a free
online tool4. This investigation is using the dataset by [4] collected in 2018. As Fitbit
is vigorously investigated comparing to the other activity tracking technology brands,
we decided to restrict the sample. Investigations around Fitbit are mostly focusing on
interventions, the accuracy, the feasibility, and the acceptance of them. Therefore, we
concentrated only on Fitbit-related Facebook groups, where the survey back then was

4 https://www.esurveycreator.com.

https://www.esurveycreator.com
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distributed. The administrators or moderators were asked through a direct Facebook
message, if it is allowed to share the survey within the Facebook groups. All in all, the
sample of 268 participants is connected to one of eight Fitbit-related Facebook groups
selected for this investigation. The survey can be divided into three parts. Firstly (1),
the survey contains questions regarding demographics (i.e., gender and age) and gen-
eral questions to verify that the participants were a member of the surveyed Facebook
group. Secondly (2), eight items were assigned to the U&GT to investigate the sought
and obtained gratifications. The gratifications investigated for both sought and obtained
are information, self -presentation, socialization, and entertainment [28]. Sought grati-
fications were formulated with “I use this Facebook group, because I’m looking for the
possibility…” while obtained gratifications were introduced with the sentence “The use
of the Facebook group actually enables me...” Thirdly (3), the last section represents
the statements (all in all seven statements) based on the SDT. All statements, according
to Theory Sect. (2) and (3), are equipped with a 7-point Likert scale from 1–‘Strongly
Disagree’ to 7–‘Strongly Agree.’ The survey was available both in German and English
and was pretested by five persons.

3.2 Data Preparation and Statistical Analysis

The data was prepared and analyzed with the Syntax of IBM SPSS Statistics 26. The
answer possibility I don’t know was coded as missing value; otherwise, statistical calcu-
lations are getting falsified. The data compiled through the Likert scale were handled as
ordinal-scaled as some of the variables were not normally distributed. This was tested
with the Shapiro-Wilk test. Because we handled our data as ordinally scaled, we used
two nonparametric tests to investigate differences regarding the distributions.

To investigate if there are gender-determined differences (RQ1 & RQ3), we used the
Mann-Whitney U test by using the new dialog fields instead of the legacy dialogs. The
Mann-WhitneyU test is a nonparametric rank-based test based on two groups on an inde-
pendent variable, here gender (female, male) and a dependent ordinal-scaled variable
such as statements with a Likert scale [40]. To investigate generation-determined differ-
ences (RQ2&RQ4), we used the Kruskal-Wallis H test (new dialog fields within SPSS),
because we have more than two groups of generations [41]. To determine generation-
determined differences, the grouping of participants’ age, based on [31] (Silver Surfers
(older than 59 years old), Generation X (between 40 and 59 years old), Generation Y
(between 24 and 39 years old), Generation Z (younger than 24 years old), was needed.

4 Results

4.1 Gender-Determined Differences Regarding Their Sought and Obtained
Gratifications Within the Fitbit Facebook Groups (RQ1)

Table 1 shows that there are no gender-determined differences regarding the distribution
of the sought gratifications. Female and male participants are looking mainly for the
possibility to receive information (Median equals 6 (Agree)) and are not looking for self-
presentation (Median equals 2 (Disagree)). Further, regarding the sought gratification
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socialization, the interquartile range (IQR) for the female participants is higher than for
the male participants. This indicates that even if the median equals 4 (Neither Agree nor
Disagree), female participants’ answers are strongly scattered around this value.

Table 1. Gender-determined differences regarding sought gratifications, N= 267. Abbrev. Mean
Rank (MR), Median (Mdn), Interquartile Range (IQR), Mann-Whitney U Test (U Test), p< .05*,
p < .01**, p < .001***.

Sought gratifications Descriptive statistics Rank-based nonparametric
test

Gender N MR Mdn IQR U test

Information Male 25 130.96 6 2 U = 2949.000, z = −.112,
p > .05Female 239 132.66 6 2

Self-presentation Male 25 132.32 2 3.5 U = 2983.000, z = .131,
p > .05Female 235 130.31 2 3

Socialization Male 25 142.06 4 2 U = 3226.500, z = .703,
p > .05Female 238 130.94 4 4

Entertainment Male 25 142.82 4 2 U = 3245.500, z = .797,
p > .05Female 237 130.31 4 2

According to Appendix 1, the aggregated values of participants who disagree that
they are looking for the possibility to socialize (Likert values (1)–(3)) are about 45%
out of 238 female participants. The median for female and male participants regarding
sought gratification entertainment equals 4. Nevertheless, if we add the values from (1)
to (3) (see Appendix 1) for the sought gratification entertainment, the results show that
female and male participants agree on any level that they are seeking for the possibility
to be entertained within the Fitbit groups.

According to Table 2, this investigation shows no significant gender-determined
differences regarding the distribution of the obtained gratifications, even if there are few
differences recognizable. Female participants (81.6%out of 239 female participants) and
male participants (72% out of 25 male participants) agree that using the Fitbit Facebook
group enables them to receive information (see Appendix 2). As for male participants,
the median for obtained gratification self -presentation equals 3 (Somewhat Disagree),
and for female participants, the median equals 4 (Neither Agree nor Disagree).

According to the general distribution and the aggregating of values (see Appendix 2),
female participants equally tend to disagree more (46.7% out of 201 female participants)
and to agree a little less (42.3% out of 201 female participants). The answers of male
participants are distributed differently since there are 56% out of 25 male participants
fully disagreeing (aggregating all levels of disagreement).
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Table 2. Gender-determined differences regarding obtained gratifications, N = 267. Abbrev.
Mean Rank (MR), Median (Mdn), Interquartile Range (IQR), Mann-Whitney U Test (U Test),
p<.05*, p < .01**, p < .001***.

Obtained gratifications Descriptive statistics Rank-based nonparametric
test

Gender N MR Mdn IQR U test

Information Male 25 121.20 6 3 U = 2705.000, z = −.810,
p > .05Female 239 133.68 6 2

Self-presentation Male 25 99.90 3 2.5 U= 2172.500, z=−1.116,
p > .05Female 201 115.19 4 3.5

Socialization Male 25 117.86 5 2.5 U = 2621.500, z = −.128,
p > .05Female 213 119.69 4 3

Entertainment Male 25 113.02 4 2 U = 2500.500, z = −.989,
p > .05Female 227 127.98 5 3

4.2 Generation-Determined Differences Regarding Their Sought and Obtained
Gratifications Within the Fitbit Facebook Groups (RQ2)

According toTable 3, theKruskal-WallisH test reports that agreeing on seeking for infor-
mation (reason to join Fitbit Facebook groups) significantly differed between genera-
tions, H(3)= 8.555, p= .036. Considering the sought gratifications of self -presentation,
socialization, and entertainment, there are no significant generation-determined differ-
ences detected. Even though Silver Surfers tend to agree (Median equals 5 (Somewhat
Agree)) more than the other generations that they are using the Fitbit Facebook groups
because they are looking for the possibility to socialize (i.e., being motivated for chal-
lenges, and emotional reinforcement). As the participants already use the Fitbit Facebook
groups, the question arises whether there are existing generation-determined differences
regarding the obtained gratifications. According to Table 4, the Kruskal-Wallis H test
reports that agreeing on obtaining information (during the use of Fitbit Facebook groups)
significantly differed between generations, H(3) = 9.390, p = .025.
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Table 3. Generation-determined differences regarding sought gratifications, N = 268. Abbrev.
Generation (Gen.), Silver Surfers (SS), Generation X (GX), Generation Y (GY), Generation Z
(GZ), Mean Rank (MR), Median (Mdn), Interquartile Range (IQR), Kruskal-Wallis H Test (H
Test), p < .05*, p < .01**, p < .001***.

Sought
gratifications

Descriptive statistics Rank-based nonparametric test

Gen. N MR Mdn IQR H test

Information SS 12 158.17 7 1.75 H(3) = 8.555,
p = .036*

GX 105 143.78 7 2

GY 130 125.04 6 2

GZ 17 101.74 6 1.5

Self-presentation SS 12 163.21 4 5.75 H(3) = 3.008,
p > .05

GX 101 125.48 2 3

GY 131 132.86 2 3

GZ 17 126.76 2 3

Socialization SS 12 152.08 5 4.75 H(3) = 3.616,
p > .05

GX 104 140.24 4 4

GY 131 126.95 4 3

GZ 17 114.09 3 3

Entertainment SS 12 135.17 4 3.75 H(3) = .681,
p > .05

GX 103 135.08 4 3

GY 131 130.89 4 2

GZ 17 119.71 4 3.5

4.3 Gender-Determined Motivation to Join Fitbit-Related Facebook Groups
(RQ3)

The need why users decided to use Fitbit Facebook groups enables the first insight, but
what about the motivation, which leads to the decision to join these groups. All in all,
Table 5 shows that theMann-Whitney U test revealed one significant difference between
female (Mean Rank = 131.16) and male participants (Mean Rank = 145.90) regarding
the external regulations. Even though the median is equal for both, the mean rank for
the male participants is higher. This shows that male participants tend to disagree a
little bit less than female participants. According to Table 5, both female and male
participants mainly agree that they joined the Fitbit Facebook group out of intrinsic
motivation. These Fitbit Facebook groups are for both male and female participants not
only as pastime, as both are mainly disagreeing that they joined this group because they
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Table 4. Generation-determined differences regarding sought gratifications, N = 268. Abbrev.
Generation (Gen.), Silver Surfers (SS), Generation X (GX), Generation Y (GY), Generation Z
(GZ), Mean Rank (MR), Median (Mdn), Interquartile Range (IQR), Kruskal-Wallis H Test (H
Test), p < .05*, p < .01**, p < .001***.

Obtained
gratifications

Descriptive statistics Rank-based nonparametric test

Gen. N MR Mdn IQR H test

Information SS 12 155.42 6.5 2 H(3) = 9.390,
p = .025*

GX 105 144.83 6 2

GY 131 119.19 5 3

GZ 17 150.50 6 2

Self-presentation SS 11 120.14 5 5 H(3) = 1.314,
p > .05

GX 88 116.43 4 4

GY 113 109.77 3 3

GZ 15 127.10 5 4

Socialization SS 11 126.32 4 3 H(3) = .676,
p > .05

GX 91 123.85 5 3

GY 121 116.67 4 3

GZ 16 118.94 5 3.75

Entertainment SS 12 123.79 4.5 2.5 H(3) = 1.503,
p > .05

GX 98 133.97 5 3

GY 127 122.55 4 3

GZ 16 122.03 4.5 3

were bored. Regarding the determined extrinsic regulations, the more self-determined
the regulations are (identified and integrated regulation), the more the median value
increases.

4.4 Generation-Determined Motivation to Join Fitbit-Related Facebook Groups
(RQ4)

When analyzing the generation-determined differences, theKruskal-WallisH test reveals
only generation-determineddifferences for the amotivationBoredom.According toTable
6, the Kruskal-Wallis H test reports that the amotivation (Boredom) (reason to join Fitbit
Facebook groups) significantly differed between generations, H(3)= 10.542, p= .014.
The mean rank for Generation Y (139.10) is higher than for Generation Silver Surfer
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Table 5. Gender-determined differences regarding the motivation, N= 267. Abbrev. Mean Rank
(MR), Median (Mdn), Interquartile Range (IQR), Mann-Whitney U Test (U Test), p < .05*, p <

.01**, p < .001***.

Self-determination Descriptive statistic Rank-based
nonparametric
test

Motivation Regulation Gender N MR Mdn IQR U Test

Extrinsic External Male 24 145.90 1 0 U = 3201.500,
z = 2.180,
p = .029*

Female 240 131.16 1 0

Introjected Male 24 147.00 1 0 U = 3228.000,
z = 1.921,
p > .05

Female 240 131.05 1 0

Identified Male 24 118.90 3 3.75 U = 2553.500,
z = −.643,
p > .05

Female 231 128.95 4 3

Integrated Male 23 108.39 4 4 U = 2217.00,
z = −.476,
p > .05

Female 205 115.19 4 3

Intrinsic Intrinsic Male 24 113.08 5 3.75 U = 2414.000,
z = −1.306,
p > .05

Female 239 133.90 5 3

Amotivation
(“Boredom”)

Non-regulation Male 24 126.88 1 2 U = 2745.000,
z = .069,
p > .05

Female 227 125.91 1 2

Amotivation
(“Just for heck
of it”)

Non-regulation Male 24 127.71 4 3.5 U = 2765.000,
z = −.161,
p > .05

Female 235 130.23 3 4

(90.67). Even if both generations still tend to disagree that they joined the Fitbit Facebook
groups out of boredom, Generation Y tends a little bit less to disagree overall. Likewise,
this is similar to Generation X (Mean Rank = 129.36) and Generation Y (Mean Rank
= 139.10). Nevertheless, all four generations mainly agree that they joined the Fitbit
Facebook group because it was a self-determined decision and intrinsically regulated
(Table 6).

5 Discussion

The investigation’s aim was the identification of gender- and generation-determined
differences regarding the motivation and need to join and use Fitbit Facebook groups.
In doing so, the investigation revealed, except for a few significant differences, that both
female and male participants and the four investigated generations have similar needs
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and motivational reasons. For this study, we used a dataset (based on an online survey)
that was already collected in 2018.

Table 6. Generation-determined differences regarding the motivation, N = 268. Abbrev.
Generation (Gen.), Silver Surfers (SS), Generation X (GX), Generation Y (GY), Generation Z
(GZ), Mean Rank (MR), Median (Mdn), Interquartile Range (IQR), Kruskal-Wallis H Test (H
Test), p < .05*, p < .01**, p < .001***.

Self-determination Descriptive statistics Rank-based nonparametric test

Motivation Regulation Gen. N MR Mdn IQR H test

Extrinsic External SS 12 135.75 1 0 H(3) = 1.290,
p > .05

GX 103 132.83 1 0

GY 133 133.91 1 0

GZ 17 125.00 1 0

Introjected SS 12 120.50 1 0 H(3) = 1.499,
p > .05

GX 103 132.39 1 0

GY 133 134.21 1 0

GZ 17 136.03 1 0

Identified SS 12 125.33 4 1.75 H(3) = 1.560,
p > .05

GX 101 122.21 3 5

GY 126 132.21 4 3

GZ 17 140.59 4 3.5

Integrated SS 12 124.21 4 2.75 H(3) = 1.214,
p > .05

GX 93 109.49 3 4

GY 109 118.09 4 3

GZ 15 119.30 4 2

Intrinsic Intrinsic SS 12 173.63 6 2 H(3) = 5.059,
p > .05

GX 103 129.36 5 3

GY 132 133.77 5 3

GZ 17 112.65 5 2

Amotivation
(“Boredom”)

Non-regulation SS 12 90.67 1 0 H(3) = 10.542,
p = .014**

GX 100 117.07 1 1

GY 123 139.10 2 3

GZ 17 116.12 1 1.5

Amotivation (“Just for
heck of it”)

Non- regulation SS 12 120.83 3.5 4 H(3) = .359,
p > .05

GX 102 129.95 4 5

GY 128 131.67 3 4

GZ 17 124.21 2 5



Users of Fitbit Facebook Groups 525

Answering RQ1 shows that both female and male participants are mainly looking
for the possibility to seek for information. Here, there are no gender-determined differ-
ences. All in all, Facebook is recognized as a digital space for exchanging information
on different topics. Individuals who joined Facebook and Facebook groups bring along
different experiences, and varying amounts of knowledge, which might be enriching.
For a better understanding of which kind of information female and male participants
are looking for, further studies are needed. According to [24], participants obtained
information about social events. Here, we do not know exactly what kind of informa-
tion participants sought and obtained. For this approach, a content analysis of postings
could be useful, as the content itself can be characterized. As this study investigated
the gratification sought information very broadly, a subdivision in different types of
information might show gender-determined differences and overall varying distribution
regarding the agreement as well. An assumption for non-gender-determined differences
could be the fact that the use of Fitbit Facebook groups for information is predefined by
the groups itself. Some Facebook groups have descriptions, where the main aim might
be the exchange of information. Therefore, users who joined this group might share a
common need and interest.

Interestingly, according to [19],wheremen tend to share their resultswith othersmore
than women in Facebook groups could not be confirmed by this study. On the contrary,
both female andmale participantsmainly disagree (Median equals 2 (Disagree)) that they
are looking for the possibility to show their success, aims, and obtained achievements.
Here the question arises if there are other factors that could affect the need for self-
presentation. For example, how long do the participants have their activity tracking
device? If they had the wearable for a long-time, the need to share the results might
decrease. Further, it also can depend on the reason, why users bought an activity tracking
device. In the beginning, users might be enthusiastic and excited, for example, collecting
and sharing badges. Further, the behavioral stage might play an important role, as well.
For instance, if they are at the beginning of changing their behavior, to be physically
more active, sharing their success might be more important than later. According to the
obtained gratifications, there are no significant gender-determined differences.

The results for RQ2 show that there are existing generation-determined differences
regarding the sought gratification information. Interestingly, even if the sample size for
the Silver Surfers is small, the mean rank for sought information is the highest. This
could indicate that especially the older participants have an increased need to receive
information in a straightforward setting. All they need is a Facebook account and to join
a Facebook group. Further, according to [9], the elderly population is more and more
joining Facebook. Also, if the generation-determined differences regarding socialization
are not statically significant, it is still evident that the Silver Surfers tend to somewhat
agree that they are seeking for the possibility to get social support such as an invita-
tion for challenges or emotional reinforcement. As the sample size of the Silver Surfers
is small, in-depth interviews might be reasonable to understand better why the Silver
Surfer somewhat agree that they are looking for this possibility and also if it is easier
to get it through the Facebook group. We assume that for the generation Silver Surfers,
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it might be more challenging to connect with other Fitbit users as compared to younger
participants who might be surrounded by more users in their everyday life. Therefore,
those Fitbit Facebook groups might be a chance for the Silver Surfers to get social
contacts supporting them in being physically more active and motivated. The general-
ization of this assumption needs further studies. Besides the sought gratifications, are
there generation-determined differences regarding the obtained gratifications? There is
one significant generation-determined difference in obtaining information. Interestingly,
while Silver Surfersmainly somewhat agree that they are using the Fitbit Facebook group
to socialize, they also primarily somewhat agree that the Fitbit groups indeed enable it.

RQ1 and RQ2 are focusing on the sought and obtained gratifications, the results of
RQ3 show to what extent the decision to join a Facebook was self-determined, and if
there are gender-determineddifferences.Male and female participants significantly differ
regarding external regulation. All in all, female andmale participants havemainly joined
the Fitbit Facebook group based on intrinsic regulation. Based on the results, we assume
to have some bearing on the sought gratification information and themotivational driving
forces. We know that the female and male participants sought mainly for information.
This indicates they have a specific need and did not join the group because they were
bored. Further, it could be assumed that the participants joined other Facebook groups
as well and experienced information exchange. This could be a reason why they prefer
to join Fitbit Facebook groups to receive information as well.

Last but not least, answering RQ4 focused on generation-determined differences
regarding the SDT. In contrast to the one gender-determined significant difference,
here the Kruskal-Wallis H test revealed generation-differences based on the amotiva-
tion (Boredom). But, overall, participants did not join Fitbit Facebook groups out of
boredom.

6 Conclusion

Based on answering the research questions (RQ1–RQ4), what are the take-home
messages?

First of all, it should be mentioned that this study has some limitations. As this
investigation focused on gender- and generation-determined differences, the sample
size for male participants and as well as for Generation Z and Silver Surfer, is rather
small. According to [9], the elderly population is joining Facebook more and more.
Therefore, there is a further study needed. As it is a non-probabilistic distributed survey,
the controlling of getting specific participants from each group is not possible, as we do
not know how the distribution of the groups looks like. Further, as this study focused
only on two aspects (gender and age), other factors might influence the results as well.
How long do the participants have and use their wearable? Might this factor influence
the need to self-present and socialize? Here it would be adequate to have a sample with
newbies as well as users like in this one, who have their wearable up to 1–3 years or
more.
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According to the U&GT, it could be necessary to sub define gratifications, especially
the gratifications self -presentation and socialization, as they were equipped with a lot of
examples. This could help to see which aspects exactly are sought and obtained by the
participants. Nevertheless, this investigation shows that there are only a few differences
regarding gender- and generation-determined differences. But this might indicate that
regarding Fitbit groups, the participants are pursuing similar aims and have the same
needs. Especially if one is considering the description of the groups, they already point
out what the focus of this group is. For example, there are existing groups only for
challenges and motivation and then groups where they exchange information such as
technical support.

In the end, the circumstances that the elderly population is joining Facebook more
and more [9], could be used to integrate them in Fitbit groups and to ask for their
(information) need specifically. Even if the study of [4] shows that participants would
use their activity tracker also without the groups, these groups might still be supportive
to be physically active. Here, it would be necessary to investigate Fitbit groups which
are focusing on challenges and motivation.

Summarized, this study indicates that there are only a few gender- or generation-
determined differences of questioned aspects (such as sought or obtained gratifications
and the motivational source).

Appendix 1

Sought 
Gra�fica�ons

Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

Informa�on

Male 25
1

(4.0%)
1

(4.0%)
1

(4.0%)
1

(4.0%)
3

(12.0%)
8

(32.0%)
10

(40.0%)

12% 4.0% 84%

Female 239
3

(1.3%)
3

(1.3%)
14

(5.9%)
21

(8.8%)
45

(18.8%)
44

(18.4%)
109

(45.6%)

8.5% 8.8% 82.8%

Self-
Presenta�on

Male 25
8

(32.0%)
5

(20.0%)
4

(16.0%)
2

(8.0%)
2

(8.0%)
0

(0.0%)
4

(16.0%)

68% 8.0% 24%

Female 235
80

(34.0%)
40

(17.0%)
32

(13.6%)
31

(13.2%)
16

(6.8%)
17

(7.2%)
19

(8.1%)

64.6% 13.2% 22.1%

Socializa�on

Male 25
2

(8.0%)
2

(8.0%)
4

(16.0%)
7

(28.0%)
5

(20.0%)
2

(8.0%)
3

(12.0%)

32% 28.0% 40%

Female 238
44

(18.5%)
30

(12.6%)
33

(13.9%)
35

(14.7%)
32

(13.4%)
30

(12.6%)
34

(14.3%)

45% 14.7% 40.3%

Entertainment

Male 25
1

(4.0%)
2

(8.0%)
3

(12.0%)
7

(28.0%)
6

(24.0%)
2

(8.0%)
4

(16.0%)

24% 28.0% 48%

Female 237
19

(8.0%)
28

(11.8%)
32

(13.5%)
56

(23.6%)
45

(19.0%)
31

(13.1%)
26

(11.0%)

33.3% 23.6% 43.1%
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Appendix 2

Obtained Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

Male 25
1

(4.0%)
2

(8.0%)
2

(8.0%)
2

(8.0%)
4

(16.0%)
6

(24.0%)
8

(32.0%)
20.0% 8.0% 72%

Female 239
4

(1.7%)
6

(2.5%)
12

(5.0%)
22

(9.2%)
61

(25.5%)
41

(17.2%)
93

(38.9%)
9.2% 9.2% 81.6%

Self-
Male 25

4
(16.0%)

7
(28.0%)

3
(12.0%)

5
(20.0%)

2
(8.0%)

2
(8.0%)

2
(8.0%)

56% 20.0% 24%

Female 201
41

(20.4%)
25

(12.4%)
28

(13.9%)
22

(10.9%)
35

(17.4%)
15

(7.5%)
35

(17.4%)
46.7% 10.9% 42.3%

Male 25
3

(12.0%)
3

(12.0%)
2

(8.0%)
4

(16.0%)
8

(32.0%)
0

(0.0%)
5

(20.0%)
32% 16.0% 52%

Female 213
28

(13.1%)
17

(8.0%)
25

(11.7%)
45

(21.1%)
25

(11.7%)
33

(15.5%)
40

(18.8%)
32.8% 21.1% 46%

Entertainment

Male 25
2

(8.0%)
1

(4.0%)
4

(16.0%)
7

(28.0%)
7

(28.0%)
2

(8.0%)
2

(8.0%)
28% 28.0% 44%

Female 227
14

(6.2%)
20

(8.8%)
26

(11.5%)
50

(22.0%)
45

(19.8%)
30

(13.2%)
42

(18.5%)
26.5% 22.0% 51.5%

Appendix 3

Sought Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

Silver S. 12
0

(0%)
0

(0%)
0

(0%)
2

(16.7%)
1

(8.3%)
1

(8.3%)
8

(66.7%)
0% 16.7% 83.3%

Gen. X 105
2

(1.9%)
4

(3.8%)
2

(1.9%)
6

(5.7%)
15

(14.3%)
21

(20.0%)
55

(52.4%)
7.6% 5.7% 86.7%

Gen. Y 130
2

(1.5%)
0

(0%)
12

(9.2%)
11

(8.5%)
28

(21.5%)
24

(18.5%)
53

(40.8%)
10.7% 8.5% 80.8%

Gen. Z 17
0

(0%)
0

(0%)
1

(5.9%)
3

(17.6%)
4

(23.5%)
6

(35.3%)
3

(17.6%)
5.9% 17.6% 76.4%

Self-

Silver S. 12
3

(25.0%)
2

(16.7%)
0

(0%)
2

(16.7%)
0

(0%)
1

(8.3%)
4

(33.3%)
41.7% 16.7% 41.6%

Gen. X 101
39

(38.6%)
14

(13.9%)
15

(14.9%)
14

(13.9%)
4

(4.0%)
5

(5.0%)
10

(9.9%)
67.4% 13.9% 18.9%

Gen. Y 131
40

(30.5%)
26

(19.8%)
19

(14.5%)
15

(11.5%)
13

(9.9%)
10

(7.6%)
8

(6.1%)
64.8% 11.5% 23.6%

Gen. Z 17
6

(35.3%)
3

(17.6%)
2

(11.8%)
3

(17.6%)
1

(5.9%)
1

(5.9%)
1

(5.9%)
64.7% 17.6% 17.7%

Silver S. 12
3

(25.0%)
0

(0%)
0

(0%)
1

(8.3%)
5

(41.7%)
0

(0%)
3

(25.0%)
25.0% 8.3% 66.7%

Gen. X 104
19

(18.3%)
8

(7.7%)
15

(14.4%)
13

(12.5%)
16

(15.4%)
15

(14.4%)
18

(17.3%)
40.4% 12.5% 47.1%

Gen. Y 131
21

(16.0%)
20

(15.3%)
18

(13.7%)
28

(21.4%)
13

(9.9%)
17

(13.0%)
14

(10.7%)
45% 21.4% 33.6%

Gen. Z 17
3

(17.6%)
4

(23.5%)
4

(23.5%)
0

(0%)
3

(17.6%)
1

(5.9%)
2

(11.8%)
64.6% 0% 35.3%

Entertainment

Silver S. 12
2

(16.7%)
1

(8.3%)
1

(8.3%)
3

(25.0%)
0

(0%)
3

(25.0%)
2

(16.7%)
33.3% 25% 41.7%

Gen. X 103
11

(10.7%)
11

(10.7%)
14

(13.6%)
17

(16.5%)
22

(21.4%)
10

(9.7%)
18

(17.5%)
35.0% 16.5% 48.6%

Gen. Y 131
6

(4.6%)
13

(9.9%)
18

(13.7%)
42

(32.1%)
25

(19.1%)
18

(13.7%)
9

(6.9%)
28.2% 32.1% 39.7%

Gen. Z 17
1

(5.9%)
5

(29.4%)
2

(11.8%)
1

(5.9%)
4

(23.5%)
3

(17.6%)
1

(5.9%)
47.1% 5.9% 47%
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Appendix 4

Obtained Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

Silver S. 12
0

(0%)
0

(0%)
0

(0%)
1

(8.3%)
3

(25.0%)
2

(16.7%)
6

(50%)
0% 8.3% 91.7%

Gen. X 105
2

(1.9%)
5

(4.8%)
5

(4.8%)
4

(3.8%)
24

(22.9%)
15

(14.3%)
50

(47.6%)
11.5% 3.8% 84.8%

Gen. Y 131
3

(2.3%)
3

(2.3%)
9

(6.9%)
19

(14.5%)
34

(26.0%)
24

(18.3%)
39

(29.8%)
11.5% 14.5% 74.1%

Gen. Z 17
0

(0%)
0

(0%)
0

(0%)
0

(0%)
5

(29.4%)
6

(35.3%)
6

(35.3%)
0% 0% 100%

Self-

Silver S. 11
3

(27.3%)
1

(9.1%)
0

(0%)
0

(0%)
4

(36.4%)
2

(18.2%)
1

(9.1%)
36.4% 0% 63.7%

Gen. X 88
19

(21.6%)
11

(12.5%)
11

(12.5%)
10

(11.4%)
13

(14.8%)
5

(5.7%)
19

(21.6%)
46.6% 11.4% 42.1%

Gen. Y 113
21

(18.6%)
18

(15.9%)
19

(16.8%)
15

(13.3%)
18

(15.9%)
6

(5.3%)
16

(14.2%)
51.3% 13.3% 35.4%

Gen. Z 15
2

(13.3%)
2

(13.3%)
1

(6.7%)
2

(13.3%)
3

(20.0%)
4

(26.7%)
1

(6.7%)
33.3% 13.3% 53.4%

Silver S. 11
1

(9.1%)
0

(0%)
2

(18.2%)
3

(27.3%)
1

(9.1%)
2

(18.2%)
2

(18.2%)
27.3% 27.3% 45.5%

Gen. X 91
13

(14.3%)
7

(7.7%)
10

(11.0%)
15

(16.5%)
14

(15.4%)
10

(11.0%)
22

(24.2%)
33% 16.5% 50.6%

Gen. Y 121
14

(11.6%)
12

(9.9%)
12

(9.9%)
31

(25.6%)
16

(13.2%)
18

(14.9%)
18

(14.9%)
31.4% 25.6% 43.0%

Gen. Z 16
3

(18.8%)
1

(6.3%)
3

(18.8%)
0

(0%)
3

(18.8%)
3

(18.8%)
3

(18.8%)
43.9% 0% 56.4%

Entertainment

Silver S. 12
1

(8.3%)
1

(8.3%)
1

(8.3%)
3

(25.0%)
3

(25.0%)
1

(8.3%)
2

(16.7%)
24.9% 25.0% 50.0%

Gen. X 98
11

(11.2%)
6

(6.1%)
8

(8.2%)
17

(17.3%)
20

(20.4%)
14

(14.3%)
22

(22.4%)
25.5% 17.3% 57.1%

Gen. Y 127
4

(3.1%)
12

(9.4%)
17

(13.4%)
35

(27.6%)
27

(21.3%)
14

(11.0%)
18

(14.2%)
25.9% 27.6% 46.5%

Gen. Z 16
0

(0%)
2

(12.5%)
4

(25.0%)
2

(12.5%)
3

(18.8%)
3

(18.8%)
2

(12.5%)
37.5% 12.5% 50.1%

Appendix 5

Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

External 
Male 24

20
(83.3%)

3
(12.5%)

0
(0%)

0
(0%)

0
(0%)

0
(0%)

1
(4.2%)

95.8% 0% 4.2%

Extrinsic

Female 240
228

(95.0%)
1

(0.4%)
0

(0%)
1

(0.4%)
2

(0.8%)
0

(0%)
8

(3.3%)
95.4% 0.4% 4.1%

Introjected
Male 24

19
(79.2%)

3
(12.5%)

0
(0%)

1
(4.2%)

0
(0%)

0
(0%)

1
(4.2%)

91.7% 4.2% 4.2%

Female 240
220

(91.7%)
8

(3.3%)
2

(0.8%)
1

(0.4%)
0

(0%)
0

(0%)
9

(3.8%)
95.8% 0.4% 3.8%

Male 24
5

(20.8%)
3

(12.5%)
5

(20.8%)
4

(16.7%)
1

(4.2%)
5

(20.8%)
1

(4.2%)
54.1% 16.7% 29.2%

Female 231
45

(19.5%)
34

(14.7%)
20

(8.7%)
46

(19.9%)
29

(12.6%)
30

(13.0%)
27

(11.7%)
42.9% 19.9% 37.3%

Integrated
Male 23

7
(30.4%)

3
(13.0%)

1
(4.3%)

5
(21.7%)

4
(17.4%)

3
(13.0%)

0
(0%)

47.7% 21.7% 30.4%

Female 205
47

(22.9%)
24

(11.7%)
28

(13.7%)
46

(22.4%)
28

(13.7%)
17

(8.3%)
15

(7.3%)
48.3% 22.4% 29.3%

Intrinsic Intrinsic

Male 24
0

(0%)
4

(16.7%)
4

(16.7%)
3

(12.5%)
3

(12.5%)
4

(16.7%)
6

(25.0%)
33.4% 12.5% 54.2%

Female 239
7

(2.9%)
8

(3.3%)
16

(6.7%)
37

(15.5%)
55

(23.0%)
53

(22.2%)
63

(26.4%)
12.9% 15.5% 71.6%

(“Boredom”)
Non-

Male 24

14
(58.3%)

2
(8.3%)

3
(12.5%)

1
(4.2%)

2
(8.3%)

1
(4.2%)

1
(4.2%)

79.1% 4.2% 16.7%

Female 227

127
(55.9%)

39
(17.2%)

13
(5.7%)

20
(8.8%)

17
(7.5%)

4
(1.8%)

7
(3.1%)

78.8% 8.8% 12.4%

(“Just for 
heck of it”)

Non-
Male 24

6
(25.0%)

5
(20.8%)

0
(0%)

7
(29.2%)

3
(12.5%)

0
(0%)

3
(12.5%)

45.8% 29.2% 25.0%

Female 235
74

(31.5%)
28

(11.9%)
21

(8.9%)
27

(11.5%)
27

(11.5%)
26

(11.1%)
32

(13.6%)
52.3% 11.5% 36.2%
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Appendix 6

Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

External

Silver S. 12
11

(91.7%)
0

(0%)
0

(0%)
1

(8.3%)
0

(0%)
0

(0%)
0

(0%)
91.7% 8.3% 0%

Gen. X 103
97

(94.2%)
1

(1.0%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
5

(4.9%)
95.2% 0% 4.9%

Gen. Y 133
124

(93.2%)
3

(2.3%)
0

(0%)
0

(0%)
2

(1.5%)
0

(0%)
4

(3.0%)

Extrinsic

95.5% 0% 4.5%

Gen. Z 17
17

(100%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
100% 0% 0%

Introjected

Silver S. 12
12

(100%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
100% 0% 0%

Gen. X 103
94

(91.3%)
2

(1.9%)
0

(0%)
1

(1.0%)
0

(0%)
0

(0%)
6

(5.8%)
93.2% 1.0% 5.8%

Gen. Y 133
119

(89.5%)
9

(6.8%)
0

(0%)
1

(0.8%)
0

(0%)
0

(0%)
4

(3.0%)
96.3% 0.8% 3.0%

Gen. Z 17
15

(88.2%)
0

(0%)
2

(11.8%)
0

(0%)
0

(0%)
0

(0%)
0

(0%)
100% 0% 0%

Silver S. 12
1

(8.3%)
2

(16.7%)
2

(16.7%)
5

(41.7%)
0

(0.0%)
1

(8.3%)
1

(8.3%)
41.7% 41.7% 16.6%

Gen. X 101
26

(25.7%)
14

(13.9%)
11

(10.9%)
15

(14.9%)
8

(7.9%)
13

(12.9%)
14

(13.9%)
50.5% 14.9% 34.7%

Gen. Y 126
22

(17.5%)
18

(14.3%)
10

(7.9%)
26

(20.6%)
20

(15.9%)
17

(13.5%)
13

(10.3%)
39.7% 20.6% 39.7%

Gen. Z 17
1

(5.9%)
3

(17.6%)
2

(11.8%)
4

(23.5%)
2

(11.8%)
5

(29.4%)
0

(0%)
35.3% 23.5% 41.2%

Integrated

Silver S. 12
2

(16.7%)
1

(8.3%)
2

(16.7%)
3

(25.0%)
2

(16.7%)
2

(16.7%)
0

(0%)
41.7% 25.0% 33.4%

Gen. X 93
26

(28.0%)
12

(12.9%)
12

(12.9%)
17

(18.3%)
10

(10.8%)
9

(9.7%)
7

(7.5%)
53.8% 18.3% 28%

Gen. Y 109
23

(21.1%)
13

(11.9%)
14

(12.8%)
25

(22.9%)
19

(17.4%)
7

(6.4%)
8

(7.3%)
45.8% 22.9% 31.1%

Gen. Z 15
3

(20.0%)
1

(6.7%)
1

(6.7%)
7

(46.7%)
1

(6.7%)
2

(13.3%)
0

(0%)
33.4% 46.7% 20%

Intrinsic Intrinsic

Silver S. 12 0
(0%)

0
(0%)

0
(0%)

0
(0%)

4
(33.3%)

3
(25.0%)

5
(41.7%)

0% 0% 100%

Gen. X 103 6
(5.8%)

6
(5.8%)

8
(7.8%)

13
(12.6%)

20
(19.4%)

23
(22.3%)

27
(26.2%)

19.4% 12.6% 67.9%

Gen. Y 132 1
(0.8%)

5
(3.8%)

11
(8.3%)

21
(15.9%)

31
(23.5%)

29
(22.0%)

34
(25.8%)

12.9% 15.9% 71.3%

Gen. Z 17 0
(0%)

1
(5.9%)

1
(5.9%)

6
(35.3%)

3
(17.6%)

3
(17.6%)

3
(17.6%)

11.8% 35.3% 52.8%

Likert Scale
(1-Strongly Disagree – 7-Strongly Agree)

N 1 2 3 4 5 6 7

(“Boredom“) Non-

Silver S. 12 10
(83.3%)

1
(8.3%)

0
(0%)

1
(8.3%)

0
(0%)

0
(0%)

0
(0%)

91.6% 8.3% 0%
Gen. X 100 64

(64.0%)
14

(14.0%)
6

(6.0%)
3

(3.0%)
8

(8.0%)
2

(2.0%)
3

(3.0%)
84% 3.0% 13%

Gen. Y 123 57
(46.3%)

24
(19.5%)

9
(7.3%)

16
(13.0%)

9
(7.3%)

3
(2.4%)

5
(4.1%)

73.1% 13% 13.8%
Gen. Z 17 11

(64.7%)
2

(11.8%)
1

(5.9%)
1

(5.9%)
2

(11.8%)
0

(0%)
0

(0%)
82.4% 5.9% 11.8%

(“Just for heck 
of it“)

Non-

Silver S. 12 5
(41.7%)

0
(0%)

1
(8.3%)

2
(16.7%)

2
(16.7%)

1
(8.3%)

1
(8.3%)

50% 16.7% 33.3%
Gen. X 102 35

(34.3%)
10

(9.8%)
5

(4.9%)
15

(14.7%)
11

(10.8%)
11

(10.8%)
15

(14.7%)
49% 14.7% 36.3%

Gen. Y 128 34
(26.6%)

20
(15.6%)

14
(10.9%)

16
(12.5%)

16
(12.5%)

11
(8.6%)

17
(13.3%)

53.1% 12.5% 34.4%
Gen.  Z 17 6

(35.3%)
3

(17.6%)
1

(5.9%)
1

(5.9%)
1

(5.9%)
3

(17.6%)
2

(11.8%)
58.8% 5.9% 35.3%
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Abstract. Vehicles are being embedded with advanced technological capabili-
ties and we are headed quickly towards completely self-driving cars. These same
technologies will also enhance the convenience and safety features in all types of
vehicles. The era of intelligent cars is here. Most vehicles manufactured and sold
in 2019, that are not economy versions, include some form of adaptive cruise con-
trol, lane keeping assist, collision mitigation, video monitoring of adjacent lane
obstructions, heads up display (HUD), and parking assist up to and including self-
parking capabilities. With the plethora of new technologies being incorporated
into our vehicles that are still controlled by us, how are we managing? According
to anecdotal evidence gathered from several Honda dealerships in middle Ten-
nessee many drivers aren’t satisfied with some of these capabilities. This paper
attempts to explain the technologies available and in use, and the driver’s thoughts
about partial assist technologies that are currently in place. While these features
are designed to enhance safety and decrease traffic accidents, are they actually
increasing driver safety or simply facilitating driver distraction? NTSB standards
and recommendations will be summarized, and a questionnaire developed that
helps us examine driver reaction to the technologies embedded in 2019 and 2020
Honda vehicles.

Keywords: Vehicle-to-vehicle communication · Intelligent vehicles ·
Autonomous vehicles · Assistive driver technology · Vehicle CAN bus

1 Introduction

The rite of passage from vehicle occupant to vehicle driver has been a tradition for
teenagers across the United States for years. Most teens dreamed of driving themselves
around early in High School as they viewed it as gaining their freedom and becoming
independent. Many teens were also into cars and the performance aspect of them as they
dreamed of owning a Mustang, Corvette, Z-28, Porsche, Ferrari, or Lamborghini one
day. And while many drivers will not own a supercar, the cars they will own continue to
evolve. Over the years cars have increased their capabilities and conveniences and now
include options that most never dreamed possible.

Current vehicles include standard items such as seatbelts, power steering, power disc
brakes, automatic transmissions, cruise control, and variable speed windshield wipers
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that were at one time high cost options available only in premium branded cars. Today
these “options” are standard on base line vehicles by most car manufacturers and cur-
rently available options have evolvedwith the advent of computer-based systems embed-
ded in most new cars. The Controller Area Network (CAN bus) system is a vehicle stan-
dard designed to allow microcontrollers and embedded devices to communicate with
each other in applications without a host computer (CiA 2020).

The longevity of CAN bus (Guardigli 2012) is still to be determined but the long
view guarantees some type of computer-based network embedded in vehicles for the
foreseeable future. Vehicles are gaining additional “intelligent” features and the need for
computer control intensifieswith these added capabilities and their reliance onnetworked
systems.

This paper proposes a research agenda to investigate the value placed on assistive
technology by drivers. The general aim of this research will be to determine what intel-
ligent capabilities are valued by drivers and what capabilities drivers would rather not
have. A survey was developed to determine the value drivers perceive in these technolo-
gies and if the drivers deem them too intrusive. The following research questions are
driving the proposed research:

Q1: What intelligent driver assist system is valued by drivers?
Q2:How intuitive is the control or operationof the assistive technology currently offered?
Q3: Do drivers want more assistive technology or less embedded into their cars?
Q4: Do drivers trust the technology to allow completely self -driving/autonomous cars?

2 Vehicle Automation Levels

The National Highway Transportation Safety Administration (NHTSA) categorizes
automobile automation into 6 distinct categories from 0 up to 5. At the zero level the
driver of a vehicle is responsible for all activities behind the wheel. There are no auto-
matic controls for steering, lighting, braking, etc. At level 1 automation begins to show
itself with limited auto steering or braking and acceleration inputs. Level 2 steps automa-
tion up to include level 1 capabilities plus the ability to steer and brake simultaneously
in certain situations. Level 3 adds the ability for the car to perform all driving functions
in specific situations with monitoring required, but at all other times, the driver is in
complete control of driving operations. Level 4 adds the ability of full automation in
certain situations without driver monitoring, but in all other situations the driver must
still monitor and be ready to assume control. Level 5 is defined as complete driverless
automation. The “driver” and everyone in the car is a passenger and no monitoring is
required for any and all driving tasks (NHTSA 2020a, b, c, d).

3 Vehicle Cybersecurity

Car manufacturers in coordination with the NHTSA uses a multi-layered approach to
cybersecurity. Effort focuses on entry points; attention to both the vehicle’s wired and
wireless access points and systems. Any system connected to a vehicle’s network could
be vulnerable to a cyberattack and therefore must be protected from unwanted intrusion
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or access. A layered approach (multiple targets that can be updated and changed when
necessary) to vehicle cybersecurity decreases the chance of a successful cyber-attack.
This approach also mitigates the negative consequences of successful vehicle system
access. NHTSA recommends a comprehensive and systematic approach to developing
layered cybersecurity capabilities for vehicles:

1. A risk-based prioritized identification and protection process for safety-critical
vehicle control systems;

2. Timely detection and rapid response to potential vehicle cybersecurity incidents on
America’s roads;

3. Architectures, methods, and measures that design-in cyber resiliency and facilitate
rapid recovery from incidents when they occur; and

4. Methods for effective intelligence and information sharing across the industry to
facilitate quick adoption of industry-wide lessons learned. NHTSA encouraged
the formation of Auto-ISAC, an industry environment emphasizing cybersecurity
awareness and collaboration across the automotive industry (Vehicle Cybersecurity
2020).

4 Available Automation

Many studies have tried to pit automation against man by comparing what machines can
do best against what humans can do best (Fitts 1951). Modern vehicle manufacturers are
trying to see what machine (automation) can do to help the human driver be even better.
So while automation is also being looked at to allow full automation in vehicles it is also
being developed to enhance the skill and judgement of a human driver. The following is
a list of several innovations currently being developed and installed in vehicles.

4.1 Adaptive Cruise Control

An adaptive cruise control system (ACC) automatically varies the speed of the vehicle
based on the presence and location of vehicles ahead. The system accepts and maintains
the set speed until the presence of a vehicle obstructing its path is registered. The system
then adjusts its speed to maintain a safe distance between the primary vehicle and any
vehicle in its path. Once traffic is clear of the sensor range, the initially set speed is
resumed.

4.2 Forward Collision Warning (and Associated Systems)

A forward collision warning (FCW) system alerts the driver of a potential frontal vehicle
crash. This system is an intelligent safety technology that monitors the vehicle’s speed
and the speed of the vehicle in front of it, as well as the distance between them. If the
system detects that the vehicles are getting too close, it alerts the driver that the vehicles
are getting to close. The system assumes based on the closure speed that a crash could
be imminent and alerts the driver that action is needed to avoid a crash. This type system
is a warning only system and requires driver input to avoid the crash.
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A new generation of system called a Collision Mitigation Systems (CMS) was
designed to prevent forward crashes from happening by allowing automatic vehicle
reaction. Once the forward collision sensors detect that a crash is immanent, the system
activates the automatic emergency braking (AEB) systems that automatically applies
the brakes to bring the vehicle to a complete stop (or at least enough brake pressure to
avoid the collision). Most of these systems first alert the driver of the impending col-
lision so that they can take corrective action. If the system deems it appropriate, they
supplement the brake pressure applied by the driver to prevent the crash. If the driver
takes no corrective action, the system may automatically apply braking to prevent or
reduce the severity of the crash.

Many CMS include capabilities of dynamic brake support (DBS) that aids and sup-
ports the driver’s application of braking pressure and crash imminent braking (CIB)
that applies up to maximum brake pressure. Both support capabilities for the CMS are
designed to help prevent accidents thereby reducing injury and preventing vehicle deaths.

4.3 Park Assist Systems

Park Assist systems use similar technology found in collision mitigation systems with a
computer that does all of the steering calculations required to move the car from adjacent
to a parking space to fully parked within the space. Most of these capabilities are being
enhanced with the goal of complete driverless parking but currently require braking
input from a driver and some systems require manually changing gears as well.

4.4 Lane Keep Assist Systems (and Associated Systems)

Lane keep assist systems (LKS) system is a safety technology enabled by the computer-
based system of modern vehicles. It is intended to prevent drivers from accidentally
drifting or merging out of the intended lane of traffic.

LKS systems rely on the information relayed to it by sensors included in a lane
departure warning system (LDW). This system includes sensors that determine whether
a car is about to move out of its intended lane of travel. When the system determines
an accidental lane departure is eminent, the LKS activates by issuing a warning or even
by steering, braking, or accelerating one or more of the wheels, or a combination of all,
that moves the vehicle back into its intended lane of travel.

LDW systems use cameras to monitor roadway lane markings and to detect when
a vehicle is moving out of its traffic lane. When lane departure is detected and that the
vehicle is out of its lane, an audio, visual, or both, alerts the driver and the LKS of the
unintentional lane departure so that the driver (or LKS) can steer the vehicle back into
its appropriate lane.

5 Key Benefits of Automation

While all drivers can benefit from assistive technology, different aged drivers value
different vehicle embedded intelligent technology (Jenness et al. 2008).
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5.1 Safety

The safety benefits of automated vehicles are the driving force of recent enhancements.
Automation in modern vehicles has the potential to save lives and reduce injuries. This is
known because the statistics show that approximately 94% of serious crashes are due to
human error. Automation in vehicles has the potential to eliminate human error from the
crash equation, which will help protect everyone on the road including pedestrians and
bicyclists. When you consider that approximately 37,133 people died in motor vehicle-
related crashes in the U.S. in 2017, 36,560 in 2018, and 35,756 in 2019, the full benefit
of lifesaving driver assistive technologies is understood (NHTSA 2020a, b, c, d).

Driver studies have shown that driver’s preferences for the presentation of informa-
tion about a situation are correlated with their rating of urgency. Based on the findings
in Lerner 2014, and the general characteristics of each variable studied, three general
categories of urgency seemed to emerge: High threat, caution, and no urgency (Lerner
et al. 2014). The participants of this study rated situations focusing on convenience and
sustainability as least urgent and safety related situations as most urgent. This type of
study has helped shape the focus on safety information with automobile manufacturers
for “intelligent” features in current vehicles.

5.2 Economic

A 2010 NHTSA study showed motor vehicle crashes cost $242 billion in economic
activity, including $57.6 billion in lost worker productivity and $594 billion due to loss
of life and decreased quality of life. If vehicle automation can eliminate a significant
number of motor vehicle crashes, we would also eliminate these enormous personal and
societal costs.

5.3 Efficiency and Convenience

Roads filled with automated vehicles with vehicle to vehicle communication (V2V)
technology could also cooperate to smooth traffic flow and reduce traffic congestion.
NHTSB estimates show that Americans spent an estimated 6.9 billion hours in traffic
delays in 2014, cutting into time at work or with family and significantly increasing fuel
costs and vehicle emission. A recent study stated that automated vehicles could free up
as much as 50 min each day that had previously been dedicated to driving.

5.4 Mobility

While its full societal benefits are difficult to project, the transformative potential of auto-
mated vehicles and their driver assistance features can also be understood by reviewing
U.S. demographics and the communities these technologies could help to support.

For example, automated vehicles may also provide new mobility options to millions
more Americans. Today there are 61 million Americans with some form of disability
(CDC2018).Many of the “intelligent” options included inmodern cars canmake driving
easier by handling some of the surround monitoring thereby easing the cognitive load
on the driver.

In many places across the country employment or independent living rests on the
ability to drive. Automated vehicles could extend that kind of freedom to millions more.
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6 The Future of Vehicle Automation

One of the key pieces to a continuing evolution for intelligent cars is the full implementa-
tion of Vehicle-to-vehicle (V2V) communication. V2V communication allows vehicles
to share their speed, location, and heading information wirelessly. The wireless informa-
tion is broadcast and received omnidirectionally up to ten times per second. This allows
each vehicle to build a situational awareness (anything in its area) that encompasses a
360-degree pattern area surrounding the vehicle.

Vehicles equipped with the appropriate system and software will use the informa-
tion from surrounding vehicles to determine potential issues. These issues can include
stopping, yielding, turn avoidance, etc. when appropriate. Thereby eliminating potential
accidents and/or reducing slowdowns before they happen. The system can accomplish
this goal by employing visual, tactile, and audible alerts to warn the affected drivers.
These alerts allow drivers the ability to take action to avoid crashes or to understand the
automatic actions the vehicle is taking in appropriately equipped cars.

V2V messages have a minimum range of 300 m and this range can be extended
in certain environments. The systems can simultaneously identify and monitor dangers
obscured by surrounding traffic, terrain, and weather. The V2V technology extends the
currently available crash avoidance systems that rely on radars and cameras to identify
vehicle threats. The intent of this evolution in intelligent vehicle design is to allow drivers
to avoid crashes and even traffic slowdowns and obstacles (V2V NHTSA 2020).

The vehicle information broadcast does not identify the driver or the vehicle to any
surrounding vehicles. The system also incorporates privacy and security controls to deter
vehicle tracking and unauthorized access to the system.

Six and a half million police-reported crashes were recorded in 2017, resulting in
more than thirty-seven thousand fatalities and two and a half million injuries in the
United States. The hope is that connected intelligent vehicle will provide drivers with
the information and capabilities necessary to anticipate potential issues and significantly
reduce the number of lives lost to vehicle crashes each year.

The following is a list of future technologies and capabilities currently under
development by numerous automotive manufacturers.

1. Smart fuel savings technologies (cylinder shut downwhen light engine load, engine
off at complete stops, etc.)

2. Self-healing paint
3. Smart batteries that detect requirements and adjust alternator inputs
4. Real time vehicle tracking (similar to a “jail broke” Lojack system)
5. Multilanguage support
6. Multi-measurement system support (KM vs Miles)
7. Light weight body panels that store energy for both hybrid and electric car

propulsion systems
8. Automobile linking technologies to enhance safety and shorten travel times
9. Built in cellular/Internet capabilities (LTE, 4G, etc.)
10. Semi-autonomous and autonomous driving.
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Appendix 1

Levels of Automation:

Level 0: The human driver does all the driving.
Level 1: An advanced driver assistance system (ADAS) on the vehicle can sometimes

assist the human driver with either steering or braking/accelerating, but not
both simultaneously.

Level 2: Anadvanceddriver assistance system (ADAS)on the vehicle can itself actually
control both steering and braking/accelerating simultaneously under some
circumstances. The human drivermust continue to pay full attention (“monitor
the driving environment”) at all times and perform the rest of the driving task.

Level 3: An Automated Driving System (ADS) on the vehicle can itself perform all
aspects of the driving task under some circumstances. In those circumstances,
the human driver must be ready to take back control at any time when the ADS
requests the human driver to do so. In all other circumstances, the human driver
performs the driving task.

Level 4: An Automated Driving System (ADS) on the vehicle can itself perform all
driving tasks and monitor the driving environment – essentially, do all the
driving – in certain circumstances. The human need not pay attention in those
circumstances.

Level 5: An Automated Driving System (ADS) on the vehicle can do all the driving in
all circumstances. The human occupants are just passengers and need never
be involved in driving.

From Jan 2020 NHTSB: https://www.nhtsa.gov/technology-innovation/automated-veh
icles-safety.

Appendix 2

Vehicle Automation Survey

Year: <  > Make: Honda   Model: <  >

Age:  Gender:  Education Level:  

Assistive Automation Present: Adaptive Cruise Control   Lane Keeping Assist

Automated Interior Lighting  Automated Exterior Lighting  Park Assist or Self Park

Voice Controlled GPS and/or Telephone  Vehicle Surround/Rear Viewing

Automated Windshield Wipers  Windshield Heads Up Display

https://www.nhtsa.gov/technology-innovation/automated-vehicles-safety
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What assist system is a must have for all future vehicles: < >

What assist technology have you disabled (if any): < >

Why did you disable this capability:
Overall do you want more automation, the same as currently available, or less:

< >

Are the driver assist technologies intuitive to operate (activate, disable, enable):
< >

Does the automation enhance your driving experience: < >

Does the automation distract you from looking outside: < >

Does the automation input control when not needed (e.g. override): < >

Doyou feel safer in an intelligence equipped car thanwhen in a different vehicle:
< >

Are you ready for full autonomous driving vehicles: < >

Would you trust automation to drivewithout a steeringwheel and brake peddle:
< >
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Abstract. In this study, we analyzed whether interaction dynamics are related
to emotional expressions within online gambling communities. As data, we used
8452 comments posted on Reddit gambling communities. The data were analyzed
with sentiment analysis tool VADER and multilevel regression analysis. Results
showed that comments were more positive when they were directed to other users
and made by users with more interactive commenting behavior. Comments were
less positive in those discussions that were most active and in those that mainly
involved replies to other users. We also found that more positive posts received
more positive commenting and negative posts received more negative comments.
Overall, the activity and interactivity of communication and emotional correla-
tion are associated with positive emotional expression in online communication.
For negative emotions, we found evidence only for emotional correlation. Future
studies should explore how interaction dynamics together with more contextual
factors shape emotional expressions within online communities.

Keywords: Gambling · Online communities · Emotions · Sentiment analysis ·
Online interaction

1 Introduction

Online communities are virtual social networks that can be based on various online plat-
forms and onmutual interests and identities [1, 2] or peer support [3], for example. These
online communities are increasingly important contexts for sharing personal experiences
and narratives and gaining social support from others [4–8]. Especially for individuals
with insufficient social relationships offline, online social ties can offer social support
and a sense of belonging [8]. Social support can promote wellbeing directly but also
by buffering distressing life events [9, 10]. Some studies have suggested, however, that
online social ties might not be as effective wellbeing buffers as more traditional offline
ones [11, 12].

In addition to the beneficial consequences, online communities can promote adverse
ideals [2]. On social media, users can easily search for others who share their interests
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and attitudes which can help normalize harmful behaviors [2, 13]. Due to the selective
nature of social media, those already interested in risky behaviors are also the most
likely to access potentially harmful online content [14]. In line with this, earlier studies
have stressed the role of online communities in hate speech [2, 15–17], eating disorders
[18–20] and gambling problems [21, 22], to mention a few.

Gambling communities are online groups that are based on social networking sites
and discussion forums [21, 22]. According to earlier research, the discussions within
gambling communities are mostly about gambling experiences and tips, as well as gam-
bling in general [22]. Thus, gambling communities can be considered as part of online
gambling ecosystem, consisting of gambling sites and social contexts where users can
interact with other gamblers and those interested in gambling [23]. Individuals who visit
online gambling communities are also more likely to show more at-risk and probable
pathological gambling and only a small proportion of users enter these communities to
discuss gambling problems and recovery [22, 24].

Personal narratives shared within online communities are often emotional and cover
intimate and even traumatic life events [5, 6, 20]. Especially negative sentiments are
common in online recovery and peer support communities, as users with high psy-
chological distress tend to express more negative emotions in their online interaction
[25]. Furthermore, emotional expressions in online interaction are usually correlated.
Negative messages commonly generate negative responses, while the opposite is true
for positive ones. This phenomenon is typically explained by emotional contagion or
emotional homophily [26].

Emotional contagion refers to a phenomenon where positive and negative emotions
are transferred from one individual to another [26, 27]. In their large-scale experiment,
Kramer and colleagues [27] found that a decrease in positive emotional expressionwithin
a social networking site made users’ negative commentingmore likely and positive com-
menting less likely. Emotional homophily, in turn, suggests that emotions do not just
spread in online environment but they shape online interaction and social networks [28].
In other words, users tend to prefer interaction with others who share their emotional
reactions and, thus, online interaction is concentrated around cliques with similar emo-
tional valence [29]. Both emotional contagion and emotional homophily predict that
emotional valence of online messages should shape the way they are responded to.

Emotional expressions are also shaped by the interaction within online communities
[19]. Currently, however, there is a lack of research analyzing which characteristics
of interaction dynamics are the ones that contribute to emotional expressions within
online communities. According toGonzalez-Bailon and colleagues [30], the hierarchical
features of online discussion structures can be used in analysis of the quality of online
interaction dynamics. The most interactive online interaction leads to deep discussions
consisting of a long chain of comments referring back to each other. In other words, deep
discussion chains represent complementary forms of interaction where the conversation
flows and latter comments are made in reference to earlier comments. This kind of
dialogical interaction supports elaborated argumentation between users and has been
found to facilitate solidarity in offline groups [30, 31]. Conversations are wide, in turn,
if they have a high level of activity and participation [30]. This does not mean, however,
that there is much explicit interaction between participants as it may include mainly
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solitary comments that are madewithout reference to other users (or even reading other’s
comments) [32]. Here, we use the terms activity to refer to the amount of commenting
and interactivity to refer to the degree of explicit references to other users (i.e. comments
that refer to other comments).

In this study, we focus on the role of interaction dynamics in emotional expressions
within online gambling communities.More specifically, we analyzewhethermore active
and interactive commenting and emotional correlation can explain positive and negative
commenting within online gambling communities.

2 Methods

2.1 The Sample Selection and Data Extraction

The data was collected fromReddit (https://www.reddit.com). Reddit is a popular online
discussion forum that provides a platform for different online communities (i.e. “sub-
reddits”) where users can anonymously share content and discuss various subjects. The
platform hosts a huge variety of communities based on common interests or identities
[e.g. 33–35]. Within these communities, users can post contents that other community
members are then able to rate and comment [35]. Most of the communities are free to
join but some require subscribing. Previous studies have analyzed Reddit communities’
role, for example, in recovery from eating disorders [36] and addictive behaviors [37].

Our analyses are based on a dataset consisting of a full history of interaction in
43 gambling-related communities (subreddits) that was automatically retrieved using
Reddit platform’s interface. No data were collected from subreddits that required sub-
scribing. The data includes 19,942 posts and 258,043 comments of 44,490 users. The
gambling communities were selected by using 84 gambling related search terms.

The search terms included such terms as “gambling”, “problemgambling”, “betting”,
“poker”, and “addiction”. The search terms were constructed on the basis of review on
gambling terminology and subreddit searches on the Reddit platform. In addition to
the research team, five social psychology MA students participated in the search of
gambling-related subreddits. The team of MA students was supervised by the research
team and received explicit instructions for the task.

For this study, we selected two gambling subreddits for further analysis. The sub-
reddits were gambling and problemgambling. According to subreddit descriptions, the
gambling subreddit is a community that “promotes healthy and responsible gambling”
(https://www.reddit.com/r/gambling/). Those users who are worried about their gam-
bling behavior are directed to the problemgambling subreddit. The problemgambling
subreddit is described as a community that serves as a “resource for individuals who
have struggled - or know somebody who has struggled - with a gambling problem”
(https://www.reddit.com/r/problemgambling/). The first subreddit hosts an array of dis-
cussions related to gambling and gambling tips while the latter is mainly focusing on
social support for the recovery from problematic gambling. These two selected gam-
bling subreddits allow us to analyze two different communities with a contrasting stance
towards gambling.

All the comments included in the analysis contained full information of the comment
(i.e. the comment text and time of posting) and its author and reference to the discussion

https://www.reddit.com
https://www.reddit.com/r/gambling/
https://www.reddit.com/r/problemgambling/
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it was posted to. The final data consist of 8452 comments (2999 to the gambling sub-
reddit and 5474 to the problemgambling subreddit) from 1817 individual users in 1249
discussions.

2.2 Measures

Outcome Measures. Our outcome measures included the positivity and negativity of
comments. These emotional characteristics were quantified using the VADER tool
designed for sentiment analysis of social media texts [38]. VADER is a sentiment anal-
ysis method that combines lexical and rule-based approaches and performs especially
well with social media texts. It estimates the valence and arousal expressed in textual
material and produces separate measures for positivity and negativity (ranging from 0
to 1 with higher value indicating more intense sentiment).

Comment Level Measures. Comment level predictorsmeasuredwhether the comment
was a response to other users’ comment or not (0 = no and 1 = yes) and the depth of
the comment within a discussion. Higher values of comment depth indicate that the
comment was placed deep within an interaction chain.

User Level Measures. Our user level predictors included the total number of comments
madeby the user and the user ratio of replies.Ratio of replies refers to the number of user’s
replies to others’ comments divided by the total number of user comments. Thus, higher
values indicate that most of the user’s comments were replies to others’ comments (more
interactive approach) while lower values indicate that the user mainly wrote comments
with no reference to other users.

Discussion Level Predictors. Discussion level predictors measured the total number of
comments and the deepest discussion chain within the discussion, the discussion’s reply
ratio, and the positivity and negativity of the original post (that started the discussion)
and it’s title. Similarly to the user ratio of replies, the discussion reply ratio counted
the number of all comments replying to other comments divided by the total number of
commentswithin a discussion. Thus, high values of the discussion reply ratio indicate the
discussion to be more interactive, as majority of comments were replies to other users’
comments. The positivity and negativity of the post and its title were measured using the
VADER tool (see Outcome measures). In addition, we included a measure indicating
whether the comment was posted to gambling or problemgambling discussion.

For further analysis, all our study variables (except the reply to others variable that
was dichotomous) were standardized. Mean value and standard deviation for all the
study variables (before standardization) are presented in Table 1.

2.3 Statistical Technique

For descriptive statistics, we calculated mean values and standard deviations for our
study variables before standardization (Table 1). This was done for the whole data
set and separately for gambling and problemgambling discussions. The associations
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Table 1. Mean values and standard deviations for our study variables before standardization.

Fixed part Combined Gambling Problem
gambling

M Std. M Std. M Std.

Comment positivitya 0.17 0.17 0.17 0.19 0.17 0.16

Comment negativitya 0.08 0.11 0.07 0.12 0.09 0.10

Reply to othersb 0.43 0.50 0.51 0.50 0.39 0.49

Comment depthc 1.92 1.51 2.26 1.81 1.73 1.29

Number of user’s commentsd 85.39 159.54 61.14 149.41 98.63 163.31

User’s reply ratioa 0.43 0.31 0.51 0.33 0.39 0.29

Number of comments in discussione 16.42 25.01 20.41 26.90 14.24 23.63

Discussion’s reply ratioa 0.43 0.25 0.51 0.23 0.39 0.26

Depth of discussionc 2.46 2.11 2.96 2.51 2.19 1.80

Title positivitya 0.12 0.20 0.14 0.19 0.12 0.20

Post positivitya 0.12 0.09 0.11 0.11 0.12 0.08

Title negativitya 0.11 0.19 0.05 0.12 0.14 0.21

Post negativitya 0.09 0.08 0.04 0.06 0.11 0.08

Note. arange from 0 to 1. b0 = no, 1 = yes. crange from 1 to 10. drange from 1 to 515. eRange
from1 to 143.

between our outcome variables and predictors were analyzed using multilevel random
coefficient regression modelling and maximum likelihood estimation. This method was
used to account for the hierarchical structure of the data.

Multilevel models were estimated separately for positive and negative emotions.
Each model included all our predictors and random intercepts at the user and discussion
level. For ourmodels (Table 2),we report regression coefficientswith corresponding 95%
confidence intervals (based on Wald method). For random part we report the standard
deviations of the random intercepts.

3 Results

According to our multilevel models, replies to other users’ comments were more posi-
tive than other comments (b = 0.14, 95% CI [0.07, 0.21]). In addition, users who were
more active in replying to others wrotemore positive comments (b= 0.03, 95%CI [0.00,
0.06]). Comments were less positive in discussions with highest number of comments
(b=−0.07, 95%CI [−0.14,−0.01]) and high proportion of replies (b=−0.06, 95%CI
[−0.10, −0.02]). Comments to posts with positive titles were more positive (b = 0.05,
95% CI [0.02, 0.08]). Comments expressed fewer positive emotions in the case of neg-
ative posts (b = −0.05, 95% CI [0.02, 0.08]) and posts with negative titles (b = −0.04,
95% CI [−0.08, −0.02]). All the other estimated associations were nonsignificant (the
95% confidence interval included zero).
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Table 2. Linear multilevel regression models predicting comment positivity and negativity.

Fixed part Comment positivity Comment negativity

b 95%CI b 95%CI

Problemgambling subreddit 0.01 [−0.06, 0.09] 0.15 [0.08, 0.22]

Reply to others 0.14 [0.07, 0.21] −0.02 [−0.10, 0.04]

Comment depth 0.03 [−0.00, 0.06] 0.01 [−0.02, 0.04]

Number of user’s comments −0.01 [−0.12, 0.10] −0.00 [−0.10, 0.09]

User’s reply ratio 0.03 [0.00, 0.06] −0.01 [−0.04, 0.02]

Number of comments in discussion −0.07 [−0.14, −0.01] 0.02 [−0.03, 0.07]

Discussion’s reply ratio −0.06 [−0.10, −0.02] 0.00 [−0.03, 0.04]

Depth of discussion −0.04 [−0.08, 0.01] 0.01 [−0.02, 0.05]

Title positivity 0.05 [0.02, 0.08] −0.02 [−0.04, 0.01]

Post positivity 0.02 [−0.01, 0.05] −0.01 [−0.04, 0.01]

Title negativity −0.04 [−0.07, −0.01] 0.05 [0.03, 0.08]

Post negativity −0.05 [−0.08, −0.02] 0.06 [0.03, 0.09]

Intercept −0.07 [−0.15, 0.02] −0.08 [−0.05, 0.07]

Random part Std. Std.

User 0.27 0.23

Post 0.29 0.18

Residual 0.91 0.95

Note. b = unstandardized regression coefficient. 95%CI = 95% confidence interval. Reply ratio
= number or comments replying to other users/number of all comments.

Comments in the problemgambling subreddit were more negative than comments in
the gambling subreddit (b = 0.15, 95% CI [0.08, 0.22]). In addition to subreddit, only
significant predictors related to emotional correlation, as negative posts (b = 0.06, 95%
CI [0.03, 0.09]) and posts with negative titles (b = 0.05, 95% CI [0.03, 0.08]) received
more negative comments. All other estimated relationships were nonsignificant (the 95%
confidence interval included zero).

4 Discussion

In this study, we analyzed whether interaction dynamics can explain emotional expres-
sions within online gambling communities. According to our findings, comments posted
to a problemgambling community weremore negative on average than comments posted
to a gambling community. This is in line with earlier studies stating that distressed online
community members tend to express more negative emotions in their online interaction
[21]. There was no difference in positive emotions. This implies that communication
within a community focused on gambling problems includes positive discussions and
narratives as well.
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Comments made directly to other users were more positive on average. In addi-
tion, comments made by users with more interactive commenting behavior were more
positive. This implies that positive emotions within these communities are expressed
more in dialogues. However, comments in most active discussions and more interactive
commenting (involving mostly comments replying to others’ comments) were slightly
less positive than others. This can be considered surprising as comments replying to
other users’ comments were more positive on average. In online communities, users
often post intimate and emotional narratives for others to see and interact with [5, 6].
The most active discussions and discussions consisting mainly of commenters’ replies
to each other may be more general (and less intimate) in nature, and remain distant to
the original post and the narrative it shared. This could explain why comments where
less positive in these discussions.

Both positive and negative emotional expressionswere partly explained by emotional
correlation [26]. That is, positive posts generated more positive commenting while com-
ments to negative posts were more negative and less positive on average. This finding
may imply either emotional transfer or homophily [26]. It is possible that the emotional
contents shared in the posts induce similar emotional valence in other users, which is
then reflected in correlated emotional expressions [27]. Users may also self-select the
conversations that match with their personal emotional valence [e.g. 28–29].

Our analyses were based on data collected from two gambling-related online com-
munities. Involving more communities might have brought new information on the
relationship between emotional expressions and interaction dynamics. In addition, gam-
bling and especially gambling problems are emotionally charged themes with distinctive
terminology. This might limit the generalization of our results to other online commu-
nities. The effect sized of our models imply that contextual factors are likely of major
importance in determining online emotions. However, given the size and complexity of
our naturally occurring data, these results can be considered realistic and valuable.

Online communities are increasingly important social contexts for social interaction
and social support [5, 6]. Within these communities users can share even the most trau-
matic life events [3] and, thus, the emotional response they induce can be of great impor-
tance. Future studies should concentrate more on how contextual factors (such as the
characteristics of shared narratives) and interaction dynamics within online communities
interact in shaping emotional expressions.
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Abstract. Recently, due to the expansion of TV or smart phone, the frequency
of exposing media has increased. Also, the way of interacting with the media is
diversifying by life stages or life balance. In such situations, people get much
information about products and services on media. Therefore, it is important to
select the bestmedia for advertisement. In this study,we analyze the characteristics
of exposing media using media exposure data. First, we performed Non-negative
Matrix Factorization (NMF) to extract pattern of exposingmedia. Second, we used
random forest to analyze the characteristics of the exposing media pattern. From
our result, we discussed how to advertise on TV and website.

Keywords: Exposing media pattern · Nonnegative matrix factorization ·
Random forest

1 Introduction

Recently, due to the expansion of media like TV and smart phone, the frequency of
exposing media has increased. According to Institute of Media Environment, people use
various media 411.6 min in a day in 2019, especially using time of smart phone and
TV increased from the previous year [1]. In such situations, people tend to get many
information about products and services on TV and internet. Therefore, it is important
to select the best TV programs or websites for each advertisement.

One of the purposes of advertising is to let consumers know about the products and
services to increase sales. Therefore, it is important to achieve exposure as many people
as possible. However, it is necessary to advertise efficiently because it requires some
expenses to advertise. For this reason, advertisers need to select the most appropriate
media from a variety of media to advertise to consumers who are potential customers.
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In this study, we break situation of utilization media down into patterns using mon-
itors’ demographic and media exposure data. Furthermore, we analyze the media expo-
sure pattern of some websites’ users. From our result, we discussed how to advertise
effectively on TV and the websites about each websites.

2 Datasets

In this study, we used i-SSP data provided by INTAGE Holdings Inc.1, in Japan. This is
the data of media exposure during April in 2016 collected from the same monitors.

We used some parts of the data. The following is the summary.

– Media data

• Real time TV view: monitor ID, date, day, holiday flag, time (in hours), channel,
duration (sec.), genre

• PC, Smart phone browsing: monitor ID, date, day, holiday flag, time (in hours),
duration(sec.), genre

In this study, we divided the time period of day into 4 period every 6 h from 5 a.m.

– Monitors data
Information of monitors attributes such as monitor ID, gender, age and so on.

We extracted monitors who use both “TV and smart phone”, “TV and PC” or “TV,
smart phone and PC”. Then, we excluded themonitors who used eachmedia abnormally.
Finally, we extracted 1,641 monitors as a dataset.

Also, we had 11 TV-genre and 24 website-genre. Among those genres, we focus on
genre of shopping sites because the number of sites have increased [2]. Therefore, we
analyzed about Amazon, general shopping sites (exclusive of Amazon and Rakuten, 76
sites) and fashion shopping sites (86 sites).

3 Analysis of Monitors

In this section, we explain our analyzing procedure.

3.1 Non-negative Matrix Factorization (NMF)

We performed NMF to find media exposure patterns. NMF is a matrix decomposition
method to extract potential patterns among data. Given a non-negative matrix V , we find
non-negative matrix factorsW and H such that Eq. (1)

V�WH (1)

1 https://www.nii.ac.jp/dsc/idr/intage/.

https://www.nii.ac.jp/dsc/idr/intage/
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We use V that consisted watching time of TV-genres and website-genres every mon-
itor. We aggregated watching time (minutes) in time period every monitor. Therefore,
the V was matrix of 1641 rows (monitors) and140 columns (genres by time period). To
calculate W and H , we minimize following Eq. (2).

F = ||V−WH ||2 (2)

Then, W is matrix of monitors rows and cluster columns, we obtain contribution of
monitors in each cluster. Also H is matrix of cluster rows and TV-genres and website-
genres columns, we obtain characteristics of each cluster.

Also, the update formulas of W and H are Eqs. (3), (4).

Wia ← Wia

(
VHT

)
ia(

WHHT
)
ia

(3)

Haµ ← Haµ

(
WTV

)
aµ(

WTWH
)
aµ

(4)

By initializing W and H with random nonnegative values, and we update W and H by
Eqs. (3) and (4) alternately to converge to optimal solution.

In this study, we divided data into 80% training and 20% test before NMF. First,
we performed NMF to training, and found some media exposure patterns. Next, we
performed NMF to test with the result of training NMF. We fixed H that result of
training NMF, and calculated Wtest using Eq. (5).

F = ||Vtest −WtestH ||2 (5)

By calculating Eq. (5), we could get contribution of the newmonitor at each existing
clusters that we got from trained NMF [3].

3.2 Random Forest (RF)

Next, we performed Random Forest to clarify the characteristics of media exposure
pattern regarding each of the websites to be analyzed.

RF is one of ensemble learning methods for classification or regression. In RF,
plural ordinal decision trees with subset of data used as weak learning machine, and
decide estimated class these results were integrated [4]. We used CARTmethod for each
decision tree. CART is developed by Breiman, Friedman, Olshen, & Stone in 1984 [5].
In this algorithm, the impurity measure used in building decision tree is Gini Index. The
formula of Gini Index is Eq. (6).

Gini = 1 −
k∑

t=0

P2
t (6)

• Pt : Proportion of observations with target variable consist ratio t
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Also, we obtain importance of variables and the marginal effect of a variable on the
class probability. The importance is calculated from the total decrease in node impurities
from splitting on the variable averaged over all trees. The formula of the importance is
Eq. (7).

nj = wjCj − wleft(j)Cleft(j) − wright(j)Cright(j) (7)

• nj: importance of node j
• wj: weighted of samples reaching node j
• Cj: the impurity value of node j
• left (j): child node of left split on node j
• right (j): child node of right split on node j

In this study, we label monitors who accessed to each of the target websites more
than 4 times a month as 1, and the others as 0. As explanatory variables used in the
model construction, we used the contribution of monitors in each cluster from NMF and
the demographic data of monitors.

Also, we excluded cluster variables that close to objective variable. In model of
Amazon, we excluded variables of cluster 2, 7, 13 and 21. Moreover, we excluded
variables of cluster 11, 13, 16 and 17 in model of general shopping sites. Finally, we
excluded variables of cluster 5, 13, 14 and 21 in model of fashion shopping sites. Details
of the explanatory variables are shown in Table 1.

Table 1. Cluster variables and demographic variables used in the model construction

Type of variable Variable name Data type

Objective variable Access 0 or 1

Explanatory variable Cluster Contribution of each cluster Integer

Demographic data Age Category

Gender Category

Marital status Category

Occupation Category

Family type Category

Family income Category

Heve children under 17 0 or 1

3.3 Dataset and Evaluation Indicator

From 1641 monitors, we sampled randomly when constructed model. The datasets is
Table 2.
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Table 2. Datasets used in the model construction

Genre name Label Training data Test data Total

Amazon 0 582 170 752

1 582 159 741

Total 1164 329 1493

General shopping
sites

0 500 194 694

1 500 135 635

Total 1000 329 1329

Fashion shopping
sites

0 643 249 892

1 645 80 725

Total 1288 329 1617

In order to confirm the prediction accuracy of the constructed model, we performed
hold-out validation by using the training data and test data. Specifically, we created
a confusion matrix like a following table and calculated prediction accuracy of the
constructed model by using following equations (Table 3).

Table 3. Confusion matrix

Predicted class

Positive Negative

Actual class Positive True Positive (TP) True Negative (TN)

Negative False Negative (FP) False Negative (FN)

• Accuracy (ACC):Ratio of the total number correctly predicted among the total number
predicted.

ACC = TP + TN

FP + FN + TP + TN

• Precision (PRE): Ratio of the total number that is a positive class actually among the
total number predicted positive class.

PRE = TP

TP + FP

• Recall (REC): Ratio of the total number predicted positive class among the total
number that is a positive class actually

REC = TP

FN + TP
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• F-measure: harmonic mean of PRE and REC

F − measure = 2 × PRE × REC

PRE + REC

4 Results and Discussions

In this section, we summarize our results.

4.1 Result of Nonnegative Matrix Factorization (NMF)

We found 22 clusters from NMF based on cophenetic correlation and understandability
[6]. Table 4 shows that top 3 contributed variables in each cluster.

Table 4. Top of contributed variables in each cluster

Cluster 1st 2nd 3rd

V1 Q&A_morning Ameba_morning Ameba_daytime

V2 Amazon_daytime Amazon_evening Amazon_morning

V3 talk show_daytime variety show_daytime news show_daytime

V4 variety show_midnight news show_midnight sports programs
midnight

V5 Rakuten_evening Rakuten_daytime Rakuten_morning

V6 Anime_morning Anime_evening music programs
morning

V7 free video sites evening free video sites midnight free video sites daytime

V8 SNS_evening SNS_midnight SNS_daytime

V9 news show evening documentary evening sports programs
evening

V10 community sites morning community sites evening community sites
daytime

V11 online game_evening online game_morning online game_daytime

V12 pay video sites_evening pay video sites_daytime pay video sites morning

V13 general shopping sites evening general shopping sites daytime household shopping
sites_morning

V14 fashion shopping sites evening fashion shopping sites daytime fashion shopping
sites_morning

V15 Google_evening Google_morning Google_daytime

V16 portal_evening portal_morning portal_daytime

V17 finance sites_evening food shopping sites_morning finance sites_daytime

V18 Yahoo_evening Yahoo_morning Yahoo_daytime

V19 news show morning documentary morning TV drama morning

V20 review sites_evening cosmetic shopping sites morning cosmetic shopping
sites_evening

V21 company sites midnight news sites midnight review sites midnight

V22 variety show evening movie programs evening TV drama evening
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As shown in Table 4, for example, although both cluster 9 and 19 watch news pro-
grams and documentary, the time period that they watch them is different. As described
we obtained 22 different media exposure patterns from NMF.

Table 5 shows clusters list that brought together the characteristic of each cluster.

Table 5. Clusters list

Cluster Characteristics

V1 Check the ameba and Q&A sites

V2 Check the amazon and home appliances shopping sites

V3 Watch tv in the daytime

V4 Watch tv in midnight

V5 Check the rakuten

V6 Watch entertainment program like anime and music

V7 Check the free video streaming sites

V8 Check the sns like twitter, instagram and facebook

V9 Watch news programs in the evening or night

V10 Check the blog sites

V11 Check the online game sites

V12 Check the pay video streaming sites and video shopping sites

V13 Check the various shopping sites

V14 Check the fashion shopping sites and various information sites

V15 Check the google and news/weather forecast sites

V16 Check the portal (except for yahoo and google) and company sites

V17 Check the finance service sites and foods shopping sites

V18 Check the yahoo and news/weather forecast sites

V19 Watch tv in the morning

V20 Check the review site and cosmetics shopping sites

V21 Check website at midnight

V22 Watch tv dramas and variety show in the evening or night

4.2 Result of Random Forest (RF)

To clarify the characteristics of users’ media exposure pattern, we built a model that
predicts access to each of the target websites more than 4 times a month using RF.

Figures 1, 2, and 3 show the importance of variables which were calculated based
on Gini decreasing of the websites.

As shown in Figs. 1, 2 and 3, we found that variables of cluster had higher importance
than demographic variables in all model. From this result, it follows from that it is
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Fig. 1. Importance of variables (Amazon)
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Fig. 2. Importance of variables (general shopping sites)
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Fig. 3. Importance of variables (fashion shopping sites)

necessary to consider not only monitors’ demographic like gender or age but also media
exposure of users to advertise efficiently.

Also, Figs. 4, 5 and 6 show the marginal effect of top 8 variables on each class
probability.
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Fig. 4. The marginal effect of top (Amazon)

From Fig. 4, we found that the graph of variables V8, V15, V16, V18 and V20 were
positively sloped curve. From this result, it speculated that variables of cluster 8, 15,
16, 18 and 20 were characteristics of class 1. Also, V6, V11 and V12 were negatively
sloped curve. Therefore, they were characteristics of class 0.
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Fig. 5. The marginal effect of top (general shopping sites)

From Fig. 5, we found that the graph of variables V1, V5, V14, V20 and V21 were
positively sloped curve. From this result, it speculated that variables of cluster 1, 5, 14,
20 and 21 were characteristics of class 1. Also, V7, V12 and V15 were negatively sloped
curve. Therefore, they were characteristics of class 0.
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Fig. 6. The marginal effect of top (fashion shopping sites)

From Fig. 6, we found that the graph of variables V16, V17 and V20 were positively
sloped curve. From this result, it speculate that variables of cluster 16, 17 and 20 were
characteristics of class 1. Also, V2, V7, V9, V10 and V11 were negatively sloped curve.
Therefore, they were characteristics of class 0.
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Tables 6, 7, 8 and 9 show the confusion matrix and the evaluation indicator for the
training data and the test data of Amazon.

Table 6. Confusion matrix of Amazon model for the train data

Predicted class

Positive Negative

Actual class Positive 364 218

Negative 184 398

Table 7. Evaluation indicator of Amazon model for the train data (%)

ACC PRE REC F-measure

65.5 64.6 68.4 66.4

Table 8. Confusion matrix of Amazon model for the test data

Predicted class

Positive Negative

Actual class Positive 99 71

Negative 44 115

Table 9. Evaluation indicator of Amazon model for the test data (%)

ACC PRE REC F-measure

65.0 61.8 72.3 66.7

From Tables 6, 7, 8 and 9, model of Amazon had well balanced evaluation indicator.
Tables 10, 11, 12 and 13 show the confusion matrix and the evaluation indicator for

the training data and the test data of general shopping sites.
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Table 10. Confusion matrix of general shopping model for the train data

Predicted class

Positive Negative

Actual class Positive 317 183

Negative 167 333

Table 11. Evaluation indicator of general shopping model for the train data (%)

ACC PRE REC F-measure

65.0 64.5 66.6 65.6

Table 12. Confusion matrix of general shopping model for the test data

Predicted class

Positive Negative

Actual class Positive 117 77

Negative 31 104

Table 13. Evaluation indicator of general shopping model for the test data (%)

ACC PRE REC F-measure

67.2 57.5 77.0 65.8

From Tables 10, 11, 12 and 13, model of general shopping sites had well balanced
evaluation indicator as with model of Amazon.

Tables 14, 15, 16 and 17 show the confusion matrix and the evaluation indicator for
the training data and the test data of fashion shopping sites.

Table 14. Confusion matrix of fashion shopping model for the train data

Predicted class

Positive Negative

Actual class Positive 524 119

Negative 98 547
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Table 15. Evaluation indicator of fashion shopping model for the train data (%)

ACC PRE REC F-measure

83.2 82.1 84.8 83.4

Table 16. Confusion matrix of fashion shopping model for the test data

Predicted class

Positive Negative

Actual class Positive 160 89

Negative 28 52

Table 17. Evaluation indicator of fashion shopping model for the test data (%)

ACC PRE REC F-measure

64.4 36.9 65.0 47.1

From Tables 6, 7, 8, 9, 10, 11, 12 and 13, models of Amazon and general shopping
sites had well balanced evaluation indicator, however, from Tables 14, 15, 16 and 17,
we fund that prediction of fashion shopping sites’ model tend to negative, precision was
relatively low.

5 Discussions

In this section, we discuss about the results of RF and consider how to advertise on TV
and websites.

As shown in Figs. 1, 2 and 3, we found that variables of cluster had high importance
in all model. From this result, we confirmed that we have to consider media exposure of
users to advertise efficiently.

Also, as shown in Figs. 4, 5 and 6, it turned out that some commonvariableswere very
important among these 3 target websites. First, we found that users of target websites
often check review sites and cosmetics shopping sites (V20). It seems that they check
reviews about items before they buy them. Therefore, we considered that the advertise-
ment in the review sites was reached easily. Additionally, cosmetics’ advertisement will
make monitors interested certainly because they also check cosmetic shopping sites. In
addition, I found that V12 was top of importance in Amazon and general shopping sites,
V11 and V16 were top in Amazon and fashion shopping sites, V7 was top in general
shopping sites and fashion shopping sites.

Also, each of target websites had different characteristics. V8 and V18 were char-
acteristics of class 1 in Amazon. V8 is cluster that check the SNS. Therefore, the adver-
tisement used SNS like Twitter, Facebook and Instagram will be effective. Furthermore,
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we found that Amazon’s user often use Yahoo! (V18). According to this result, listing
advert on Yahoo! will exposure a lot of potential customer. On the other hands, V6
was characteristic of class 0. V6 is cluster that watching entertainment program. From
this results, we confirmed that Amazon’s users normally do not watch entertainment
program. Hence, it may not be expected that commercial on entertainment program is
effective.

In general shopping sites, V1, V5, V14 and V21 were characteristics of class 1. V5
is “check Rakuten shopping site” cluster and V14 is “check the fashion shopping sites”
cluster. From cluster 5 and 14, we confirmed that general shopping sites’ users check
other shopping sites as well. Therefore, it is necessary to advertise good price to wide
variety of items and so on to differentiate. On the other hands, V15 was characteristic of
class 0. V15 is cluster that check the Google and news/weather forecast sites. We found
that general shopping sites’ users did not use Google relatively. From this results, we
assumed that we have to advertise on portal site except Google mainly.

In fashion shopping sites, V17was characteristic of class 1, andV2,V9 andV10were
characteristics of class 0. V2 is “check the Amazon and home appliances shopping sites”
cluster andV17 is “check the finance service sites and foods shopping sites” cluster. From
cluster 2 and 17, users of fashion shopping sites users tend to check various shopping
sites. Therefore, it is important to advertise assortment unique to fashion shopping site.
Moreover, V9 is cluster that watch news programs in the evening or night. From cluster
9, we found that fashion shopping sites’ users did not watch news program in the evening
or the night. Therefore, we assumed that we had to reduce the ratio of advertisement in
news program in the evening or the night.

6 Conclusion

In this study, from media exposure data, we found potential media exposure patterns
throughNMF. Then, we constructed RF using result of NMF andmonitors’ demographic
data to identify the characteristics of the users’ media exposure pattern. From our result,
we found some TV programs and websites that Amazon, general shopping sites and
fashion shopping sites had to advertise.

In theRFmodel constructed in this research, although it is possible to clarify the char-
acteristics of media exposure pattern, the accuracy of the model is not very satisfactory.
Therefore there is room for improvement.

Moreover, in this study we found media exposure patterns through NMF. However
it is difficult to find more than 3 characteristics. Therefore we need to consider more
information like day by using tensor decomposition method for our future work.
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Abstract. On 9th October 2019 an armed nationalist murdered two
bypassing citizens in a killing spree directed at a synagogue in Halle,
Germany. Instantly, a broad diffusion of information unfolded on Twitter.
Traffic for tweets mentioning Halle reached a peak as high as a hundred
times to average value of the days before. In this study we examine this
immense increase in communication and observe temporal diffusion pat-
terns in crisis communication. We compare the traffic of tweets generated
in this incident against Twitter traffic persisted during two other crisis
events as well as a regular trending topic. A discussion of information
diffusion based on network theoretic measures during crisis and terror
events is presented. Results show that active user’s behavior changes
with the onset of the incidents in all events in focus–while popular user’s
metrics are consistent throughout the data sets. actively tweeting and
repeatedly engaging users are detected only in two data sets.

Keywords: Information diffusion · Network dynamics · Terror attack

1 Introduction

Crisis and emergency situation events such as natural disasters and terror acts
result in an immediate and massive response in social media. In these kinds
of situations, Twitter is relevant due to its fast-paced nature, especially dur-
ing developing events [5,13]. The microblogging service has become a platform
for breaking news, including the coverage of crises and disasters. It provides
an indicator of emerging and developing events on a national and international
scale with its trending topic feature. While a crisis is defined as an immediate
threat to people or organizations and their key values or functions, hence, lead-
ing to situations of uncertainty [22], terrorism is politically motivated violence
against noncombatants. The latter is trying to create an additional fearful state
of mind among the public [23]. The user’s motivation to contribute to a dis-
cussion regarding a terror attack ranges from sharing relevant information [14]
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and expressing condolences to spreading anger and fear [12]. Twitter is further-
more an important communication channel for security forces and emergency
authorities to create situational awareness: in times of crises the public needs to
be informed and instructed about ongoing endangerments and to avoid panic.
Twitter’s environment, in which information can be efficiently shared, provides
an opportunity for all participating parties to spread their messages during crisis
[4]. Traditional mass media such as newspapers or TV channels are no longer in
control of information dissemination.

A majority of research regarding crisis communication in social media ana-
lyzes public response and user behavior (e.g. [17,19,25]) or communication efforts
and crisis management from an authoritative perspective (e.g. [4,12,31]). While
some work focuses on the characteristics of information dissemination in crisis
situations [7,30], there still is a research gap in the specifics of information diffu-
sion in social media networks during terror attacks. Especially, the dynamic
properties in the diffusion process needs to be further studied. In this case
study, we analyze information diffusion in the aftermath of terror attacks in
form of retweet networks–Twitter’s retweet function allows to share information
effortlessly,–thus, resulting in large proportions of the total traffic being com-
prised by this replication-based content. We conduct the study on a total of four
data sets, three of those connected to terror and crises and another trending
topic on Twitter.

In Sect. 1, we commence with a literature overview regarding the fields of
social media response to terror and crises events and information diffusion pro-
cesses in social media. Thus, we deduce research questions thereof in Sect. 2. In
Sect. 3, we present our methodology and data sets, discuss the results in Sect. 4
and conclude in Sect. 5.

1.1 The Aftermath of Terror Attacks and Crises Situations
on Twitter

The ever-increasing usage and mass adoption of social media has reshaped the
perception of news-worthy events: now, social media platforms have become
platforms for breaking news which had previously been the playing field of mass
media. Events such as terror acts or natural disasters typically result in an imme-
diate response. Social media, especially Twitter, provide important and useful
eyewitness information in the aftermath of crises [17,19]. Twitter is extremely
relevant in this context due to its real-time communication environment that
allows users to quickly spread information about developing events [4]. The ser-
vice provides a trending topic feature as an indicator for emerging events on a
national and international scale. According to Eriksson Twitter can serve as a
platform to establish counter themes contrasting mainstream media [10], while
it may also serve as an environment for mainstream media during crisis [26].

Crisis events take a special role due to their abrupt appearance, leading to
an emerging interest in communication research. Studies in this field focus on
the potential of Twitter for authorities to handle crisis event communication
[4,32] as well as communication processes between users aiming to understand
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the impact of crises on the public [30]. A majority of previous studies analyze
the impact of single instances of terrorist attacks, while few compare different
terror acts or a variety of crisis events [6,19].

A common characteristic of information cascades during terror attacks is the
immediate and steep increasing rate of messages referencing the event. Within a
few days, the tweet volume in connection to the event strongly decreases, return-
ing to the original message frequency [6]. The rising utilization of social media has
increased the number of users who participate in discussions about crisis events
[4]. While the dissemination of URLs in tweets increases more slowly, these users
retweet more often and increasingly use hashtags. Toriumi et al. found that users
change their behavior by spreading more situation-related information and by
decreasing non-related tweets during crises to avoid interrupting important infor-
mation [30]. On the other hand, Buntain et al. stress that terror events do not
significantly impact the general usage of Twitter [6]. Crisis events are commonly
discussed by referring to hashtags that are adapted by the participating users
over time. These hashtags are used as geographical and temporal markers (e.g.
#halle, #hl0910) to show support, resilience and cohesiveness [25,26].

People use social media to make sense of the event, validate their worldview
and keep their self-esteem. Calls for tolerance as well as nationalistic views can
be found, compared to hostility toward different values expressed by other par-
ticipants in the online debate. Overall, people tend to express more worry and
support for the victims instead of spreading anger and fear. Especially in the first
days following a terror attack, information sharing and positive social behavior
dominate the connected discussion [12].

The chaotic situation caused by terror attacks typically leads to a lack of
information and understanding of the event. To counter unverified information
or even disinformation circulating on social media users, media and authorities
constantly provide updates about the ongoing event [25]. Official government
organizations such as the police use Twitter to create situational awareness in
the aftermath of terror attacks. These accounts are important for reducing the
impact of rumors and misinformation during crisis events [4]. Different actors
suggest avoiding the spread of rumors and misinformation [12], pointing out the
achievement of situation awareness as one of the key challenges during crises
for all involved parties. News media and authorities emerge as central actors in
social media debates following crises and terror events, while authorities as well
as non-governmental organizations are less active in crisis situations than media
actors, yet their published content is shared more often [31]. If authorities such
as police departments are not participating on social media, the information
vacuum is likely to be filled by the media [6]. Unexpected accounts such as local
politicians, institutions or media can also become central communicators [26]
due to a geographical information advantage.

1.2 Information Diffusion in Twitter Networks

Crises and terror events increase the motivation for social media users to seek
and share information on social media, and, as mentioned above, especially use
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Twitter [14]. In crisis discussions, the retweet ratio (number of retweets against
the number of all tweets in the data set) significantly increases [24]: users share
information with their followers by publishing original content or retweeting
content. The diffusion of information on Twitter is mainly governed by the social
network’s features [11]–who follows, i.e. who gets whose information. This rapid
information diffusion is one of the central elements of the microblogging service
[26] and crucial to reduce the uncertainty caused by a crisis situation.

A series of retweets, or retweet cascades, often involves a burst, a sharp
spike in retweet frequency while the cascading process itself may run for weeks
[11]. Taxidou et al. define retweets as explicit interactions [29], inducing retweet
cascades that spread information through the network [8]. Next to favorites,
retweets are the main factor to measure the popularity of a single tweet. The ratio
of retweets to tweets is an indicator of spreading topics [28]. Further connections
can be created through the mention and reply functions, where users highlight
others by mentioning their usernames or comment on content by replying to
tweets. Yoo et al. found that information originating from within the network
spreads faster than information from external sources [32].

Burnap et al. [7] analyzed the flow of information following the Woolwich
terrorist attack that took place in London in 2013. They define information flow
as information spreading via the retweet function by considering the frequency
of retweeting (size) and the duration between the first and the last retweet (sur-
vival). The authors find that negative content is shared less often than positive
and supporting content. Brief time intervals between retweets, the use of URLs
and hashtags as well as positive sentiment of the original content are constructive
predictors of the information flow following crisis events. However, according to
the study, the most influential factor for a fast information flow is the popularity
of the author measured by the number of followers and tweets. Information pub-
lished by influential users diffuse more quickly. That same pattern was observed
for information that was published at an earlier stage of the crisis [32]. For an
extensive overview of the properties of the retweet network refer to [3].

2 Research Questions and Contributions

From information diffusion theory and previous studies in the field, we learn
that information diffusion generally adheres to what is called bursty behavior
[2,15,18]. Information is spread in networks along ties between nodes–in our case
Twitter accounts. Here, these ties render to the “follower” and “folowee” rela-
tionships between accounts. Information is passed between the accounts accord-
ing to the accordance of the platform: tweets are original pieces of information
posted by users, retweets are unaltered replications of tweets and other interac-
tions include commenting and replying to tweets with another tweet and lastly
tagging or mentioning other accounts in one’s tweet. Additionally, users have
the possibility to like tweets, a function which was originally implemented to
bookmark tweets, nut is now a popularity index. In total, a large share of the
interactive possibilities depends on retweets and likes–as these interactions are
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most accessible to users, requiring little work to execute [27]. Previous research
has shown that the vast majority of traffic is published in the first few days fol-
lowing the event [6]. This effect is even stronger in this context, as crisis events
are most commonly instants in time, leading to a sharp rise in tweet-traffic.

A question that has been left vacant in the above listed research, is how users
engage in discussions in the aftermath of terror attacks: are the information
cascades driven by a multitude of users which engage singularly or rather a
small and active set of users? Secondly, how do users engage with one another
in communication streams connected to terror attack?

Our contributions are the following:

(a) We explore the retweet network created alongside of crisis and terror events
in a network theoretical manner. We base our discussion jointly on user activity
and communication authority. We employ standard graph measures to deter-
mine topographic properties of user-based interactions.

(b) While the former presented research analyzed information networks during
crisis events as a whole, we argue that longitudinal networks that evolve over
time represent the dynamic process of information diffusion more accurately.
This process potentially changes the structure of the social network and is also
strongly affected by emerging topics [18].

3 Data Samples and Method

On 9th October 2019, a shooting took place in Halle, the largest city in the state
Saxony-Anhalt in Germany. The terrorist tried and failed to enter the synagogue
during the service on the Jewish holiday of Yom Kippur, instead killing two
uninvolved people with self-built firearms at another location. He was identified
as a male 27-year-old male, who had an antisemitic and nationalistic motivation
for the crimes committed, according to the federal investigators. The attacker
streamed his actions online, displaying his weapons, the murders committed and
his rationale as a denier of the Holocaust.

In order to analyze the impact of and information diffusion during the terror
attack in Halle we extracted data via Twitter’s search API with the search term
Halle. We gathered tweets spanning three days before and three days after the
activity peak of the Halle shooting, resulting in a sample of 518,922 tweets from
187,603 active users. To give a broader insight on the issue of the information diffu-
sion dynamics, we compare the Twitter traffic surrounding the (a) Halle shooting
with three other, distinct events: (b) a clash between police riot forces and radical-
left protesters; (c) another shooting where a man killed his family members and;
(d) as a baseline example for a trending topic New Year’s Eve 2019.

The second event happened in the night of 1st January 2020, when protestors
clashed with police forces in the alternative left Leipzig district of Connewitz
(search term “Connewitz”). It initiated a debate on left-wing violence in Ger-
many and trust and confidence issues in police forces.
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Table 1. Overview of the data sets: user and tweet counts are unique entities per data
set, the events starting time.

Incident # Tweets # Users t0

Halle 518,922 187,603 2019/10/09 12:00

Connewitz 48,806 14,113 2020/01/01 09:00

Silvester 26,786 17,660 2019/12/31 23:59

Rotamsee 13,239 9,267 2020/01/24 12:00

The third data set covers a familicide that took place on 24th January 2020
in Rot am See, a small South-West German city (search term “Rot am See”). A
26-year-old man killed six of his family members, including his parents. While
his motivation is still under investigation the incident immediately aroused con-
versation traffic on social media.

Finally, tweets in connection with the German-language debate on New
Year’s Eve 2019 were finally gathered to include a recurring event in the analysis
(search term “Silvester”). Table 1 gives an overview of all data sets including the
number of gathered tweets and involved users for each case as well as the center
of activity. We restricted the data sets to same time intervals and defined a tem-
poral zero to ensure comparability between the four different events. In total we
persisted and analyzed a sum of 607,753 tweets from 228,643 active users.

For each of the four instances of attacks and trending topics, we limited the
data set to an extent of three days before and after the initial action. We deter-
mined the individual starting point t0 as the point of origin for each information
cascade–for the terror attacks it is the known time of the first attack, in the
case of the trending topic it is New Year’s Eve. As the retweet network is the
outcome of the information diffusion process, we investigate the questions laid
out beforehand, by an analysis of the retweet graph implicitly contained in our
data sets. At first, we extract a dynamic network from each data set in order to
examine how information diffusion is shaped during such a crisis event.

For the last ten years, retweeting behavior has been a subject of researcher’s
scrutiny: a number of studies have been conducted on the general features of
these networks as well as predicting single retweet cascades. The most approach-
able tool is a static network analysis. Albeit powerful, it is not feasible for our
set of questions as the nature of the processes behind the user communication
is suspected to be highly dynamic. Thus, viewing the diffusion network from a
static point of view would yield an inaccurate representation.

We solve this problem with the utilization of longitudinal networks–a series
of networks, each representing the status of the retweet stream at the end of
each time bin. We partition the data sets into rectangular time windows to
obtain these series of static networks. The window size we use as a default is
one day, windows overlap 48 times, thus, the distance between windows amounts
to 30 min. This wide window size has the advantage of cancelling out circadian
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effects in tweet frequency. In the following we state the indicators employed in
our study and how these are linked to the observed phenomena to interpret their
results:

Network Size and Order. Navigating uncanonical and partially contradict-
ing nomenclature, we doubt the number of edges in a network order and the
network’s number of nodes, network size. We are not only interested in their
absolute values and also take their ratio into account.

Degree Distributions. In our case, the dynamic network represents retweet
interactions between Twitter accounts, following Bild et al. [3] we assume
this network to be scale-free [1]. Since multiple interactions between accounts
are possible, we obtain directed multigraphs, relaxing structural cutoff con-
straints. For each network, we determine the degree distribution for incoming
as well as for outgoing directed edges and their power law coefficients. The
degree distribution yields information on the structure of the network–we
are especially interested in how dominant hubs (the most active and popular
accounts respectively) are emerging in the network.

Degree Dynamics. We determine for each node the change of its degree over
time as the network is growing. To uncover fast growing accounts, we deter-
mine the number of tweets in the duration from a given node’s first to its last
tweet in the data set. This average tweet frequency and its distribution give
interesting insight into the account’s behavior and engagement: who are the
most-active accounts, as well as the most popular–when do they start? We
calculate a node attribute which determines the temporal degree dynamics:
we utilize the average tweet frequency for each account. We also calculate this
measure in a directed manner as well. Thus, determining an average activity
and popularity score.

Degree Correlation. Assortativity is the measure of correlation between the
connecting node’s incoming and outgoing degrees. Here, we apply Spearman’s
rank correlation, as suggested by [16] to measure assortavity between net-
works of different sizes.

All analysis was done with R 3.6.1 [21], utilized packages include igraph [9]
and tidygraph [20].

4 Results and Discussion

The incident in Halle, Germany on 9th October 2019 created an instant and
immense burst in Twitter traffic containing the keyword Halle. The tweet fre-
quency increased from 100 t/h to a maximum of 25,000 t/h when the attacker
was arrested by police forces. The three other incidents created less traffic by
far, although the incident in Rot am See generated a peak of 5,000 t/h, while
being the smallest data set in terms of total tweets. All three incident-based data
sets (a, b, c) exhibit a large burst in traffic–a feature the New Year’s Eve data
set (d) lacks. All data sets contain a large share of replication-based traffic, i.e.
retweets. As the overall tweet frequency rose, the RT-ratio of the overall traffic
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Fig. 1. Retweet-Tweet ratio for each network.

increased by 25%, as well, averaging over the entire time span 69.3%, with 48.8%
before and 77.6% after the attack, see Fig. 1.

For data set (a) police forces–both the Halle police department, as well as
Saxony state police–were initially retweeted the most, both in absolute amount,
as well as retweet frequency. The local police Twitter account accumulated over
7,000 retweets in first 24 h after the attack. Other accounts, whose tweets were
virally retweeted fall into distinct categories: Twitter personalities, organiza-
tional accounts (e.g. @ZentralratJuden, the Central Council of Jews in Ger-
many) and celebrities. Overall the degree trajectories of these accounts show
rapid increases–a few even multiple increases, due to multiple tweets.

Figure 1 gives the RT/T-ratio–defined as number of retweets in the data set
divided by the total number of tweets–for the four data sets over time, as well as
the average RT/T-ratio for the entire data set. An RT/T-ratio of 1.0 indicates
traffic consisting only of retweets while 0.0 would indicate no present retweets.
For all data sets, the RT/T-ratio is quite high with averages for (a) 69.3%, (b)
85.2%, (c) 59.9% and (d) 71.1%. Data sets (a, c) show a transient with data set
(a) increasing by approx. 25% at t0 and (c) increasing by nearly 50% at t0 with
the limitation that for (c) the traffic before t0 was comprised of singular tweets.
Interestingly, data set (b) shows an already high RT/T-ratio before t0, as does
(d) where such behavior was expected.

Figure 2 shows the accumulated networks size and order–the number of nodes
and edges, respectively. The incidents in Halle as well as Rot am See (a, c) dis-
play a massive surge of tweets during the events onset, while passing t0. The inci-
dent in Connewitz (b) exhibits this phenomenon in a blurred fashion. The data
set (d)–a suspected normal trending topic–does not show such transient behavior,
but rather a continuous growth, which slows after the passing t0. An explanation
is surely the events background and overall importance: the antisemitic incident in
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Fig. 2. Network size (number of nodes) and order (number of edges) per window,
window size is 30min, overlap 0x

Halle was an event of global scale, causing reactions and news reports from interna-
tional news agencies and associations. In data sets (a) and (b) few users replicate
tweets in large numbers. In contrast data sets (c) and (d) show no sign of such
hyperactive users. Given that the crass political impact of (a) and the discussion
surrounding (b) and the fact that (d) is a benign base-line example, we assume this
a sign of attempted manipulation. Another indicator is the ratio of the networks
order to the network size, giving an estimate of overall repeated user activity. Inci-
dents (a) and (c) exhibit a large gap between the total number of interactions and
the users involved in this, hinting at repeated user interaction. Data sets (b, d) on
the other hand show only a much smaller gap, thus, less repeated user interactions.

A networks structure can be determined from its degree distribution: Fig. 3
indicates the degree distribution’s power law exponent’s change over time.
Change in the network’s out degree distribution indicates a change in the way
users interact and replicate tweets. A decline in the coefficient’s value indicates
a larger proportion of low degree nodes. For data set (a), we detect a sudden
change in the in degrees and out degrees, both decreasing by 0.3 and 0.6 respec-
tively, indicating increased traffic from low degree users. In data sets (b) and (c)
the onset similarly exhibits a spike, although the data sets limitation to nodes
of a degree ≥ 10 may induce such artifacts.

Figure 4 shows the pairwise directed degree correlation, e.g. in-out indicates
the Spearman correlation between the users in degree and the retweeted users out
degree. Data set (a) shows an interesting change at t0: the correlation between
out degree and the connected node’s out degree increases radically, crossing
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Fig. 3. (a) Estimated power law coefficient’s change for the networks in degree distri-
bution, (b) The same for the out degree distribution.

zero. Our base line data set (d) shows quite a different picture. All four assor-
tativity measures are quite stable over time–even New Year’s Eve, t0, passes
without a significant change in the network’s topology. Overall, the correlation
between in degree and in degree appear positively correlated and in degree and
out degree negatively correlated, suggesting assortativity in the following man-
ner: an account with high in degree will retweet another node with high in
degree, while in the same instance the second node will have a low out degree.
This confirms common assumptions of the behavior of popular accounts.

To extract temporal features of the information diffusion process during ter-
ror attacks, we obtain the average tweeting frequency for every account in the
data sets. That being the number of tweets divided by the duration from first
to the last tweet, respectively retweet. For each data set and edge direction,
Fig. 5 shows the ECDF for the average frequency. The results for incoming
edges–accounts being retweeted–is expectedly quite similar among the data sets.
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Fig. 4. The networks assortativity per time bin.

We attribute this to the affordances of the platform. Interestingly, for the outgo-
ing edges we are only able to calculate results for data sets (a) and (b). Accounts
in this data sets were not multiple times, thus, not exposing a degree change
over time. Contrary in data sets (a) and (b) we find a subset of accounts that
massively contribute in an active manner. Top tweeters reached final degrees of
maximally 666 tweets in three days for data set (a) and 409 tweets for data set
(b). Data set (c) yielded a top max. final degree of 61.

In summary, data set (a)–the social media response to a nationalistically
motivated shooting–yields insight into information diffusion in terror attacks.
As events unfolded in Halle, traffic mentioning the city’s name rose almost
instantly by factor 1,500. After this initial spike, traffic slowly declined over
days as predicted by previous studies. Studying the degree dynamics present in
the longitudinal network, we find that the popular and retweeted subset of the
account population is similarly in structure as suggest by previous studies. Single
accounts gained the most popularity and are connected to local authorities and
media. Highly active accounts are present in the sample: the activity of 25 most
active accounts accumulates to 6,343 tweets in three days. Comparing data set
(a) to data sets (b, c, d) yields interesting observations. In data sets (c, d) there
are no highly active users present. We speculate that is due to a lessened politi-
cal impact and importance of both events. An inversion of this argument stands
out: in both (a) and (b) highly active users are present and data set (c) shares
many characteristics with data set (a) in terms of absolute message frequency
rise in the onset (see Fig. 2), average message frequency distribution (see Fig. 5).
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5 Conclusion

In this case study, we retrieved and analyzed a set of over 500,000 tweets using
the keywords Halle, Connewitz, Rot am See and Silvester parallelly to three
terror attacks and crisis events as well as one trending topic. We compared
the traffic generated in the incident in Halle, Germany, against traffic persisted
during two other crisis events as well as a regular trending topic. A discussion of
information diffusion during crisis and terror events, based on network theoretic
measures, is presented.

Results show that a high level of retweet-based traffic is present in all
data sets, with RT/T-ratios consistently ≥0.6. Active user’s retweeting behavior
changes with the incident onset in all persisted events: on the onset of the inci-
dent, participating users start to share more information instead of publishing
their own content during terror attacks and crisis events. This is consistent with
previous research [30], whereas users spread more situation-related information
and decrease non-related content to avoid the flow of relevant information. Local
authorities–such as police forces and local journalists and newsrooms–also arise
as central actors on social media in the aftermath of terror events, as already
proposed by Wang and Zhuang [31]. The dynamic network’s size and order rise
sharply, as interactions in form of retweets immediately increase with the onset
of the crisis events. A massive network growth was observed especially in the
aftermath of the Halle terror attack and the shooting in Rot am See. It is con-
ceivable that both events were interpreted similarly on social media before the
latter incident turned out to be family tragedy without a political motive behind
it. The massive surge of the network size regarding the Halle terror attack can
be explained with the incident itself, as an event of global scale that resulted in
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a traffic spike and hyperactive users that furthermore increased the network size
by actively replicating tweets.

Further studying the dynamic networks, we obtained in this study, we observe
that for the passive side of each network–things user endure or experience due
to others user’s behavior–our indicators are quite consistent for all data sets,
including our baseline example. In contrast, the active side–the behavior of single
users–shows differences, especially in data sets connected to the incidents in Halle
and Connewitz. This can be attributed to the presence of hyper-active accounts
in these both data sets as well as the absence of higher degree nodes in two other
data sets.
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Abstract. The purpose of this research is represented by the need to highlight
the trend regarding the access and use of mobile banking and mobile payment
services by student consumers, in close connectionwith the cultural factors that can
influence this trend. In this regard, the paper considers aspects such as observing
the students’ behavior regarding how mobile banking is used in the monitoring of
bank accounts, taking financial decisions about saving and investments, as well
as shopping. The research methodology addressed aimed at both qualitative and
quantitative research, considering the mobile financial services offered by banks
operating in Romania. The authors conducted a quantitative research based on
a questionnaire, grouping selectively a multitude of questions on how students
perceive mobile banking according to the specific interaction they had with it.
The structural model that was used is called the Unified Theory of Acceptance
and Use of Technology 2 (UTAUT2), a combination of UTAUT developed in 2003
by Venkatesh et al. and Hofstede’s cultural moderators. The qualitative analysis
considered the placement of the factors analyzed in a cultural context linked with
the Romanian students, trying to investigate the values, perceptions, desires, but
also the stereotypes and prejudices taken from the family or other social organisms.
The results of this research reveal how cultural factors determine the Romanian
students attitude close to the use of mobile banking services. Factors that have a
positive influence on behavioral intention are performance, facilitating conditions
and habit. Habit has also a positive influence on use behaviour. Social influence
has a negative effect on behavioral intention. There is no relationship between
behavioral intention and effort expectancy, hedonic motivation and price value.
Also, there is no association between use behavior and behavior intention. All
cultural moderators signal a negative influence on the behavioral intention - use
behavior relationship.

Keywords: Mobile banking · UTAUT2 · Cultural factors · Behavioral intention ·
Use behavior

1 Introduction

The multitude and breadth of the development of IT programs and applications that
emerged as a result of the increasing trend of inventions and innovations in recent years
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has had no way of not reflecting on the field of financial services, with a particular
impact on the banking businesses regarding the adaptation process to the client needs
and the competitive evolution of the market. Not least, Romania, as a Member State of
the European Union under the influence and in direct interaction with the evolutions on
this unified market, has experienced in recent years a significant development in terms
of the diversification of banking services, especially online and mobile ones, which
welcomes any analytical approach in the field.

Thepurpose of this research is represented by the need to highlight the trend regarding
the access and use ofmobile banking andmobile payment services by student consumers,
in close connection with the cultural factors that can influence this trend. In this regard,
the paper considers aspects such as observing the students’ behavior regarding how
mobile banking is used in the monitoring of bank accounts, taking financial decisions
about saving, investments, as well as shopping.

Themotivation of this research is based on the fact that the explosive growth of online
shopping in Romania - as a result of the economic growth based on the stimulation
of consumption - has led to the pragmatism of choosing other forms of payment by
consumers (especially young people and especially students), so that a study on the use
of mobile banking and mobile payment by students is required in order to understand
these trends related to students behavior in Romania.

The research methodology addressed aimed at both qualitative and quantitative
research, considering the mobile financial services offered by banks operating in Roma-
nia. The authors conducted a quantitative research based on a questionnaire, grouping
selectively a multitude of questions on how students perceive mobile banking according
to the specific interaction they had with it. The survey was attended over a period of
two weeks and targeted a sample of 250 students from the University of Bucharest -
Romania, out of which 242 were respondents, with a specified socio-demographic dis-
tribution. The structural model that was used is called the Unified Theory of Acceptance
and Use of Technology 2 (UTAUT2), a combination of UTAUT developed in 2003 by
Venkatesh et al. [23] and Hofstede’s cultural moderators [10]. The qualitative analysis
considered the placement of the factors analyzed in a cultural context linked with the
Romanian students, trying to investigate the values, perceptions, desires, but also the
stereotypes and prejudices learned/taken from the family or other social organisms.

The results of this research reveal how cultural factors determine the Romanian
students attitude close to the use of mobile banking services. Factors that have a positive
influence on behavioral intention are performance, facilitating conditions and habit.
Habit has also a positive influence on use behaviour. Social influence has a negative
effect on behavioral intention. There is no relationship between behavioral intention
and effort expectancy, hedonic motivation and price value. Also, there is no association
between use behavior and behavior intention. All cultural moderators signal a negative
influence on the behavioral intention - use behavior relationship.

The limits of research in the authors’ view are reflected in the size and selection of
the research sample, considering a limited number of students from the University of
Bucharest, but also in widening and deepening the analyze of the Hofstede’s cultural
moderators.
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2 Literature Review

The researches in the sphere of mobile banking related to the dissemination, access and
use, as well as the multitude of the factors that influence it, have met a diversification of
the approaches and working methodologies according to the objectives that, at present,
make the interdisciplinary investigation of the phenomenon in question necessary.

In the context of examining the human-computer interaction of the topic of mobile
banking and the cultural factors that influence it, the present paper refers to a series of
researches in this field that the authors have considered in their approach.

In analyzing the interaction between cultural factors and the adoption of mobile
banking services by Romanian students, the definition of culture at the organizational
or group level is naturally considered. Thus, Hofstede [10] designates culture as being
“the collective programming of the human mind that distinguishes the members of one
human group from those of another. Culture in this sense is a system of collectively held
values”. Schein [18] shows that culture represents “the way in which people solve their
problems/dilemmas or ways of solving which are verified and consolidated over time
and which are transmitted to future generations in the form of values, ideas, symbols
important for human nature”.

Concerning the cultural factors effect on mobile banking adoption, the authors con-
sider as a benchmarking research for this paper thework ofBaptista andOliveira [4] titled
“Understandingmobile banking: The unified theory of acceptance and use of technology
combined with cultural moderators” which come up with “an innovative and compre-
hensive theoretical model that combines the extended unified theory of acceptance and
use of technology (UTAUT2) of Venkatesh, Thong, and Xu (2012), with Hofstede’s cul-
tural moderators, providing new insights into factors affecting the acceptance and how
culture influences individual use behavior” [4]. As results of their research, the authors
underline the significance of “performance expectancy, hedonic motivation, and habit”
for behavior intention and “collectivism, uncertainty avoidance, short term and power
distance” as being essential cultural moderators.

Buzamat [6] in her research “tries to underline themain components of the Romanian
culture […] in order to be able to quantify the Romanian culture based on the cultural
dimensions of Geert Hofstede” showing numerous implications in Romanian economy
and organizations.

Another paper worthy being cited is that of Mahfuz, Hu, and Khanam [15] where
cultural dimensions are considered in analyzing the adoption and use of mobile banking
services: “performance expectancy, facilitating condition and price value influences on
behaviour intention but effort expectancy had no influence onm-banking adoption in this
research” and “power distance had influence on m-banking adoption and masculinity
and uncertainty avoidance had no influence on behavioral intention to adopt m-banking
services”.

Merhia, Honea and Tarhinib [16] show in their research on “mobile banking adoption
inLebanonandEngland” that “behavioural intention towards adoptionofmobile banking
services was influenced by habit (HB), perceived security (PS), perceived privacy (PP)
and trust (TR) for both the Lebanese and English consumers. In addition, performance
expectancy (PE) was a significant predictor in Lebanon but not in England; whereas
price value (PV) was significant in England but not in Lebanon. […] Social Influence
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(SI) andHedonicMotivations (HM)were insignificant for both the Lebanese andEnglish
consumers”.

The paper “Does culture influence m-banking use and individual performance?” of
Tam and Oliveira [19] considers “a combination of the task-technology fit (TTF) model
and two of Hofstede’s cross-cultural dimensions scale” and shows that “individualism
moderates the relationship between TTF and use, and uncertainty avoidance moderates
the relationship between TTF and individual performance”.

Akhtar et al. [2] analyzed the mobile banking adoption in both Pakistan and China
and discovered “themoderating role of cultural values was observed as dampening factor
in positive relationship between social influence and individuals’ intentions”.

The authors of the paper “Apps for mobile banking and customer satisfaction: a
cross-cultural study” [17] distinguish “how perceived justice moderates the relationship
between the benefits offered bymobile banking and the consequences of satisfactionwith
mobile banking” in three contrasting countries from the perspective of cultural diversity
and economic and social development: Brazil, India and the United States [17].

3 Cultural Factors Influence on Romanian Students Use of Mobile
Banking

3.1 Data and Methodology

The authors conducted a quantitative research based on a questionnaire, similar to the
one used by Baptista & Oliveira [4], in order to obtain the data for this analysis. The
survey comprises 49 questions with answers measured on 7-point Likert scale (from 7 -
strongly agree to 1 – strongly disagree) and other questions about using mobile banking
among students. We will consider these 49 questions to be measured variables that
will form the latent variable used in the statistical analysis performed in the paper. Use
behaviour, one of the latent variables, was marked from 1 (never) to 11 (several times per
day), corresponding to the frequency of use of mobile banking services. The respondents
were students form the first, second and third year of undergraduate study and students
frommaster degree study within the Faculty of Administration and Business, University
of Bucharest.

We have a sample of 237 respondents. Out of the total there were 66.7% female
and 33.3% male respondents (Fig. 1). About the age, 30.8% of total were 20 years old,
27.8% were 21 years old, 13.5% were 19 years old and the rest of 27.9% were 22 years
old or older. The majority of 69.6% have they residence in Bucharest, 15.2% have their
residence in Muntenia (South-East of Romania), 5.9% in Moldova (East of Romania),
5.5% in Oltenia (South-West of Romania) and the rest of 3.8% in Dobrogea (South-
South-East of Romania), Transilvania (Centre of Romania) and Moldavian Republic
(Fig. 1).

Out of the total, 69.2% graduated the high school, 26.6% graduated college and
the rest of 4.2% graduated another form of studies (Fig. 2). Majority of 30.8% have
an income less than 999 lei (about 200 euros), 25.7% have an income between 1000
and 1999 lei (200–400 euros), 15.6% declared them income is 2000–2999 lei (400–600
euros), 12.7% declared an income bigger than 3000 lei (600 euros) and 15.2% didn’t
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Gender

67%

33%

Male
Female

Age

28%

28%

14%

30%

19 years old

20 years old

21 years old

22 years old and
older

Fig. 1. Gender and age of the respondents (Source: authors calculations by using R Studio)

want to declare them income. All the respondents declared they have a smartphone,
97.9% said they have a social media account (Fig. 2) and 93.3% said they use Mobile
Banking application (Fig. 3).

Studies

69%

27%

4%
High School

College

Other

Social media account

2%

98%

Social account

No Social
account

Fig. 2. Studies and socialmedia account of the respondents (Source: authors calculations by using
R Studio)

About the frequency of Mobile Banking using, 22.8% said they use it at 2–3 days,
18.6% daily, 13.1% once a week, 10.1% at 4–5 days or once a month, 14.8% rarely than
once a week, 4.2% several times a day and 6.3% do not use it at all.

The questionnaire tested how students perceive mobile banking according to the
specific interaction they had with it. Out of the 49 items, a number of latent variables
were constructed: performance, social influence, effort, facility conditions, price value,
hedonic motivation, habit, behavioural intention, individualism/collectivism, uncer-
tainty avoidance, masculinity/femininity, power distance, long/short term orientation
and indulgence [10–12].

3.2 Structural Equation Modelling for Mobile Banking

Just as correlation, regression and analysis of variance are general linear model, so is
structural equation modelling, a technique introduced for the first time in the early 70’s
in behavioral research. Structural equationmodelling (SEM) has the capacity to estimate
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Mobile Banking Users

7%

93%

Users
Non-Users

Fig. 3. Use of Mobile Banking by the respondents (Source: authors calculations in R Studio)

and test the connection among constructs or latent variable. Also, when we use SEM,
we have to appraise multiple test statistics and a host of fit indices to find whether the
model fits the data.

The structural model that we use in this paper and that also we want to test is
called Unified Theory of Acceptance and Use of Technology 2 (UTAUT2). This model
is a combination of Unified Theory of Acceptance and Use of Technology model
(UTAUT) developed in 2003 [24] and Hofstede’s cultural moderators [10–12]: indi-
vidualism/collectivism, power distance, uncertainty avoidance, masculinity/femininity,
long/short term orientation and indulgence.

In the beginning we will calculate the confirmatory factor analysis because as men-
tioned before, the questionnairewas used in another study.Wewill determine if our factor
analysis is suitable with our data (Kaiser-Meyer-Olkin Measure of Sampling Adequacy
and Bartlett’s test of sphericity) and then we will test the reliability (Cronbach alpha
coefficient). After this, we can see in Table 1 some indicators used to determine if the
baseline model is stable.

Kaiser-Meyer-OlkinMeasure of Sampling Adequacy (KMO) for these data is 0.956.
We can say this value is very good from a statistical point of view and factor analysis can
be suitable with data that we have. For Bartlett’s test of sphericity, we obtain a p-value
of 2.2e-16 < 0.05 so we can say a factor analysis is useful with data.

Next, we will test the reliability and so we will develop Cronbach alpha coefficient.
In this case we obtain that the value for this indicator is 0.977 > 0.75, so we can say
there is a good internal consistency.

We can see in Table 1 that almost all conditions are satisfied. To make some addi-
tional improvements to the model we will eliminate those variables that are not statistic
significant according to the following criteria: the variables that have R-squared less than
0.4 or even 0.5 will be eliminated. In this way we remain with 47 measured variables
used to construct 14 latent variables and further we can construct the structural equation
model.

In order to construct the structural equationmodel,wewill startwith somehypotheses
that we want to test in this paper (Table 2):

In Table 3 we have the values corresponding to regressions used to decide if the
above hypothesis are accepted or rejected. For a positive estimate value in table above,
we will say that we have a direct or positive relation between the variable. To determine
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Table 1. CFA fitting values for baseline model

Indicator Expected value Value in the model

Convergence & number of iterations Yes, 139 iterations

Observations As big as possible 237

Chi-square > 0.05 0.000

CFI > 0.95 0.894

TLI > 0.95 0.882

RMSEA < 0.07 0.082

90% confident interval (0; 1) (0.078; 0.086)

SRMR < 0.08 0.068

AIC As small as possible 32629.276

Source: authors calculations by using R Studio

Table 2. SEM hypothesis

H1 Performance has a positive impact on behavioural intention

H2 Effort has a positive impact on behavioural intention

H3 Social influence has a positive impact on behavioural intention

H4A Facility conditions has a positive impact on behavioural intention

H4B Facility conditions has a positive impact on use behaviour

H5 Hedonic motivation has a positive impact on behavioural intention

H6 Price value has a positive impact on behavioural intention

H7A Habit has a positive impact on behavioural intention

H7B Habit has a positive impact on use behaviour

H8 Behavioural intention has a positive impact on use behaviour

H9 Individualism/collectivism moderates the impact of behaviour intention on use
behaviour

H10 Uncertainty avoidance moderates the impact of behaviour intention on use
behaviour

H11 Long/short term moderates the impact of behaviour intention on use behaviour

H12 Masculinity/femininity moderates the impact of behaviour intention on use
behaviour

H13 Power distance moderates the impact of behaviour intention on use behaviour

Source: Baptista, G., Oliveira, T. (2015) [4]

if the relation between variable is statistic significant, we will compare p-value for each
hypothesis with critical value 0.05 (for p-value is less than 0.05, the relation is statistic
significant).



590 V. M. Leoveanu et al.

Table 3. SEM indices and decision for hypothesis tested

Hypothesis Estimate Standard error z-value P Decision

H1 0.132 0.067 1.977 0.048 Accept

H2 0.067 0.094 0.714 0.475 Reject

H3 −0.149 0.056 −2.662 0.008 Accept

H4A 0.342 0.124 2.755 0.006 Accept

H5 0.003 0.084 0.034 0.973 Reject

H6 0.021 0.072 0.289 0.773 Reject

H7A 0.656 0.065 10.060 0.000 Accept

H7B 1.010 0.450 2.244 0.025 Accept

H4B 0.647 0.345 1.872 0.061 Reject

H8 −0.649 0.609 −1.065 0.287 Reject

H9 – 0.080 0.033 – 2.437 0.015 Accept

H10 −0.080 0.033 −2.437 0.015 Accept

H11 −0.080 0.033 −2.437 0.015 Accept

H12 −0.080 0.033 −2.437 0.015 Accept

H13 −0.080 0.033 −2.437 0.015 Accept

Source: authors calculations by using R Studio

We can observe in Table 3 that out of all hypothesis tested, five of them will be
rejected. In these cases, we can say that therewill not be any relation between behavioural
intention and following variables: effort, hedonic motivation and price value; there will
not be any relation between use behaviour and the following variables: facility conditions
and behavioural intention. Also, we determine that social influence has a negative effect
on behavioural intention and all moderators have a negative influence.

After we eliminate the variable not significant according to previous table, we will
construct the structural model for this case (Fig. 4).

The abbreviation in the image above are the following: prf = performance,
eff = effort, sc_ = social_influence, fc_ = facility_conditions, hd_ = hedo-
nic_motivation, pr_ = price_value, hbt = habit, in_ = individualism_collectivism, un_
= uncertainity_avoidance, ms_ = masculinity_feminity, pw_ = power_distance, l_ =
long_short_term, us = use_behaviour, bh_ = behavioural_intention.

4 Results: Interpretation and Discussions

The results of this research reveal what cultural factors determine to a lesser or greater
extent the Romanian students attitude close to the use of mobile banking services and
how this factors could have a positive influence or a negative one on behavioral intention
and use behavior of the student consumer.
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Fig. 4. Graph of structural equation model for mobile banking (Source: authors calculations by
using R Studio)

4.1 Performance Expectancy, Facilitating Conditions and Habit Have a Positive
Effect on Behavioral Intention

Performance expectancy (the degree to which the individual admit that the use of a
particular technology, will bring benefits and increase its performance), facilitating con-
ditions (the degree to which the individual accept that the technical framework needed
to endorse the use of a technology in the organization exists) and habit (the natural
behavior of an individual that can be seen either as a precursor to an act of purchase or as
an automatism) exerts a positive effect on behavioral intention. Habit has also a positive
influence on use behaviour.

Facilitating conditions influences the intention to use mobile banking services
(hypothesis 4A accepted), and on the other hand, does not exercise any influence on
the frequency of their use (hypothesis 4B rejected).

By processing of our data it is clear that the respondents want to use mobile bank-
ing services because they are aware of their usefulness, they know that the necessary
infrastructure exists and, at the same time, they realize that they, as beneficiaries, have
the skills and the resources needed to access them. On the other hand, there is no depen-
dency between facilitating conditions and behavioral intention (hypothesis 4B rejected).
In other words, the existence of the necessary resources (infrastructure, skills) did not
cause the individuals to manifest the intention to use the mobile banking services, even
if they are compatible with other technologies used by the respondents. Also, according
to the data, the habit of calling on mobile banking services (habit) acts in some cases
as a precursor of the intention to use these services (hypothesis 7A accepted) while in
others, it acts as an automatism, also determining the frequency their use (hypothesis
7B accepted). Thus, we find a double manifestation exerted by facilitating conditions
(positive on behavioral intention and indifference in relation to use behavior) and habits
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(positive effect on behavioral intention, but also on use behavior) in the case of Romanian
students.

4.2 Social Influence Has a Negative Leverage on Behavioral Intention

This factor shows the intensity with which an individual perceives family or friends
as influencing the decision to embrace a certain technology. In our case, the social
influence has a negative effect on the intention to act or to behave/manifest in a certain
way (behavioral intention).

According to Kelman [14], there are three different stages related to social influence
which affects consumer behavior: “compliance, identification and internalization”. Con-
firmation implies that an individual adopts a certain behavior because he expects to thus
obtain a reward or to avoid paying/bearing a sanction. The identification is associated
with the acceptance of the influence coming from the family or the close ones because
the individual wants to maintain a satisfactory relationship with other person/persons
within the group.

Internalization occurs when an individual accepts to be influenced by the others due
to the fact that these influences resonate with their own system of values. In our case,
it has been proven that consumers seem to want to adopt mobile banking just because
they want to comply with the new trend (carrier of benefits). In contrast, by adopting the
mobile banking they do not necessarily want to identify with the group of belonging,
and the new technology is not necessarily consistent with their own values. For these
reasons, in this case, the social influence negatively impacts the behavioral intention as
well as the consumer’s manifest behavior close to the mobile banking adoption.

4.3 There Is No Dependence Between Behavioral Intention and Effort
Expectancy, Hedonic Motivation and Price Value

Effort expectancy or the degree to which the individual distinguishes the use of technol-
ogy as easy/accessible or difficult does not affect the intention to use such technology
(hypothesis H2 rejected). Most of our respondents belong to the Z generation, meaning
the people who were born with the technology “in their arms”. Therefore, everything
related to the use of technologywill not require effort, an observation that can be found in
other studies [7]. Young people have the skills needed to access mobile banking services,
but this is not an incentive for them to actually use them.

Hedonic motivation or the extent to which an individual experiences joy/pleasure
when using a technology - does not exert any effect on the intention (behavioral intention)
to use mobile banking services.

The hedonic goods are considered to be luxury goods, meant to bring the consumer
pleasure and joy when purchasing them. This is mainly the difference from the utility
goods that are purchased for daily use, and are intended to cover the basic needs of
the consumer. For this reason, the consumer wants to spend more on hedonic goods -
because he realizes that they produce joy, while the utilitarian goods, common goods, are
bought out of necessity, and do not bring the consumer any joy. This explains why our
respondents lack the motivation to engage in the purchase of mobile banking: because
mobile banking services are utilitarian, common goods, and their acquisition is not
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generating pleasure or joy (hypothesis 5 rejected). On the other hand, consumers may
not feel joywhen usingmobile banking services, but they certainly appreciate the benefits
of such services: reducing transportation costs to a fixed banking point, and eliminating
time wasted by standing on a long tail.

4.4 Price Value Has No Influence on Use Behavior

Price value or “the trade-off between the cost of using the technology and the associated
benefits” [9] does not exert any influence on the intention to use mobile banking services
(hypothesis H6 rejected). In the case of mobile banking, the perceived costs are small
(finding consistency with the literature), and the benefits are significant in terms of time.
Therefore, the price of these services does not have a decisive role in the purchase
decision and, therefore, in the purchase intention, as a precursor factor of the purchasing
act.

4.5 There Is No Correlation Between Use Behavior and Behavioral Intention

Behavioral intention - a term that indicates how prepared an individual is to perform
a certain activity (the previous phase of manifest behavior) and use behavior - which
shows the frequency of service use - are extremely intense terms researched in the
literature [4, 24]. In our study, hypothesis H8 according to which the intention to use the
mobile banking services determines the frequency of their use is rejected. In line with
the specialized literature [7] the intention to buy a product or service may result in one of
the following situations: the consumer decides to buy the product/service; may delay the
purchase or may not buy the product/service due to the non-attractive offer existing at
that time or if the consumer prefers to wait for possible price reductions/discounts or the
emergence of a new product/new service, corresponding to his needs [7]. In none of the
above situations, the intention to use is a prognosticator of the frequency of purchase/use
of the respective product/service. In the case of Romanian students, the answers received
confirm that their intention (behavioral intention) to use mobile banking services is not
a precursor of the frequency of their use (use behavior).

4.6 All Cultural Moderators Have a Negative Influence on the Behavioral
Intention (BI) - Use Behavior (UB) Relationship Subsection Sample

TheHofstede’s cultural moderators – individualism-collectivism, power distance, uncer-
tainty avoidance,masculinity-feminity, long/short termorientation and indulgence - have
a negative effect on the behavioral intention (BI) - use behavior (UB) relationship.

Individualism-Collectivism. This cultural factor refers to “the degree of interdepen-
dence a society maintains among its members. It has to do with whether people´s self-
image is defined in terms of ‘I’ or ‘We’” [13]. In individualistic societies, people are
presumed to care only about their own person and their family. In collectivist societies,
people group and take care of each other as a result of the loyalty they carry. Considering
all that, an elevated score means that the person and his rights are supreme within the
society.
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Romania has a score of 30 [13] and is seen as a collectivist society. In collectivist
societies, the offense entails shame and image alteration, the employee-employer rela-
tions are perceived in moral terms (as a family link), the decisions of employment and
promotion take into account the group of the employee, and the management is one
of group management [10]. Morality in a collectivist culture is much more contextual,
and the supreme value is the good of the collectivity [20]. Therefore, to lie becomes a
more acceptable behavior in collectivist cultures than in individualistic cultures, if the
purpose of the lie is to save one’s reputation or help one’s own group. Trilling [22] argues
that when people have a strong sense of self-determination (in individualistic cultures)
- they seek sincerity and authenticity. In contrast, when they feel overwhelmed by tradi-
tions and obligations (in collectivist cultures) they do not put on authenticity. According
to Triandis [20, 21] there is a greater tendency of interpersonal deception among the
collectivities.

Also Triandis [20, 21] said that “in collectivist cultures, morality consists in doing
what the group expects”. If individuals deviate from morality, not only do individuals
lose their reputation, but the group’s reputation is also affected.When individuals interact
with persons outside the group, it is not considered “immoral” to exploit themanddeceive
others. In other words, in collectivist cultures, morality is only applicable to members
of their own group/in-group [20, 21].

The same author [21, 22] also shows that individuals in collectivist societies are
less motivated in the situations in which they have to decide: being in a situation where
someone else trusts the decision on their behalf, they get to activate the highest level of
intrinsic motivation and performance.

The consequences of collectivism on the adoption of MB services by Romanian
consumers can be summarized as follows: Romanians tend to be influenced by inherited
or adopted habits; the mimicry is manifested, respectively the tendency to use the same
financial and technological tools used by family and friends (the membership group).
And because morality has a deeply contextual nature, in the case of Romanians, the
decision to use or not use MB services is marked by the emotional side: if the consumer
feels threatened by the possibility of being the victim of a deception, hewill avoid getting
involved and to access the services offered, preferring to stay in expectation. Thus, the
consumer will protect himself and, implicitly, the group he belongs to, from potential
inconveniences.

Uncertainty Avoidance. This factor highlights the perception of society regarding the
uncertainties of the future: to try to change it or to simply let it happen?

The extent to which the members of a culture feel threatened by ambiguous or
unknown situations and have created beliefs and institutions that try to avoid these”
[13] places Romania, with the 90 points, among the countries with a high degree of
uncertainty.

Often the behavior of the individual towards banks is based on errors of perception or
analysis of the context [8]. Negligence, lack of information, inability to properly process
the available information, fear again - all lead to the choice of inappropriate solutions.
Thus, a study by Agarwal et al. [1] analyzes the results of an experiment based on the
choice of the right type of credit card by the clients of a bank and observes that a large
number of them made a wrong choice - which led to the making of some payments
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greater than necessary. Some of these consumers, finding the error, fixed it at one point,
opting for a more appropriate type of card. However, a small percentage of consumers
persisted in the mistake, continuing to use the wrong card. Moreover, Ameriks et al. [3]
show that there is a third type of consumers - the “distracted” - who fail to remember
how they spend/manage their money.

The consequences of avoiding uncertainty about this dimension in the individual-
bank and individual-MB relationship services are: the tendency to reject/adopt with diffi-
culty the novelties in the financial field as well as to show preferences for the instruments
whose use implies a low risk (such as debit cards).

Long/Short Term Orientation. “This dimension describes how every society has to
maintain some links with its own past while dealing with the challenges of the present
and future, and societies prioritise these two existential goals differently” [13].According
to Hofstede, the West is oriented in the short term, and Romania has an intermediate
score of 52 in this regard.

The orientation towards the long term is part of the financial education of the popu-
lation, in the sense that the attitudes, abilities and individual limits in the financial field
are built, but also modified through education. According to Behrman et al. [5], book
science in the financial field - defined as the ability to interpret economic information and
make informed decisions about money management - contributes to the accumulation
of wealth.

On the other hand, the complexity of the financial environment increases with the
passing day: the number of people whomake payments online at merchants, pay services
to various suppliers using the mobile phone, make investments on the stock market or
resort to sophisticated saving methods is increasing. In this context, Romanian students
can be regarded as persons with a high degree of financial education, which should
induce them the perception of a low risk associated with online operations, of any kind.
But our study shows that things are not so: students perceive banking as risky. The
mistrust and fear of deception prevail, and the experiences of individual nature explain
their reluctance to engage in a long-term relationship with the bank. We return below the
opinion of Adrian (second year student) in this regard: “My parents took out a mortgage
loan from the bank to buy an apartment frommy older sister. They guaranteed with their
own house. Only the financial crisis of 2008 came, and my father lost his job. We could
not repay the bank loan anymore, and in a short time we were threatened with eviction.
Fortunately we didn’t get to the street - and that’s because my father and I managed to
find new jobs. And yes, I hope we can pay off the credit. But, if we were to take from
the beginning, we, as a family, do not think we would make the same mistake”.

In other words, young people like Adrian, despite the high level of financial infor-
mation and education, will tend to avoid long-term relationships with the bank, whether
it is credit services or other services in general. This is because contextual (economic)
changes can occur and may affect the smooth running of a long-term contract between
the individual and the financial service provider.

Power Distance. The distance from power refers to “the extent to which the less pow-
erful members of institutions and organisations within a country expect and accept that
power is distributed inequally” [13].
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Romania has a high score of 90 for this dimension, which shows the acceptance of
a hierarchical order, in which each individual has his or her place.

As an impact on financial decisions, the distance from power can have the following
consequences:manifesting preferences or easily accepting elements related to the field of
personal finances imposed by the state or any other authority; easier acceptance of those
instruments (financial, technological) “recommended” by the persons with authority.

Masculinity-Feminity. “The fundamental issue here is what motivates people, wanting
to be the best (Masculine) or liking what you do (Feminine)” [13].

A high score, refers to masculine characteristics and points out that the society
promotes competition, personal success (defined as being the best in the field), and a
values system founded by the school and continued throughout the professional career.
In contrast, a low, feminine score means that the dominant values are the concern for
others and the quality of life [10, 13].

Romania, with a score of 42, is revealed as a society with feminine characteristics.
In countries with such features, the focus is on “working for a living”, manager fight
for consensus while men value solidarity and quality at work. The emphasis is on the
well-being, and the social status is not displayed.

The consequences of manifesting this dimension at the individual level are: individ-
uals seek to make those decisions (financial, technological) that could differentiate them
from others; groups are far from homogeneous.

Indulgence. Defined in terms of tolerance versus restrictiveness, indulgence is the latest
dimension added by Hofstede with an impact on consumer decisions. Tolerance refers to
“the extent to which people try to control their desires and impulses, based on how they
were raised” [10, 11]. Relatively weak control is associated with tolerant behavior, and
relatively strong control is associated with restrictive behavior. Cultures can therefore
be described as tolerant or restrictive.

With a very low score of 20, the Romanian culture is restrictive [13]: “Societies
with a low score on this dimension have a tendency towards cynicism and pessimism”.
Also, in opposition to tolerant societies, restrictive societies do not emphasize the way
of spending their free time. People with such (restrictive) orientation have the perception
that their actions are restricted by social norms and feel that tolerating their own desires
is somehow wrong.

Wemention that this dimensionwas not tested in our study. The authors have included
it, however, in the discussion about moderating factors because it explains to some extent
the context of mistrust that puts its mark on the consumers’ relationship with the bank.

Romanians’ Popular Beliefs on Money and Banking. The subconscious concep-
tions and the stereotypes related to the money of the Romanians have many variants
of expression, the most common being: a) “Money is a bad thing”; b) “The rich are
greedy, superficial and insensitive”; c) “Money is the eye of the devil”.

The Moral: “If you have money, this is a bad thing that has nothing to do with the
spiritual world, but with something devilish. Wealthy people are supposed to have done
something wrong to tighten their wealth. Therefore, if you have money, you are a bad
person. Rich people are bad - says the collective mind - so if I get rich, I’ll be a bad man
too”.
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This extremelywidespread conception inRomania can come fromone of the parents,
or from the bitterness related to raising a child in a poor environment. Some of our
respondents witnessed the disintegration of their families when they could no longer
pay their debts to the bank, or the destruction of their relationships because of what
initially seemed like luck (example: winning the lottery).

People, who perceive reality in this way, deform it to support their own beliefs. There
are many who say that money is the source of all evil. But, the Bible says that the love
of money lies at the root of all evil, so money is not the problem, but the way we relate
to them.

In these circumstances, we can say that the relationship of consumers with the bank
and the services offered is tarnished by preconceptions that are emotional in nature and
cannot be easily disassembled. As long as the Romanian associates the banks with the
money, it can be assumed that there is a fear/resistance to what the banks can offer due
to the destructive potential that individuals attribute to the money, and, consequently, to
the institution that manipulates them: the bank. For this reason, consumers tend to reject
MB services, or at least postpone their use in the near future, even if they perceive that
the risks of using MB are (significantly) lower than the benefits.

5 Conclusions

Our study has analyzed and discussed aspects specific to how students/young people
relate to mobile banking services. Thus, if from the perspective of the factors that influ-
ence the purchase intention (behavior intention) of mobile banking services and the
frequency (use behavior) of their use, we have identified many similarities with the
results of other research in the field [4, 23], the present study highlights numerous dif-
ferences in the consumer behavior of mobile banking services, generated by the effect
of cultural factors.

A summary of the results underline the followings:
a) Factors that have a positive influence on behavioral intention are performance,

facilitating conditions and habit. Habit has also a positive influence on use behaviour.
b) Social influence has a negative impact on behavioral intention.
c) There is no relationship between behavioral intention and effort expectancy,

hedonic motivation and price value.
d) There is no relationship between use behavior and behavior intention.
e) All cultural moderators have a negative influence on the behavioral intention - use

behavior relationship.

5.1 Original Contribution

The specific contribution of the authors in carrying out this research is given by the
application of the UTAUT2 analysis methodology to the particular conditions of the
social environment in Romania, more precisely on the student community within the
Faculty of Public Administration and Business of the University of Bucharest.

Context plays an important role in the individual’s relationship with the bank, Hofst-
ede’s cultural dimensions (individualism/collectivism, uncertainty avoidance, long/short



598 V. M. Leoveanu et al.

termorientation, power distance,masculinity/femininity, indulgence) exerting a negative
effect on the relationship between intention to use (behavioral intention) and frequency
of use (use behavior) of mobile banking services. This effect can be explained by the
tendency accentuated towards collectivism, the low tolerance towards the risk, the ori-
entation towards the short term, the tendency of submission towards the authority and
the orientation towards the models promoted by the group. These cultural trends give
Romanian students a rather restrictive/reserved behavior in relation to banks: despite
the benefits that mobile banking services generate (and which consumers are aware of),
young people access them with distrust. This is largely due to preconceptions inherited
or acquired in the family.

5.2 Limitations

The limits of research in the authors’ view are reflected in the size and selection of
the research sample, considering a limited number of students from the University of
Bucharest, but also in widening and deepening the analyze of the Hofstede’s cultural
moderators.

5.3 Vision on Future Research

The authors consider that, in the perspective of future research on this topic, it is necessary
to take into account the limitations already highlighted in order to deepen the analysis and
to obtain results as close to reality as possible and to pay greater attention to consumer
behavior, a necessary study for providers/ creators of mobile banking financial services.

In this regard, a number of elements, such as: increasing the research sample by
including students from other faculties of the university and even co-opting other uni-
versities in carrying out a larger study, with a greater impact in terms of results; con-
sidering the information needs and the necessary data to be made available to the
providers/creators of financial services for mobile banking by adequately adapting
the questions from the questionnaires already used, based on previous internationally
recognized researches.
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Abstract. With the rapid development in artificial intelligence, social
computing has evolved beyond social informatics toward the birth of
social intelligence systems. This paper, therefore, takes initiatives to pro-
pose a social behaviour understanding framework with the use of deep
neural networks for social and behavioural analysis. The integration of
information fusion, person and object detection, social signal understand-
ing, behaviour understanding, and context understanding plays a harmo-
nious role to elicit social behaviours. Three systems, including depression
detection, activity recognition and cognitive impairment screening, are
developed to evidently demonstrate the importance of social intelligence.
The study considerably contributes to the cumulative development of
social computing and health informatics. It also provides a number of
implications for academic bodies, healthcare practitioners, and develop-
ers of socially intelligent agents.

Keywords: Artificial Intelligence (AI) · Social intelligence · Deep
neural networks · Social behaviours

1 Introduction

The landscape of social computing has evolved, with the proliferation of smaller,
more powerful devices, such as mobile phones, tablets and wearable devices.
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Having all these advanced technologies available at our fingertips, people are
now using them in everyday life, introducing new habits and generating new
forms of data.

The social computing paradigm has been moving beyond capturing infor-
mation toward focusing on social intelligence [29]. As a vital facet of human
intelligence, social intelligence is the capability to understand oneself and to
understand others. The development of social intelligence systems entails recog-
nising social and behavioural patterns from the new types of data and providing
in-depth analysis of social signals for better human support. This paper aims
to address major boundaries of social computing capabilities and social signal
processing by introducing a social behaviour understanding platform with the
use of deep neural networks.

With the rapid advancement of artificial intelligence (AI), deep learning
utilises complex networks of artificial neurons to provide new ways to investigate
human interactions in various contexts. We propose a deep learning framework
for understanding social signals and behaviours from an individual or a group
of people.

The niche nature of the previous generations of approaches and devices
restricted the types and possibilities for social behaviour analysis. With state-of-
the-art technologies today, we introduce the design and implementation of social
intelligence systems for activity recognition, behavioural analysis, and health
assessment. The paper demonstrate three use cases of social intelligence.

– Depression detection aims to develop a social intelligence system, that uses
machine learning techniques, to classify vocal features present in a depressed
individual’s voice. Utilising smartphone microphones, to determine if an indi-
vidual suffers from depression through a mobile application.

– Activity recognition aims to utilise smartphones, activity trackers and
smartwatches, to collect accelerometer sensor data, for the classification of
human activities. Proceeded by machine learning and deep learning tech-
niques, to predict patient activities, for a fall prevention mobile application.

– Cognitive impairment screening aims to build a tool to assess cogni-
tive disorders based on individual’s writings and movements with the use of
convolutional neural networks (CNN).

Based on academic foundations, the study contributes to the cumulative
development of social intelligence and mobile health. It draws out many impli-
cations for academic theorists and healthcare practitioners.

The structure of the paper is as follows. Firstly, we review the literature back-
ground of our study in Sect. 2. Next, we present our social behaviour understand-
ing architecture with the design concepts and three use cases of social intelligence
systems. Lastly, the paper is concluded with findings and contributions.
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2 Literature Background

2.1 Social Intelligence

Social intelligence is the ability to detect, interpret and react to human social and
behavioural cues. These cues have many facets, ranging from physical appear-
ance to vocal and facial features and gestures. Innately present in humans, social
intelligence is a vital skill for understanding human behaviour, attributing sig-
nificant impact on people’s lives, to this form of intelligence [1].

With the advance of Internet technologies, social computing has been moving
beyond social informatics towards emphasising on social intelligence [29]. The field
of implementing social intelligence in computers, is named social signal process-
ing (SSP) [27]. Computers are relatively untrained to comprehend the aforemen-
tioned social signals in most current applications. With existing computing capa-
bilities, context-independent tasks like arithmetic and retrieval operations can be
performed without issue; however, the current state of computing is struggled to
handle context-dependent tasks, such as virtual-reality applications. Incapable of
realising the full potential of Internet-of-Things (IoT) networks as it is unable to
utilise the data generated to predict actions or needs [27].

Fig. 1. Machine analysis of social signals (Vinciarelli et al.) [27]

On the other hand, in regards to the ability to observe social signals, human
tend to have fluctuating performance, whereas computers have more consistent
performance. This indicates that humans are not fully utilising present social
and behavioural cues, relying on more scenario-oriented contextual cues. While
machines are able to utilise the cues more extensively [5,20]. Vinciarelli et al.
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[27] proposed a popular framework for machine analysis of social signals and
behaviours as shown in Fig. 1.

Achieving social intelligence will open up opportunities to a whole myriad
of new applications. The development of social intelligence systems, therefore,
becomes essential to stimulate greater availability of approaches and methodolo-
gies. To enable researchers and administrator to select the optimal approach, a
guideline with clear objective and procedures will be invaluable.

2.2 Machine Learning for Cognitive and Social Behavioural
Detection

The ever-growing popularity of artificial intelligence has led it to be applied
in numerous fields of study. Empowering the discovery of novel applications,
and thoroughly testing its limits. This trend has drawn focus into the utility of
machine learning in health care [18].

Many researchers have investigated the accuracy and viability of incorpo-
rating or utilising machine learning, with existing methodologies. The research
results have proven capability of artificial intelligence at diagnosing various ail-
ments and disorders, displaying high levels of accuracy, with the opportunity for
further improvement [21]. Wall et al. demonstrated an opportunity to improve
healthcare methodology for diagnosing mental disorders and decrease healthcare
costs [28]. The use of AI in computer games has also been explored to evaluate
human behaviour [9]. It was bound to specific behavioural preferences with the
ability to simulate a certain degree of human behaviours.

Convolutions / Pooling Classification

Postures

Congruent

Non-Congruent

…

Fig. 2. Convolutional neural networks for posture detection

With recent breakthroughs in AI, deep learning has been well recognised as
the next suitable wave of machine learning for social and behavioural analysis.
Deep learning a multi-layered neural network, to steadily draws higher-level
features from the input. Each deep neural network layer transforming the data
to increasingly abstract representations of the input. A common deep learning
implementation of interest is convolution neural networks (CNN), often used
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for image and video analysis [13], as shown in Fig. 2. The CNN architecture
consists of thousands to millions of artificial neurons in multiple layers, including
convolutional layers, pooling layers, or fully connected activation layers. CNNs
have been proven to perform with the better efficiency when it comes to vision
and speech classification tasks, as shown in [8,10]

3 Social Behaviour Understanding Using Deep Neural
Networks

In recent research, the use of artificial intelligence has been widely exploited
to analyse the behavioural and social cues in social interactions [9,28]. This
research trend has led to better understandings of human beings, where new
knowledge and patterns of behavioural, social, and contextual cues are constantly
discovered. With the new computing capabilities, we propose a framework for
social behaviour understanding using state-of-the-art deep learning, as shown
in Fig. 3. Multiple constructs are adapted based on the original framework for
machine analysis of social and behavioural signal processing from Vinciarelli,
Pantic and Bourlard [27].

Fig. 3. Social behaviour understanding using deep neural networks

In our framework, the role of socially intelligent agents has been evolved to
more closely emulate humans, thereby shortening the gap between machines and
humans. We emphasise on fully realising the capabilities of artificial intelligence
for robust and versatile detection of social and behavioural signals. The use of
deep neural networks aims to simulate cerebral activities to create new ways
of understanding data and making inferences. The proposed framework consists
of FIVE (5) key components: (i) Information Fusion, (ii) Person and Object
Detection, (iii) Social Signal Understanding, (iv) Behavioural Understanding,
and (v) Context Understanding.
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– Information Fusion. With the increasing ubiquity of Internet-of-Things
(IoT) technology, new types of sensors, tracking devices, and mobile equip-
ment have been widely introduced [17]. These capabilities allow data capture
of multimodal inputs, including visual, audible and movement data. Infor-
mation fusion strategies are required to eliminate uncertainty and reliability
issues in such data. The process of information fusion integrates multiple data
sources into a robust, accurate and consistent input body for deep learning.
Lee et al. suggested a hierarchical decomposing method to handle the data at
three different levels: raw sensor data fusion, feature level fusion, and decision
level fusion [14].

– Person and Object Detection. Social intelligence entails interactions
among multiple agents, including humans and objects. The traditional meth-
ods in person and object detection are typically developed based on limited
feature extraction and shallow learning models [31]. The recent breakthroughs
in deep learning have raised a new ground for detecting objects with high con-
fidence in audios, images and videos. Convolutional neural network models
perform distinguishably, with a variety of network architectures, training and
optimisation strategies. It is also important to note that detection models can
be integrated within a single multimodal neural network architecture.

– Social Signal Understanding. Social signals occur in everyday situations,
which include many social cues such as attention, empathy, politeness, or
agreement. Social signal processing has drawn huge research efforts to under-
stand human interactions in an automated and continuous manner [7,16,22].
Deep evolutional spatial-temporal networks were suggested to extract both
temporal and spatial features of facial expressions, which outperformed tra-
ditional approaches in a large margin [30]. Similarly, deep learning has been
used to learn social signals from appearance, gesture and posture [3].

– Behavioural Understanding. Human behaviours play a vital role in shap-
ing the perception of human interactions. Investigating behavioural cues,
hence, allows intelligent agents to elicit social signals with a higher degree
of support. This is also applicable to individual behaviours, captured with or
without social interactions, due to temporal dynamics of social behaviours.
This framework suggests behavioural understanding component is a good
supplement to develop social intelligence.

– Context Understanding. Understanding social and behavioural signals is
not without contextual information such as location, time, or situation. The
contexts are tightly associated with communicative intention; thus, it is criti-
cal to consider their dynamics in social behaviour analysis. With new mobile
and sensor capabilities, the presence of context data can be embedded into
multimodal deep neural networks in various ways [26].

With the recent development in deep neural networks, the fusion of multi-
modal understanding units opens new pathways to analyse and recognise social
behaviours. Frequently, social, behavioural, and contextual dimensions of the
data contain both unique and overlapped signals; thus, training using deep
neural networks is a viable option for the development of intelligent agents.
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Cross-modality transformers are increasingly explored to address the challenge
of multifacet representation learning and pattern recognition [25], such as social
intelligence.

4 Development of Social Intelligence Systems

Based on the Social Behaviour Understanding framework, the study takes an
important step to develop three social intelligence systems for health assessment.
They utilise deep neural networks to detect social and behavioural cues using
real-time data for timely interventions.

The paper aims to bring collaborative care to the next level, where social
behaviours are recognised and exchanged with social support agents.

4.1 Use Case 1: Depression Detection

Current methods of diagnosing depression are time-consuming and archaic, with
only minor improvements being made regarding its process [2]. The process
requires psychiatrists to initially screen patients through questionnaires utilising
scales, including but not limited to: Centre for Epidemiological Studies Depres-
sion Scale (CES-D) [24], Beck Depression Inventory (BDI) [15] or PRIME-MD
Patient Health Questionnaire [11,12].

Fig. 4. Process of diagnosing depression. [2]

After screening, individuals suspected of suffering from depression would be
contacted to arrange for an additional appointment to affirm the diagnosis [2].
This process could entail a minimum wait period of 2 weeks before patients are
diagnosed and can begin treatment, as depicted in Fig. 4. Currently, much of the
waiting period, is devoted to the processing of questionnaires, and the scheduling
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for an appointment. Each of the patient’s responses must be evaluated by a
psychologist, after which, the result is only an indication of whether the patient
suffers from depression.

Few studies and experiments have been conducted to evaluate the effective-
ness of speech-based depression detection. However, 2 studies, Depression Speaks
[4] and Depression Detect [23] used, The Distress Analysis Corpus-Wizard of Oz
(DAIC-WOZ) database [6], to experiment with speech-based depression detec-
tion. Utilising machine and deep learning, respectively, to extract features and
classify depression from speech audio. Nevertheless, there is no mobile appli-
cation currently, that is able to detect symptoms of depression, based on their
voice. By attempting to improve the medical industry through novel means,
advances in the methods of mental health diagnosis could be made in the future.

This system aims to explore the feasibility of using a mobile application to
detect patients with depression based on their vocal features. Allowing it to
predict in real time, if an individual displays symptoms of depression.

Fig. 5. Convolutional neural networks for spectrogram

Data Collection. Data is collected from the built-in microphone of, in this case,
a Google Pixel 2 XL. The output format is a Pulse Code Modulation (PCM)
file, which is a file format that represents a digitization of analog audio. The
sampling rate is 44100 Hz which means that there are 44100 samples of audio
frequency per second.

The training dataset used for this project is The Distress Analysis Interview
Corpus - Wizard of Oz (DAIC-WOZ) database by the University of Southern
California (USC) [6]. Its contains 189 clinical interview sessions designed to
support the diagnosis of psychological distress conditions. Each session comprises
of a transcript of the interview, an audio recording and the facial features of the
participant.

Development. We processed the data into visual representations using con-
volutional neural networks in Fig. 5. And a prototype mobile application was
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developed using the Android Platform. Upon opening the application, the user
is prompted to enter the Name and ID of the patient before beginning the ses-
sion. Once a session is started, the user can start the recording process to detect
possibility of having depression, as shown in Fig. 6.

Fig. 6. Screenshots of the application processing live data of 2 different users.

4.2 Use Case 2: Activity Recognition for Fall Detection
and Prevention

Patient accidents in hospitals are of significant concern, especially if they occur
with the elderly. Globally, a third of adults over 65 years old, falls once a year.
These accidents could lead to additional harm, such as further injury, compli-
cations and loss of mobility. Therefore, this social intelligence system aims to

Fig. 7. Fall-risk wrist tag
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recognise patients’ activities for fall detection and prevention. High-risk patients
are given green wrist tags, as shown in Fig. 7, and a green label, which are set
at the panel of their beds, and they are required to always be continuously
monitored in the system.

Data Collection. The widespread proliferation of smartphones has made low-
cost smartphones equipped with a variety of sensors commonplace. This project
would explore the use of mobile technologies to enhance the fall detection and
prevention strategy further. The training dataset from UniMiB-SHAR was used
as it was an open dataset available online. The UniMib-SHAR dataset consists
of 17 different kinds of activities, divided into nine different types of daily activ-
ities such as walking, running, etc. and eight different types of falls such as fall
forward, fall left, etc. There are a total of 7759 daily activities, and 4192 falls
respectively.

The social intelligence would be performed in real-time with the assistance
of a smartphone, with an in-built accelerometer. The patient would carry a
smartphone, with the mobile application deployed to it and perform different
activities. Logged accelerometer data of 1-s intervals would be sent through an
API call to the server for processing.

Fig. 8. 3D convolution neural networks for behavioural analysis

Development. We employed 3D convolutional neural networks to analyse the
behavioural data, as shown in Fig. 8. The 4D tensor would then be passed
through the many convolutional, pooling, batch normalisation, flatten, and
multi-perceptron layers to finally the activation layer. This would generate the
3D CNN model and show the training accuracy of the model. Firebase was used
to provide real-time database as a backend service to store and return the infor-
mation of the patient’s name, activity and time of activity to be displayed on
the clinician and patient applications.
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4.3 Use Case 3: Cognitive Impairment Screening

75 million people are predicted to be affected by dementia by 2030 [19]. With
individuals older than 65 years, at much greater risk of developing a form of
cognitive impairment. Hospitals employ a battery of cognitive tests, to detect
cognitive impairments. The tests commonly take the form of writing and draw-
ing examinations, requiring the completion of tasks ranging from simple instruc-
tional writing, to complex memory-based drawings.

This social intelligence system aims to predict the risk of cognitive impair-
ments with the use of hand writings and pen movements.

Fig. 9. 3D visualisation of subject data

Data Collection. In this study, participants undergo a series of cognitive man-
ual handwriting tests; and electronic tablet and pen was used to capture writing
and in-air (hover) trajectory.

Development. We developed 3D images from feature scaling the training and
test data, will be represented by a 4D tensor. Then, the tensors would then be
passed through a 3D deep neural networks for cognitive impairment detection.
In our development, Angular 8 and JavaScript framework was utilised for the
frontend, Flask and Python for the backend, and MongoDB for the database.
Finally, after configuration, a 3D model will created from the variables selected,
with the option to filter the X, Y and Z axis, for inspection as shown in Fig. 9.
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5 Conclusion

Social intelligence systems are promising to revolutionise people’s everyday life.
Our study proposes a social behaviour understanding framework which performs
recognition of social and behavioural signals for the development of socially intel-
ligent systems. The framework consists of five key components: (i) Information
Fusion, (ii) Person and Object Detection, (iii) Social Signal Understanding, (iv)
Behavioural Understanding, and (v) Context Understanding. Cross-modality
analysis of social, behavioural, and contextual information with the use of deep
neural networks is suggested to bring social intelligence to the next level. More-
over, we developed three social intelligence systems for depression detection,
activity recognition, and cognitive impairment screening.

Our study contributes to the cumulative theoretical development of social
computing and artificial intelligence. The uniqueness of social intelligence is
evidently demonstrated to shed light on new applications. We hope our social
behaviour understanding framework provides meaningful guidelines on the devel-
opment of new types of social computing systems. This paper is not an end, but
rather a beginning of future research as we are looking into ways of further
refining and evaluating our social intelligence systems.
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Abstract. Materialism is a set of human values that places importance on the sym-
bolic value of money or material goods. Furthermore, materialistic values have
been associated with Internet usage, and also social media usage. The current
research investigates this relationship further by specifically examining whether
thosewithmorematerialistic valuesmight use socialmedia (Facebook) in different
ways to those with less materialistic values. Self-report measures were collected
from108 participants. It was found that the higher the importance (extrinsic impor-
tance) attached to materialistic values, the more time spent posting photos, but the
less time spent chatting on Facebook messenger and less time posting links. The
higher the perceived likelihood (extrinsic likelihood) of achieving materialistic
values, the more reported time posting status updates, but the less time spent chat-
ting on Facebookmessenger and less time posting links. Conversely, the higher the
importance attached to non-materialistic values (intrinsic importance) the more
reported time chatting on Facebook messenger, more time spent posting links, but
less time spent posting photos. And the higher the reported likelihood of achiev-
ing non-materialistic values (intrinsic likelihood) the more reported time chatting
on Facebook messenger, more time spent posting links, but less time spent post-
ing status updates. However, neither self-reported time checking Facebook, nor
self-reported attention paid to advertising were related to either materialistic or
non-materialistic values. Overall, the findings indicate that certain activities on
Facebook can be associated with both materialistic and non-materialistic values.

Keywords: Social media · Facebook ·Materialistic values · Non-materialistic
values

1 Introduction

Social Media and Social Networking Sites have become an everyday activity for many
people, providing an essential electronic medium for social interaction. Undoubtedly,
one of the current leaders in Social Media is Facebook, which NBC reported as having
2.27 billion users worldwide as of 2018 [1]. Unlike text-based platforms like Twitter,
and image-based platforms like Instagram, Facebook is a truly mixed-platform allowing
for a range of activities: such as the sharing of text, images, and web links [2].
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1.1 The Internet, Social Media and Materialism

Traditionally, materialism has been defined as the importance people place on worldly
possessions [3, 4]; although materialism has also been defined as a belief in materialistic
activities defining the self, and being linked to desirable symbolic values (e.g., power)
[5, 6]. Kasser and Ryan [7] defined materialistic (extrinsic) values as centering around
three main preoccupations – financial success, social recognition, and an appealing
appearance. This contrasts with non-materialistic (intrinsic) values of self-acceptance,
affiliation, community feeling, and physical fitness.

Research has demonstrated an association between the Internet and materialism,
with greater self-reported time spent using the Internet (but not time spent watching TV,
nor reading newspapers/magazines) positively predicted both materialistic values and
better brand knowledge (being able to identify brand logos) [8]. Additionally, in both
American and Chinese samples, the intensity of social media usage was found to be
positively related to materialistic values [9]. And furthermore, more time on Facebook
specifically was associated with materialistic values, with materialists using Facebook
to satisfying materialistic goals [10].

These findings, naturally, raise the question of why the Internet and social media
might be associated with materialism. As Gerbner [11] claimed in his cultivation theory,
agents of mass communication (originally referring to television) transmit mass mes-
sages that profoundly affect people’s perception and values. And as Cultivation theory
further argued, marketing is a factor influencing the cultural environment, and subse-
quently people’s values [12]. There is evidence that this could be applied to the Internet
(as the new mass communication technology) and social media. Marketers have already
recognized the importance of Facebook, with many top brands maintain a presence on
Facebook [13]. And some argued that social media is a more effective method of adver-
tising, compared to more traditional forms of media such as television or radio [14],
with social media able to reach specific target audiences and place advertisements more
cheaply than traditional media [15].

Furthermore, there is evidence that social media usage can be linked to materialism
and consumption. Social media marketing has been shown to specifically affect adoles-
cents’ attitudes towards certain brands [16]. Advertising on social media can also raise
consumer engagement [13]. And increased social media usage also has been associated
with increased brand consciousness as well as an intention to buy luxury products in a
sample of millennials [17]. Furthermore, some claimed that the various consumption-
related messages online could be a factor in raising levels of materialism in young
adults [18]. And others argued that consumerist messages transmitted through Chinese
social media platformWeibo have influenced the growth of materialism and hedonism in
China [19].

Given previous research [e.g., 10], the first purpose of the current research is to see
whether time checking Facebook would be associated with higher levels of materialistic
values in our sample (RQ1.).

The second purpose of the current research is to investigate whether paying greater
attention to advertising on Facebook specifically will be associated with higher level of
materialistic values (RQ2.).
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1.2 Materialistic Values and Facebook Usage

Previous research demonstrated an association between materialistic values and greater
time using Facebook, as it is claimed that materialists use Facebook to satisfy materi-
alistic goals [10]. And if materialists use Facebook to satisfy their specific needs, then
it could furthermore be the case that materialists use Facebook in different ways to less
materialistic people. Given the nature of both materialistic values (extrinsic) and non-
materialistic values (intrinsic) [7] it could be the case that some activities might be more
attuned to extrinsic values and some more attuned with intrinsic values. For example,
some materialists use Facebook to gain positive affect from positive self-presentation
[10], which could be linked to the extrinsic (materialistic) values of seeking social recog-
nition [7]. Conversely, research has found that the motivation to share on Facebook
include the drive to share information with others and to interact with others [20], which
could be related to the non-materialistic (intrinsic) values of affiliation and community
feeling (drives to connect and help others). Overall, materialistic and non-materialistic
values could be related to using Facebook in different ways, and the current research
attempts to investigate any possible associations.

The current research will investigate whether different types of Facebook usage are
associated with materialistic values (RQ 3.).

The current research will also investigate whether different types of Facebook usage
are associated with non-materialistic values (RQ4.).

2 Method

2.1 Participants

One hundred and eight undergraduate psychology participants were recruited from a
university in the Midlands of England, U.K. All took part in an online study for course
credit. The sample comprised of 94 females and 14 males, with ages ranging from 18 to
50 (M = 20.57, SD = 5.79).

2.2 Materials

Participants were given a demographic questionnaire that asked their age, gender, as
well as two questions about their social media usage: firstly, howmany times on average
that they check Facebook a day (free typing a response) and secondly how often they
pay attention to advertising on Facebook (1 never, 2 rarely, 3 sometimes, 4 often, 5 very
frequently).

Participants also filled in a questionnaire on the specific activities they most used
Facebook for. We initially based our measure on Junco’s [21] Facebook Usage Scale.
After pilot work, seven items were adapted from Junco’s original scale, asking partic-
ipants how often they: posted status updates, shared links, posted photos, chatted on
Facebook messenger, checked to see what someone is up to, commented on content, and
viewed other people’s photos. In addition, after pilot work, an additional item (not from
Junco’s original measure) was added asking participants how often they: added friends.
This made a total of eight items. Participants indicated on a 5-point scale (1 never, 2
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rarely, 3 sometimes, 4 often, 5 very frequently) how frequently they performed each
activity.

Materialistic and non-materialistic values were measured using Kasser and Ryan’s
[7] 42-item Aspiration Index. Participants had to indicate both the importance and like-
lihood of achieving both extrinsic (materialistic) and intrinsic (non-materialistic) values
on a 5-point scale (higher numbers equaling higher levels). Extrinsic values comprised
of three subscales, measuring how much participants valued: financial success, social
recognition, and an attractive appearance. Intrinsic values consisted of four sub-scales,
measuring how much participants valued: affiliation, community feeling, physical fit-
ness, and self-acceptance. Cronbach’s alpha showed good internal consistency for extrin-
sic importance (α = .87), extrinsic likelihood (α = .88), intrinsic importance (α = .87),
and intrinsic likelihood (α = .89).

2.3 Procedure

Participants completed the survey online, with the survey housed on the online research
platformQualtrics. Participants first filled out the Demographics Questionnaire, then the
Facebook Usage Questionnaire, and lastly the Aspiration Index.

3 Results

Table 1 presents the means and standard deviations for all variables in the current study,
and the zero-order correlations are shown in Table 2. Firstly, tests of assumptions were
conducted for the regression analyses of the four models being investigated. The test
of Cook’s distance indicated there to be no outliers, due to the statistical value being
smaller than 1. To assess multicollinearity the variance inflation factor analyses (VIF)
was carried out for all four models, and displayed there to be no multicollinearity, as
each VIF was less than 2 (VIF = > 1). The Durbin-Watson statistic demonstrated that
adjacent residuals were uncorrelated, with the value for each model being close to 2,
indicating that the assumption for independence of errors was met.

In the present study, four multiple linear regressions were conducted using the step-
wise method. The stepwise method was applied due to the large number of predictor
variables in the current study, and due to its utility in being able to identify the most
significant relationships between variables.

3.1 Materialistic Values and Times Checking Facebook a Day, Attention
to Advertising on Facebook, and Types of Facebook Usage

Two multiple linear regressions were used to examine whether times checking Face-
book a day, attention to advertising on Facebook, and types of Facebook usage would
predict materialistic values (both for extrinsic importance and extrinsic likelihood). The
first multiple linear regression was used to examine whether times checking Facebook
a day, attention to advertising on Facebook, and types of Facebook usage would predict
extrinsic importance. Using the stepwise method, it was found that a three-predictor
model accounted for 15.9% of the variance, F(3, 104) = 6.57, p < .001, with an
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Table 1. Mean and standard deviations of measures

Mean SD

1. Time checking Facebook 6.57 7.40

2. Attention to advertising 2.28 .91

3. Posting status updates 1.77 .80

4. Sharing links 2.33 1.05

5. Posting photos 2.31 .84

6. Chatting on Facebook massager 3.81 1.15

7. Checking to see what someone is up to 2.86 1.07

8. Commenting on content 2.69 1.06

9. Viewing other people’s photos 3.31 .98

10. Adding friends 2.69 .82

11. Intrinsic importance .61 .27

12. Intrinsic likelihood .35 .18

13. Extrinsic importance -.81 .36

14. Extrinsic likelihood -.47 .24

R2 of .16 (Adjusted R2 = .14). Further to this, Cohen’s f 2 = .19 suggested a medium
effect size. Extrinsic importance (materialistic) was negatively associated with chatting
on Facebook messenger (β = −.27, t(104) = −2.88, p = .005), negatively associated
with sharing links (β =−.28, t(104)=−3.02, p= .003), and positively associated with
posting photos (β = .28, t(104) = 2.88, p = .005).

The second multiple linear regression was used to examine whether times checking
Facebook a day, attention to advertising on Facebook, and types of Facebook usage
would predict extrinsic likelihood. Using the stepwise method, it was found that a three-
predictor model accounted for 17.6% of the variance, F(3, 104) = 7.42, p < .001, with
an R2 of .18 (Adjusted R2 = .15). Further to this, Cohen’s f 2 = .21 suggested a medium
to large effect size. Sharing links was found to negatively predict extrinsic likelihood
(β = −.34, t(104) = −3.54, p < .001), chatting on Facebook messenger was found
to negatively predict extrinsic likelihood (β = −.29, t(104) = −2.55, p = .012), and
posting status updates was found to positively predict extrinsic likelihood (β = .23,
t(104) = 2.44, p = .016).

3.2 Non-materialistic Values and Times Checking Facebook a Day, Attention
to Advertising on Facebook, Types of Facebook Usage

Two further multiple linear regressions were used to examine whether times checking
Facebook a day, attention to advertising onFacebook, and types of Facebookusagewould
predict non-materialistic values (both for intrinsic importance and intrinsic likelihood).
The first multiple linear regression was to examine whether times checking Facebook
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a day, attention to advertising on Facebook and types of Facebook usage would predict
intrinsic importance. Using the stepwise method, it was found that a three-predictor
model accounted for 15.9% of the variance, F(3, 104) = 6.57, p < .001, with an R2

of .16 (Adjusted R2 = .14). Further to this, Cohen’s f 2 = .19 suggested a medium
effect size. Chatting on Facebook messenger was found to positively predict intrinsic
importance (β = .27, t(104) = 2.878, p = .005), sharing links was found to positively
predict intrinsic importance (β =.28, t(104) = 3.02, p = .003), and posting photos was
found to negatively predict intrinsic importance (β =−.28, t(104)=−2.88, p= .005).

The final multiple linear regression was used to examine whether times checking
Facebook a day, attention to advertising on Facebook, and types of Facebook usage
would predict intrinsic likelihood. Using the stepwise method, it was found that a three-
predictor model accounted for 17.6% of the variance, F(3, 104) = 7.42, p < .001, with
an R2 of .18 (Adjusted R2 = .15). Further to this, Cohen’s f 2 = .21 suggested a medium
to large effect size. Sharing links was found to positively predict intrinsic likelihood (β
= .34, t(104)= 3.53, p< .001), chatting on Facebookmessenger was found to positively
predict intrinsic likelihood (β = .29, t(104)= 2.55, p= .012), and posting status updates
was found to negatively predict intrinsic likelihood (β = −.23, t(104) = −2.44, p =
.016).

4 Discussion

Initially, in support of research question 3, it was found that materialistic values were
associated with specific Facebook activities. However, these associations were slightly
different according to whether participants were responding to how important (extrinsic
importance) they thought these values to be, or how likely (extrinsic likeliness) they
thought these materialistic values were to be achieved. Extrinsic importance was associ-
atedwithmore time spent posting photos on Facebook, but less timemessaging others on
Facebook messenger, and less time spent sharing links. Extrinsic likelihood was associ-
ated with more time spent posting status updates on Facebook, but less time messaging
others on Facebook messenger, and less time spent sharing links. Conversely, and in
support of research question 4, levels of non-materialistic (internal) values were also
associated with specific Facebook activities. Although these associations were slightly
different according to whether participants were responding to how important (intrinsic
importance) they thought these values to be, or how likely (intrinsic likeliness) they
thought these non-materialistic values were to be achieved. Intrinsic importance (impor-
tance attached to non-materialistic values) was associated with more time spent using
Facebook messenger, more time spent sharing links, but less time spent posting pho-
tos. However, intrinsic likelihood was associated with more time spent using Facebook
messenger, more time spent sharing links, but less time posting status updates. Surpris-
ingly and in contrast to research question 1, self-reported time spent checking Facebook
was not associated with materialistic values. And in contrast to research 2, greater self-
reported attention to advertising was not associated with materialistic values. Research
questions 1 and 2 were therefore not supported in the current study.

The current research found that (self-reported) higher levels of materialistic values
were associated with reports of using Facebook in a specific way: namely spending
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more time posting photos (for extrinsic importance) and posting more status updates
(for extrinsic likelihood). Although there needs to be cautionwhen interpreting causation
from tests of association, this may not seem surprising as previous research has showed
thatmaterialists use Facebook to gain positive affect from positive self-presentation [10].
Although the current research does not specifically test these specific motivations, an
obvious way to seek positive self-presentation on Facebook could (theoretically) be to
post flattering photos of oneself, one’s life and (when considering materialistic values)
perhaps one’s possessions. Furthermore, Facebook status updates could also be a way
of promoting positive self-image, e.g., positing about positive events or achievements
in one’s life. Previous research claimed materialists use Facebook to satisfy their mate-
rialistic goals [10], and the posting of photos and status updates on Facebook could be
examples of materialists doing exactly that. The current research goes beyond previ-
ous research though, to demonstrate that greater (self-reported) non-materialistic values
were associated with spending less time positing photos (for intrinsic importance) and
posting status updates (for intrinsic likelihood); this could possibly be a reflection that
non-materialistic values are not greatly served by these particular activities.

In contrast to materialistic values, non-materialistic values were associated with
greater self-reported time spent using Facebook messenger and posting links. Bearing in
mind that caution should be applied to inferring causation from tests of association, one
could speculate that this could possibly reflect how non-materialists use Facebook to sat-
isfy their non-materialistic values. If central non-materialistic values include affiliation
and community [7], then it might not seem so surprising that non-materialistic people
spend more time using Facebook messenger to communicate with specific others, and
use Facebook to share links with others. Furthermore, these findings might not be too
dissimilar to previous research that has shown that motivations to share on Facebook
include interacting with others and to share information [20]. Perhaps these motivations
are more likely for those more intrinsically (non-materialistically) motivated. So, the
current study goes beyond previous research to suggest that more materialistic individ-
uals might use Facebook in a directly opposite manner to less materialistic individuals:
with more materialistic individuals reporting less time spent using Facebook messenger,
and sharing links. And future research could further investigate the specific underlying
mechanisms being the association between materialists and non-materialists and using
Facebook differently, which is particularly under-researched in the case of those higher
in non-materialistic values.

Surprisingly, the current researchdid not find a linkbetween self-reported time check-
ing Facebook and materialistic values, in direct contrast to previous research showing
such an association [10]. Additionally, the current research did not show a link between
advertising and materialism, in contrast to previous research that suggested such a rela-
tionship [13, 16–19]. Both results were unexpected, but with the specific self-report
questions employed (time spent on Facebook in a typical day, and attention paid to time
on Facebook) these relationships did not materialize. It is not clear whether these asso-
ciations do not always bear out in every sample, or whether the specific test questions
employed nullified any potential associations; it could be noted that the test questions
employed were rather brief. Perhaps more detailed measures of the attention paid to
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Facebook advertising and time spent using Facebook might have produced different
results. But future research could further investigate these questions.

Overall, the current research demonstrated that materialistic values and non-
materialistic values are associated to different Facebook usage. The higher the reported
importance of materialistic values (extrinsic importance) the more reported time posting
photos. Whilst the higher the reported likelihood that these materialistic values (extrin-
sic likelihood) were to be achieved, the higher the reported time spent posting status
updates. Furthermore, materialistic values (both extrinsic importance and extrinsic like-
lihood) were associated with less reported time spent chatting on Facebook messenger,
and less reported time spent sharing links. Conversely, non-materialistic values (intrinsic
importance and intrinsic likelihood)were associatedwith reportingmore time spent shar-
ing links, and more time chatting on Facebook messenger, but less time posting photos
(for intrinsic importance) and less time posting status updates (for intrinsic likelihood).
Future research could investigate the robustness of these associations, as well as further
investigating the underlying mechanisms between the association between materialistic
and non-materialistic values and the differing usage of Facebook functions.
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Abstract. Nowadays, social networks have created a massive mean of
communication, that was unthinkable many years ago. Informal commu-
nication, blogging, and online discussions have transformed the Web into
a huge repository of remarks on numerous themes, producing a poten-
tial wellspring of data for various areas. In this paper we analyze, using
Topic Models, a recent widespread feminist movement. Las Tesis is a
feminist collective that initiated a protest against sexual abuse, and that
was replicated in more than dozen different countries in matter of days.
We use LDA and BTM to detect automatically the topics in over 627643
tweets that were gathered from the 25th November until the 5th Jan-
uary. The resulting topics obtained, from tweets in Spanish and English,
show that these algorithms are able to capture the real-world events that
occurred in Chile and Turkey.

Keywords: Topic Models · Twitter · LDA · BTM

1 Introduction

Nowadays, social networks have created a mean of communication, that was
unprecedented years ago. Informal communication, blogging, and online discus-
sions have transformed the Web into a huge archive of remarks on numerous
themes, producing a potential wellspring of data for various areas. The accessibil-
ity of large–scale electronic social information from the Web and other electronic
means is as of now changing how people nowadays communicate [14]. The social
networks are also being used for other objectives, for example, consequently sep-
arating client opinions about products or brands [15], nowcasting earthquakes
[12] and detecting suicidality [13].

Twitter, one of the most used Social Networks, can be depicted as a infor-
mal community website that captures messages of 280 characters. This micro-
blogging service, provides users with a framework for writing brief, often-noisy
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postings about different subjects. These posts are called “Tweets”. It is for blog-
ging on the grounds that the focal action is posting short announcement mes-
sages (tweets) by means of the Web or handheld device. Twitter is additionally
an interpersonal organization site since individuals have a profile page and those
individuals can be associated with different individuals by “following” them. A
common element of Twitter is retweeting: sending a tweet by posting it once
more. The reposting of the equivalent (or comparative) data works since indi-
viduals will in general follow various arrangements of individuals, in spite of the
fact that retweeting likewise fills different needs. For example, helping support-
ers to discover more established posts. Another element of Twitter (and other
social networks) is the hashtag: a metatag starting with # that is intended to
help other people discover a post, regularly by denoting the Tweet theme or its
target group. This component appears to have been created by Twitter clients,
in mid 2008 [8]. The utilization of hashtags stresses the significance of generally
conveying data in Twitter. Conversely, the character is utilized to deliver a post
to another enrolled Twitter client, permitting Twitter to be used successfully
for discussions and coordinated effort.

In order to analyze and extract semantic information about this huge amount
of data generated from this microblogging platform, automatic methods are nec-
essary. In this sense, Topic Models are a very useful tool for this purpose. Topic
models are statistically inspired and unravel the hidden structure in large col-
lections of texts.

In this paper we analyze the social impact of the performance “A rapist in
your path” (Un violador en tu camino) proposed by the feminist collective Las
Tesis. Although the performance started in several cities in Chile, this perfor-
mance has been also replicated in different cities around the world. Some of this
cities were Paris, London, Barcelona, New York, Mexico City, Istanbul, Madrid,
Berlin and Bogotá. This street art intervention greatly exceeded national borders
and has brought together hundreds of women around the world, who have orga-
nized to replicate the choreography and song created by four women from Val-
paráıso, Daffne Valdés Vargas, Sibila Sotomayor Van Rysseghem, Paula Cometa
Stange and Lea Cáceres Dı́az.

The paper is organized as follows: In Sect. 2 we briefly describe Topic Models.
In Sect. 3, we perform a descriptive analysis and apply two Topic Models to the
data, namely LDA and BPM. In Sect. 4 we describe the results and in the last
section we conclude and delineate future work.

2 Topic Models

Topic Models, in a very concise way, are a specific type of statistical language
models used for unveiling hidden structure in large collections of texts. Intu-
itively, we can think of it in different aspects:

– Dimensionality Reduction, where rather than representing a text T in its
feature space, you can represent it in a topic space.
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– Unsupervised Learning, where it can be compared to clustering. The number
of topics, like the number of clusters, is an output parameter. By doing topic
modeling, we build clusters of words rather than clusters of texts. A text is
thus a mixture of all the topics, each having a specific weight.

– Tagging, abstract “topics” that occur in a collection of documents that best
represents the information in them.

There are several existing algorithms you can use to perform the topic mod-
eling. The most common of it are, Latent Semantic Analysis (LSA/LSI) [4],
Probabilistic Latent Semantic Analysis (pLSA) [7], and Latent Dirichlet Allo-
cation (LDA) [2]. Topic modeling is the task of identifying topics automatically
in a set of documents. This can be very useful for customer service automation,
search engines and any other case where knowing the topics of documents is
important. LDA [2] is a form of unsupervised learning that views documents
as bags of words (where order does not matter). LDA works by first making a
crucial assumption: the way a document was generated was by selecting a set
of topics and then for each topic selecting a set of words. In order to do this it
does the following for each document m:

– Assume there are k topics across all of the documents.
– Distribute these k topics across document m (this distribution is known as α

and can be symmetric or asymmetric) by assigning each word a topic.
– For each word w in document m, assume its topic is wrong but every other

word is assigned the correct topic.
– Probabilistically assign word w a topic based on two things:

• what topics are in document m
• how many times word w has been assigned a particular topic across all

of the documents (this distribution is called β)
– Repeat this process a number of times for each document.

There have been several works on Topic Models applied to Twitter. LDA has
been extended in several ways, and in particular for social networks and social
media, a number of extensions to LDA have been proposed. For example, in [3]
the authors proposed a novel probabilistic topic model to analyze text corpora
and infer descriptions of the entities and of relationships between those entities
on Wikipedia. The authors in [11] proposed a model to simultaneously discover
groups among the entities and topics among the corresponding text. In [18] a
model was introduced to incorporate LDA into a community detection process.
In [10] and [17] we can find related work.

Uncovering the topics within short texts, such as tweets and instant mes-
sages, has become an important task for many content analysis applications.
However, directly applying conventional topic models (e.g. LDA and PLSA) on
such short texts may not work well. The main reason lies in that traditional
topic models implicitly capture the document-level word co-occurrence patterns
to reveal topics, and thus suffer from the severe data sparsity in short docu-
ments. In [16], the authors propose a novel way for modeling topics in short
texts, referred as biterm topic model (BTM). Specifically, in BTM the topics are
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learnt by directly modeling the generation of word co-occurrence patterns (i.e.
biterms) in the whole corpus. The major advantages of BTM are that 1) BTM
explicitly models the word co-occurrence patterns to enhance the topic learning;
and 2) BTM uses the aggregated patterns in the whole corpus for learning topics
to solve the problem of sparse word co-occurrence patterns at document-level.
The authors carry out extensive experiments on real-world short text collections.
The results demonstrate that their approach can discover more prominent and
coherent topics, and significantly outperform baseline methods on several eval-
uation metrics. Furthermore, they find that BTM can outperform LDA even on
normal texts, showing the potential generality and wider usage of this new topic
model.

3 Analysis

3.1 Descriptive Analysis

The data used in this study was collected from the micro blogging platform
Twitter. Several hashtags related to the event were used in order to capture
627643 tweets between the 25th November 2019 and the 5th January 2020. This
sample was obtained with the paid Twitter API, so we got the entire number of
tweets that were shared in those dates. In November the total number of tweets

Fig. 1. Number of tweets mentioning “#LasTesis” (and related words) from November
25, 2019 to January 5, 2020
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were 111371 and the number of unique users was 54465. In December the number
of tweets was 507193 with a total of 167464 users. In January we obtained 9079
from 7264 users. The total of unique users were 202797.

In Fig. 1, we can see the time series of the original messages and retweets. The
time series has several peaks, achieving the maximum around the 8th of Decem-
ber. The highest peak in November is due to the replication of the performance
of the feminist group in several cities in Chile. The highest peak in December
was produced after the performance of the song in Turkey, were several woman
were arrested by the police, due to the ‘crude’ language of the song. After that,
there was a peak in the 16th of December, when women politicians of Turkey
replicated the performance in the parliament. All the peaks are reflecting some
activities of the real world, and we can see the backlash of this in this social
network.

Fig. 2. Language distribution for the tweets from November 25, 2019 to January 5,
2020

In Fig. 2 we see the number of tweets and the language distribution. The
majority of the tweets were written in Spanish, Turkish, English and Portuguese.
We detected a total of 32 languages in the total tweets. Before the 7th of Decem-
ber the predominant language was Spanish, but after the performance in Istan-
bul, and the consequent violence from the police to the manifesters, the predom-
inant language was Turkish. In Fig. 3 we can see the normalized graph were we
can see that Spanish and Turkish were the most common languages.

In Fig. 4 we observe a Word Cloud of the entire dataset. The most common
words were “violador” (rapist), “mujeres” (women), “camino” (path), “Chile”
and “kadnlar” (from kadınların, that means women in Turkish). In Fig. 5 we
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Fig. 3. Normalized language distribution for the tweets from November 25, 2019 to
January 5, 2020

Fig. 4. Word Cloud of the entire dataset

observe that the most common words were “mujeres” (women), “violador”
(rapist), “performance” (a word in English that is also used in Spanish), and
“camino” (path). In Fig. 6 we see the Word Cloud for the tweets in English.
In this case we have different words that are related with the performance in
Turkey. The most common words were “women”, “protest”, “turkish”, “police”,
“breakup” and “last”.
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Fig. 5. Word Cloud of the Spanish tweets

Fig. 6. Word Cloud of the English tweets

3.2 Sentiment Analysis

In this subsection we analyzed a sample of the data written in English. The
algorithm used in this part was the SentiWordnet model [5]. Over 60000 tweets
were written in English during the entire period. Using the SentiWordnet algo-
rithm we obtained an estimate of the polarity of the comments. The percentage
of negative tweets was 8%, while the percentage of positive one was 92%. So we
could perform the analysis we filtered the words by using a POS tagger. We only
used verbs, adjectives, adverbs and nouns.

3.3 Topic Models

In this section we separated the results obtained with LDA and BTM for English
and Spanish, in order to analyze the resulting topics for each of these languages.
The words in each topic are ordered by the probability of appearance in a given
topic. The comparison between the two algorithms was proposed to see the
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different words that each of the results gave. With both methods there are some
noticeable differences.

Spanish. In Figs. 7 and 8 we see the results of applying both algorithms, LDA
and BTM, in the Spanish tweets corpus. Since BTM is more suited for short
messages, we observe that the topics obtained with the latter algorithm are
more related with real world events. The events are related with the Chilean
context, since they refer to performances made in schools (“liceo”) and the one
made by older women in front of Estadio Nacional, Santiago, Chile. In one topic
there is also a reference on how this performance was replicated in other parts
of the world.

Fig. 7. Five topics obtained with LDA for Spanish Tweets. The words are ordered by
their probability of appearance in a given topic.

English. In Figs. 9 and 10 we see the results obtained with both algorithms in
the English twitter corpus. The topics produced refer to the context in Turkey
(results obtained from LDA and BTM) and France (result obtained from BTM).
The events that are discussed in the twitter corpus mainly refer to the violent
repression of the performance in the streets of Istanbul and after, the perfor-
mance made in the parliament by women politicians.
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Fig. 8. Five topics obtained with Bi-term Topic Model for Spanish Tweets. The words
are ordered by their probability of appearance in a given topic.

4 Discussion

As can be seen in the previous section, we performed several analysis to the
collected data. As can be seen in the descriptive analysis, the phenomenon
was shared and retweeted thousand of times, showing us that the phenomenon
became widespread in matter of days. The total amount of languages that we
found in the Twitter corpus show that the performance was also replicated in
several countries and cities. Also, it is noticeable that the majority of the things
that were said about the movement were mainly positive (92%). In relation to
the results obtained by both of the Topic Models, we observed that both of these
algorithms were able to capture the real-world events that occurred in different
parts of the world. In the Spanish corpus, we obtained as a result the events
that occurred in Chile during the first week after the spring of the movement
(Performance in schools and in Estadio Nacional), while in the corpus in English,
we obtained as a result the events that occurred in Turkey, both in the streets
of Istanbul and in the parliament.
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Fig. 9. Five topics obtained with LDA for English Tweets. The words are ordered by
their probability of appearance in a given topic.

Fig. 10. Five topics obtained with Bi-term Topic Model for English Tweets. The words
are ordered by their probability of appearance in a given topic.
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5 Conclusions

In this work we analyzed over half a million tweets written in various languages.
It shows the widespread phenomenon of the performance made by the femi-
nist collective Las Tesis. It shows, how this performance affected and influenced
many feminist organizations in the world. The performance was replicated over
10 countries, and the song was translated in many languages. In order to analyze
the discussion that this performance engaged in all the world we used to algo-
rithms to create automatically different topics. We used LDA and BTM, in both
Spanish and English, to establish what the users in Twitter were speaking about.
We see that BTM creates more cohesive topics, since BTM has been shown to
work better in shorter texts. As future work, we pretend to work together with
Sentiment Analysis to create topics for positive and negative tweets. We also
will work on Machine Learning models in order to automatically classify those
tweets according to their sentiment, thus not relying on sentiment dictionaries.
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Abstract. Reddit is a social news service and information platform where users
can discuss different topics in sub-communities, so called “subreddits.” In this
study, the perceived information system quality and the perceived content quality
of the information service Reddit, the information seeking behavior as well as
the motives of Reddit’s users following the Uses and Gratifications Theory are
analyzed differentiated by the perception of male and female users. To this end,
a survey with 495 Reddit users was conducted. Results show that users’ motives
to apply Reddit are mostly entertainment as well as information. All users agree
that Reddit is enjoyable, useful, and easy to use, whereby no major difference in
the perception by male and female users can be observed. All in all, the content
is perceived as up-to-date and can be easily read and easily understood or com-
prehended. Most users are browsing through Reddit to find information, whereas
male users are using the advanced search option more often than female users.

Keywords: Reddit · Information system quality · Social news service · Content ·
Gender

1 Introduction

Information systems are developed and designed to enable their users to access the
needed information,which also facilitates the process of information seeking [16]. Study-
ing the user-oriented estimation of a system’s quality is therefore necessary to understand
which expectations and needs are fulfilled by seeking information and the use of a service
[15]. Moreover, it gives insights about improving the quality of information services as
well as managing and designing them [1].

A widespread information system, also known as a social news aggregator, popular
among adolescents and young adults, is Reddit (Fig. 1). It was launched in 2005 and
reports over three billion page views permonth [5]. Looking atAlexa’s [2] global ranking
of all websites worldwide, it is on the 14th position and therefore the most popular social
news service, next to e.g., Digg and HackerNews.

Following the definition by Weninger et al. [29:579], social news websites are ser-
vices “[…] in which (1) users generate or submit links to content, (2) submissions are
voted on and ranked according to their vote totals, (3) users comment on the submitted
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Fig. 1. The frontpage of Reddit.

content, and (4) comments are voted on and ranked according to their vote totals.” Also,
users are interacting anonymously on Reddit and are able to post their own content in
form of texts, images, or videos. But, the primary focus of Reddit is on its user-generated
content and the information exchange of external sources [25]. It provides a platform
for communication about internet-based information where many different topics are
discussed in sub-communities, so called “subreddits” [26]. An example would be the
subreddit r/funny, where users post humorous and fun content, another subreddit is
r/worldnews where current events and news are shared.

Zimmer et al. [31] investigated the information service quality and the content quality
as well as information service acceptance by the users of Reddit following the Infor-
mation Service Evaluation Model. The Information Service Evaluation (ISE) Model
by Schuman and Stock [22] displays a comprehensive research framework that unifies
e.g., different models and techniques to investigate the quality of an information sys-
tem and thereby the (information) behavior of its users. It also considers the aspect of
acceptance (e.g., adoption of the system), the environment (e.g., information marketing
and similar services) as well as time (development of the system over time). Informa-
tion systems are made to satisfy human information needs. While applying a service,
people are expressing information behavior when following their information needs.
Wilson [30:49] defines information behavior as “[…] the totality of human behavior
in relation to sources and channels of information, including both active and passive
information seeking, and information use.” According to Schuman and Stock [22:2] the
concept of information behavior includes “the behavior of information production (e.g.,
user-generated content in social media) and the behavior of information seeking (e.g.,
browsing through web sites or applying search engines).”

In this evaluation of Reddit as an information system the focus will be set on the user
perception of the system’s quality and the system’s content, as Kusunoki and Sarcevic
[16:860] outline the importance of the user’s perspective. Therefore, we limit facets of
the ISE model to the perceived information system quality following the Technology
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Acceptance Model (TAM) [7], the perceived content quality based on different aspects
defined by Parker, Moleshe et al. [20] as well as the information seeking behavior
of users. Furthermore, it is necessary to study what motivates users of Reddit, and
especially different genders, to apply this particular social news and information service,
as Bogers and Wernersen [4] found that the social aspect of Reddit is not important, but
the informational value of the service is.

In 1974, the researchersKatz et al. [13] outlined findings about uses and gratifications
research, which resulted in the Uses and Gratifications Theory (U&GT). It is a popular
theory in media and communication studies to explain why people are using certain
media. According to the U&GT, media consumption is goal-directed and should result
in the satisfaction of a person’s needs. The audience, or the users, are searching for
gratifications while being exposed to media. It is always guided by expectations and
depends on a person’s social and psychological background and which media is chosen.
The audience decides actively whether to apply a service or not [3]. A total of 35
different needs for media consumption were identified by Katz et al. [14]. Whereof
later four central motives were summarized by McQuail [18], which are information,
entertainment, social interaction, and self-actualization. In line with Shao [23] one can
also speak of self-presentation (with regard to self-actualization) for the activity of
producing content on a social media service.

According to different research articles [4, 8, 9], Reddit is applied by more male
than female users. To some extent men and women use social media and the internet in
general for different purposes, e.g. men might use it more for gaming and entertainment,
whereas women for communicating and connecting with people [12]. In this research
article, the perceived information system quality and the perceived content quality of
the information service Reddit, the information seeking behavior of Reddit’s users and
the motives of Reddit’s users following the Uses and Gratifications Theory are analyzed
with particular attention to the different opinions of female andmale users. The principal
question here is whether the perceived service and content quality or the motivation to
use Reddit differ between genders and if those are the reasons why Reddit is applied
more by male users. Furthermore, gender research on Reddit is limited and our findings
may serve as recording for ongoing gender studies. Based on these considerations this
study aims at answering the following research questions (RQs):

RQ1: What are the motives of male and female users to use Reddit?
RQ2: How do male and female users rate the information service quality of Reddit?
RQ3: How do male and female users rate the content quality of Reddit?
RQ4: How do male and female users seek for information on Reddit?

2 Related Work

When looking at the aspect why different genders use or social networking sites (SNSs),
a few differences can be observed. Overall, men seem to use social networking sites
to form new relationships, women use them to help keep existing ones [19]. A study
determined that women are more likely to apply SNSs to compare themselves with other
users and to search for information. In contrast, men seem to look at profiles of others
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in order to find friends [11]. When it comes to the production of content, female users
tend to share personal issues (for example family matters) whereas men like to discuss
public events like politics and sports [28], or technology and money [21]. In this context,
Reddit should be named, as it “essentially started out as very techy-and nerd-oriented”
[24:6], which could explain the majority of the users being male. Nonetheless, Reddit
is since being enjoyed by both genders. Even though Reddit is defined as being a SNSs,
only few people use it in this traditional sense. Reddit is almost never applied to build or
sustain long-term relationships [4, 24]. If the users want to stay in contact, they usually
shift the conversations to Facebook or other SNSs. As Reddit is a relatively anonymous
SNS, the users are mindful in how they present themselves if their real identity could
potentially be traced back. This form of anonymity also potentially gives a platform to
the culture of careless words [24]. But, Reddit is valued for the information as well as
the quality of it. Users also like the possibility to customize Reddit. They are able to
actively shape the placement and reception of posts in their favorite subreddits of interest
by comments and votes [4]. A number of studies examined the content of Reddit. For
example, Stoddard [26] found that higher quality articles seem to be the most popular
forms of content. To determine which users post such content, a study observed that the
users, regardless of whether they are experienced or inexperienced with various levels of
reputation, tend to post anykindof content, being it professional articles or conversational
posts [17]. In this context, it was also observed that the earlier a post is voted on, the
more likely its popularity will be affected [26]. This phenomenon also extends to the
top comments – the early comments receive the most replies [29]. Also, the number
of downvotes increases faster than of upvotes [27]. Furthermore, half of the valuable
content on Reddit seems to be ignored on the first submission. This potential thread
could be solved by a combination of social norms, repeated interaction, and reputation
mechanisms [10]. Even though Reddit is seen favorably for its content, the design of the
website is perceived rather negatively, as the interface, navigation, user hostile search
function as well as the search results are not seen as being positive. Nonetheless, a bonus
factor is the friendly community which is highly valued by Reddit’s user base [31].

To sum up, gender research on social media is an emerging topic, but to date, there
is no study that examined the perception and use of Reddit by male and female users.
This study should serve as a first contribution to this research field.

3 Methods

To answer the research questions (RQ1–4), an online questionnaire was developed. The
survey was constructed on Umfrageonline.com and took place between May 29, 2017
and July 7, 2017. It was shared on different social media platforms like Facebook survey
groups and on different subreddits. The survey was answered by all participants on a
voluntary basis with no compensation. All participants had to state their Reddit usage
status (‘I use Reddit’, ‘I do not use Reddit anymore’, ‘I never used Reddit’.) Overall,
the survey was answered by 672 participants, of which 599 are active Reddit users, 58
never used the service and 15 are not using it anymore. Only the answers given by active
users, meaning they visit the site regularly, were used for this investigation. 495 of those
active users completed the survey.
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At the end of the survey, the attendees were asked about demographic aspects (age,
gender, country of origin, highest educational level.) The majority of the questions
contained pre-formulated answers, for example regarding the question, “how do you
search on Reddit?.” The answers given were “only by browsing,” “via search query
box,” and “using advanced search.”

To answer RQ1, questions modeled after the Uses and Gratifications Theory
according to Katz et al. [13] were used. The participants could select via a multi-
ple choice question the four dimensions: entertainment, information, socializing, and
self-presentation.

In line with the Technology Acceptance Model (TAM) proposed by Davis [7], the
second research question (RQ2) on how the different genders perceive the information
service quality of Reddit can be answered. The aspects that were asked about included:
how enjoyable [6], useful, trustable [7], and easy to use Reddit is regarded as. Here,
the participants could rate each aspect on a five point Likert scale (1 meaning “strongly
disagree” to 5 meaning “strongly agree”).

To answer RQ3, how the different genders perceive the content on Reddit, again, a
five point Likert scale (1 meaning “strongly disagree” to 5 meaning “strongly agree”)
was used. The content could be rated by each category: it is up-to-date; true; credi-
ble; unbiased, unprejudiced and impartial; can be easily read; has a formal structure;
can be easily understood or comprehended. The categories for this were derived from
Parker et al. [20]. As the quality of content is hard to quantify, users should be asked
about aspects such as freshness of content, its believability, objectivity, readability, or
understandability.

For research question four (RQ4), how female and male users search on Reddit for
information, a multiple choice question was modeled. As Reddit offers the users the
possibility to utilize advanced search options, the participants could select the answers
“only by browsing (clicking through subreddits)”, “via a search query box”, and “using
the advanced search.”

As RQ1, RQ2, RQ3 and RQ4 are answered by one survey question each, Cronbach’s
Alpha was not calculated for validity of the survey. The data analysis was conducted
with IBM SPSS 25. To answer the stated research questions, several statistical tests
were applied. For general overview of the sample, descriptive statistics, the Pearson
Chi2 were calculated. In order to estimate whether there are statistically significant
differences between male and female users, the non-parametric Mann Whitney U test
was conducted (since the answers marked on the Likert scales were handled as ordinal
data).

4 Results

A total of 495 Reddit users participated in the survey, whereof 59.80% are male and
40.20% are female participants. This quite balanced distribution in our sample gives us
a good basis for calculating gender-dependent differences. Overall, the median age of
the participants is 23. For female participants, the median age is 23 and the mean age
24.93. Whereof for male participants, the median age is 22 and the mean age 23.43. The
female participants were slightly older. Furthermore, most of the participants (around
40%) are from the United States of America.
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Table 1. Motives of users to apply Reddit differentiated by gender.

Motives All users
(N = 495)

Male users
(N = 296)

Female users
(N = 199)

Sig.

Entertainment 96.00% 95.90% 96.00% .985

Information 86.70% 87.50% 85.40% .506

Socializing 21.00% 20.30% 22.10% .022

Self-Presentation 5.10% 6.10% 3.50% .057

Answering the first research question (RQ1), what motivates users of Reddit to apply
the information system (differentiated by gender), 96.00% are using it for entertainment
purposes (Table 1). There is nearly no difference between male (95.90%) and female
(96.00%) users regarding this aspect. 86.70% of all participants agreed that their motiva-
tion to apply Reddit is to get information. Here, male users (87.50%) are a little bit more
into getting information on Reddit than female users (85.40%). Exactly 21.00% use Red-
dit for socializing and getting in contact with other people. More female (22.10%) than
male (20.30%) participants named socializing as their motive. And, only 5.10% named
self-presentation as to why they apply Reddit (6.10% male users and 3.50% female
users). Therefore, male users are a little bit more into getting informed on Reddit as well
as to present themselves and a few more female users stated that they are motivated to
use Reddit for socializing. The main reason to use Reddit is the aspect of entertainment
followed by information.

Table 2. How different genders perceive the service quality of Reddit.

Service quality All users Male users Female users Sig.

Median IQR Median IQR Median IQR

Enjoyable 4.00 (N = 494) 1 5.00 (N = 295) 1 4.00 (N = 199) 1 .778

Useful 4.00 (N = 492) 1 4.00 (N = 293) 1 4.00 (N = 199) 2 .206

Trustable 3.00 (N = 487) 2 3.00 (N = 292) 2 3.00 (N = 195) 0 .832

Easy to use 4.00 (N = 495) 2 4.00 (N = 296) 2 4.00 (N = 199) 2 .802

For the perceived service quality differentiated by gender (RQ2), participants should
rate statements about Reddit being enjoyable, useful, trustable, or easy to use (Table 2).
For the statement that Reddit is enjoyable, looking at male users (median: 5.00) and
female users (median: 4.00) they both agreed, while the male ones rated it slightly better
(median: +1.00). Therefore, most of the male respondents strongly agree that Reddit
is an enjoyable service. Looking at the usefulness of Reddit, male (median: 4.00) and
female (median: 4.00) users both agreed on this aspect, while male users rated it slightly
better, as the interquartile range (IQR) for female users is 2 and for male users 1.
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Table 3. How different genders perceive the content quality of Reddit.

Service quality All users Male users Female users Sig.

Median IQR Median IQR Median IQR

Up-to-date 4.00 (N = 486) 1 4.00 (N = 291) 1 4.00 (N = 195) 1 .747

True 3.00 (N = 479) 1 3.00 (N = 288) 1 3.00 (N = 191) 1 .179

Credible 3.00 (N = 484) 1 3.00 (N = 290) 1 3.00 (N = 194) 1 .526

Unbiased,
unprejudiced,
and impartial

2.00 (N = 488) 1 2.00 (N = 293) 2 2.00 (N = 195) 1 .680

Easily read 4.00 (N = 494) 1 4.00 (N = 295) 2 4.00 (N = 199) 1 .114

Has formal
structure

3.00 (N = 470) 2 3.00 (N = 287) 1 3.00 (N = 192) 2 .095

Easily
understood or
comprehended

4.00 (N = 491) 1 4.00 (N = 292) 1 4.00 (N = 199) 2 .156

The perception of Reddit as being trustable has a median of 3.00 (neutral) for both
genders. Again, female and male users rate it mostly the same, whereas the IQR for
female users is 0 and for male users is 2. According to all users, they agree (median:
4.00) on the statement that Reddit is an easy to use information system. Here, for both
genders the median is 4 and the IQR is 2.

How do different genders perceive the content quality of Reddit is the third research
question (RQ3) of this study. The results are shown in Table 3. Looking at the answer of
all users, they agree (median: 4.00) that the content on Reddit is up-to-date. Female users
(median: 4.00) as well as male users (median: 4.00) both rate the contents’ freshness
with a median of 4.00. Considering the statement that the content on Reddit is true,
all users have a neutral point of view on this aspect (median: 3.00). Again, there is no
difference between male users (median: 3.00; IQR: 1) and female users (median: 3.00;
IQR: 1). The credibility factor (median: 3.00) was rated the same as the truth factor
by all users. However, male users (median: 3.00; IQR: 1) perceive the credibility of
the content exactly the same as female users (median: 3.00; IQR: 1). Further results
show that all users (median: 2.00; IQR: 1) do not perceive the content of Reddit as
unbiased, unprejudiced, and impartial. Here, both genders view it nearly the same, but
male users (median: 2.00; IQR: 2) a little bit less negative than female users (median:
2.00; IQR: 1). For the next statement that the content on Reddit can be easily read, the
users overall agree with a median of 4.00. Female users agree more (median: 4.00; IQR:
1) than male users (median: 4.00; IQR: 2). Users of Reddit have a neutral opinion on
the formal structure of the content (median: 3.00; IQR: 2). For this, male users (median:
3.00; IQR: 1) agree more than female users (median: 3.00; IQR: 2), but it is only a
minor difference. There is agreement with the statement that the content can be easily
understood or comprehended (median: 4.00; IQR: 1). Male users agree a little bit more
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with a median of 4.00 and an IQR of 1 whereas female users agree with a median of
4.00 and an IQR of 2.

All in all, the users agree that the content is up-to-date, can be easily read, and
easily understood or comprehended. The statements that the content is true, credible,
and has formal structure have been rated as neutral. Only disagreement was given for
the statement that the content is unbiased, unprejudiced, and impartial.

Table 4. The information seeking behavior of different genders on Reddit.

Seeking behavior All users
(N = 495)

Male users
(N = 296)

Female users
(N = 199)

Sig.

By browsing 73.70% 73.00% 74.90% .637

Search query box 63.40% 62.20% 65.30% .474

Advanced search 26.10% 28.40% 22.60% .152

Table 4 shows how users of Reddit are seeking for information on the service (RQ4).
Most users are simply clicking through theweb pages, posts, and subreddits on Reddit by
browsing (73.70%), whereby 73.00% of the male users and 74.90% of the female users
apply this method. More female users (65.30%) than male users (62.20%) are using the
search query box for seeking information. Overall, 63.40% of the participants use it.
The advanced search is used by more male users (28.40%) than female users (22.60%).

5 Discussion

By applying a survey with around 500 participants, we shed light on the gender-
dependent differences in usage of and user’s motives to apply Reddit. In addition, it
was investigated how the service quality as well as the content quality is perceived.
Another aspect of this research was the question about how the users apply the search
functions of Reddit and if the genders prefer different functionalities.

If the motivational aspects according to the Uses and Gratifications Theory of this
study are concerned, slight differences can be observed. In this study, male users apply
Reddit more often than female users to find information. They also use the service more
to present themselves than female users. Female users in contrast like to use Reddit to
socialize with others. Indeed, more female users than male users are using Reddit for
socializing as Joiner et al. [12] stated about general internet usage. Overall, the most
important reason for all users is Reddit’s entertainment factor as well as its informative
content.

Taking a look at the perceived service quality and the aspects if Reddit is enjoyable,
useful, trustable, and easy to use, both genders seem to agree on their perception of these
dimensions. They perceive Reddit as being enjoyable. Male users rate Reddit as a little
bit more useful than female users. Both genders seem to find the service easy to use.
But, female as well as male users do not fully seem to trust Reddit.

Moving on to the perceived content quality of the posts on Reddit, both genders agree
that the content is up-to-date, can be easily read and understood. If the truthfulness and



644 K. Scheibe and F. Zimmer

credibility of the content is concerned, male and female users rate those statements as
neutral. The same applies to the content structure. One point stood out: both genders do
not see the content as being unbiased, unprejudiced, and impartial.

Last but not least, the information seeking behavior was observed. Reddit offers its
users advanced search options, which is only utilized by around 30% of the male users
and 23% of the female users. Most of the systems’ users like to only browse the web
pages, posts, and subreddits. A few more female users than male users use the simple
search query box.

Overall, Reddit is enjoyed by both genders. Its application does not seem to vary
among the genders, as only a few differences could be observed. This research hopefully
shed light on the usage of one of the internet’s most favored websites and its utilization
by men and women. It appears that once the service is being applied, there are only few
significant gender-dependent differences.

When it comes to a general conclusion, users (it does not matter whether female
or male) of the social news system Reddit seem to prefer the service because of the
informative, but easy to read and entertaining content. Moreover, the simple and unpre-
tentious design of Reddit (Fig. 1) makes it easy to use. Social news systems benefit from
their user-generated content and user base.

Some limitations of this work have to be mentioned. First, the questionnaire was
answered by 495 participants, which is a small fraction compared to Reddits popularity
and its billionmonthly visits. The resultsmay display a larger difference in the perception
of different genders if the sample was bigger. It could be possible to detect more gender-
related insights by interviewing former users and non-users of this service (e.g., why are
female internet users less interested in applying Reddit?).

Further research should focus on the aspect of anonymity on social networks. It is
striking to see that male and female users seem to apply Reddit nearly the same way
and have similar motives. The question arises if this is due to the nature of the service
itself and its content, or if people tend to behave the same on social networks if they are
nameless. As one Reddit user puts it “you don’t have to worry about being tagged for
who you are. It’smore about what you say” [24:11]. Furthermore, it would be helpful and
interesting to conduct interviews in order to collect qualitative data and describe more
detailed results. It would also be interesting to study the service and content quality
of similar information platforms, like the social news system HackerNews or Digg to
compare the perceived quality of those services.
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Abstract. Mass self-communication [12] has led to a continuous process of
de-institutionalization of media systems; today, myriads of bloggers are strug-
gling to receive audiences’ attention. Networked user communities contribute to
the creation of attitudes and transfer of information and ideas [6]. The two major
approaches to reconstructing the discussion structure are the ‘issue mapping’ and
the ‘actor mapping’. ‘Actor mapping’ focuses on a dataset of bloggers that is
checked for interconnectedness and requires a development of a pre-defined list
of bloggers; however, such lists are easy to create only in case of top political blog-
gers or journalists. This study aims to test a methodological approach of ‘actor
mapping’ on Instagram; more precisely, we aim at testing a method for creating
a corpus of relevant accounts on Instagram. The methodological design we have
developed aims to create a database of Instagram blogs about migration in Rus-
sian language beyond an issue-triggered discussion. The paper discusses also the
restrictions of Instagram as platform and contributes to the general knowledge
how Instagram bloggers use hashtags.

Keywords: Community engagement · Design and evaluation methodologies for
social computing and social media · Language and culture in social computing
and social media · Online special interest communities · Social identity and
presence · Social network analysis · User generated content

1 Introduction

Mass media monopoly in publishing and disseminating information was destroyed after
emerging of digital arenas – blog platforms and social network services. These platforms
offered new possibilities to share human experience with other humans. As Manuel
Castells stated in the middle of 2000-s, “I call it mass self-communication because it
reaches tens of millions… It is self-communication because it is self-directed in the
elaboration and sending of the message, self-selected in the reception of the message,
and self-defined in terms of the formation of the communication space” [12]. Creation
of user-generated content is seen by philosophers as a social act of “performative self-
exposure and… a performative exposure of taste and consumption” [27]. The ways how
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humans exposure themselves to other humans in the digital world are formed, reproduced
and developed under the influence of platform affordances [9], thus, gaining scholars’
attention to the comparative studies of users’ behavior on different platforms [14]. Still, to
prove hypotheses about platforms’ distinctions (for ex., whether a statistically significant
distinction between users running Russian-language blogs about migration on Instagram
or Telegram does exist) one might need tools to define the borders of a network that
constrain all the thematically related blogs on at least one platform. In this paper we
discuss methodological decisions and their restrictions, testing the algorithms on a case
of Russian-speaking Instagram bloggers with migration background.

The structure of this paper is organized as follows. The next section provides a
literature review on hashtags as a main tool for parsing the corpora of blogs on Twitter,
peculiarities of hashtagging practices on Instagram and introduces the case study. We
then present our methodology (Sect. 3) and the findings of our study (Sect. 4). We
conclude with a short summary of our results.

2 Theoretical Framework

2.1 Development of Hashtagging: From Chats in the Nineties to Social Media
Platforms

The usage of a “hash” symbol has been firstly described in the mid-Nineties when
it was sued as a marker for topic-specific groups in Internet Relay Chat [20]. Since
this very beginning, hashtags fulfilled “a function of ordering and systematizing” [20].
The conventional use of hashtagging became more widespread, and in 2009 Twitter
conventionalized this grassroot practice with an official status. The microblog service
hyperlinked hashtagged items and made them searchable. In a year a special service,
Trending Topics, was launched to boost visibility and applicability of hashtags. Trending
Topics, and later Tweetdeck, reflected the dynamics of the platform that served as the
most operative channel to disseminate breakingnews and evenprovide userswith updates
in a case of emergency such as floods or riots. “The value of hashtags as a mechanism
for coordinating news discussion and information curation” [6] is even higher due to
the development of special functionality that allows any user to find and follow all
tweets containing particular hashtags. They played a crucial role for political uprisings
and social movements connecting users who “were directly or indirectly involved in
the events” [26]. In comparison with Twitter, Instagram as a platform is less news-
oriented and its design strategies fit more to the development of a stable community
[31]. Taking into consideration the difference between these two platforms, we will
describe peculiarities of hashtagging practices in the next paragraph.

2.2 Instagram Hashtags: Creating a Folksonomy

Instagram only partly follows Twitter in terms of communicative structure. As well as
Twitter, Instagram platform enables two types of users’ networks [6]. First of them,
follower – followee, is based on a long-term interest and forms relatively stable rela-
tionships. The second one arises around hashtags shared by several users. Even though
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Instagram users also adopted hashtags for political and election processes [19], partic-
ipatory hashtagging is rather depoliticized in comparison with Twitter [31]. While on
Twitter hashtags “emerge almost instantaneously as news breaks” [6], forming ad hoc
publics, “tagging on Instagram leads to the generation of a folksonomy” [23].

We understand folksonomy as a collaborative, collective, and social organization
of information created by users who describe it explicitly with special metadata, as
suggested by Angius et al. [2]. As opposite to a taxonomic system, a folksonomic system
makes information more findable [13, 40]. Daer et al. underline that usage of a hashtag
reveals that a marked post was “intended to be found and read by people searching
for that specific term” [13]. Instagram users mostly tag their posts with content-related
hashtags or thematizing context-marker hashtags [17, 41]. Not only Instagram users
construct a folksonomy from “the total quantity of all assigned tags” [34]. Flickr has
been researched as the first online platform with folksonomical tagging behavior [3, 30].

Contrary to a significant research of ad hoc publics constructed around hashtags, the
use of hashtags in retrieval of information is underresearched [8]. Technical affordances
of a hashtag and its potential in making an input in a social media platformmore findable
reorganize the online communication into a form of a ‘searchable talk’ [42].

The differences between the ways how users interact with hashtag practices on
Instagram and Twitter might be explained with several reasons. Instagram started as
a platform for sharing photos, and its functionality includes archiving and systematiz-
ing photo material. Secondly, Instagram is actively used as a platform for commercial
marketing [11, 35]. In comparison with Trending topics, Instagram sorts users’ posts
by hashtags and counts the post’s popularity within each hashtag labelling this post.
Therefore, the choice of hashtags contributes not only to the visibility of the posts but
also to the content monetization. Commercial accounts also rely on payed services that
offer automated posting and adding hashtags, as well as suggest hashtags which usage
will target commercial posts to a broaden audience. These methods of social media
management are prohibited by Instagram, still, they are widely used.

2.3 Case Study: Global Russians

The paper on hand contributes to the perspectives of social network analysis bymigration
scholars. Even though transnational migration has been seen as potential environment
for globalizing communication, SNA began to be usefully applied in migration studies
only when it has already grown across a range of disciplines [37]. Scholars focus mostly
on correlations between social media usage and bridging and bonding capital [4, 10, 15].

Studies of the structure of the networked communities by social network analysis
interpret interconnectedness of communicators in different ways [22]. The two major
approaches to reconstructing the discussion structure are the ‘issue mapping’ and the
‘actor mapping’. ‘Issue mapping’ [1, 25] traces conversations of social media users
around a particular topic, tracing how ad hoc publics [7] or affective publics [32] emerge.
The mechanism that brings these publics to (sometimes very short) life is usage of
hashtags connected to the breaking news [6]. ‘Actor mapping’ focuses on a dataset of
bloggers that is checked for interconnectedness. This method requires a development of
a pre-defined list of bloggers; however, such lists are easy to create only in case of top
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political bloggers or journalists [36]. Studying the variety of stand-alone blogs or blogs
on social media platforms remains challenging for the media researchers [cf. 5, 18].

As a case study, we have chosen an undefined range of Instagram users running
their blogs about migration experience and life in a new country and posting content
on Russian. The geography of Russian-speaking communities outside Russia is wider
than ever, while the total population is comparable in population with the population of
the Russian Federation [33, 38]. The heterogenous Russian-speaking population abroad
represents “the whole repertoire of migrant groups and identities” [33] embedded in
different national and social contexts.

Diaspora news media are replaced today with individual blogs that provide useful
information, disseminate experience and knowledge among migrants, allow for accu-
mulating social capital, and provide psychological support. But, till today, the intercon-
nectedness of the Russian ‘e-diaspora’ [16] has been studied only in terms of diasporic
media and organizational websites [24, 29]. We address this gap by creating a corpus of
blogs on Instagram run by the Russian-speaking users with migration background; in
this task, understanding the borders of the community is the main challenge.

3 Methodology

Developing a research design for defining the borders of the community of Instagram
blogs about migration in Russian language runs into several restrictions. It is impossible
to use a search engine to identify Instagram blogs as a method developed in previ-
ous research on thematic blogs [39]. There are neither Russian-language blogs about
migration included in the lists of top Instagram users nor special hashtags in the lists of
top popular hashtags on Instagram. In our study, we partly follow the research design
developed by Etling et al. [18] to identify a network of approximately 35,000 blogs
in Arabic language. To create this database from a corpus of Arabic-, French-, and
English-language blog data, expert interviews and several Arab-oriented content aggre-
gatorswere used, aswell as ‘snowballing’ techniques for identifying additional bloggers.
We also used the idea of hashtag as a folksonomy unit and crawling tool [20, 21] at the
initial step to get access to the field.

Themethodological designwe have developed aims to create a database of Instagram
blogs about migration in Russian language beyond an issue-triggered discussion. Con-
trary to the previous research our design doesn’t require expert interviews or existence
of blogger aggregators and is more suitable to a distant monitoring of a high-choice
social media environment. In this study we tested the following algorithm. First, we
collected general hashtags that described migration experience in Russian. Second, we
extracted a list of users who used these hashtags via SocialKit. Third, we downloaded
posts created by random sample of users and collected more hashtags used by bloggers
to categorize their posts. A new list of users has been extracted based on these additional
hashtags until no more users were found. In the Findings section we demonstrate the
testing process in detail.

First testing of the algorithm has been run in April 2019, the data presented in the
next section were downloaded in January 2020. According to ethical assumptions, we
parsed the data only about public (non-private, open) accounts.
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Suggesting the algorithm described above, we assumed that this methodological
design allows to reach a saturation of data that can be described as a network border.
Saturation in this case means that the set of hashtags allows to detect every blog about
migration experience or another topic. The network border is reached when adding any
newhashtag connected to the topic doesn’t result in finding newusers thatwere not earlier
included in the list of bloggers. In the next section we will discuss the implementation
of the algorithm, restrictions of hashtagging search in the Instagram studies.

4 Findings

4.1 General Evaluation of Network Size

As stated in the Methodology section, during the first step we defined the most general
hashtags that could be used by a Russian-speaking Instagram user willing to blog about
their migration experience in a host country (Table 1).

Table 1. General hashtags about migration experience.

Hashtag English translation Number of posts

#�izn�zagpanice� life abroad (1) 131357

#immigpaci� immigration 93197

#�migpaci� emigration 73857

#pycckiezagpanice� Russians abroad 47632

#pm� permanent residency 41508

#vn� residency 41026

#migpaci� migration 25533

#�izn�zapybe�om life abroad (2) 13967

Using the tool “search for hashtags” we constructed tag clouds for each of 8 general
hashtags. Additional hashtags belong to five groups:

1) misspelled versions of a hashtag
2) hashtag + emoji as one word
3) thematical extensions (for ex. “life abroad with children” or “immigration as it

is”)
4) geographical extensions (for ex. “immigration to France” (any other country) or

“permanent residence in Germany”)
5) hashtag that is a composite of the hashtag from the sample and an extension, but

semantically doesn’t represent migration experience. In Russian language the hashtag
with meaning “life abroad (1)” can be a part of a hashtag with meaning “life beyond
stereotypes” etc. These hashtags were excluded from the dataset.

Another tool that we used to broaden the set of general hashtags was the Instagram
hashtag search that suggests other possible hashtags while giving out search results
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Table 2. Geography of Russian-speaking Instagram (selected countries)

N Country #Immigrationin… #Russiansin… #Lifein…

1 Australia 4557 9701 7054

2 Austria 0 7573 3292

3 Belgium 0 5983 1785

4 Bulgaria 0 5437 8342

5 Brazil 0 2810 26724

6 Canada 22313 14199 40319

7 China 0 21736 40390

8 Cyprus 0 16345 22545

9 Czech Republic 1147 17799 16092

10 Egypt 0 2282 6616

11 England 566 54662 25439

12 Europe 6403 35111 57440

13 Finland 0 4387 3975

14 France 347 39874 31878

15 Germany 1682 200118 109210

17 Ireland 132 1130 2255

18 Israel 131 9620 16587

19 Italy 1872 56614 44346

20 Japan 0 4232 9135

21 Korea 0 11419 21501

22 Montenegro 194 3007 2933

23 Netherlands 115 5045 5853

24 New Zealand 1036 869 1182

25 Poland 1271 3649 28532

26 Slovakia 242 118 516

27 Slovenia 700 892 1043

28 Spain 4254 52259 47963

29 Thailand 462 8601 13645

30 Turkey 211 163954 16053

31 UAE 0 18502 7572

32 Uruguay 533 520 10

33 US 40726 272909 188879

34 Vietnam 0 2367 130193
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on the main page. With this tool we received two general hashtags with the meaning
#Russiansabroad (#pycckiezagpanice� – 47623 posts, #pycckiezapybe�om – 8 158
posts) and three hashtags with geographical extensions: #Russiansin(country), #blog-
gersin(country), #lifein(country).Although the hashtag #immigration is very popular as a
general one, when a geographical extension is added, the hashtags #Russiansin(country)
and #lifein(country) turn to be usedmuchmore often than a combination of #immigration
hashtag and a particular country (Table 2).

Among other countries US, Canada, Europe, Australia and Spain are the most often
mentioned countries if the post has beenmarked with the #immigrationin(country) hash-
tag. The gaps between three leaders are explicit: US is mentioned two times more often
than Canada, while Canada became a geographical extension of the #immigration hash-
tag even three times more often than Europe. US remains on the leading position among
posts with the hashtag #Russiansin(country), still, all other position are replaced and
taken by Germany, Turkey, Italy and UK(England). The list of top-5 countries in the
hashtag #Lifein(country) unites leaders from these two lists and includes US, Vietnam,
Germany, Europe and Spain.

4.2 Collecting Users by a Hashtag: Restrictions

Due to the restrictions of the Instagram API we had to rely on data gathered via a
social media management program – SocialKit, that was developed for working with
Russian-speaking audiences.

While Instagram and SocialKit automatically provide data about the number of
posts published up to date with a particular hashtag, finding out how many users used
this hashtag is more difficult task, not to mention getting the full list of the users. Still,
SocialKit gathers lists of users by hashtagswith theirmetadata – the number of followers,
the number of accounts they follow and the number of publications. The service also
offers a possibility to filter the users by their activity, gender, business/private status as
well as localization. Within our study we applied the same filter for each list of users
downloaded with a hashtag from the dataset. It included following strings: to exclude
private accounts, accounts without an avatar, accounts without Russian letters in the
profile description; to include all users regardless of their gender and to include only
users with more than 100 followers. Lifestyle industry defines Instagram users as nano-
influencers since they have more than 1 000 followers [Maheshwari], hence, we decided
to narrow our dataset only after the level of 100 followers because it is the lowest border
of an average Instagram account (estimated as 100–300 followers).

To estimate the quality of the samples downloaded via a hashtag search in Social Kit,
we choose randomly one hashtag, #RussiansinBelgium (5983 posts). We might expect
that this hashtag will return us a search result with accounts defined by their owners
as migrants and the geographical extension of a hashtag will result in a precise sample
of users living in Belgium. Instagram accounts were evaluating manually by two cate-
gories: semantical correspondence (a blog run in Russian about experience in the new
country) and geographical accuracy (whether the user is located in Belgium). SocialKit
search inquiry resulted in a list of 255 users with the audience from 102 to 253,525
followers. Among these 255 users we registered 4 accounts serving as a translocal com-
munity and connecting blogs across the world; 55 accounts of blogs about migration
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experience (not only about Belgium) and 50 accounts with some relation to themigration
topicality (business accounts of Russian speaking users located in Belgium or blogs of
Russian-speaking migrants without an explicit focus on their migration experience). 124
accounts, or 57%of the search result, failed to prove any connection toBelgiumormigra-
tion topicality. This part of the list of users parsed via a hashtag #RussiansinBelgium
included accounts of astrologists and fortune-tellers, fitness marathons, private blogs
from different cities in Russia, business accounts selling Korean cosmetics etc. This
result might be explained with the commercial nature of Instagram blogs that triggers
business users of this platform to use hashtags in a constant rush for new clients.

To evaluate the scale of this platform restriction, a non-commercial parsing tool has
been created. Its algorithm includes a synthetic search of a small number of accounts for
one hashtag #lifeabroad (100 users) and a download of 100 last published posts. Within
this dataset the parser found around 2900 hashtags, 93% of hashtags were evaluated as
unique. Thus, the algorithm we elaborated at the initial step meets two critical restric-
tions: the level of noise (an unexpected share of accounts that use hashtags without any
connections with their folksonomic nature) and the number of unique hashtags bloggers
use to raise visibility and to trick the Instagram algorithms.

While our first intension in constructing the methodological design was to broaden
the parsing tool to reach all the potential hashtags, the peculiarities of the platform lead
to the significant level of the dataset contamination that exert a substantial influence
upon the quality of the algorithm’s results.

4.3 Defining an Instagram Blog with a Set of Hashtags

As we have shown in the previous paragraph, the findings suggest that the saturation
of data understood as a case when the set of hashtags allows to detect every blog about
migration experience topic is not accessible with an achievable reliability. Due to the
dataset’s contamination such data will without exception include a significant share of
users that don’t belong to the semantical field the study is focused on.

To solve the problemwith dataset’s contamination we tested the potential of merging
users’ lists parsed by several hashtags on the case of Spain. The list of hashtags included
following ones: #bloggersSpain; #lifeinSpain, #lifeinSpainES; #immigrationtoSpain;
#migrationtoSpain; #emigrationtoSpain and #lifeinSpain with several additions or mis-
spelled versions. We narrowed the list of users to those who used at least three hashtags
simultaneously. Within this small sample the level of contamination turned to be con-
siderably low: only 3% of the accounts were absolutely not connected to the migration
issues or Spain, and 8% of the accounts might be described as questionable (for ex. one
belongs to a user fromBelgium, three accounts were run by anmigration agency without
any focus on Spain in particular). Still, one might assume that this accuracy excludes
some users who also post about their migration experience. Random manual checking
of users with two hashtags on the list has shown that they also used general hashtags to
mark their posts: #immigration or #lifeabroad.

We applied this algorithm to a dataset of 2900 hashtags parsed with the hashtag
#lifeabroad. During the test download 67 users with hashtags were collected. We coded
manually all the users based on their accounts’ descriptions on Instagram and detected 38
accounts run by users with migration background (57% of the testing sample). The share
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of unique hashtags remains significant, still, the hashtags relevant for the topic “migra-
tion”becamemore salient, for ex., #studyabroad, #Russiansin(country), #lifein(country).
We have not detected any user that was coded as irrelevant and simultaneously possesses
a combination of three topic-relevant hashtags in the testing sample.

5 Conclusion

We hypothesized that the network border can be reached with a list of hashtags that
describes all possible blogs as full as possible. This approach preserves its functionality
within discourse studies and contributes to a mapping of knowledge categories within an
Instagram folksonomy. Hence, while aiming to map the blogosphere for further content
analysis, it is needed to focus on the lists of users, and in this process expansion of the
list of hashtags leads to the growth of the dataset’s contamination level. Consequently,
more efforts are required to constant checking of the dataset whether the level of its
contamination remains as lower as possible. Contrary to expectations, we conclude that
the combination of general hashtags with localized hashtags is necessary and sufficient
for saturating the data. Instead of iterations with hashtags’ search, the users’ lists should
be iteratively scrubbed to minimize the level of dataset’s contamination before further
analysis.
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Abstract. Gaze is reported to have important functions in communication, such
as expressing emotional states, exercising social control, highlighting the infor-
mational structure of speech, and coordinating floor-apportionment. For these
reasons, studying these communicative functions is expected to contribute to HCI
systems by identifying communication characteristics and the role of each partic-
ipant. This study analyzes how the communicative functions of utterances affect
the listener’s gazing activities from the viewpoint of grounding, based on a triadic
corpus with newly labeled grounding tags. The results showed that the duration
of a listener’s gaze is longer in second language (L2) conversations, in goal-
oriented conversations, and during utterances presenting new information. These
results suggest that linguistic proficiency, conversation topic, and grounding fac-
tors all affect a listener’s gazing activities, providing us with some information
that could assist in the design of HCI, HRI, and CSCW systems that better reflect
the interaction contexts and linguistic proficiency of users.

Keywords: Gaze · Communication · Grounding · Topic · Linguistic proficiency

1 Introduction

Nonverbal cues play important roles in everyday communication, and studies have exam-
ined their importance not only from the affectional and attitudinal aspects of commu-
nication (Mehrabian and Ferris 1967; Mehrabian and Wiener 1967), but also in coor-
dination of communication and “grounding”, i.e. constructing a shared understanding
of the communication context (Clark and Brennan 1991; Clark 1996; Clark and Krych
2004), suggesting that the potential exists to expand and augment HCI (human-computer
interaction) systems.
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Among nonverbal modalities in communication, gazing activities have been consid-
ered fundamental, attracting considerable attention from researchers working in the
area of multi-modal communication. Studies have reported that gaze has important
communicative functions including expressing emotional states, exercising social con-
trol, highlighting the informational structure of speech, and organizing the speech floor
(Argyleet al. 1968; Duncan 1972; Holler and Kendrick 2015; Kendon 1967). From the
viewpoint of interaction organization in communication, studies have reported that gaze
can be a cue for speech floor coordination not only in dyadic (Kendon 1967), but also in
multi-party conversations (Kalma 1992; Learner 2003). Although the findings of other
studies are not necessarily entirely consistent with those of the studies mentioned above
(Beattie 1978; Rutter et al. 1978), this can probably be attributed to the multi-functional
nature of gaze in communication (Kleinke 1986), while recent studies have confirmed
the speech floor coordination function of gaze for dyadic (Ho et al. 2015) and multi-
party conversations (Jokinen et al. 2013; Ishii et al. 2016; Vertegaal et al. 2001; Ijuin
et al. 2018). Another study indicated that gaze can be a collaborative signal that serves
as a cue to coordinate the insertion of responses (Bavelas et al. 2002). Furthermore,
another study reported that even uninvolved observers of dyadic interactions followed
the interactants’ speaking turns with their gaze (Hirvenkari et al. 2013).

Inspired by and based on studies that examined the functions of social gaze, sys-
tem studies that incorporate gaze modalities have been proposed in the HCI and CSCW
(computer-supported cooperative work) fields. Such studies have covered not only con-
versational agents (Cassel et al. 1994; Vertegaal et al. 2001; Garau et al. 2001; Heylen
et al. 2005; Rehm et al. 2005) but also robots and devices with simulated gaze expression
(Sidner et al. 2004; Bennewitz et al. 2005; Kuno et al. 2007; Foster et al. 2012; Lala
et al. 2019; Jaber et al. 2019; McMillan et al. 2019).

Although HCI, HRI (human-robot interaction) and CSCW systems have to some
extent been able to take gazing cues into account and integrate gaze functions, they
have been less successful in incorporating linguistic proficiency that may affect gazing
activities. A remote work study in the HCI field argued that video transmission of facial
information and gesture helped non-native pairs to negotiate a common ground, whereas
this did not provide significant help for native pairs (Veinott et al. 1999). An analysis
of second language conversation reported that eye gazes and facial expressions play an
important role in monitoring both partners’ understanding in the repair process (i.e. a
modification to the content or presentation of the current proposition under consideration
(Schegloff et al. 1977; Traum 1994)) where participants with different levels of linguistic
proficiency are involved (Hosoda 2006).

Some quantitative studies have also examined the effect of linguistic proficiency on
the speech floor coordination function of gaze. Analyses of the duration of the listener’s
gaze during utterances have shown that when other participants are looking at the speaker
in a second language (L2) conversation, the duration is significantly longer than in a first
language (L1) conversation (Yamamoto et al. 2013; Umata et al. 2013; Yamamoto et al.
2015). These studies, however, have not considered the communicative context effects.
Kleinke pointed out that the conditions of a conversational setup may affect the relative
importance of the multiple functions of gaze in communication (Kleinke et al. 1986).
Holler and Kendrick analyzed three-party conversations among native English speakers,
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showing that unaddressed participants were able to anticipate next turns in question-
response sequences involving just two of the participants (Holler and Kendrick 2015).
There are also studies that have shown the effects of interaction contexts on gazing
behavior in social interactions (Rossana 2013; Kendrick and Holler 2017; Rossana et al.
2009; Stivers and Rossana 2010). The role of gaze in communication is affected by the
context, and it is important to analyze the function of gaze during utterances while taking
their communicative function into consideration.

The current study examined the effects of linguistic proficiency on the listener’s gaze
in triadic communication considering the communicative function of utterances from the
viewpoint of grounding. Each utterance was categorized according to the grounding acts
in the dialogue, and the gazing activities of the listeners were compared between native
and the second language conversations. We anticipated that conversation topics could
also affect a listener’s gazing activities, and included the topic factor in our analysis. The
results suggest that both language proficiency and topic factors independently affect the
duration of a listener’s gaze in utterances in cases where the speaker provides some new
pieces of information, but not in utterances where they just acknowledge the previous
speaker’s utterance.

2 Corpus

Our analysis is based on a multimodal triadic interaction corpus with eye-gaze data
collected and analyzed in previous studies (Yamamoto et al. 2015; Ijuin et al. 2018;
Umata et al. 2018).

The corpus consists of triadic conversations in a mother tongue (L1) and those in a
second language (L2)made by the same interlocutors in the same group (for details, refer
to Yamamoto et al. 2015). For the current study, all utterances were newly labeled with
grounding act tags (details are provided below in this section), and all the conversation
data were subjected to analysis in this study. A total of 60 subjects (23 females and 37
males: 20 groups) between the ages of 18 and 24 participated in data collection, and
each conversational group consisted of three participants. All participants were native
Japanese speakers.

Their seats were placed about 1.5 m apart from each other in a triangular formation
around a round table (see Fig. 1 and Fig. 2). The corpus covers two conversation types
to examine whether such differences in types affect their interaction behaviors.

The first type is free-flowing, natural chatting that ranges over various topics such
as hobbies, weekend plans, studies, and travels. The other type is goal-oriented, in
which participants collaboratively decidedwhat to takewith them on trips to uninhabited
islands or mountains. All the participants would be under pressure to contribute to
the conversation to reach an agreement in the goal-oriented conversations, whereas
such pressure would not be so strong in free-flowing conversations where reaching an
agreement was not obligatory.

We expected that conversational flowwould be more predictable in the goal-oriented
conversations where the vocabulary was more limited and the domain of the discourse
was defined more narrowly by the task than in the free-flowing conversations.

The order of the conversation types was arranged randomly to counterbalance any
order effect. The order of the languages used in the conversations was also arranged
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Fig. 1. Seating positions of the three participants.

Fig. 2. Seating positions of the three participants.
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randomly. Each group had approximately six-minute conversations of the two types in
both Japanese and English. We collected multimodal data from 80 three-party conver-
sations in L1 (Japanese) and in L2 (English) languages (20 free-flowing in Japanese, 20
free-flowing in English, 20 goal-oriented in Japanese, and 20 goal-oriented in English).
Twenty groups engaged in all four conversation types. All the participants except those
in the first three groups answered a questionnaire evaluating their conversation after each
conversation condition. This material is to be analyzed in other studies (see Umata et al.
2013).

Their eye gazes and voices were recorded via three sets of NAC EMR-9 head-
mounted eye trackers and headsets with microphones. The viewing angle of the EMR-
9 was 62° and the sampling rate was 60 frames per second. We used the EUDICO
Linguistic Annotator (ELAN) developed by theMax Planck Institute as the tool for gaze
and utterance annotation (ELAN) (see Fig. 3). Each utterance is segmented from speech
at inserted pauses ofmore than 500ms, and the corpuswasmanually annotated in term of
the time spans for utterances, backchannel, laughing, and eye movements. The corpus
already had the grounding act tags according to the categories established by Traum
(1994) for 20 groups engaging in goal-oriented conversations. For the current study,
we trained a university student to perform annotation according to the categories for
20 groups engaging in free-flowing conversations. She annotated the tags using ELAN
with video, gaze, and utterance transcription data in the same manner as in the previous
study (Umata et al. 2019). Table 1 shows the grounding act tags and their descriptions,
and Fig. 1 shows the frequency of grounding acts in L1 and L2 conversation.

Table 1. Traum’s grounding acts

Grounding act Description

Initiate (init) The initial presentation of a proposition

Continue (cont) A continuation of a previous act performed by the same
speaker

Repair A modification to the content or presentation of the current
proposition under consideration

Request-Repair (reqRepair) A request that the other participant perform a Repair

Acknowledge (ack) Evidence that a previous utterance has been understood

Request-Acknowledge (reqAck) A request that the other participant perform an
Acknowledge

Cancel An abandonment of the proposition under consideration

Acknowledge - Initiate (ack init) “ack” and “init” occurring at the same time in one utterance
unit



Effects of Linguistic Proficiency and Conversation Topic on Listener’s Gaze 663

3 Analyses of Gazes in Utterances

We analyzed the gazing activities of listeners in triadic conversation taking the factors
of linguistic proficiency, topic and grounding into account. Previous studies of the lis-
tener’s gaze during utterances have shown that when other participants are looking at the
speaker in a second language (L2) conversation, gaze is significantly longer than in a first
language (L1) conversation (Yamamoto et al. 2013; Umata et al. 2013; Yamamoto et al.
2015), suggesting that listeners use visual information to compensate for their lack in
linguistic proficiency in an L2 conversation. We assumed that the linguistic proficiency
factor would affect the listener’s gazing activity. We also assumed that listeners would
rely more heavily on visual information in a collaborative task where the requirement
for communication organization is strong. The grounding act factor was also expected
to affect the gazing activity of listeners; i.e. they would have greater reliance on visual
information during an utterance in which new information is presented. Our hypotheses
are listed as follows:

H1: The linguistic proficiency factor would affect the duration of a listener’s gaze: The
listeners would gaze at the speaker for longer in second language conversations
where they compensate for their lack of linguistic proficiency with gazing cues.

H2: The topic factor would affect the duration of a listener’s gaze: The listeners would
gaze at the speaker for longer in goal-oriented conversation where the requirement
for communication organization is stronger when an agreement has to be reached.

H3: The grounding act factorwould affect the duration of a listener’s gaze: The listeners
would gaze at the speaker for longer during utterances presenting new information
(namely, init, cont and ack init) than in utterances just acknowledging the previous
utterance

We compared the duration of each listener’s gaze during four major categories of
grounding acts (i.e., init, ack init, cont, ack) between L1 and L2 conversations. We used
the average of the listener’s gazing ratio to analyze how long the speaker was gazed at
by other participants [4]. The average of listener’s gazing ratios was defined as:

’

Here, D(i) is the duration of the ith utterance and DLGj(i) is the total gaze duration of
the jth participant (j = 1, 2, 3) in each group gazing at the speaker in the ith utterance.

We expected that the topic factor would affect the duration of the listener’s gaze:
the listeners would gaze at the speaker for longer in a goal-oriented conversation where
they collaboratively decided what to take with them on a trip to a deserted island or
to the mountains. We also expected that the linguistic proficiency factor would affect
the duration of the listener’s gaze: the listeners would gaze at the speaker for longer
in second language conversations where they compensate for their lack of linguistic
proficiency with gazing cues, especially in speech turn organization. We conducted an
analysis of variance (ANOVA)with language difference, topic difference, and grounding
act as within-subject factors. The results revealed significant main effects of language
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(F(1, 113) = 45.875, p < .001), topic (F(1, 113) = 16.416, p < .001), and grounding
act (F(2.589, 292.612) = 204.8, p < .01), and the multiple comparison analysis showed
the differences among four major grounding acts were all significant (p < .001). Also,
we observed significant first-order interaction between language and grounding acts
(F(2.702, 305.327) = 24.551, p < .001), and between topic and grounding act (F(3, 339) =
4.516, p< .005). Sub-effect tests showed significant simple main effects of language in
grounding act “init” (F(1, 113) = 15.81, p< .001), “cont” (F(1, 113) = 78.20, p< .001),
and “ack-init” (F(1, 113) = 12.20, p < .01), and topic in grounding act “cont” (F(1, 113)

= 6.22, p < .05) “ack-init” (F(1, 113) = 12.20, p < .01), and a marginally significant
simple main effect of topic in grounding act “init” (F(1, 113) = 3.18, p < .1), but no
significant simple main effect of either language nor topic in grounding act “ack”. The
distribution of listeners’ gazing ratios (LGRs) is shown in the figure below.

Fig. 3. The distribution of listeners’ gazing ratios (LGRs)

As shown in Fig. 3, listeners gazed at the speaker for longer in L2 conversations than
in L1 conversations. This was also the case in goal-oriented conversations compared to
free-flowing conversations. Moreover, listeners gazed at the speaker for longer during
init, cont and ack init utterances.

4 Discussion

We compared the duration of the listener’s gaze in triadic conversations to examine the
effects of linguistic proficiency, topic and grounding on gazing activities. The results of
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ANOVA revealed significant main effects of language difference, topic and grounding,
supporting our hypotheses H1, H2, and H3: the duration of a listener’s gaze is longer in
L2 conversations, in goal-oriented conversations, and in init, cont and ack init utterances.
The grounding factor had the greatest effect, followed by that of language proficiency.

The multiple comparison analysis showed that the differences among four major
grounding acts were also all significant, and cont showed the longest duration for the
listener’s gaze among all the grounding act categories.With cont utterances, the speakers
were adding new pieces of information to their own previous utterances, and in doing
so, they were sometimes observed using a filled pause to hold the speech floor while
bringing order to their ideas. Such characteristics of cont utterances might have drawn
the listener’s attention to the speaker. In contrast, ack showed the shortest duration for
the listener’s gaze, suggesting that utterances just acknowledging the previous utterance
without adding new information did not draw the listener’s visual attention to the speaker.

We observed significant first-order interaction between language difference and
grounding acts, and sub-effect tests showed significant simple main effects of language
difference in all the major grounding act categories except ack. The results suggest that
linguistic proficiency affected the listener’s gazing activities only for utterances present-
ing new pieces of information. Similarly, we observed significant first-order interaction
between topic and grounding acts, and sub-effect tests showed significant or marginally
significant simple main effects of topic in all the major grounding act categories except
ack. The results suggest that the topic also affected the listener’s gazing activities but
only in the case where utterances presented new pieces of information.

Another interesting finding is that there was no significant interaction between the
factors of language difference and topic. It suggests that in the current corpus settings,
linguistic proficiency and topic independently affected the listener’s gazing activities.

These findings suggest that linguistic proficiency, conversation topic, and grounding
all affect the listener’s gazing activities, and that these factors should be considered
when attempting to design better HCI, HRI, and CSCW systems. It is also likely that the
effects of these factors may not be just simple and independent but rather interlaced: our
experimental results suggest that linguistic proficiency and grounding factors affect each
other, and so do topic and grounding factors. Further detailed analyses are necessary to
establish system design guidelines that reflect these factors.

5 Summary

We analyzed the effect of linguistic proficiency and conversation topic on the listener’s
gaze in four major grounding acts. The results showed that the duration of a listener’s
gaze is longer in second language (L2) conversations, in goal-oriented conversations,
and during utterances presenting new information. The results also showed that both
language proficiency and topic independently affect the duration of the listener’s gaze in
utterances presenting new information. These results suggest that linguistic proficiency,
conversation topic, and grounding factors all affect a listener’s gazing activities, sup-
porting our hypotheses. The results are expected to contribute to HCI, HRI, and CSCW
system design that reflects the interaction context and the linguistic proficiency of users.
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Abstract. In this paper, we focus on social media users and examine the factors
predicting users’ confidence in platforms in case of private messaging. For the
social media platforms, social ties and information that flows through the con-
tacts are valuable assets, which must be considered in the development of the
services (such as messaging applications) in order to attract users. We use nation-
ally representative data derived from surveys targeted at 15- to 74-year-old Finns
(N = 3,724). The measures included user’s confidence in platform services in
social messaging, trust in social ties on social media, size of social media net-
works, a wide selection of measures related to internet and social media behavior,
and demographic factors. The results of the analysis supported the hypothesis that
high confidence in platforms is strongly dependent on the social resources of users.
Network size and trust in social ties were crucial variables in determining the con-
fidence in social media platforms as a secure channel of private messages. The
results also amplified that trust in social media networks has independent expla-
nation power in the platform confidence apart from behavioral and demographic
factors. The findings are significant in terms of understanding the contemporary
information society and dynamics between platform services and users. The mar-
kets of social media platforms and other agents in the sector are dependent on the
social resources of users, and especially on the social trust of users.

Keywords: Social media ·Messaging · Privacy · Trust · Social ties · Survey

1 Introduction

Different messaging applications (e.g., Whatsapp, Facebook messenger) provide a pos-
sibility to strengthen and uphold social ties through communication. In the past decade,
internet users have seized this opportunity. Mostly, this has put pressure on the reliability
and confidentiality of the platforms providing such services including private messages.
Privacy makes it possible to deepen and intensify the social relationships especially in
terms of sharing sensitive informationwith a strictly confined and carefully chosen group
of people. More precisely, sharing sensitive information or secrets decreases the social
distance between the parties of communication [1].
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From the user point of view, in order to share sensitive information, the service
provider needs to be considered as a trustworthy actor, and additionally, the security
posture of the platform needs to be seen trustworthy. The reputation of a platform as
a reliable actor enabling confidentiality is a significant asset in maintaining the high
number of users that is a necessity for the success of the platform. For example, the
recent privacy concerns, such as the cases of The Cambridge Analytica and Google+
data leaks, have indicated that the deteriorations of users’ confidence in the platform
may eventually result in abandoning the services. After the data breach, in which hackers
were able to invade Google+’s system, Google announced that they are shutting down
the whole platform. In this respect, platforms need to ensure they do not misuse private
information themselves and, they need to protect the users’ private content from the third
parties, such as hackers.

However, despite the recent privacy concerns, the most important social media and
messaging platforms are still popular and actively in use, and, to some extent, they
have been able to continue to gain popularity in developing countries [2]. This raises
the question of whether there are underlying factors that maintain users’ confidence in
the platform despite the public security risks manifested in protecting of user’s privacy.
Trust is a tricky phenomenon in terms of how it draws attention. As there is trust, high
confidence in the platform, then trust and social ties create and intensify activity on the
platforms. Thus, trust brings about content (messages, updates, posts, comments) which
in turn creates reactions.

Furthermore, every private message sent through the system (re-)builds and
(re-)establishes trust in the system and makes it seem the standard way of commu-
nicating. It materializes the fact that the platform is usable in terms of sharing sensitive
information. As something becomes repeated it becomes mundane, normal and the stan-
dardway of acting.When it becomes the obviousway of acting, it does not draw attention
anymore but rather it becomes invisible. Normality, in turn, hinders critical questions
about the safety of the service [3]. Thus, as more and more users use a platform, it forms
an echoing message of safety. However, when a platform becomes compromised, all the
attention is on the platform.

In this study, we seek to catch these vivid social ties by estimating how actively
users are engaged to the platform through several attributes. We are interested in how
the size of the social media networks and trust in these networks explain the level of
confidence in social media platforms. The size of the networks gives us a rough but
applicable measure to assess how much potential (social contacts) network contains. In
addition, by assessing how much users trust in their social ties gives us another aspect
of estimating in how active way users are engaged to these networks. Secondly, we
are interested in how different behavioral elements are affecting to interconnections
of the level of confidence in social media platforms and primary types of engagement
mentioned above. These behavioral elements aremeasuredwith the frequency of internet
use, the frequency of social media use and skill set for social media use. Additionally,
we measure how privacy skills and messaging application preferences are affecting to
the level of confidence in social media platforms and primary types of engagement. By
splitting the engagement of users to different elements, we can assess more accurately
how different components affect the level of confidence in social media platforms.
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2 The Modes of Connection and Interaction

Asan individual becomes connected to a socialmedia service, they obtain an unparalleled
ability to connect other individual actors. To become a part of social media is to become
a part of a collective, an assemblage [4]. The ability to connect is the essential dynamics
of social media platforms. The platform mediates and makes connections; it is social
in the sense of association [4]. However, social ties (such as a friend connection) that
are established on different social media platforms (Facebook) are not always socially
active in terms of direct communication, but they may have several different situation
and context-dependent functions. In other words, social media is a broad collection of
different types of social ties. Moreover, we argue that these ties contain different forms
of potential that is possible to be actualized into different kinds of social actions and
translated to different outcomes.

However, we are not sure whether it is necessary and accurate to discuss social media
“friends” in terms of “social capital”, or even resources [5, 6]. At least, for this article,
we need to clarify the concepts of a friend, capital and resource. The allegory of “friends
as capital” is a slightly problematic analogy because the term capital refers to a stash,
a stockpile, savings – something you can quietly go back to, something from which
you fetch or draw and then consume. While social media can function as a repository
of known friends, it, however, provides merely a possibility to activate a friendship, to
re-establish the connection that does not guarantee successful activation by itself. For us,
following the line from Georg Simmel [1], to Chicago School of interactionist [7], and
Actor-Network theory [4], a friendship is made and enacted through interaction. There
is no friendship unless there is an actual exchange, e.g., communication. In other words,
a friendship is not a stable property but a constantly becoming process that is acted upon.
What is a “friend” that is never contacted? An inert, dead piece in a stockpile? Perhaps it
is a perishing acquaintance. Plausibly, it can be both. A hanging friend in a stockpile is
in fact a virtual foundation of a friendship that offers a possibility of engaging interactive
communication in which friendship becomes actual. Being a friend is an event, not a
stubborn structure.

Webeginwith a premise that in an emerging connection energyflows. The emergence
of connection is the initial step of actualization that is the movement of energy. No
matter whether it was energy in the form of a message (a rush of electrons) or a thought
(a chemical-electric event), a wave of the hand (physical movement), the connection is
activated, actualized. A channel is opened. A bridge that connects two banks [8, p. 73].
However, the first act, the initial burst of energy, does not necessarily always lead to
reciprocal interaction but the outcome and response is always open, not determinate. This
uncertainty materializes in many different ways: a friend might have become different,
and thus is not the same as in the past. All the processes are that of nature as they include
a piece of unpredictability; p never reaches value 1. “Friend” is sought to be held together
by a stabilizing system that is social media service but there is always nonknowledge
and chaos involved, a possibility of transformation [8]. Summarized, between friends
energy flows, yet it guarantees nothing but instability.

Regarding social media platforms, the interaction of friends is a necessity for their
existence [9, pp. 155–160]. The silence of dried out services such asMySpace, Friendster,
Orkut, Google+ forces us to pay attention to what the social in social media is. In simple
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terms, in alignment with their business logic, the critical factor of being alive is the buzz
of users who share, comment, and react. It is noise that users make. The social media
platforms and their services also differ in terms of fulfilling users’ social needs [10].
Social networking sites, such as Facebook, are merely based on users’ self-expression,
which is why socialization process often occurs through only following “others” and
public commenting [11]. Instead, the messaging applications are more emphasizing on
maintenance and development of relationships.

The social is based on activity, on interaction, on the uncertainty of outcome. Previous
studies have indicated that the active and intensive use of social media is dependent on
the intimacy of user’s social interactions [12, 13]. However, users’ activity in social
media is not straightforwardly related to the intimacy in social relationship manifesting
on social media [14]. In other words, activity – for example, messaging – does not always
mean sharing sensitive information. Furthermore, the platforms are not only dependent
on active social media users, but rather on the integrated and trustful social networks
of their users. The platforms breathe through the communication that takes place on
them by bridging the social networks of users [15]. Nonetheless, they provide nothing
but space and channels for users (to shout out messages and reach other users), which
should be - and seems to be - enough to attract more users.

The logic of social media is relatively simple: new users create more noise and
call for other users. As the social sites become occupied, they start to hum the noise
that is created by the users. The platforms are places of noise that organize, or more
precisely that live of the organization of users’ noise. Importantly, at this point, using
turns around. The user no longer occupies the entitled position of a parasite - the one
whomerely enjoys services of the host (free space and channels) without paying [8] - but
the user becomes a parasitized actor that is drained of information (including reactions)
so that they can be analyzed, targeted, fed to algorithms [16]. Through this analysis,
the social media service providers cease to be mere internet companies and become
advertisement companies selling space for advertisement or selling profiles that is in
fact organised noise.

In this sense, social media platforms require and live on the social ties of users to
whom the platforms provide a possibility of establishing and maintaining social ties.
However, platforms are not static structures on which social action would merely take
place, but as mediators, they participate actively as a channel. The place of the channel,
the social media platform, lies in between the communicators. It is the place messenger
as ofHermes in theAncient Greek [8]. In an academic discussion, socialmedia platforms
have been criticized with concepts of exploitation and alienation.

Initially applied by Marx, “exploitation means the process through which capitalists
enrich themselves by selling commodities produced by workers and returning only part
of the value of those commodities in wages” [17]. Thus, because users are generally paid
little or nothing in return for the value they create for social media platforms, the rate of
exploitation approaches infinity [18]. Alienation on the other hand roughly refers to the
process whereby the worker is made to feel foreign to the products of own labor. At this
moment, users acting on different social media platforms may not be aware that they are
creating value with their social actions on these platforms [19]. In this sense, exploitation
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and alienation of users can be comprehended as being in mutual dependence on social
media platforms.

However, we argue that social media platforms role is not directly comparable with
industrial 20th century’s capitalist’s position, as social media platforms are more depen-
dent from their users. Moreover, it is trust that the sites have to build, and it is not the
users that are dependent on their social media hosts. It goes the other way around. Users
are hosts. The parasite social site lives attached to the body its victim. The parasite is
literally carried around in the pockets of people. The parasite eats processing cycles,
reserves memory, drains the battery.

Thus, given the fact that platforms cannot afford to lose their users, some scholars
argue that on social media platforms users have to be more likely de-alienated to make
the exploitation to happen [17, 19, 20]. Thus, the connection between exploitation and
alienation in social media platforms can be understood as some trade-off where users are
needed to be de-alienated so that they could implement themselves and gain their full
potential in those networking sites [17, 20]. Primarily, by expressing themselves freely,
users are producing better - more exciting and alluring - content in both quantitative
and qualitative matter, which will eventually turn to more value for platforms. In simple
terms, this means more users, more noise to be analyzed, more users to be used.

The social of the media is a link – a string – a social tie. However, in order to keep
on the noise of users, social media platform cleverly hides itself. The fuzz is never about
the platform itself - it is not the product that is in focus. The focus lies on other users.
The channel itself should not get too much attention. As a fluently functioning channel,
it becomes almost invisible. The platform came visible and problematized if it does
not work or if there are privacy issues. Mark Zuckerberg in U.S. Congress hardly went
unnoticed. Moreover, it was because Facebook did not function fluently but was used
actively.

Nevertheless, the parasite is invited, and socialmedia is used.Users host it and carry it
around.We give it our attention. Admittingly, it provides a neat place for communication,
a channel to reach masses. As social media platforms allure users, they provide various
services, e.g. private messaging. In terms of actualizing friendship, private messaging
is a useful tool. It is no doubt an actualization - a movement of energy - of friendship.
Furthermore, what are the energy bursts - themessages - like? In terms of social, they can
be sensitive or mundane, the former shrinking the social distance more than the latter. To
share sensitive or confidential messages, the user must trust the channel. In other words,
in order to make the social gap smaller, the audience of the message must be confined.
The secrets that bring people together, bind the ties, are not for everyone but only for
a carefully picked number of people. “For your eyes only” is a strong social statement.
I want to share this with you. Love excludes. It is only you and me. It is a decision, it
cuts. To include one is to exclude others [8, 21]. Thus, private messaging is required to
be trusted regarding that confidential stays confidential.

These notions encapsulate the dynamics of social media platforms; visible social
media networks constituted through accepted friend requests or phone numbers added
to contact lists are not the bread and butter for platforms, but platforms stay live on
social activities that take place on these platforms. Platform cherish by staying under the
radar and feast with valuable data streams extracted from these interactions. If nothing
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is exchanged between users, meaning that social does not materialize, then confirmed
ties may stay visible but the platform dies. What would TripAdvisor be without user
reviews [22]. The whole social media becomes though activity.

3 Method

3.1 Data

Our data based on two different surveys collected at the same time in late 2017 and
early 2018. The first part of data were sampled randomly 8000 aged 18 to 74 from the
Finnish population register to the mail survey. With 31% response rate, the final data
include 2470 observations. Secondly, in order to guarantee sufficient number of social
media users, we improved the data by including 1,254 respondents (also aged 18 to 74)
from the non-probability sample collected of a nationally representative online panel.
Accordingly, the final data included 3,724 respondents, of whom 66% were from the
probability sample [23].

In this study, we focused on social media users that accounted for 74% of the total
data. We considered the potential sampling error related to two different data sources by
providing a robustness check for themain effects.We also controlled for the demographic
bias regarding the age with a weight variable constructed by calibrating the sample’s
age distribution to correspond with the official population distribution of Finnish social
media users according to Official Statistics of Finland [24].

3.2 Measures

Table 1 provides information on the measurements and descriptive statistics for all the
variables used in the further analyses. As for the dependent variable, we used a variable
elicited from the statement: “I can trust that social media platforms (such as Facebook)
will not publicize my messages.” The answer options ranged from 1 to 5 in which was
given 1 completely disagree, 3 do not agree or disagree, and 5 completely agree. In this
study, we recoded the variable as binary by combining categories 1–3 and 4–5 to predict
those who agree (initial categories 4 and 5). In other words, we focus on those who can
trust the social media platform in private messaging.

Our primary independent variables are the network size on social media and trust
in networks on social media. We measured both variables from the same angle using
the initial questions “To what extent do you have friends and acquaintances on social
media?” and “To what extent do you trust your friends and acquaintances on social
media?”. The answer options for both questions ranged from 1 (not at all) to 5 (very
much). These variables were used as continuous in further analyses.
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We considered for a set of potential confounding variables related to the internet and
social media behavior of participants. First, we took into account the general features
of internet usage and privacy skills. The frequency of internet usage was measured by
asking how often the respondents use internet by using 5-point scale: 1 (never), 2 (less
than weekly), 3 (weekly), 4 (daily), 5 (many times per day). We asked privacy skills with
three different statements after the question “To what extent following Internet actives
describe you”. Given answers ranged from 1 (Not at all) to 5 (Very well). The initial
statements were: 1) I know how to use private browsing settings online (For example,
incognito mode) 2) I know how to delete my online browsing history 3) I know how to
turn my location services on and off.

Second, to account for the effects of social media usage, we controlled for the partic-
ipants’ social media skills, activity in using social message applications (SMA) and the
preferred SMA. Initially, we measured activity by asking the frequency how often the
respondents use SMAs with similar scale as in asking the frequency of internet usage.
Social media skills were measured by following the validated measure of social skills
[25]. We constructed the preferred SMA application by two questions initially asked
how often respondents use Facebook and WhatsApp via the same scale from 1 (Never)
to 5 (Many times per day). We combined the information of the variables for construct-
ing a new variable to measure whether participants use either Facebook messenger (1),
WhatsApp (2), or both of them (3).

We also controlled participants’ age, gender, and education throughout analyses. We
measured age via an open-ended question in which the respondents reported their year
of birth. Education was categorized as binary by differentiating those have achieved at
least tertiary level from those having primary or secondary level education.

3.3 Techniques

In the first phase of the empirical study, we assessed the direct effects of that network size
and trust in networks on the confidence in social media platform. We also conducted a
robustness check for the sample effect bymodeling separately for both the probability and
nonprobability samples. We conducted the statistical tests by using logistic regression
models and presented the results of main effects odds ratios.

We also estimated the indirect effects of independent variables through confounding
variables with the KHB tests [26, 27]. The tests were conducted in a step-by-step manner
by holding the sociodemographic variables as covariates in each model. We reported the
indirect effects in the text as mediation percentages and logit-coefficients. We performed
the analyses with Stata 15 by using the KHB -package and illustrated the results by
utilizing the user-written packages of coefplots [28] and graphic schemes [29].



676 J. Vuorinen et al.

Table 1. Descriptive information of the applied measures

Measures N M SD Min Max

Dependent

Platform confidence in private messaging (binary) 2772 0.26 0.44 0 1

Independent

Social resources on social media

Social ties on social media 2758 2.87 0.92 1 5

Trust in social ties on social media 2748 3.42 0.95 1 5

Internet and social media behavior

Frequency of usage*

Use the Internet? 2765 4.34 0.6 1 5

Use the instant messenger applications 2752 3.56 0.98 1 5

Skills

Privacy skills (sum variable, alpha = 0.81) 2765 3.76 1.13 1 5

Social media skills (sum variable, alpha = 0.88) 2761 4.12 0.85 1 5

Application** 2760 1 3

Facebook messenger 2760 0.08 0.27 0 1

WhatsApp 2760 0.34 0.47 0 1

Both 2760 0.58 0.49 0 1

Demographics

Gender 2766 0.52 0.5 0 1

Age 2767 47.9 15.8 18 75

High education 2726 0.59 0.49 0 1

*How often do you do the following?
(1 = Never, 2 = Less than weekly, 3 =Weekly, 4 = Daily, 5 =Many times per day)
**How often do you use the following social media services?
(coded 1 = Facebook Messenger, 2 = WhatsApp, 3 = Both)

4 Results

Table 2 shows the results for the first hypothesis. Social ties had a substantial effect on
the confident in social media platform (OR = 1.48, p < .01). Trust in networks also
positively predicted high confidence in the used platform (OR = 1.60, p < .01).
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According to the results of robustness check, social ties had similar effects on the
probability sample (OR = 1.44, p < .01) and the nonprobability sample (OR = 1.58,
p < .01). The effect of trust in networks varies slightly between the probability sample
(OR = 1.68, p < .01) and the non-probability sample (OR = 1.47, p < .01). However,
according to the interaction analysis, the differences were not statistically significant in
either case after the equating of demographic variables.

Next, we added the first set of behavioral variables to the base model. As seen,
internet privacy skills and frequency of internet, skills did not affect the association
between interest variables and the confidence in social media platform. In addition, the
covariate effects of those variables were weak.

Afterward, we complemented the model with the second set of behavioral variables
related to social media usage. We found that social media usage skills and frequency of
SMAs usage have a positive effect on the confidence in social media platform. Inter-
estingly, internet privacy skills had also negative effect on platform confidence. Finally,
those preferred onlyWhatsApp as SMAs application reported being less likely confident
with the platform they used in social messaging.

After conventional logistic regression, we conducted a more in-depth analysis of
confounding effects of covariate variables. The results are shown in Table 3. We found
that neither the frequency of internet usage nor the privacy skills have confounding
effects on the main associations. Instead, the effects of social media usage influenced
significantly on both associations. The frequency of SMAs usage confounded 13% of
the effect of network size (b= 0.05, p< 0.01) and 9% of the effect of trust in networks (b
= 0.04, p < 0.01). Social media skills also confounded the effects of main independent
variables; 13% of the effect of network size (b = 0.05, p < 0.01) and 11% of trust in
networks (b = 0.05, p < 0.01). Simultaneously, the preferred application found to be a
significant factor, when it confounded over 30% (b = 0.14, p < 0.01) of the effect of
network size and 15% of the effect of trust in networks (b = 0.08, p < 0.01).

Figure 1 illustrates the main results of predictive analyses. We may suggest that the
size of social media networks and trust in social media networks positively contribute
to the platform confidence of social media users in social messaging. Additionally, we
propose that trust in social networks is more effective factor, and not as dependent on
the other behavioral factors, as compared to the size of social media networks.
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Table 2. Predicting the confidence in social media platform according to the size of social media
networks, trust in social ties and covariate variables, Odds ratios and standard errors with statistical
significances

Dependent variable

Confidence in
social media
platform

M1 M2 M3 M1 M2 M3

Social ties on
social media

1.48**
(0.07)

1.48**
(0.07)

1.25**
(0.07)

Trust in social ties
on social media

1.60**
(0.08)

1.59**
(0.08)

1.46**
(0.08)

Privacy skills 1.01
(0.06)

0.86*
(0.06)

1.02 (0.07) 0.85*
(0.06)

Frequency of
Internet usage

1.09
(0.1)

0.98
(0.09)

1.10 (0.10) 0.98
(0.09)

Social media
skills

1.33**
(0.09)

1.33**
(0.09)

Frequency of
SMAs usage

1.15*
(0.07)

1.16*
(0.08)

Preferred application: (ref = Facebook messenger)

WhatsApp 0.49**
(0.1)

0.47**
(0.09)

Both 1.05
(0.2)

1.08
(0.2)

Observations 2,707 2,693 2,657 2,698 2,685 2,649

Odds Ratios, Standard errors in parenthese
Models control for age, gender and education
**p < 0.01, *p < 0.05
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Table 3. Effects of social ties and trust in social ties on social media via confounders on the
confidence in social media platform, decomposed (KHB) logit coefficients and standard errors.

Dependent variable Interest variable Interest variable

Platform confidence in private messaging Social ties on social
media

Trust in social ties on
social media

B SE B SE

Interest variable’s effect via

Internet privacy skills 0.002 (0.006) 0.003 (0.005)

Frequency of Internet usage 0.005 (0.005) 0.005 (0.005)

Social media skills 0.05** (0.013) 0.05** (0.011)

Preferred application 0.14** (0.022) 0.08** (0.013)

Observations 2,707 2,693

Logit coefficients (B), Standard errors (SE) in parentheses
Models control for age, gender and education
**p < 0.01, *p < 0.05

Fig. 1. Probability to be confident in the social media platform in case of private messaging
according to the size of social media networks (social ties) and the level of trust in social media
networks (trust in social ties). Predicted probabilities with confidence intervals.
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5 Discussion

First, the results of the analysis support the hypothesis that the high level of confidence
in platforms is strongly dependent on how engaged users are to their social networks.
The size of network (i.e. the number of social media friends) and trust in the networks
were significant variables when we analyzed the confidence in social media platforms
as mediators of private messages. Secondly, the results show that trust in social media
contacts – friends – has independent explanation power in the platform confidence. Sim-
ilarly, behavioral elements of engagement, namely frequency of social media platform
usage and social media skills, had a positive correlation to the level of confidence in
platforms. Additionally, while some may argue that users engaged to these platforms
because of high confidence to the platform, the effect is much higher when trust in
platforms is used as an independent variable.

The trust in friends seems to go beyond the trust in the platform. In theoretical terms,
the importance of actualization itself neutralizes doubts towards the mediating platform.
Seizing into the potential of a social tie is always giving up of some privacy. In this sense,
technology in between loses its significance if it can deliver the messages seamlessly,
in other words, if the platform functions appropriately. We argue, that the trust that is
placed in the social media friends and the desire to contact the friends provides such a
focus that it blurs the privacy doubts relating to technology. Users’ desire to make noise
- communicate - suits the mediating social platforms. Every single message brings about
data which can be analyzed and thus profited. To be able to use the users, the platforms
require data - noise - as much as possible. Thus, the production of data is encouraged.
All the platforms are thus inclusive.

However, we should ask who and what is excluded. In a sense, the platforms them-
selves exclude nothing but people who are unable to use the platform and who are not
willing to agree with the terms of use. It is not merely users who can be excluded, but the
platforms and some of their features can be excluded from using. As our analysis shows,
if the users do not trust in their contacts they exclude the private messaging service or use
it more cautiously. The cautiousness with social media friends spreads to the platform
as well.

Our analysis also showed that those who had a comprehensive set of skills related to
privacy issues and are in that sense aware of possible outcomes, do not trust platforms
in such extent than those who are not aware of these issues. This notion underlines
that when privacy concerns come visible platform’s parasitic role reveals itself. When
the platform’s role as the active subject is not noticed, users do not feel constraints
coming from the third party for their social interaction. Invisibility and insensibility are
those features which make both platform and parasite effective; if you do not notice the
existence of it, you do not make any actions aiming to dispose of it.

Similarly, trust in platforms associates with platform preferences. Those who favor
Facebook Messenger over WhatsApp had significantly higher trust in platforms. Thus,
platforms’ differences in features related to privacy issues may explain this substantial
difference. Since the year 2016 all messages sent via WhatsApp are encrypted end-to-
end so that third parties - including WhatsApp itself - are not able to see content [30].
In Facebook Messenger, end-to-end encryption (named as “Secret Conversation”) is an
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optional complement, which user need switch on in every single time when she wants
the conversation to be encrypted [31].

As the same company, Facebook Inc. own both of these platforms, it shows how
privacy protocols are utilized to lure different segments of users. WhatsApp is bringing
privacy issues on the table and is prominently detaching its marketing strategy from the
user-generated content (but not from data concerning users networks, ties or frequency
of social interaction). Facebook Messenger, on the other hand, is more actively trying
to diminish the visibility of privacy issues by for example burying privacy settings in
the complex maze of web page architecture. On Facebook Messenger it is possible to
encrypt content; to take such action indicates that a privacy issue - the lurking parasite -
is recognized. For those are not aware of privacy issues, the presence of a parasite stays
hidden.

Our study has some limitations related to the survey period and the interpretation of
causality. We conducted the survey before the biggest frenzies in privacy issues faced by
Facebook andGoogle in 2018. By using the applied cross-sectional dataset, we could not
validate the mechanism between social media resources and the confidence in the social
media platform. This study, however, opened an avenue for further research to focus on
how privacy concerns about Facebook and Google have contributed to the association
between trust dimensions. We may, for example, ask if it is possible, that trust in social
media networks maintain trust in the platform even though the platform has publicly
been affected by confidence issues. This hypothesis needs additional development of
the applied method by monitoring the variation of participants’ trust with longitudinal
panel data.
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