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Preface

The present book includes extended and revised versions of a set of selected papers
from the 5th International Conference on Information Systems Security and Privacy
(ICISSP 2019), held in Prague, Czech Republic, during February 23–25, 2019.

ICISSP aims at creating a meeting point for researchers and practitioners to address
both technical and social issues of security and privacy challenges concerning infor-
mation systems, especially in organizations. The conference welcomes papers of either
practical or theoretical nature, presenting research or applications addressing all aspects
of security and privacy, that concern organizations and individuals, thus creating new
research opportunities.

ICISSP 2019 received 100 paper submissions from 32 countries, of which 18% were
included in this book.

The papers were selected by the event chairs and their selection was based on a
number of criteria that included the classifications and comments provided by the
Program Committee members, the session chairs’ assessment, and also the program
chairs’ global view of all papers included in the technical program. The authors of
selected papers were then invited to submit a revised and extended version of their
papers having at least 30% innovative material.

The papers selected for inclusion in this book address various topical research issues
within the field of information security and privacy. These include a range of technical
contributions, including new approaches for attack modeling and prevention, incident
management and response, and user authentication and access control, as well as
business and human-oriented aspects such as data protection and privacy and security
awareness. The discussions also span a variety of application areas, including social
networks, mobile devices, and the Internet of Things.

We would like to express our thanks to all the authors for their contributions and
also to the reviewers who helped to ensure the quality of this publication.

February 2019 Paolo Mori
Steven Furnell
Olivier Camp
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SPROOF: A Decentralized Platform
for Attribute-Based Authentication

Clemens Brunner(B), Fabian Knirsch, and Dominik Engel

Center for Secure Energy Informatics, Salzburg University of Applied Sciences,
Puch bei Hallein, Austria

{clemens.brunner,fabian.knirsch,dominik.engel}@en-trust.at

Abstract. Paper documents are still very common for all types of
records of personal achievements, ID cards and many other types doc-
uments issued to an individual or a company. These paper documents,
however, often come at the cost of expensive printing and issuing, loss
of data or malicious counterfeits. The origin and integrity is often hard
or even impossible to be verified. Digital signatures solve some of these
issues, however, this still requires centralized trusted infrastructures and
still does not allow for easy verification or recovery of lost documents.
Furthermore, attribute-based authentication is not possible with tra-
ditional signature schemes. In this paper, we present a decentralized
platform for signing and verifying digital documents that is based on
the previously presented SPROOF platform and additionally supports
attribute-based authentication. This platform allows for issuing, man-
aging and verifying digital documents in a public blockchain. In the
proposed approach, all data needed for verification of documents and
issuers is stored decentralized, transparent, and integrity protected. The
platform is permissionless and thus no access restrictions apply. Rather,
following principles of the Web of Trust, issuers can confirm each other
in a decentralized way. Additionally, scalability and privacy issues are
taken into consideration.

Keywords: Blockchain · Certificate · Privacy-friendly · Digital
document · Pseudonym

1 Introduction

Educational certificates, employment certificates and other records of personal
achievements are still most commonly issued as a paper document with a hand-
written signature. These paper documents can often be easily manipulated, lost
or also destroyed and are hard to verify. To verify if such documents are not
altered and are issued correctly, e.g., for a job application, one has to manu-
ally contact the issuing institutions for verifying the integrity and validity of
the paper document and the printed records. Issuing – and reissuing such paper
documents in case they get lost – can be a cost and labor intensive process and
is impossible if the issuing institution does not exists anymore. While documents
c© Springer Nature Switzerland AG 2020
P. Mori et al. (Eds.): ICISSP 2019, CCIS 1221, pp. 1–23, 2020.
https://doi.org/10.1007/978-3-030-49443-8_1
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can be signed digitally, this only solves some of the problems and requires a cen-
tralized and trusted infrastructure that has – in the past – already shown to be
unreliable in some circumstances [10]. Additionally, traditional digitally signed
documents do not allow for easy verification or recovery of lost documents and
especially do not support the completeness feature which is introduced below.
Another problem that traditionally signed documents face is that providing evi-
dence for a single attribute requires to share the data of the entire document.
For instance, given that someone wants to provide evidence for the date of birth,
sharing a driver’s license or passport will also reveal attributes such as the name.
In order to protect privacy in such circumstances, attribute-based authentication
can be used.

In this paper, a decentralized platform for signing and verifying digital doc-
uments via a public blockchain is presented. This work extends the platform
SPROOF originally presented in [4] with the ability to support attribute-based
authentication. In this paper, the architectural building blocks of SPROOF are
presented, the detailed protocol that uses a blockchain and a distributed stor-
age for signing and verifying is discussed, and the concept of attribute-based
authentication and how it integrates in SPROOF is described.

As a document, we define a digital file that is granted from an issuer to
a receiver, e.g., a diploma granted from a university to a student or records
of achievements granted from an company to a employee. Such a document
can represent any data that has an issuer and a attributed-based receiver. The
proposed approach uses a blockchain for sealing hash references of data storing in
a distributed hash table. The blockchain acts as a decentralized, transparent, and
integrity protected log of hash references. The corresponding raw-data contains
all events, e.g. issuing and revoking a single or multiple documents at once. The
approach is fully permissionless and does not allow single entities to gain control
over issued documents or to prevent others to verify documents. Furthermore,
validation is easy and can be automatized for a large number of documents from
different issuers and for different subjects.

The contribution of this work is manyfold: It is shown how documents can be
issued, received and verified while being fully decentralized, permissionless and
transparent. In addition, the ability to group related documents from the same
issuer is outlined and the concept of attribute-based authentication is presented.
For evaluating the proposed protocol, scalability and privacy issues are taken into
consideration. Attributed-based authentication on a decentralized platform and
the describtion of the proof of concept is the new contribution of this extension.

For issuing, receiving and verifing documents in SPROOF the following roles
are defined:

Issuer. The issuer of a document can be a company, an educational institution
or basically anyone who wants to grant a document. The platform itself poses
no limitations on issuers and there is no central third party to control issuers.

Receiver. The receiver of a documents can be a student for an educational
certificate, an employee or even a company. Similar to issuers, there is no
control over receivers.



SPROOF: A Decentralized Platform for Attribute-Based Authentication 3

Verifier. The verifier represents anyone who wants to view and verify the validity
of documents. A verifier also wants to authenticate the identity of an issuer
or a receiver. Authentication is fully decentralized and follows the principles
of the Web of Trust (WoT). This role can be assumed by, e.g., an employer.

These participants interact via a platform for storing and verifing digital
documents at low cost, with a simple verification feature, and with a reliable
storage of data. We define the following desired properties:

Decentralization. The platform is completely decentralized and especially
allows the verification of data without a single trusted third party. Further-
more, verification of past documents must be possible even if the issuing
institution is not existent anymore.

Permissionless. The platform is permissionless and thus no single entity has
control over the participants. Any participant has full access and can add new
or has the possibility to revoke own issued documents without being required
to register at a third party.

Integrated Issuer Verification. The platform provides built-in mechanisms
to verify the identity of issuers. Thus, no additional or centralized channel is
needed.

Transparency. The platform is transparent and every participant has read
access to validate a given document. Privacy of documents is preserved by
not revealing details of the receiver or sensitive content of a digital document,
such as the name, without the consent of the receiver.

Completeness. Issuers have the ability to group documents and verifiers can
check whether a group of documents is complete or not, i.e., if some document
are intentionally hidden by the receiver (e.g., verifying a Bachelor’s diploma
includes verifying all related courses). This can be enforced by the issuer at
the time of granting documents and is explained in detail in Sect. 4.

Attributed-based. Receivers have the possibility to share selected attributes
of their documents, e.g, only the name or the date of birth.

The rest of the paper is structured as follows: Sect. 2 compares SPROOF to
state of the art approaches in the field of educational certificate management
and with respect to the stated requirements. Section 3 describes the basic build-
ing blocks of this work and the proposed protocol. Section 4 then describes the
roles and the SPROOF protocol in detail. The proof of concept is described
in Sect. 5. Section 6 conducts a security analysis of the proposed protocol and
Sect. 7 summarizes this work and gives an outlook to future research.

2 Related Work

In this section, related work in the field of blockchain-based digital document
management is presented. Table 1 shows a comparison of such approaches in the
field of educational certificates. The related work is evaluated with respect to our
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Table 1. Comparison of related work with respect to decentralization, permission
management, transparency, support for integrated issuer verification, completeness and
attributed based authentication of receivers.

Decentralized Permissionless Transparent Integrated

Issuer

Verification

Completeness Attribute-based

University

of Nicosia

✓ ✓ ✓ ✗ ✗ ✗

Blockcerts ✓ ✓ ✓ ✗ ✗ ✗

LLP ✓ ✗ ✓ ✓ ✗ ✗

uPort ✓ ✓ ✓ ✗ ✗ ✓

Sovrin ✗ ✗ ✓ ✓ ✓ ✓

SPROOF ✓ ✓ ✓ ✓ ✓ ✓

initial requirements, which are decentralization, permission management, trans-
parency, support for integrated issuer verification, completeness and attribute-
based representation of receivers, as described in the previous section.

The University of Nicosia1 was the first (2014) to register academic certifi-
cates for an online course on the Bitcoin blockchain. A hash of an index docu-
ment, which contains a list of hashes of all certificates for a specific semester is
registered on the blockchain. Hence, attribute-based authentication is not sup-
ported. Their approach is decentralized, permissionless and transparent, but does
not allow for integrated issuer verification and for validating the completeness
of issued academic certificates.

The MIT Media Lab is working on a project called Blockcerts2. Their app-
roach is similar to the one implemented by the University of Nicosia, i.e., register-
ing the root hash of a Merkle tree of hashes of documents on a public blockchain.
This approach is decentralized, permissionless and transparent. The project is
not attempting to map the digital identity to the real identity of an institution
and thus does not allow for integrated issuer verification and validation. Addi-
tionally, verifying the completeness of issuing documents and attribute-based
authentication is not possible.

By Gräther et al. (2018), an approach for a Lifelong Learning Passport (LLP)
is presented which is very similar to the approach of Blockcerts. Their approach is
decentralized, transparent and additionally they support a mechanism for issuer
verification. However, they use a hierarchical scheme for issuer accreditation
and therefore it is not fully permissionless. Verifying the completeness of issuing
documents and attribute-based authentication is not possible.

uPort3 is a service that allows users to register and set up their own identity.
The platform is based on the Ethereum blockchain and uses smart contracts. The

1 https://digitalcurrency.unic.ac.cy/free-introductory-mooc/self-verifiable-certificate
s-on-the-bitcoin-blockchain/academic-certificates-on-the-blockchain/ [retrieved:
August 16, 2018].

2 https://www.blockcerts.org/ [retrieved: August 16, 2018].
3 https://www.uport.me/.

https://digitalcurrency.unic.ac.cy/free-introductory-mooc/self-verifiable-certificates-on-the-bitcoin-blockchain/academic-certificates-on-the-blockchain/
https://digitalcurrency.unic.ac.cy/free-introductory-mooc/self-verifiable-certificates-on-the-bitcoin-blockchain/academic-certificates-on-the-blockchain/
https://www.blockcerts.org/
https://www.uport.me/
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proposed scheme does not provide integrated issuer verification to the extent it
is covered by this work and does not provide a completeness feature.

Sovrin [20] is a protocol and token for self-sovereign identity and decentralized
trust. It allows attribute-based authentification and integrated issuer verification.
However, the proposed scheme is built on top of its own token and does not
allow to use arbitrary blockchains. Furthermore, it is not fully decentralized and
permissionless due to the managing Sovrin Foundation that must approve all
new nodes and is therefore able to restrict access to unwanted participants.

We are not aware of any scheme that meets all of the initial stated require-
ments and, in particular, resolves the completeness issue in a decentralized,
permissionless, and transparent way, which is one of the main contributions
of SPROOF.

3 Building Blocks

This section introduces the fundamental building blocks for SPROOF. First,
the concept of public storage and blockchain is introduced, and the advantages
and challenges for using such a technology are briefly discussed. Second, the
principles of key management in HD wallets are explained. The latter is crucial
for the completeness feature.

3.1 Public Storage

By Nakamoto (2008), Bitcoin is proposed as a decentralized, permanent, trustless
public ledger. The proposed approach is the first to reliably solve the double
spending problem4 and sets the foundations for the concept of decentralized,
permissionless append-only databases, commonly referred to as blockchain. In
general, a blockchain can be seen as a global state machine where updates are
performed by conflicting-free, authenticated transactions. Following the initial
approach by Nakamoto (2008), many implementations have been proposed in
recent years, also for fields other than financial transactions, see e.g., [6,16,17].

For SPROOF we use a public permissionless blockchain, e.g., Bitcoin or
Ethereum [23], in order to create a platform where nobody, not even a selected
consortium, has the right to exclude data or participants [25]. SPROOF is built
on top of a public blockchain and does not intend to develop a new blockchain
for this purpose. The blockchain is used by SPROOF in order to have a verifiable
global state of ordered pieces of data in a decentralized, transparent manner and
without the need of a single trusted platform operator. The use of a blockchain
in SPROOF comes with two main issues: scalability and storage costs.

Blockchain implementations often come with limitations on the scalability [7],
i.e., the number of transactions and the amount of data that can be stored or
processed within a certain amount of time. Polkadot [11,24] proposes a strategy
for solving these scalability issues by decoupling the consensus architecture from

4 The problem that two conflicting transactions spend the same funds twice.
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the state-transition mechanism. This means that all data is accepted to become
part of the blockchain, i.e., the data is stored and distributed, but the seman-
tics of that data and thus the actual validity are processed independently and
off-chain. For SPROOF we only need the blockchain to register chronologically
ordered pieces of data and thus the consensus is built off-chain by processing
data with a publicly known rule set separately, the SPROOF protocol.

Storage on a public blockchain is often limited in terms of size (e.g., 80 Bytes
of data in Bitcoin) or expensive [21]. To avoid this problem, SPROOF only adds
hashes of data to the blockchain within a transaction. The corresponding raw
data is then stored in a distributed hash table (DHT). Data stored in such a
DHT inherits the immutability and ordering property from the blockchain if
a cryptographically secure hash function is used to calculate the hash that is
sealed in the blockchain. In order to create a fully decentralized platform, also
the DHT needs to be managed in a decentralized way. For example, established
DHTs such as IPFS [2] or Swarm5 can be used.

Blockchains use public-private key cryptography [9] to represent a user and to
sign transactions. The public keys can be seen as pseudonyms, because they can
be created offline and without the need of an authentication process. However,
this does not provide full anonymity, since public blockchains are transparent.
If an attacker knows that a pseudonym is linked to an identity, the attacker
also has the possibility to see all transactions which have been recorded in the
blockchain since the beginning and are linked to that pseudonym [19]. A solution
to this traceability problem is to generate a new key pair for each transaction,
hence to use an address only once. One method to generate keys out of a single
seed is explained in the next section.

3.2 Key Management

In most blockchains, users are represented by a unique ID derived from a public-
private key pair using the Elliptic Curve Digital Signature Algorithm (ECDSA)
[15]. In order to solve the traceability problem, a new key pair for each transac-
tion is created. A key derivation function (KDF) is therefore used to derive
one or more private keys from a single password6, master key or a pseudo
random number, a so-called seed S. In the following, a method to determin-
istically derive hierarchically structured pseudorandom public-private child keys
(Q1, d1), (Q2, d2), . . . , (Qn, dn) out of a single master key pair (Q̂, d̂), is explained
and illustrated in Fig. 1. Each child key can be used as a new master key, hence
it is possible to build an infinite hierarchical tree. This concept is called a hier-
archical deterministic (HD) wallet.

5 http://swarm-gateways.net/bzz:/theswarm.eth/ [retrieved: August 23, 2018].
6 Deriving a key from a password is not recommended [22].

http://swarm-gateways.net/bzz:/theswarm.eth/
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(Q̂, d̂)

(Q1, d1) (Qn, dn)

Seed

. . .

Fig. 1. Representation of a HD wallet, where child key pairs (Q1, d1), . . . , (Qn, dn) are
derived from a parent key (Q̂, d̂) and a seed S [4].

The ECDSA is based on (the assumed hardness of) the elliptic curve discrete
logarithm problem (ECDLP), which is denoted as follows: E(K) denotes an
elliptic curve over a field K. A generator of the elliptic curve is referred to as
P ∈ E(K) with an order p. These parameters are publicly known. With the
private key d ∈ K it is easy to calculate the public key Q ∈ E(K), which is
a point on the elliptic curve, using the formula Q = dP . Recovering d by only
using Q and P constitutes breaking one instance of the ECDLP. Although there
exists no formal proof, the ECDLP is commonly assumed to be hard to invert
if the underlying elliptic curve is properly chosen [15].

The KDF of an HD wallet uses a cryptographically secure hash function H (·)
which maps an index i and a public key Q ∈ E(K) to an element of K. The
index is the number for the child key pairs (Qi, di), which is calculated as follows:

di = d̂ + H (i, Q̂) (mod p) (1)

Qi = diP (2)

One of the main properties of HD wallets is that each child public key Qi

can be calculated without using (and needing to know) a private key, by Q̂ +
H (i, Q̂)P . This is called master public key property.

A known vulnerability of HD wallets, however, is that it is possible to
calculate the master private key d̂ with the knowledge of the master pub-
lic key Q̂ and an arbitrary child private key di, by using the derived formula
d̂ = di − H (i, Q̂)( mod p). This vulnerability can be bypassed by allowing so-
called hardened child keys, where also the public keys are derived from the
master private key, instead of the master public key. Such keys lose the master
public key property. Another approach for HD wallets that tolerates key leakage
is presented by Gutoski and Stebila [14].

In SPROOF, HD wallets are used to derive key pairs out of a single seed to
generate pseudonyms, which are then used for receiving documents. The use of
multiple pseudonyms allows to release only a selected subset of documents to a
verifier.

4 SPROOF

In this section, we describe SPROOF, a decentralized, permissionless, integrity-
protected and transparent platform for granting, storing and verifying digital
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documents. There are three basic roles in the upkeep of SPROOF: issuer, receiver
and verifier.

For the communication between the users representing these roles, two dis-
tinct channels are needed: a public and a private one. The public channel is
used for publicly available data that is stored on a blockchain, i.e., the issuing
of a document. The private channel is needed to transfer non-publicly available
and direct personal or sensitive information required for issuing and verifying
documents.

Any information sent over the public channel is denoted as an event. Events
are the only way to add information to the publicly available data set of SPROOF.
Events are signed by the issuer and are sealed and integrity protected with the
help of the blockchain and a DHT.

In the following, we first describe the processes to create an issuer, then ways
to trust an unknown issuer, the generation of a privacy-friendly representation
for receivers and finally, necessary steps to verify a document.

4.1 Issuer

The role of an issuer represents any organization or person who wants to grant
documents, e.g., a university. Issuers need to be publicly known, trustworthy
and verifiable.

In order to create a new account, an issuer establishes a public-private key
pair. The public key is the representation of the issuers public profile PP in
SPROOF and the private key is needed to sign events triggered by the issuer.
The key pair itself provides no information about the organization or person
behind and is thus pseudonymous. However, issuers need to be identifiable and
therefore PP needs to be linked to the issuers organization. This can be done
by adding a new EIdentity Claim event. This event includes all necessary data to
address the issuer, e.g., the name of the company or organization. Since the
platform is permissionless and decentralized there are no restrictions for gener-
ating such identity claims and there is no single trusted third party to verify the
correctness of the provided claims. To increase the trustworthiness of an issuer,
additional EIdentity Evidence events can be provided. These events, also created
by the issuer, provide additional evidence by connecting the SPROOF account
with already established central trusted platforms, e.g., social media accounts
or known public key infrastructures. To link a social media account, the issuer
needs to add an EIdentity Evidence event including a reference to a publicly acces-
sible message, e.g., a post in an online social network, which contains PP . To link
an X.509 certificate, the issuer needs to add an EIdentity Evidence event including
the certificate and a signature over PP created by the confirmed private key
of the X.509 certificate. Note that this process is possible for all types of PKI
certificates. This allows to connect several, already established central trusted
infrastructures, to PP . There is no limitation in the number of EIdentity Evidence

events, hence an issuer can add multiple EIdentity Evidence events to strengthen
its PP .
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While the methods to increase trustworthiness of an issuer described above
are based on central trusted authorities, this is used as bootstrapping to build a
decentralized confirmation network which borrows concepts from the WoT [5].
In a WoT others must be able to confirm the identity of the issuer, by sending
a EConfirm event. The purpose of a confirmation is that the sender verifies the
receiver’s identity claim. Confirmations are linked to the identity claim that was
added last. This is to rule out the possibility of an issuer to maliciously rename
itself after collecting some confirmations. Before an issuer confirms another issuer
it needs to verify PP and the provided identity claim.

This can be done based on the identity evidence events or also outside
SPROOF, e.g., during a personal meeting. This means that – in return – an issuer
may lose its reputation if it confirms a fake issuer. A confirm event contains a
boolean value, either a positive or negative trust indicator and arguments to jus-
tify the decision. Confirmations can thus be used to create networks of issuers.
Given such a network, newly added issuers can quickly gain reputation by a
confirmation from a well-known and established issuer. As an example, consider
a network of universities. While a newly established university sets up relation-
ships with well-established institutions for research and teaching collaborations
it can – in the same way – gain confirmations in SPROOF after a while. Once
one or more major institution confirmed the integrity of the new university, this
sets up a WoT.

4.2 Receiver

A receiver of a document is, analogously to an issuer, represented with a public
key. This public key is used together with the corresponding private key to
prove the ownership of a document to a verifier. Reusing the same pseudonym
for all documents that a receiver gets would lead to the receiver being only able
to share all documents ever received at once to a verifier, which would not be
privacy-friendly and also impractical for the receiver. Once a third-party knows
the pseudonym, it would be able to view all documents issued in the past and
also all future ones. To avoid this traceability problem, fresh pseudonyms can
be created for each document exploiting the previously presented properties of
HD wallets. Note that only leaves of the pseudonym tree should be used for
receiving a document. By doing so, the privacy is preserved by the fact that
it is practically impossible to invert a cryptographically secure hash function.
Therefore, it is not possible to calculate parent pseudonyms by knowing the
corresponding child pseudonyms.

As shown before, the public-private key pairs are deterministically generated
out of the random seed S using a HD wallet KM , as described in Sect. 3.2. This
seed is the main secret and is needed for recovering all derived pseudonyms.

Using KM , the receiver is able to generate child pseudonyms PI1 , . . . , PIn .
Each of those pseudonyms can be used as a new master key for further sub-
pseudonyms for a specific issuer. A pseudonym is shared with an issuer using
the private channel. From this pseudonym, the issuer is able to generate further
sub-pseudonyms by using the master public key property of HD wallets. Note
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that this can be done without revealing any information about the corresponding
private keys.

The ability to derive sub-keys and the fact that the pseudonyms are publicly
linked to the documents enables further features, e.g., if an issuer wants to link
a document which has dependencies to other already issued ones. This can be
the case for a series of educational certificates that build on each other, e.g.,
required courses for getting a bachelor’s degree. Given a parent pseudonym, all
descendants are verifiably connected to this parent. If, for instance, pseudonym
PG1 , see Fig. 2, represents a Bachelor’s diploma, all sub-pseudonyms including
PD1 , . . . , PDn

, which may represent particular courses, are permanently and pub-
licly linked to the Bachelor’s diploma. We call this property forced completeness,
since it can be enforced by the issuer and cannot be hidden. Note that a receiver
can still share documents PD1 , . . . , PDn

separately and independently and with-
out revealing the parent pseudonym and thus the corresponding document. If a
receiver shares more than one pseudonym that are used for documents issued
by the same issuer, which can be avoided by sharing a pseudonym on a higher
level of the pseudonym tree, the verifier can conclude that the receiver shows an
incomplete information. This is, to the best of our knowledge, a feature that is
unique to SPROOF.

The concept of completeness is shown in Fig. 2, where the privacy and com-
pleteness property are indicated by arrows. Privacy is provided bottom-up,
whereas completeness is achieved top-down.

Note that the pseudonym itself contains no information about the real iden-
tity of the receiver, e.g., the name of the person. However, a means of linking a
document to the real identity of the receiver needs to be established. Otherwise,
receivers may collaborate and share documents among each other by sharing pri-
vate keys of their pseudonyms. In addition, for attribute-based authentication
the identity of the receiver must be split into multiple features.

For this purpose, the real identity is separated into attributes representing,
e.g., the name, date of birth, a passport photo or a digital representation of a
fingerprint of the person. These attributes are combined by using a hash tree,
as shown in Fig. 3. To protect the privacy of the receiver, only the root value
of the hash tree is attached to a document. Given the cryptographic hash refer-
ence of some data, it is practically impossible to reconstruct the original data.
However, cryptographic hash functions are deterministic, hence an attacker who
holds a copy of, knows or guesses the identification data of the receiver would
be able to reconstruct the hash tree and can then disclose information about
the receiver. To avoid this vulnerability, salt values are added to all attributes in
order to obfuscate the hash reference [12]. Each attribute consists of a name,
a value and a salt value. The hash reference of attributex is calculated by
H (Namex||V aluex||Saltx). The hash reference for all attributes is calculated
by the following formula: attributes = H (attribute1|| . . . ||attributen).

Additionally, a validity period represented by two timestamps is added for
each receiver of a document. The root value, represented as AttrID, which is pub-
licly available, is calculated by AttrID = H (validFrom||validUntil||attributes).
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Fig. 2. Pseudonym tree with derived keys and documents in the leaves. Completeness
is achieved by a unique, easily verifiable path from the top to the bottom and privacy
is achieved by the impossibility to retrieve parent keys from a given leaf key [4].

In Fig. 3, an example attribute tree is illustrated. The construction of the hash
tree allows the receiver to selectively disclose chosen attributes.

AttrID

validFrom validUntil attributes

attribute1

Name1 Value1 Salt1

attributen. . .

Fig. 3. Attribute tree with a validity time period and multiple attributes. The con-
struction of the tree allows the receiver to selectively disclose specific attributes.

4.3 Document

In this section, the processes to publicly registering a document via SPROOF
is described in abstract form. In SPROOF, a document is attached to the reg-
istration event. The issuer can decide whether the content of the document is
publicly visible nor not. The registration event includes, by embedding it to a
transaction, the public key and a signature of the issuer. Additionally, it is pos-
sible to attach fields for a validity period, dependencies to other documents, and
a list of receivers to a document. In Fig. 4, the possible fields for the registration
are illustrated. SPROOF provides three different ways to attach data or digital
content the registration event:
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Hidden. In the documentHash field, hash values of data or digital documents
can be entered. The issuer can decide if the referenced file is published on
a centralized server or later attached to the document. For verification, the
verifier needs the raw data to crosscheck the locally calculated hash reference
with the publicly registered one.

Direct. In order to directly attach data to the registration event, the data field
can be used. This field allows to attach arbitrary JSON objects to the regis-
tration event. This data is the publicly available.

Indirect. To enable the attachment of large files or binary files which can not
be represent as a JSON objects, the dhtLocation field is provided. The dht-
Location field represents a location reference to a file stored in a DHT.

In the following the events used to register a document, add a receiver to
document and revoke either the receiver of the document or the document itself
are described.

Registration

issuer: publicKey
validFrom: unixTimestamp
validUntil: unixTimestamp
data: jsonObject
dhtLocation: String
documentHash: String
dependencies: List
receivers: List

Fig. 4. A registration object including all possible fields which can be used to register
a document via SPROOF.

Register Document. The ERegister Document event is then used to publish
the information about the registration of a document, as shown in Fig. 4, via
SPROOF. Note that it is possible to register a document without adding a
receiver. The registration event sealed on the blockchain and the unique ID of
the document is calculated out of the hash value of the content in combination
with the blockhash.

Add Receiver. To add a receiver to a document, the issuer needs to publish
the EDocument Add Receiver event with the unique registration ID. With SPROOF
it is possible to add 0 to n receivers for a single document. This enables the
feature to group or structure documents. In the case of the document represent-
ing a diploma or a driving license, it would be possible to automatically ask
for a receiver of a specific document ID in order to enable future services. That
document and the representation of the receiver contains additionally a validity
range. Hence, it is possible that the document as such may be longer valid than
a specific grant to a receiver. The opposite direction is not possible.
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In order to add a receiver to a SPROOF registration, the receiver has to reg-
ister at an issuing institution. For this purpose, the receiver chooses a master
pseudonym PI , which has not already been used by another issuer and which
represents a new leaf in the pseudonym tree. The receiver then needs to transmit
the necessary identification data that enables the issuer to create the attribute
hash tree. This data should be transmitted over a private channel to the issuer.
The issuer has to verify if the identification data matches to the real iden-
tity of the receiver and check whether PI is not already used as receiver for
another document. Once this process is completed, the receiver is registered
at the issuer. Furthermore, by sharing its pseudonym, the receiver permits the
issuer to derive new sub-pseudonyms to add the receiver to registered documents.
With this approach, the issuer is able to decide the ordering and structuring of
the receivers pseudonym tree by deriving new sub-pseudonyms out of the shared
master pseudonym. The completeness feature can thus be enforced at the time
of adding a receivers’ pseudonym to registered documents. A verifier can later
check the set of all documents granted to a given pseudonym and all derived
sub-pseudonyms. The verifier can thus be sure that no documents were hidden
by the receiver. This process is illustrated in Fig. 5.

Receiver Issuer SPROOF

Register: PI , ID

Verify identity

Register document
Add receiver

Attribute tree

Fig. 5. Process for granting a document in SPROOF. The receiver registers at the
issuer and passes the pseudonym which should be used for the new document. The
issuer verifies the registration and grants a new document.

Revoke. Documents are not always valid for an unlimited period of time. Some-
times an expiration date is sufficient, e.g., for a first aid course or for a driv-
ing license. Additionally, an issuer may also decide to revoke a document or a
specific receiver of a document, when, e.g., it detects plagiarism in a gradua-
tion paper or for other reasons. Therefore, an issuer which grants a document
has the possibility to revoke the whole registration or also to revoke a specific
receiver at a later point in time. This is done by adding an EDocument Revoke or
the EDocument Receiver Revoke event, which only the issuing institute is allowed to
do. This event includes the ID of the registration or the public key of the specific
receiver, and a reason to justify the revocation. These event is appended to the
public storage and therefore publicly available and accessible by all verifiers.
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4.4 Events

Events are the only way to add information to SPROOF and they are sealed in
a public blockchain. In this work, only issuers are allowed to add events. The
reason is that adding an event requires a transaction on a blockchain. Adding
a transaction to a blockchain usually comes at the cost of at least a fraction of
cryptographic tokens. We assume that issuers are willing to buy some tokens,
but receivers may not. To be considered as valid, each event needs to follow
specific rules, as described in Sect. 4.1. Invalid events are ignored. Note that
due to the decoupling of the consensus mechanism of the blockchain from the
SPROOF protocol, invalid events may become part of the blockchain data, but
are not considered by SPROOF users. Therefore, the publicly available data set
of SPROOF is a chronologically ordered list of valid events. A blockchain node
only needs to check if the blockchain transaction is valid and does not need to
validate if the corresponding data represents a valid SPROOF event. This reduces
the costs for a transaction to the blockchain.

Since storage space on a blockchain is often limited and expensive, only the
hash reference of data is sealed into a transaction. Adding a new transaction
for each event would imply that an issuer, which wants to grant n documents,
also needs to add n transactions. This is inefficient and expensive. Therefore,
events are combined into a chronologically ordered list and the hash reference
of this list of events is then registered into a single transaction, as illustrated
in Fig. 6. The issuer has to sign this transaction, including the hash reference,
and add it to the blockchain as part of a transaction. Once the transaction is
included and confirmed, it is traceable and authentic to the issuing institute,
integrity-protected and publicly readable.

Issuer

Event 1
Event 2
. . .
Event n

eaf6...a1d7 Blockchain

DHTcreate

calculate

store

sealed

Fig. 6. For adding events to SPROOF, one or more events are collected and written
to a DHT. The hash reference of that DHT entry is then sealed in the blockchain and
thus publicly visible to all participants [4].

At this point, only the hash reference of events is sealed in the blockchain.
The corresponding raw data is stored in a DHT, where the sealed hash value
is used to address the raw data. The issuer has to ensure that the raw data is
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available and complete. A registration of events in the blockchain that does not
provide the raw data is transparent visible to all verifiers and would therefore
damage the reputation of the specific issuer. A transaction that is considered
for the SPROOF data set is always sent to a fixed SPROOF address. Therefore,
for validation purposes, a verifier only needs to consider transactions sent to this
address.

4.5 Verification

Transactions in SPROOF can be validated by practically anyone in the world.
For this purpose, a verifier needs to iterate over all transactions in the blockchain
that are sent to the SPROOF address. The verifier then downloads the corre-
sponding raw data from the DHT. After that, the verifier is able to execute
each event of the SPROOF protocol and check if it is valid and should be added
to a local database. The database represents the precalculated global unique
state of SPROOF. Note that this includes also revocation events for documents
or receivers. Additionally, this database can then be used to view and validate
documents and to authenticate issuers and receivers. This client-side validation
process can be done programmatically on a trusted computer that is controlled
by the verifier. Since hashes can be assumed to be collision free [8], the data
stored in the DHT is immutable. Changing the raw data would results in a
different hash reference, not matching the one sealed in the public blockchain.

Receiver. The verifier can validate a receiver by two different approaches. In
both approaches, the receiver has to share a pseudonym Px with the verifier.
Using Px, the verifier is able to find all documents that are granted to Px or any
descendants of Px. In the first approach the receiver remains anonymous, whereas
in the other one the receiver can disclose selected attributes. Both approaches
are described in the following.

For the anonymous approach, the verifier has to be convinced by the receiver
to be in possession of the private key of a pseudonym Px. For this purpose,
the receiver creates a verification document, which includes the following fields
(Verifier Name, Blockhash, Px, validFrom, validUntil , attributes) and which is
signed using the private key that belongs to Px. This document is shared with
the verifier via a private channel. The verifier is now able to check whether the
provided signature matches to Px and has to check whether the signed Verifier
Name is correct. In order to check if the receiver is still in possession of a valid
document, the verifier additionally needs to check if it is in a valid time period
and if the values match the attached AttrID. This can be done by calculating
the hash value of (validFrom||validTo||attributes). The Blockhash acts as a
decentralized timestamp to detect outdated signatures. This needs to be done in
order to reduce the risk of an attacker reusing the verification document. With
this information the verifier can conclude that the receiver knows the private
key of Px, that all documents granted to any derivation path of Px belong to
the receiver, and that the verifier knows the minimum age of the signature by
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comparing the Blockhash. Considering that receivers may cooperate and share
pseudonyms, it is not always enough to verify a receiver without identification.
For the approach where the receiver additionally discloses, e.g., attribute1 of n
attributes, the receiver shares Name1, V alue1, Salt1 and all n hash references
of the remaining attributes with the verifier. The verifier is able to calculate
and validate the obfuscated and missing hash value of attribute1 and can thus
calculate attributes. Finally, the verifier needs to crosscheck the values of the
attributes with an official ID-Document to see if it matches to the real identity
of the receiver.

Issuer. To decide if an issuer is trustworthy, a verifier can check the publicly
available EIdentity Evidence events and decide whether the provided information is
sufficient to trust an issuer PP . Additionally, the linked X.509 certificates can be
verified. In case that the EIdentity Evidence events are insufficient, another way is
to use the confirmation network to find a path from a known trustworthy party
to the issuer.

4.6 Combine Issuer and Receiver

In Sect. 4.1, the process for issuers to create a public profile is described. This
process is not limited to issuers, but also allows receivers to create a public
account where the receiver has the possibility to disclose privately received doc-
uments and attach them to their public profiles. With the use of HD wallets it
is possible to generate, out of a single seed S, multiple hierarchically structured
public-private key pairs. The first child can be used as the representation for
issuers to grant documents and by receivers to publish documents. The second
child can be used as the master key for possible pseudonyms, which is illustrated
in Fig. 7.

KM

Public Private

D1 Dn

Seed

. . .

Fig. 7. A SPROOF account can be split into a public and a private part. While the
public part is used for granting and receiving documents, whereas the private part is
used as a master key for new pseudonyms [4].

To publish a privately received documents to a public profile two signatures
are needed. One from the receivers pseudonym and one from the public account.
The second signature is implicitly provided by adding the transaction to the
blockchain. This is done by triggering an ELink Document event.
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4.7 Summary

In this section, the processes for generating issuers, receivers and processes for
register document, add receivers and revoking them later on were presented.
The platform is permissionless and therefore provides, for issuers, a decentralized
way to add identity claims for bootstrapping accounts. Necessary data to verify
the issuer and the document is publicly available without any read restrictions.
A privacy-friendly way to generate pseudonyms and link identification data of
a receiver to a publicly accessible document has been shown. The generation
of pseudonyms enables the platform to fulfill the completeness property. The
construction of the attribute tree used to structure the identification data of a
receiver allows for selectively disclosure of those. Combining events allows to add
data to the blockchain in a scalable way.

5 Implementation

In this section, the fully working prototypical implementation is described. For
the implemented prototype the public Ethereum Blockchain and IPFS are used
as Blockchain and DHT, respectively. The prototype consists of a smart con-
tract running on the blockchain, a backend implementation referred as to as the
SPROOF node and SPROOF client, the client side implementation. In Fig. 8, an
overview of all components and their connection is illustrated.

Client Node
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Fig. 8. The implementation consists of a SPROOF client and a node. The node is a
combination of three modules: Public Storage, Event State Machine and API which
are based on each other.
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5.1 Smart Contract

To lock a transaction hash on the blockchain we implemented a very short smart
contract in Solidity, see Listing 1.1. Since there are three different ways to lock
a hash reference of files stored in IPFS on the public Ethereum blockchain, the
smart contract provides three respective public methods. Note, that it is not
necessary to use a smart contract to lock a hash reference on a blockchain [1].
By using a smart contract, however, it is possible to seal multiple hash references
including a signature verification in one transaction. In the following, the three
different ways to seal a hash reference are briefly outlined.

Lock Hash. The lockHash function has only one input parameter, a hash
reference of files stored in IPFS. The sender signs the transaction, which emits
the lockHashEvent with the information about the issuers address and the
corresponding hash reference. Note that this method can only be executed by
the issuer directly, hence the issuer needs to pay the transactions costs, which
can be impractical if SPROOF will be used by a wide range of users.

Lock Hash Proxy. In order to avoid the drawback that the issuer needs to
acquire cryptographic tokens to pay the transaction cost, the lockHashProxy
method is provided. This method needs, besides the hash reference of IPFS
informations about the issuers address, also a valid signature. The method ver-
ifies that the signature over the hash reference is created with the private key
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corresponding to the issuers address and emits the lockHashEvent with the
corresponding data. This transaction can be paid by an external party, hence
the issuer does not need to acquire cryptographic tokens. However, the addi-
tional data and computational steps to verify the signature of the issuer results
in higher transaction costs.

Lock Hashes Proxy. To avoid high transaction costs and to improve the scal-
ability, the lockHashesProxy method is provided. This methods receives a lists
of hashes, issuers and signatures within a single transaction. It iterates over the
whole list and emits the lockHashEvent for all valid combinations. This trans-
action can be paid by an external party and has the ability to seal multiple hash
references of multiple issuers in a single transaction. This will reduce the cost
per transaction by 31.41% in comparison to a Ethereum transaction7 without
additional data.

5.2 SPROOF Node

The SPROOF Node can be seen as blockchain application or as a backend imple-
mentation and consists of three main modules: the Public Storage (PS), the
Event State Machine (ESM) and an Application Programmable Interface (API).
In the following, the three modules are described in detail.

Public Storage. The PS uses IPFS as DHT and the public Ethereum Block-
chain. To seal a hash reference in the blockchain a smart contract, as described in
Sect. 5.1, is used. The smart contract address is configurable in the PS module.
At the first start the PS reads all emitted lockHashEvents from the smart
contract in a chronological order and fetches the corresponding data stored in
IPFS. Additionally, this module verifies the syntax of the data stored in IPFS.
If the data is valid and matches predefined JSON schema it will be forwarded
to the ESM.

Event State Machine. The ESM module receives all registrations in chrono-
logical order including all events sealed by an issuer and validates the semantics.
For that purpose it iterates and executes all events. In case, the event is valid, it
will be processed as a new state transition and the resulting state is then stored
in the local database.

API. To provide easy access from third party applications an API is provided.
This API is used to verify issuers, documents and receivers. The SPROOF API
only needs hash references of publicly available information about receivers or
documents in order to provide the information about the validity of those. Note,
that therefore no sensitive information needs to be transfered to a SPROOF
node.
7 The cost for a transaction without additional data on Ethereum is 21000 Gas.
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5.3 SPROOF Client

The SPROOF Client is a client side module, currently provided in Javascript.
This module provides the full functionality for creating seeds, public private
keys (HD wallets). Additionally, the issuers are able to create all events and the
necessary signatures to interact with the SPROOF protocol locally on the client
side. This also includes the generation of the attribute trees for the receivers.
The events will be then be uploaded to IPPS and the IPFS hash reference is
then signed on the client side. The SPROOF client provides the full functionality
to use all methods of the smart contract to lock a hash reference. Additionally,
the functionality to verify receivers’ attribute trees and the calculation of the
root value of the attribute trees is provided to avoid sensitive data to a SPROOF
node.

6 Evaluation

In this section the SPROOF protocol is evaluated with respect to maliciously act-
ing issuers, receivers and verifiers. Additionally, general attacks to the SPROOF
platform are considered.

A malicious issuer may create a fake profile. Therefore the fake issuer sets up a
EIdentity Claim event and adds numerous EIdentity Evidence events to strengthen its
fake profile. By consistently creating fake social media accounts, a fake website,
etc. this makes it hard to identify a true issuer from a fake one. However, the
core idea of the WoT is that multiple established and trusted issuers confirm
the identity of new issuers. A verifier of a document, attempting to validate the
identity of the issuer, can identify such fakes by starting at one or more known
trusted issuers and following the paths to the fake issuer. In case there exist
no paths or a majority of negatively rated confirmations only, these are strong
indications that the document has been created by a fake issuer. Additionally, a
verifier can validate the X.509 certificates linked to the issuer. In case that these
X.509 certificates are invalid, linked to non-official websites or not available at
all, this are also strong indicators of a fake issuer. Issuers may revoke documents
with a malicious intent and without justification, or publicly release identification
data of documents it has previously issued. While this is a general problem, it
would only affect the specific documents from this issuer and not the receivers’
whole accounts.

A malicious receiver may attempt to collaborate with other receivers to share
pseudo-nyms and thus collecting documents that were issued to another receiver.
However, this is prevented by adding AttrID to documents, which uniquely
identifies a specific receiver. Note that this data is not publicly stored in the
blockchain, but only the root hash reference is linked to a document in order to
protect privacy. In case the receiver wants to remain anonymous at the time of
verification, such an attack is feasible, however, it is up to the verifier to allow
an anonymous verification at the risk of shared pseudonyms.

A malicious verifier may reuse or publish received documents and the corre-
sponding values of the attribute tree. In the process of sharing a document to
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a verifier the Verifier Name and the Blockhash are contained and signed by the
receiver. Reusing a document is practically impossible since this would require
to change the Verifier Name and the Blockhash within the signed data. While
publishing received documents cannot be prevented in SPROOF it would only
affect the specific documents shared with this malicious verifier.

Malicious attackers may add a huge amount of valid or invalid events at
once or seal a hash reference where the raw data stored in the DHT is not
available or significantly large. However, adding a transaction to the blockchain
is only possible with a signature which is linked to a public key. Adding invalid
events or hash references where the raw data is not available will downgrade the
reputation of an issuer. A timeout for reading data from the DHT and a limit
for the number of events which are allowed to be sealed within one transaction
can be used to protect the platform from such attacks.

7 Conclusion

In this paper, the extended version of [4], a platform for managing digital docu-
ments has been presented. The paper proposes the architectural building blocks,
a protocol for issuing, receiving and verifying documents on a public blockchain
and a description of a proof of concept. A public blockchain is used to seal hashes
of data stored in a Distributed Hash Table. The implemented smart contract
for this purpose has been presented. It is further shown how attribute-based
authentication can be used by assigning and independently verifying multiple
attributes of one receiver. For features such as completeness, i.e., the ability to
prevent receivers from hiding certain documents, a Hierarchical Deterministic
Wallet is employed for managing the cryptographic keys of receivers and also
optionally of issuers. For the verification of issuers a Web of Trust of issuers
is sent up and thus provides integrated issuer verification. In summary, the
presented platform is fully decentralized, permissionless and provides privacy-
friendly attributed-based authentication for receivers of documents. Future work
will focus on extending the proposed protocol to be used in other domains, such
as digital ID cards or in proofs of ownership and origin.
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Abstract. The technological advances made in the last twenty years
radically changed our society, improving our lifestyle in almost every
aspect of our daily life. This change directly affects human habits, trans-
forming the way people share information and knowledge. The exponen-
tial technological advancement, together with the related information
deluge, are also radically changing Information Warfare and its scenar-
ios. Indeed, the consequently increase of the digital attack surface poses
new challenges and threats for both personal and national security.

In this paper we discuss the motivations behind the need to rede-
fine the Information Warfare according to its new dimensions. Then, we
analyze the potential impact of the new threats on the most sensitive
targets exposed by every nation: the Society, the Economy, and the Crit-
ical Infrastructures. Finally, for every considered scenario, we analyze
existing state-of-the-art countermeasures, highlighting open issues and
suggesting possible new defensive techniques.

Keywords: Information warfare · Critical infrastructure · Fabric of
society

1 Introduction

Information has always played a decisive role in both the wars and the revolutions
of the past. The knowledge in advance of a particular move of the adversary
could completely overturn the fate of a conflict. In fact, the opponent could be
militarily more advanced, but knowing which target he intends to hit gives the
defender a significant advantage. At this point, it should not come as a surprise
to know that a crucial phase of the war is being fought from the information
perspective. Information trusted by a target may be subject to manipulation,
without the target’s awareness. Thus, making decisions based on this counterfeit
information is absolutely against the interests of the victim, that becomes like a
puppet at the mercy of the attacker. The manipulation of trusted information
takes the name of Information Warfare.
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Over the years, we have witnessed an evolution in the transmission of infor-
mation, starting from the simple chat to the market up to the current Social
Media technologies. One of the first revolutions in the field of information trans-
mission was the optical telegraph, invented by Claude Chappe in 1793, at the
height of the French revolution. The device was used to connect, in real time,
the military bases of Lille and Paris. About 60 years later, in 1854, Antonio
Meucci invented the telephone, with which it was possible to overcome many
of the limits of the telegraph system. The telephone was based on the trans-
mission of the voice, and therefore it was not limited to the transmission of
written documents. Half a century later, in 1895, Guglielmo Marconi had the
intuition that radio waves could be used for wireless communications, giving rise
to wireless telegraphy via radio waves. The invention of the radio revolutionized
the communication systems in force at the time and led to the development of
radio communication methods used even today. Many years later, in 1958, Gen-
eral Dwight David Eisenhower created the Advanced Research Projects Agency
(ARPA) as a direct response to the Russian launch of Sputnik. The aim of the
ARPA project was to provide the United States with a technological advantage
over other countries. The project gave birth to Arpanet, a network that linked
the supercomputers of the various research centers, and which laid the founda-
tions of the modern Internet. The advent of the Internet has led communication
distances to be filled as never before in history, completely revolutionizing the
information communication ecosystem. The related introduction of web pages,
forums, and Social Media has radically changed many aspects of users’ lives from
a social point of view, leading to a new logic of information that prefers speed
and immediacy to accuracy and reliability. The information during the sharing
process undergoes adjustments, enrichments, researching active participation by
a dynamic audience until it becomes a heterogeneous collage, from which the
original source and opinion can hardly be extracted. People, and Society with
them, are not the only potential victims of Information Warfare.

Contribution. In this paper, we first discuss the motivations that lead to redefin-
ing the concept of Information Warfare, consequently to the appearance of its new
dimensions caused by the advent of new technologies. Each section represents a
typical target of the Information Warfare, regarding aspects of the society, the
economy, and the Critical Infrastructures of a generic Nation, respectively. For
every considered aspect, we build one or more plausible detailed real-world sce-
narios, showing from which possible threats could be threatened. For each threat,
we identified the current state of the art, both in terms of attacks and defenses.
In addition, we identified open problems that still affect these fields and the coun-
termeasures that can be implemented, to ensure that readers can have a starting
point to enrich the state of the art with innovative and prestigious solutions.

Roadmap. The paper is organized as follows. Section 2 resumes the motivations
behind the introduction of the Next Generation of Information Warfare. Sec-
tions 3, 4, and 5 introduce innovative scenarios with associated threats, study of
the state of the art and open problems, and proposals of countermeasures related
to Fabric of Society, Cryptocurrencies, and Critical Infrastructure, respectively.
Finally, Sect. 6 draws some concluding remarks.
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2 The Need for a Next Generation of Information
Warfare

Over the years, new technologies have continually changed society with new
discoveries and inventions able to improve human life. The progress machine
tirelessly introduces tools and resources that facilitate everyday tasks, since the
dawn of humanity.

Usually, processes that radically change the human lifestyle are gradual and
take time to complete the revolution. In the past few years, modern technology
has made a fast and radical change of our society, modifying our habits with
many functional and utility devices like smartphone, smartwatch, and other
smart devices, making our lives faster, easier, and funnier. Technology is raising
new kinds of habits and addictions, changing every aspect of our society such
as personal interactions, education, communication, financial services, entertain-
ment, to name a few, with a wild race to the digitization of information of all
kinds, from the most sensitive to the most (apparently) harmless.

Nowadays, almost all our daily activities are held using digital devices, that
offer us a huge number of different web-based services through which we manage
every aspect of our lives. These services help us to learn, have fun, pay bills
and manage our bank accounts, communicate with distant friends and meet
with new ones, handle personal agenda, buy items and services, and so on. Such
technologies, on one hand, guarantee access to a boundless range of services
and information to anyone, on the other hand, allow service providers to access
an equally boundless quantity of users’ personal information, often harvested
without the users’ knowledge. Moreover, using online services like Social Media,
users voluntary publicly share private information like their personal data, fam-
ily relations, private multimedia contents, thoughts and experiences, and many
others that allow everyone to know a person without ever meeting her. In the
era where the wealth is given by information, online Social Media represent real
gold mines, in which even without a license anyone can go picketing. Such kind
of information represents a big opportunity for different entities such as gov-
ernments and advertising companies, opening scenarios that would have been
unimaginable just a few years ago.

This frenetic technological advancement radically changed Information War-
fare scenarios, posing new threats for personal and national security that every
nation must take into consideration to safeguard its own security against mali-
cious actors.

The existing contributes related to Information Warfare usually deal with
the subject by categorizing the arguments based on the “warfare capabilities
and directions” of the most powerful nations (USA, Russia, China, others) or
based on the pillars of Information Warfare: Psychological operations (PSY-
OPS), Military Deception, Electronic Warfare, Physical destruction, and Oper-
ational Security (OPSEC). Unlike these approaches, we will discuss new threats
never addressed before in the literature, categorizing them into several macro
areas representing the attack surface of a generic nation. Every threat is inserted
in a real case scenario and explained in details with their threats and possible
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impacts. For every scenario, we will also highlight open issues, raising problems
that need to be addressed in order to mitigate security threats derived from the
technological advance happened in the past few years. Our aim is to spread these
new threats with their respective state of the art and existing countermeasures
to the community of researcher in the cyber-security field, suggesting also new
possible ones when not sufficiently covered in the literature.

3 Fabric of Society

The introduction of new technologies, such as Social Media, Social Networks,
Media Sharing services, online forums, and online instant messaging services,
make information sharing and propagation extremely fast. The number of Inter-
net users, together with the amount of available information, is growing con-
tinuously from day to day. In 2014 there were 3,079 billion Internet users, a
number that has grown in the following years up to 4,346 billion Internet users
in March 2019 [5]. The number of Internet users has increased by 41.15% in less
than five years, leading to a consequent increase in contributions on the web.
As an example, Google’s search in 2016 knows about over 130 trillion pages [3],
but this is only the tip of the iceberg. The Deep Web, also called the hidden or
invisible web, represents the part of the World Wide Web whose contents are
not indexed by common web search engines, and is estimated to be 500 times
the size of the indexed web [2], also known as Surface Web.

People, while surfing the web, have at their disposal this almost infinite
amount of information, some truthful, others not. As a consequence, the ideas
of individuals are no longer built autonomously (i.e., based on facts obtained
independently), but based on hundreds of thousands of opinions read on the
web, of which only a negligible part is authoritative. In this way, shifting the
attention of the masses and changing individuals’ opinion is a breeze, in the first
case to make events of national importance go unnoticed, in the other one, to set
the agenda. Disinformation grows in step with information, making it difficult
to distinguish reliable information from unreliable ones. In addition, people do
not use to double check the content found on the web, due to either lack of time
or will, resulting in an unintended spread of unreliable information that bounds
around the web.

To make matters worse, the concept of the filter bubble comes into play. The
filter bubble describes the tendency of social networks such as Facebook and
Twitter to lock users into personalized feedback loops, each social network with
its own news sources, cultural touchstones, and political inclinations [4]. Users
surfing the web will be overwhelmed by a wave of personalized content, based on
previous knowledge of their interests, their location, and their browsing history.
This phenomenon tends to eventually lower the critical spirit of individuals,
placing them in front of a vision of the personalized world, that absolutely does
not reflect reality.

In this section, we describe how the Information Warfare could threaten the
Fabric of Society, for instance by piloting the elections in democratic states, by
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running disinformation campaigns to cause unrest and discredit people or gov-
ernments, and by indoctrinating the population resident in states with Author-
itarian governments.

3.1 Scenario: Democratic Election in a Country

In this scenario, we will take into account the political election of a democratic
Country. The state promotes transparency and fairness in elections, providing
the candidates with a fair media space and controlling their advertising accord-
ing to principles of equality and correctness. According to the definition of the
former U.S. ambassador to the United Nations, “Democratic elections are not
merely symbolic. They are competitive, periodic, inclusive, definitive elections
in which the chief decision-makers in a government are selected by citizens who
enjoy broad freedom to criticize the government, to publish their criticism and
to present alternatives [21]. Democratic elections are competitive, because the
mere right to participate in the ballot is not enough. Indeed, political (and not
political) groups involved in the elections must guarantee fairness, by avoid-
ing censorship and respecting the rules. Both opposition parties and candidates
must enjoy the freedom of speech, as well as bringing alternative policies and
candidates to the voters. Democratic elections are also definitive, because they
determine the leadership of the government. The party leader work has the
burden of leading the country, promoting the political program they proposed
during the election campaign.

Threat: Inference in Political Election
Political elections within a country are not only reflected in the interests of
citizens. Companies and institutions (either local or foreign) may have an interest
in illegally interfering with the electoral campaign, with the aim of piloting thus
obtaining profits in the short, medium, or long term. Companies and institutions,
especially Governments, could use Social Media to profile users and manipulate
their attitudes and behaviors through the use of hate speech, fake news, and
manipulative campaigns. This user profiling allows companies and institutions
to build targeted (possibly fake) advertising, with the aim of manipulating the
vote of individuals.

In recent years, several works concerning the interference of bots and actors in
the political events have been proposed. In [31], E. Ferrara provided an extensive
statistical analysis of the Macron-Leaks disinformation campaign that occurred
during the run up to the 2017 French presidential election. A similar study,
but on another target, was carried out by Forelle et al, in [33]. The authors
study the role of social and political bots in Venezuelan political conversations,
together with the relative conditioning of the public opinion. They pointed out
that these automatic scripts generated content through Social media platforms,
interacting with people, and that most of the active bots have been adopted by
Venezuela’s radical opposition. Hegelich et al. in [40], investigated whether bots
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on Twitter have been used as political actors during the conflict between Rus-
sia and Ukraine. They pointed out that bots exhibit three distinctive patterns
of behaviors: (i) trying to hide their identity, (ii) promoting topics through the
use of hashtags, and (iii) retweeting selected tweets and messages. K. Starbird
in [70] explored the alternative media ecosystem through the Twitter’s magnify-
ing glass. The findings describe a subsection of the emerging alternative media
ecosystem and provide insights on how websites that promote conspiracy theo-
ries and pseudo-science may function to conduct underlying political agendas.
In the primary work [45], Howard et al. studied the use of political bots during
the U.K. referendum on EU membership. The authors discovered that political
bots had a small but strategic role in the referendum conversation.

In this threat, some of the crucial open problems concern: (i) the detention
of illegal political disinformation campaigns, (ii) the reaction after the identi-
fication of an illegal disinformation campaign, and (iii) the understanding of
the extension of the bots network. The possible countermeasures should take
into account the freedom of speech of individuals. Indeed, adopting measures
that involve some kinds of censorship would apparently solve the problem, but
it would also deprive users of the possibility of expressing their opinion, thus
impoverishing the diversity of thought.

Intelligent agents, the result of the artificial intelligence state of the art, could
be trained in recognizing both targeted political advertisements and political fake
news, with the aim of obscuring the view to the user while navigating a social
network, thus safeguarding the user’s political opinions. Other agents could be
used to analyze in detail the relationship graph, with the aim of isolating content
proposed by members of cliques in the graph. Recall that a clique in the graph
represents a complete subgraph, i.e., each node in the subgraph is connected
through an edge to all the other nodes of the subgraph itself. Bots and misin-
formers tend to have a high number of contacts, in order to efficiently spread
their message, in such a way that it impacts a greater number of people at the
first step of communication. After that, each bot, in addition to creating and
disseminating its contents, will work to share the information of the other allied
bots in order to reach even more viewer. To do this efficiently, the only users in
common between two bots should be the bots themselves, and the catchment
area reached would be increased with minimal effort and resources. To under-
stand the extent of the bot network there is the need to distinguish bots from
normal users. One of the first steps was taken by Chu et al. in [19]. To assist
human users in identifying who they are interacting with, the authors focused
on the classification of humans, bots, and cyborgs accounts on Twitter. During
the study, the considered respectively legitimate bots (i.e., bots that generate a
large number of benign tweets delivering news and updating feeds), malicious
bots (i.e., bots that spread spam or malicious contents), and cyborgs, that can
be either bot-assisted human or human-assisted bot. In [61], the authors stud-
ied astroturf political campaigns on microblogging platforms. They represent
politically-motivated individuals and organizations that use multiple centrally-
controlled accounts to create the appearance of widespread support for a
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candidate or opinion. The study led to the implementation of a machine learning
framework for Twitter, that detects the early stages of the political misinforma-
tion viral spreading by combining topological, content-based, and crowd-sourced
featured information diffusion networks.

3.2 Scenario: Freedom of Information

This scenario takes into account a State that does not make use of censorship
techniques to silence the citizens. People are allowed to publicly express their
opinion, in traditional ways as well as with modern means, such as online social
networks, blogs, forums, and possibly others. The social platforms do not incur
in traffic filtering techniques, that are usually applied to deny access to specific
websites, allowing users to freely adopt any communication service like real-time
messaging applications and mail services. Moreover, the government has no con-
trol over the content of the transmitted and received information, thus allowing
users to express their opinion without being incurred in fines or punishments.
Citizens are free to express both their thoughts and their opinion about any
topic, whatever they are. The information conveying through social media can
be of any kind: true or false, trusted or not trusted, accurate or not accurate.

Threat: Disinformation Campaign
One of the first documented examples of supposed Fake news takes us to Ancient
Rome in July 64 b.C. The emperor Nero set fire to an entire district of the city to
make room for new buildings, accusing the Christian community of the Crime.
He created a fake news artfully both to not turn the public opinion against
himself, and to continue his persecution campaign against the Christian com-
munity. Going forward over the years other famous examples can be found. In
1933, the palace of the Reichstag, seat of the German parliament, was set on
fire. The leaders of the Nazi party took advantage of the opportunity to blame
the opponents of the Communist party, gaining consensus that led to their final
rise to power. These two cases make us reflect on the fact that the invention
of news or the alteration of partially true ones makes it possible to maneuver
the public opinion, obtaining illicit advantages. The same principle still applies
nowadays, with a sounding board that has never been so wide due to the speed of
social media information propagation. The study from researchers at Ohio State
University finds that fake news probably played a significant role in depress-
ing Hillary Clinton’s support on Election Day. The study offers a first look at
how fake news affected voters choices, pointing out that about 4% of President
Barack Obama’s 2012 supporters were dissuaded from voting for Clinton in 2016
because of fake news stories [9]. The lack of truthfulness of information makes the
detection of the trustworthiness of content hard for citizens, creating doubts and
confusion among the population. Artfully built news usually have mixed with
any size fragments of truth over time, escaping the control of the creator, who
usually manages to govern the spreading only for a short time. These news then
assume realistic contours, becoming in effect truthful news (as accepted by all as
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such), ignoring denials or not granting replication rights. Foreign governments,
as well as terrorist groups and activists, could exploit these uncertainties on
Social media to undertake several kinds of disinformation campaigns, to under-
mine the credibility of the state or to control public opinions, with the aim of
generating chaos and destabilizing the population. In the course of history there
have been numerous cases in which the use of disinformation campaigns has
caused discontent among the population, disagreements, and revolts, giving the
history a presumed truth, impossible to ascertain.

There is more information being shared than ever before, and ordinary cit-
izens are playing an active role in the news ecosystem. Among them, there are
users that use to run provocative posting intended to produce a large volume of
inflammatory and digressive responses, they are called “trolls”. Over the past
years, trolls played as state-sponsored actors, with the aim of manipulating pub-
lic opinion on the web, often around major political events. Although the trolls
are often involved in spreading disinformation on Social Media, there is still little
understanding of how they operate. In [76], the authors proposed a study with
the purpose of understanding better the content dissemination and its influence
on the information ecosystem. In [50] the authors studied the sockpuppets, i.e.,
users that create multiple identities and engage in undesired behavior by deceiv-
ing other or manipulating discussions. In this work, the authors showed how
the sockpuppets differ from ordinary users in term of their posting behavior,
linguistic traits, and social network structure.

Trolls are changing the Internet personality. What trolls do to laugh, pro-
voke, and upset, ranges from clever pranks to harassment up to violent threats.
Doxxing –publishing personal data, such as social security numbers and bank
accounts– and swatting, calling in an emergency to a victims house so the SWAT
team busts in, are just two common practices of these individuals. Trolls are
turning social media and comment boards into a giant locker room in a teen
movie, with towel-snapping racial epithets and misogyny [8]. As if it were not
enough, trolls play the role of disinformation diffusers, with the sole purpose of
directing the attention of the masses elsewhere and conditioning their judgment.
How could these users who, by leveraging their freedom of expression, danger-
ously influence people’s opinions, be stopped? How is it possible to recognize
them? How is it possible to protect users from the toxic behavior of other users?
Would it be morally right to put them in an Internet quarantine? Several work
have been proposed to face these issues. In [32], A. Fokin emphasized the role
of hybrid warfare respect to Information Warfare, with a particular focus on
the role of hybrid warfare tactics and trolling in Internet media. The author
measured how and to what extent certain cyber activities influence the pub-
lic opinion. The results provided an approach to evaluate the risk potential of
trolling and outline recommendations on how to protect the state and society
if trolling is used as an instrument of hybrid warfare. The authors in [29] pro-
posed an approach for quantifying the authenticity of online discussions based on
the similarity of online social media accounts participating in the discussion, to
know abusers and legitimate accounts. The proposed method uses several simi-
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larity functions for the analysis and classification of online social media accounts.
In [54] the authors discussed the difficulty of recognizing trolls automatically and
proposed a pragmatic study. They assume that a user who is called a troll by
several people is likely to be one. They experimented with different variations of
the definition, and in each case they trained an efficient classifier. Furthermore,
there are websites, such as “EU vs Disinfo” [7] that produce weekly disinfor-
mation reviews. Their database contains over 3,800 disinformation cases since
September 2015 and is the only publicly accessible, international database of
disinformation cases.

3.3 Scenario: Authoritarian State

This scenario takes into account a government in an Authoritarian State, that
leads the Country without political opponents. In this authoritarian form of gov-
ernment, the power is centralized in a single organ (or in the hands of a single
dictator) and is limited neither by constitutions nor by laws. Typically, authori-
tarian regimes make use of a censorship policy, designed to preserve their politi-
cal dominance within the State, like North Korea in the past. As a consequence,
citizens are not free to talk about political issues conflicting with the ideas of
the regime and the main communication channels (such as missives, mail ser-
vices, messaging apps, even the spoken words) are intercepted, controlled, and
censored where necessary. Fundamental rights such as freedom of expression,
opinion, and speech, are not guaranteed, allowing the regime to filter contents
to make sure to safeguard its own dominance. In this context, the Authoritarian
government could take advantage of information control, making use of Social
media, forums, blogs, and other communication means, to disseminate informa-
tion aimed at maintaining political and social supremacy and stability.

Threat: Political Indoctrination of the Population
By controlling and filtering contents in both Social Media and other communica-
tion channels, an Authoritarian government is able to control the population by
repressing every form of thought contrary to the principles of the dictatorship.
The censorship of the conflicting opinions coming from the resident population,
together with the filtering of news coming from abroad and the dissemination of
appropriately modified contents, makes the population willing to believe that the
general situation of the country is flourishing and hard to improve, and that the
Government’s work is always right and effective. With these assumptions, the
population will be unwilling to organize riots or protest actions, blindly trust-
ing the Government, which will continue to cover up and hide the inconvenient
truth.

Dictators do not survive because of their use of force or ideology, but because
they are able to convince the population, rightly or wrongly, about their com-
petence. The dictator can invest in making convincing state propaganda, cen-
sorship independent media, co-opting the elite, or equipping police to repress
attempted uprisings. In [38] the authors showed that incompetent dictators can
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survive as long as economic shocks are not too large, and that repression is used
against ordinary citizens only as a last resort when the opportunities to sur-
vive through co-optation, censorship, and propaganda are exhausted. In [65] the
authors characterize a ruler’s decision of whether to censor media reports that
convey information to citizens who decide whether to start a revolution. Both
the censorship and the propaganda have been studied in several contexts: the
authors in [52] studied the censorship and propaganda in the 1991 Gulf War; a
similar work has been done in [48] applied to the Canada’s Great War, to post-
genocide Rwanda [72], to the World War I [35], and to the World War II [43]. The
speed of information propagation due to the advent of Social media has allowed
dissidents to express their opinion in the face of an ever-increasing public. This
enabled the governments of the authoritarian states to adopt more studied and
aggressive censorship policies. In [42] the authors claimed that private compa-
nies that run Social Media and search engines, despite their free-speech-friendly
philosophy, employ terms of service that censor a broad range of constitution-
ally protected speech. In [44] the authors analyzed in detail the Social Media
censorship as well as both the regulations and the new restrictions to protest
and dissent. Other work are referred to the Chinese censorship situation: in [14]
the authors presented the first large-scale analysis of political content censorship
in Social Media, i.e., the active deletion of messages published by individuals,
while web articles [11] pointed out how the censorship make the China different
from the West, with the list of Social Media that have been replaced by other
ones which the government can monitor.

Several technologies have been introduced to allow dissidents to circumvent
the censorship imposed by governments. In [23] the authors presented the vari-
ous techniques and compared the general methods to break through, including
Virtual Private Network (VPN), Secure Shell (SSH), IPv6, proxy tools, hosts
file modifications, and web proxy. Among the many, two of the most used nowa-
days are the VPNs and Tor. VPN is a technology that allows safe communi-
cation through an encrypted connection over an insecure network, such as the
Internet. Applications running across a VPN may therefore benefit from the
functionality, security, and management of the private network [53]. In the lit-
erature, there are many works that allowed citizens to circumvent censorship
policies using VPNs. In [57] the authors worked on VPN Gate. VPN Gate is a
public VPN relay service designed to achieve blocking resistance to censorship
firewalls such as the Great Firewall (GFW) of China. To achieve such resis-
tance, the authors organized many volunteers to provide a VPN relay service,
with many changing IP addresses. In recent years, new technologies such as
high-speed Deep Packet Inspection (DPI) and statistical traffic analysis meth-
ods had been applied in country-scale censorship and surveillance projects. The
traditional encryption solutions do not hide statistical flow properties, and new
censoring systems can easily detect and block them “in the dark”. The authors
of [73] proposed a novel traffic obfuscation protocol, where client and server
communicate on random ports. The result of this research is an open-source
VPN tool named GoHop and the development of several obfuscation methods,
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including pre-shared key encryption, traffic shaping, and random port communi-
cation. Tor [24], the acronym of The Onion Routing, is one of the most popular
anonymity systems. The main idea is that the user selects a circuit that typ-
ically consists of three relays –an entry, a middle, and an exit node. The user
negotiates session keys with all the relays and each packet is encrypted multiple
times, first with the key shared with the exit node, then with the key shared
with the entry node (also known as the guard). To send a packet to the final
destination anonymously, the packet is first sent to the guard, which removes the
outer encryption layer and it relays the packet to the middle node. In turn, the
middle node removes its encryption layer and relays the packet to the exit node.
Lastly, the exit node removes the last layer of encryption and relays the packet
to its final destination [51]. Although Tor is one of the most widely used tools
to circumvent censorship [6], some states have implemented mechanisms either
to block it, or to make it complex to interact with the platform [74]. Further-
more, many techniques have been introduced over the years to either partially
or completely deanonymize users browsing the Dark Web [15,51,67,71].

4 Cryptocurrencies

Nowadays, more and more nations are thinking about establishing a state cryp-
tocurrency that will support or replace the classic currency. This kind of sce-
nario, on one hand, introduces several advantages of practical nature, such as no
longer having to print physical banknotes, no longer need banking institutions
that keep track of balances and transactions, faster and (supposed to be) more
secure transactions, and so on. On the other hand, it could expose the Nation’s
economy to a new series of cyber-security threats. Indeed, the classical physical
currency is vulnerable to several indirect attacks that mainly aim to its devalua-
tion, such as speculative attacks. However, other kinds of attacks such as denial
of services are very difficult or not feasible, due to the physical nature of the
classical currency. Indeed, an attacker could target the electronic systems that
allow virtual transactions, causing a temporary block of this service, but there
is no way to stop transactions with cash payments. A cryptocurrency instead,
as a virtual asset, is exposed to direct attacks with consequences ranging from
blocking the system for a short time to its total destruction. In the first case,
malicious entities could prevent legitimate users to join the network, or isolate
the peers that validate transactions, leading to the total network paralysis. In
this eventuality, no transactions are possible in the network, because users are
not able to create them or peers are not able to receive them. If the attacked
cryptocurrency is the only currency available in the state, citizens will no longer
be able to make transactions of any kind. Consequently, the sale of goods and
services among citizens would fall into anarchy, being possible only through the
adoption of antiquated forms of exchange such as barter.
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4.1 Scenario: Trust in Maths

This scenario takes into account a cryptocurrency that relies on mathematical
properties for its protocol security. To guarantee some properties like Confiden-
tiality, Integrity, Authentication, and Availability needed for the security of every
communication, the cryptocurrency protocol uses different cryptographic tech-
niques based on mathematical problems. Users trust the system because of the
difficulty of the crypto-challenges derived from the aforementioned properties,
recognized as computationally hard to solve by the worldwide community.

Threat: Collapse of the Cryptocurrencies Foundation
In this scenario, the major threat is represented by an adversary that reduces
the mathematical complexity of the problem on which the cryptocurrency relies
on, becoming able to solve it in an optimized way. This knowledge makes the
adversary capable to control the cryptocurrency network, exploiting its capabili-
ties (that other peers do not have) to perform illicit activities, like the validation
of fake transactions. The same result could happen if an adversary discovers a
zero-day vulnerability in the implementation of one cryptographic function used
by the cryptocurrency’s protocol and develop a methodology to exploit it.

Hash functions are the pillars of the most important cryptocurrencies. Bit-
coin, for example, relies on hash functions and their pre-image property to ensure
the immutability of the ledger. Several attacks against the most important hash
function implementation are discussed in the literature as well as against the
compression function they used. The most important are the Chabaud and
Joux’s attack of SHA-0 [18], and the hash function attack techniques intro-
duced by H. Dobbertin against MD5 [25–28]. These techniques are not applicable
against SHA256 and SHA512, used by Bitcoin and other major cryptocurrencies,
as investigated by several researchers in [39,60,63].

4.2 Scenario: Trust in the Computational Power

In this scenario, the major concern for cryptocurrency security is represented
by an attacker with an unexpected high computational power. Possible threats
include Quantum Computing that, even if the research is still in its infancy, may
be able to efficiently solve problems which are not practically feasible on classical
computers. This scenario takes into account a cryptocurrency that relies on the
computational power for its security. This is also the case of Bitcoin, which relies
on the computational difficulty of calculating hashes for Proof of Work (PoW)
security. The protocol provides users with cryptographic challenges to be solved
to validate transactions. Users have to spend a certain amount of resources, like
CPU cycles, to solve these challenges. Then, peers need to reach a consensus in
order to extend the public ledger of transactions. This means that the security
of the network is guaranteed as long as the majority of the computational power
is owned by honest nodes. Users trust the system because of the difficulty for a
single entity to have the 51% of the whole computational power available in the
entire network.
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Threat: New Technologies
With its huge computational power, a quantum computer could be used to attack
cryptocurrencies networks whose security is based on the difficulty for a single
entity to hold the majority of the computational power of the entire network.
Moreover, if a few single entities control a large part of the total computational
power, the risk of joining forces to control the majority cannot be underesti-
mated.

The potential danger posed to IT security by quantum computing was first
established in 1994. That year saw the publication of a quantum computer algo-
rithm [68] by the US mathematician and computer scientist Peter W Shor. In his
work, he demonstrated how encryption techniques - previously considered secure
- could be broken in a matter of seconds by factorization, or reducing a number
into its constituent factors. To do so, the Shor algorithm used the computing
power of quantum computers [30].

A possible solution for the threats posed by quantum computing and other
advances in technologies, is certainly the development of proof of works (or
other control protocols) information-theoretically secure. This means that the
security of the protocol derives exclusively from Information Theory, rather than
depending on other weak assumptions like the computational hardness. In this
case, it is impossible for an adversary to break the system, even with unlimited
computing power, simply because the attacker does not have enough information
to calculate the solution.

Mining pools are a way for cryptocurrencies miners to pool their resources
together and share their hashing power while splitting the reward equally accord-
ing to the number of shares they contributed to solving a block. In some cases,
like Bitcoin, very few mining pools control more than the 50% of the total
computational power of the network. [1]. In blockchain base systems like cryp-
tocurrencies, game theory can be used to prevents cheating in the network com-
munity [16].

4.3 Scenario: Infrastructure

Although anyone can run a cryptocurrency node anywhere on earth, the nodes
that compose the network will hardly be physically uniformly distributed around
the globe. This means that with high probability most of the nodes are hosted in
few Internet Service Providers (ISPs). Consequently, most of the network traffic
traverses network devices controlled by these few ISPs. As a direct consequence
of this, denial of services attacks could be more easy to perform, by attacking
ISPs’ infrastructures for indirectly hit the cryptocurrency network availability.
Moreover, malicious ISPs could filter the cryptocurrency’s network traffic, com-
promising the overall functionalities or isolating specific nodes.

Threat: Hijacking Cryptocurrency Network
In this section, the threats related to directly attack the network infrastruc-
tures will be analyzed. Possible threats include denial of service attacks, in the
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attempt to disrupt cryptocurrency resources denying crypto coin users access.
More specific Routing Attacks such as Border Gateway Protocol (BGP) hijacks,
can partition a cryptocurrency network into two or more disjoint components.
Another threat consists of delay the delivery of a block to a single specific vic-
tim node by several minutes with different impact depending on the victim: if
the victim is a merchant, it is susceptible to double spending attacks; if it is a
miner, the attack wastes its computational power; finally, if it is a regular node,
it is unable to contribute to the network by propagating the last version of the
blockchain. The security of Bitcoin to network-based Attacks has been relatively
less unexplored compared to other attack scenarios. Heilman et al. in [41] exam-
ines the eclipse attack on a single node in the context of Bitcoin’s p2p network
Gervais et al. [36] consider other aspects of the centralization of Bitcoin and
their consequences to the security of the protocol. In [13] authors presented an
analysis of the vulnerabilities of the Bitcoin network from the networking view-
point. Measuring and detecting routing attacks has seen extensive research on
BGP hijack [13,66,77] and interception attacks [78].

Some countermeasures has been proposed to secure routing protocols that
can prevent the above attacks [17,37,46,58].

5 Critical Infrastructure

Critical Infrastructure represents an umbrella term used by governments to
group all those resources that are essential for the economic, financial, and
social system of a country. The Presidential Policy Directive 21 (PPD-21): Crit-
ical Infrastructure security and Resilience, issued by the President of United
States in 2013, advances a national unity of effort to strengthen and main-
tain secure, functioning, and resilient Critical Infrastructure. PPD-21 identi-
fies 16 Critical Infrastructure sectors: chemical, commercial facility, communica-
tion, critical manufacturing, dams, defence industrial base, emergency services,
energy, financial service, food and agriculture, government facilities, health-care
and public health, information technology, nuclear reactors, materials and waste,
transportation system, and water and waste-water system, respectively [10]. The
protection of these resources is crucial, because the destruction (or even the par-
tial or momentary inability) could cause significant harm to the society, or worse,
could jeopardize human lives. For example, in desert countries such as Qatar,
Saudi Arabia, or the United Arab Emirates, attacking the Critical Infrastruc-
tures essential for the water supply (i.e., water refineries), would be tantamount
to leaving the entire population without drinking water for the entire duration
of the fault. The aforementioned Control Systems and protocols were put into
operation decades ago, before the global spread of the Internet. At the time,
security was not considered of paramount importance, as communication net-
works were closed and only very few people had access to information. The wide
diffusion of the Internet of Things devices, occurred in the following years, made
the security issues more sensitive. Indeed, the constant need for connectivity to
networks and the interdependence between devices increase the need to make
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control systems and protocols more robust and resilient [22]. According to the
Geneva Conventions of 1949, it is prohibited to attack, destroy, remove, or ren-
der useless objects indispensable to the survival of the civilian population, such
as foodstuffs, agricultural areas for the production of foodstuffs, crops, livestock,
drinking water installations and supplies, and irrigation works, for the specific
purpose of denying them for their sustenance value to the civilian population or
to the adverse party, whatever the motive, whether in order to starve out the
civilians, to cause them to move away, or for any other motive [62]. Nevertheless,
the increase of the attack surface due to the technologies has given way to numer-
ous attacks on Critical Infrastructures, aimed at causing extensive damage to the
victimized countries. In this section, we will take into account possible attacks
related to three real-world scenarios: malware-guided attacks; attacks targeting
the Supervisory Control And Data Acquisition (SCADA) systems; and attacks
carried forward through the use of drones, respectively.

5.1 Scenario: Cyber Warfare Targeting Critical Infrastructures

This scenario takes into account a Critical Infrastructure located within a coun-
try, which manages a critical resource. The Critical Infrastructure can be either
a complex set of interconnected electrical components, as in the past, or a set
of modern Internet of Things devices that communicate with each other. In
both cases, the Critical Infrastructure exposes interfaces on the web, either to
remotely receive commands or to show the status of the managed resource. The
exposure to the web is necessary, to reduce the amount of dedicated personnel
and to monitor the status of the critical resource in real time remotely. At the
same time, however, the exposure to the web could lead to an increase of the
attack surface, opening the doors to numerous attacks such as malware-base
attacks and attacks on the SCADA systems, a subset of the Industrial Control
Systems (ICSs).

Threat 1: Malware
The control systems and protocols that protect the Critical Infrastructure are
usually a conglomerate of interconnected hardware and software resources. While
hardware resources can be physically destroyed, malicious programs can be cre-
ated to alter the behavior of the software resources. one historical example is
Stuxnet, a malicious worm that, back to 2010, is believed to be responsible for
causing substantial damage to Iran’s nuclear facilities. A more recent example is
given by Triton, which exploited a critical switch placed in the wrong position to
attack the industrial hardware in the Middle East. In general, old control systems
did not take security into consideration because of their presence in restricted
environments (i.e., due to the limited diffusion of the Internet). Once the con-
trol systems expose their interfaces to the current Internet, however, the danger
is around the corner. Simple software errors or carefree third-party software
execution can lead to external compromise, causing the temporary (or defini-
tive) malfunction of the control software and jeopardizing the protected critical
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resource. Even worse, instead of provoking the destruction or the manumission of
the control system, an attacker could take control of it from the outside, deceiv-
ing security systems and tampering with the critical resource without triggering
security alarms.

Modern Critical Infrastructures are continually exposed to new threats due
to the vulnerabilities and architectural weaknesses introduced by the extensive
use of information and communication technologies (ICT). Of particular signif-
icance are the vulnerabilities in the communication protocols used in SCADA
systems that are commonly employed to control industrial processes. In [34]
authors investigated the impact of traditional ICT malware on SCADA sys-
tems, discussing the potentially damaging effects of computer malware created
for SCADA systems. In [49] authors, after an introduction of industrial network
protocol, design, and architecture, provided methods for risk and vulnerabilities
assessment, implementing security and access controls, exception, anomaly, and
threat detection that should help to prepare against the more and more sophis-
ticated industrial network malware threats. In June 2017, ESET researchers dis-
covered a malware considered the biggest threat to Critical Infrastructures since
Stuxnet, named Industroyer. As its name suggests, Industroyer was designed to
disrupt critical industrial processes being capable of doing significant harm to
electric power systems. To make matters worse, the malware could also be refit-
ted to target other types of Critical Infrastructures. The 2016 attack on Ukraine’s
power grid that deprived part of Kiev of power for an hour was caused precisely
by a cyber attack. ESET researchers have suggested that the Win32/Industroyer
malware would be capable of performing such an attack. Industroyer is a par-
ticularly dangerous threat, as it has the ability to control electricity substation
switches and circuit breakers directly. According to ESET, it does this by using
industrial communication protocols used worldwide in power supply infrastruc-
ture, transportation Control Systems, and other Critical Infrastructure systems
(such as water and gas) [47].

Ukraine’s power grid attack demonstrated that malicious actors seem to have
extensive knowledge about Industrial Control Systems and Protocols. Terry Ray,
the chief product strategist at Imperva, said “Since the industrial controls used
in Ukraine are the same in other parts of Europe, the Middle East, and Asia, we
could see more of these attacks in the future. And while these attackers seem to
be content to disrupt the system, it is not outside the realm of possibility that
they could take things a step further and inflict damage to the system them-
selves. Many of these industrial control systems have been in operation for years
with little or no modification (no anti-virus updates or patches). This leaves
them open to a wide range of cyber threats. It is therefore imperative that we
find alternative measures to manage the risk.” [47]. To mitigate the risk of ICS
attacks, first, Critical Infrastructure administrators need to manage their system
following the most simple and important best practices. Paul Edon, director at
Tripwire, suggests that “security best practice includes selecting suitable frame-
works such as NIST, ISO, CIS, ITIL to help direct, manage and drive security
programs. It also means ensuring that the strategy includes all three pillars of
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security; People, Process, and Technology. Protection should apply at all levels;
Perimeter, Network, and End Point. Finally, select the foundational controls that
best suit your environment. There is a wealth of choice – Firewalls, IDS/IPS,
Encryption, Dual Factor Authentication, System Integrity Monitoring, Change
Management, Off-line Backup, Vulnerability Management, and Configuration
Management to name but a few.” [47].

Threat 2: SCADA Systems Attacks
SCADA is a system of software and hardware elements that allows industrial
organizations to: (i) control industrial processes locally or at remote locations;
(ii) monitor, gather, and process real-time data; (iii) directly interact with
devices such as sensors, valves, pumps, motors, and possibly others, through
human-machine interface (HMI) software; and (iv) record events into a log file.
SCADA systems are crucial for industrial organizations since they help to main-
tain efficiency, process data for smarter decisions, and communicate system issues
to help mitigate downtime. The basic SCADA architecture begins with pro-
grammable logic controllers (PLCs) or remote terminal units (RTUs). PLCs
and RTUs are microcomputers that communicate with an array of objects such
as factory machines, HMIs, sensors, and end-devices, and then route the infor-
mation from those objects to computers with SCADA software. The SCADA
software processes distribute and display the data, helping operators and other
employees analyzing the data and make important decisions based on them [12].
The exposure to the network provides the attackers with a wide range of pos-
sibilities. SCADA systems could be used to gather a lot of information, such
as the facility’s layout, critical safety thresholds to be taken into account, and
much other critical information.

Academic research centers, after surveyed the most important cyber security
problems on SCADA systems, are focusing on forward-looking security solutions.
In [55] the authors analyzed several cyber-security incidents involving Criti-
cal Infrastructures and SCADA systems. They classified these incidents based
on source sector, method of operations, impact, and target sector. Using this
standardized taxonomy, they compared current and future SCADA incidents.
In [56] the authors surveyed ongoing research and provide a coherent overview
of the threats, risks, and mitigation strategies in the area of SCADA security.
The research that has been done in this area provides long-term solutions and
apply both industry and academic work to the problem. As such, these institutes
remain very connected (by interacting regularly) with industry to make sure the
research is gauged to provide a positive impact on the national infrastructure.

As already said for ICS in general, SCADA systems were often designed
decades ago, when security was of little concern due to the closed nature of the
communication networks. As these systems have been modernized, they have
become interconnected and have started running more modern services such as
web interfaces and interactive consoles (telnet/ssh), by implementing remote
configuration protocols. Sadly, security has been left aside during the increased
modernization of these systems. Indeed, these systems present very little
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implementations of standard security mechanisms such as encryption and
authentication. The former is sometimes hard in these systems, due to the lack of
processing power, the presence of slow links, and the presence of the legacy pro-
tocols. The primary issue with the slow links is the byte-time latency (i.e., time
to transmit 1 byte) incurred from buffering the data for encryption. Although
adding encryption to these systems is generally trivial, maintaining the other
properties such as timing and data integrity with the encryption in place is not.
Authentication is equally troublesome. Indeed, in the case of authentication, it
is fairly common for the devices in the control space to use default passwords
for access and control. Most of these default passwords are very easy to find
when using search engines. This is a similar issue to network monitoring agents
such as SNMP that often come configured by default with known public and
private access phrases. The problem is further complicated by the move toward
commercial, off-the-shelf (COTS) appliances and systems being integrated with
the networks or part of the Control Systems themselves. While cutting costs
and eliminating some of the proprietary nature of Control Systems, these
appliances and systems bring with them the well-known passwords and vul-
nerabilities that each product may be subject to. Often these COTS systems
may end up providing a point of entry for an attacker into the critical control
network [75].

Threat 3: Drones
The advent of drones has introduced a whole new system of attacks aimed at
mobile and non-mobile targets. In fact, in addition to the innocent fun related
to making it fly to take breathtaking shots, there are some disturbing ways of
use. A drone, in the hands of terrorists or malicious users, would make it easier
to attack any target, causing massive damage. Strengthened by the fact that its
limited size makes it extremely difficult to detect, the drone could be used for
multiple purposes: a drone can be equipped with a camera to capture sensitive
targets, such as alarm systems of a Critical Infrastructure, with the purpose of
carrying out a first recognition useful for both checking security weaknesses and
studying a detailed attack plan; a drone could also be equipped with weapons
or small bombs, in order to be directly thrown at the target, causing explosions.
It is not surprising that drones have been banned in several countries, such as
Egypt, North Korea, and Iran, and restricted in others, such as Russia, the
United Arab States, and Belgium. The paragraph will describe in detail the use
of drones to attack Critical Infrastructures of a Country and analyze real cases,
such as the attack of armed drones at the Russian military base in Syria, and
Yemen’s Houthi drones attack an oil plant in southern Saudi Arabia.

Since their introduction on the retail market, the public opinion, as well as the
research community, wondered about the actual danger of drones, opening the
debate on what the threats and the benefits of this technology could be. In [69]
the author investigated about drones benefit, risks and legal consideration. In [59]
authors, considering the significant number of non-military UAVs that can be
purchased to operate in unregulated air space and the range of such devices,
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tested a specific UAV, the Parrot AR Drone version 2, and presented a forensic
analysis of tests used to deactivate or render the device inoperative. They found
that these devices are open to attack, which means they could be controlled by a
third party. In the last few years, several episodes have helped to raise awareness
among the institutions of the threat of UAVs against Critical Infrastructures. In
December 2014, France revealed that unauthorized and unidentified UAS had
breached the restricted airspace over 13 of the Country’s 19 nuclear plants during
the preceding three months. These UAS were described as highly sophisticated
civilian devices, and the flights over nuclear facilities appeared to be coordinated,
with most of the violations occurring at night. In light of the increasing security
concerns in Europe following terrorist attacks in France and Belgium, there is
concern over the possible motives. There have been many notable incidents also
in the United States. In early July 2016, the U.S. Department of Energy revealed
that its Savannah River Site –which processes and stores nuclear materials–
had experienced eight unauthorized flyovers in the span of two weeks. There
have been unauthorized flyovers of a U.S. Navy nuclear submarine base, major
sporting events, large public gatherings, and national monuments. UAS have
crashed into the White House lawn and the New York Capitol, and there has
been widespread documentation that they are being used to deliver contraband
to prisons [20].

Most traditional radar cannot detect small, low-flying UAS, so this trend is
particularly troubling. The majority of previous discussed documented flyovers
were only discovered because of human detection –often by vigilant security per-
sonnel with keen eyesight. There have been efforts to improve upon the available
technology, and a number of companies are marketing drone-detection secu-
rity systems. However, even when they are detected, there are complications
intercepting them and identifying the operators [20]. A possible solution is the
design and implementation of anti-drones systems based on Jamming technolo-
gies. Recognizing and implementing security practices that meet states regula-
tory requirements are key to successfully managing potential security incidents
associated with UAS. Although no single solution will fully mitigate this risk,
there are several measures that can be taken to address UAS-related security
challenges [64]: (i) research and implement legally approved counter-UAS tech-
nology; (ii) know the air domain around the facility and who has authority to
take action to enhance security; (iii) update emergency/incident action plans
to include UAS security and response strategies; (iv) build federal, state, and
local partnerships for adaptation of best practices and information sharing; and
(v) sensitize citizens and institutions to the problem, inviting anyone to report
potential UAS threats to local law enforcement agency.

6 Conclusion

In this paper, we extended the classic pillars of Information Warfare to include
the new threats posed by changes in our society as a result of technological
advances in recent years. We described several real-case scenarios to show the



Next Generation Information Warfare 43

possible impact that the new generation of Information Warfare could have in
different aspects of modern society and economy. For each scenario, we identified
one or more threats, investigating the state-of-the-art solutions for both the
attack and defense methodologies existing in the literature. Finally, we identified
open issues that still affect these fields, providing directions that could be useful
to the development of more effective countermeasures.
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Abstract. Because of the increase in the number and scope of information
security incidents, proper management has recently gained importance for
public and private organizations. Further challenges in this area have resulted
from new regulations, such as the General Data Protection Regulation (GDPR)
and the Directive on Security of Network and Information Systems (NIS), as
well as a tendency to outsource vital services to subcontractors. This study
addresses the lack of empirical studies in the field and focuses on information
security incident management at information technology (IT) consulting firms.
Specifically, it examines challenges due to their exposed position and new
regulations. The contribution of the paper is twofold. First, it provides valuable
insight into the experiences and challenges of Swedish IT consulting firms.
Second, it proposes criteria for classifying an information security incident that
can equip decision-makers with a solid and assessable basis for incident man-
agement. The results emphasize further improvements in employee awareness,
incident classification, and systemic governance, thereby integrating corporate
policy making, information security incident management, and information
system leadership.

Keywords: Security awareness � Information security incident management �
Systemic governance � Incident classification � GDPR � NIS directive

1 Introduction

Recent violations of information security (InfoSec) in Sweden have included leaks of
the healthcare hotline 1177 [1] and the Swedish Transport Agency [2, 3] as well as the
access of unauthorized persons to the Swedish power grid [4]. The majority of these
violations relate to the outsourcing of vital information technology (IT) services and
inadequate handling of data by subcontractors. Therefore, the increase in outsourcing
and the globalization of service providers have contributed to a growing number of
incidents concerning InfoSec. In this context, an incident refers to an event that has the
potential to impair the security of information in an unexpected or unwanted manner.
Negative consequences pose threats to an organization that might disrupt productivity
and lead to economic losses, legal implications, damaged image, and diminished trust
among business partners and customers [5]. The risk of becoming the target of an
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attack is rising alongside the value and sensitivity of the information that organizations
and their subcontractors handle [6–8]. This field of tensions has produced a compli-
cated situation wherein IT consulting firms must confront particular challenges in
information security incident management (ISIM) due to their vulnerable position as
subcontractors. However, a structured ISIM contains not only operational incident
management but also awareness training for employees, mitigation of identified vul-
nerabilities, and analysis and preparedness activities [6, 9]. Although several standards
and guidelines for ISIM have been developed, they have received criticism for their
generality, which is a barrier to implementation for organizations [10].

Since subcontractors have access to the data of several customers, they are at higher
risk of becoming targets of cyber attacks [11]. However, there is still a substantial lack
of research on ISIM at consulting firms in general and IT consulting firms in particular
[7]. The few studies that have investigated the implementation and operation of ISIM in
practice at public or private organizations have advocated for more specific guidance
for organizations and further empirical investigations [12]. Therefore, the present study
seeks to address the considerable need for empirical research and a concentration on
ISIM in IT consulting firms. It specifically explores challenges that relate to both the
subcontractor position of firms and the occurrence of new regulations, such as the
General Data Protection Regulation (GDPR) and the Directive on Security of Network
and Information Systems (NIS) in 2018. These relatively new regulations reflect sig-
nificant developments in the fields of InfoSec, data protection, and critical infrastruc-
ture protection over the past two decades. Nevertheless, they have also created deep
uncertainty among organizations with regard to how to comply with the requirements
[13], and they remain poorly understood, as evident from the examples above and the
following results of this study. In Sweden, the requirement to report incidents has led to
a variety of reporting channels to numerous supervision authorities. Moreover, it has
prompted delays ranging from over a week to a month [14, 15].

This paper builds on our previous research [16] by providing further novel content
that broadens and enriches knowledge of ISIM in IT consulting firms. The study
extends the representation of the interviews with critical quotations from participants.
Furthermore, it adds analysis of the survey material and surpasses the scope of the
previous research by proposing a model for the classification of InfoSec incidents. The
research question of this study is, “which challenges do IT consulting firms encounter
with respect to their ISIM, and how can these experiences inform future developments
and inter-organizational learning?” The contribution of this paper is twofold. First, it
identifies the challenges on the basis of interviews at three Swedish IT consulting firms
with more than 20 employees. This information extends and clarifies the body of
knowledge with specific insights regarding ISIM in practice. Second, the findings
underpin the creation of a conceptual model for the classification of InfoSec incidents.
Thus, they provide novel knowledge to enhance future developments of ISIM in theory
and practice.

Following this introduction, the paper explains the background and methods of the
study. Subsequently, it incorporates experiences of the IT consulting firms to highlight
several challenges of ISIM and inform the incident classification model. The study
concludes with a discussion of the implications for theory and practice as well as
suggestions for further research.
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2 Background

2.1 Foundations of InfoSec

InfoSec concerns the preservation of three qualities with regard to data and informa-
tion: confidentiality, integrity, and availability [17]. The management of InfoSec needs
to balance these cornerstones to support daily business operations and avoid interfering
with the necessary information flow. However, recent technological developments and
the increasing interconnectedness of society have imparted additional complexity to the
management of InfoSec. These trends are already underway and continue to dissolve
the boundaries of the classical computer system. Thus, the modern information system
extends beyond technical artifacts to encompass formal and informal information flows
within and between organizations in addition to the technical information transmission
paths [18]. Moreover, the modern information system contains increasingly diverse
customers. Therefore, InfoSec must address the protection of customers’ personal
information. The privacy of individuals is emerging as the fourth pillar in InfoSec
primarily because of the GDPR, which has applied to the European Union (EU) since
May 25, 2018 [11, 19]. The GDPR targets the protection of individuals and the
information about them that organizations process. The regulation seeks to unify
requirements regarding privacy within the EU and reflect the changed prerequisites of
digitalization in society. Since the GDPR focuses on individual rights, it is also
applicable outside of the EU if the processed information concerns a citizen of an EU
Member State [20]. Organizations must consider the following requirements:

• Establishment of data portability and transparency
• Limitation of data collection and storage to specified purposes
• Assessment of consequences with regard to data breaches
• Appointment of a data protection officer
• Reporting of incidents regarding personal data within 72 h
• Responsibility for processed data and information
• Ability to demonstrate compliance with InfoSec in general and GDPR in particular
• Training of personnel that have access to personal data and information.

The regulation further criminalizes any failure to comply with the requirements and
suggests costly penalties for organizations that are in breach of the regulation.
Therefore, the content of incident reports must include not only facts about the type,
magnitude, and effects of the incident but also details of how the incident has been
threatened, which delimits the negative consequences of the security breach [11]. Thus,
the responsible national authority can not only assess compliance to regulations but
also inform other organizations and customers about breaches and mitigation activities.

Another regulation, the NIS, has the objective of protecting society from failures in
InfoSec that can severely disturb important societal services, such as critical infras-
tructure. The NIS has applied since May 10, 2018 [21]. It targets providers of critical
infrastructure, such as digital, finance, and health services, energy, water, and food
supplies, and transportation. In contrast to the GDPR, the NIS aims to advance InfoSec
in the context of critical infrastructure protection within the EU Member States.
Concerned organizations must identify themselves as providers or operators of critical
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infrastructure and establish measures for the prevention and mitigation of incidents in
information systems and networks, which also includes planning for the swift
restoration of the societal functionality. To meet the requirements of the recent regu-
lations, an adequate ISIM must complement the systematic InfoSec management,
which is now a precondition for public and private organizations. In extension of the
GDPR, the NIS more strictly requires providers of critical infrastructure to contend
with risks and practice risk-based ISIM. Incidents that are judged to yield serious
consequences for the maintenance of critical infrastructure or digital services should be
reported to the supervising agency as quickly as possible. The requirements for
reporting are similar to those in the GDPR, especially the 72-hour maximum timeline
for reporting an incident. In Sweden, the supervision agency recently divided this
requirement into three steps of reporting: an initial announcement of the incident within
six hours, a concretizing follow-up within 24 h, and a detailed follow-up within four
weeks with the possibility of completing the report within one year [22]. Non-
compliance can also be subject to penalties; however, in contrast to the GDPR, they are
more moderate and depend on the level of non-fulfillment. Meanwhile, the demand for
reporting incidents similarly concerns those that occur among subcontractors, such as
IT consulting firms. In addition to the reporting requirements of the GDPR, the NIS
demands information about both types of measures: those that prevent the incident’s
spread and reoccurrence as well as those that improve the ISIM at the reporting
organization [21].

2.2 Framework for ISIM

Several best practices and guidelines are associated with ISIM, including the interna-
tional standards ISO/IEC 27035:2016 and NIST SP 800-61 (Rev 2) (hereafter referred
to as ISO and NIST, respectively) [8, 23]. Moreover, practical guides are regularly
published by, for example, the SANS Institute, CERT Coordination Centre, and
ENISA, which are based on the ISO and NIST standards. Gaps between the standards
and the new regulations have been identified and encourage further alignment, par-
ticularly with regard to privacy [19].

In general, the process of a structured ISIM contains several phases. Specifically,
ISO suggests five, while NIST dictates four phases for structuring the strategic and
operative work that relates to incidents. Both standards provide organizations with
generic principles and content [24] to permit applicability to any type of organization in
regard to, for example, operation systems, applications, platforms, or protocols [25].
However, because of the generality of the standards, it is difficult to customize them to
the particular settings and demands of organizations. The ISO standard demonstrates a
close relationship with consistent quality and InfoSec management, whereas the NIST
focuses more heavily on operative incident management, which reduces the synergy
effects of two aspects: the integration of ISIM into a strategic management system and
the systematic knowledge transfer within and between organizations.

In congruence with [16], this study combines the concepts of ISO and NIST into an
adapted ISIM. Four phases constitute the framework for the analysis: planning and
preparation in phase one, detection and reporting in phase two, analysis and response in
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phase three, and learning and improvement in phase four. While phases two and three
have a more operative character, phases one and four favor a strategic perspective.

Phase I: Planning and Preparation. During the first phase, organizations establish a
solid foundation for systematic ISIM. This basis requires implementing and updating
policies regarding InfoSec and ISIM at all organizational levels. The phase specifically
considers not only the hardening of the technical part of the information system, which
includes devices, applications, and networks, but also the formal rules within and
between organizations and the preparation of an incident response team (IRT).
Moreover, all employees – whether responsible for ISIM or for other tasks – must be
adequately involved and trained to develop proper knowledge of appropriate behavior
with regard to InfoSec and ISIM. An organization should consider alternative processes
for maintaining critical functionalities, which can interconnect ISIM with continuity
management. In addition, this phase implements further tools and rules that are
essential for incident detection, analysis, mitigation, and documentation [25]. The
phase concludes with proper testing of the functionality of the established means with
regard to the technical, formal, and informal parts of the organizational information
system.

Phase II: Detection and Reporting. This phase targets the initial phase of an incident,
which, apart from the detection of an incident, also includes its initial characterization
and reporting. With the aid of the measurements from Phase I, the incident charac-
terization supports the initial estimation of consequences during the first report, which
is continuously generated as new results from further activities arise in phase III. The
detection of an incident among the large number of warnings that a monitoring system
continuously produces requires knowledge and experience within organizations [25].
Achieving an acceptable quality of the information that is manually and automatically
collected during this phase facilitates not only further analysis of and response to an
incident but also the future development of ISIM. Therefore, comprehensive infor-
mation should be collected, such as identified vulnerabilities, events, and related
decisions. This evidence, apart from enhancing internal ISIM, is also significant for
proper reporting of InfoSec-imparing incidents to responsible internal and external
stakeholders to inform further decision-making [24]. When the incident type is known,
phases II and III are separable in other cases, iterations between these phases can be
necessary, particularly when the analyses suggest information that complements the
report or detect multiple or subsequent incidents.

Phase III: Analysis and Response. The detected incident undergoes a thorough
analysis to determine its character, origin, and consequences. The results of this
analysis enable rapid response to the incident and preparation of future routines as well
as the improvement of ISIM. A swift reaction can limit the negative consequences and
further spread of the incident. In the event that multiple or subsequent incidents arise,
the activities of this phase are intertwined and alternate with those of phase II until the
incident is finally treated. The policies and processes during phase I constitute the basis
of the appropriate proceedings. Similarly, the information that is collected during phase
II is input for a proper analysis and response. The analysis assesses the character of the
incident and recommends mitigation measures. The response part of this phase then
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applies those measures and provides feedback about the success or failure of the
treatment. Further improvement of ISIM relies on proper documentation of the inci-
dent, the analysis and decision-making process, the measurements, and shortcomings
that are identified during the activities in all phases. This input facilitates the devel-
opment of policies and processes, as the classification of an incident is still subject to
development [26]. The aforementioned requirements of the new regulations provide
areas for improvement in ISIM, relies on the valuable input of the operative ISIM
during the analysis and response phase. The documentation of this phase completes the
internal data collection and is a vital precondition for the following activities.

Phase IV: Learning and Improvement. In accordance with the concept of contin-
uous quality management, this phase facilitates developments of InfoSec and ISIM.
These developments occur mainly within the organization but can also involve external
stakeholders, such as subcontractors, suppliers, or business partners. Involvement
depends on the role during the ISIM and the interdependency with organizational
processes. While NIST recommends attention to key lessons after each large incident,
findings from small incidents should be examined on a regular basis [25]. Organiza-
tional learning concerns specific knowledge about incidents, such as the causes of their
occurrence or the mitigation activities that were successfully applied or ineffective. The
purpose is twofold: to protect the entire information system from similar events and to
improve its capabilities for coping with incidents in the future. The results of this phase
then inform the activities of the next cycle of ISIM, which begins again with phase I
[24]. Phase IV updates the procedures that phase I has defined. These routines address
each role in an organization and provide guidance for proper action alongside ISIM,
which includes rules about the notification of concerned stakeholders, allocation of
appropriate resources, suggested treatment, required documentation, and notification of
completement, for example. In addition, the phase extends the compiled documentation
on ISIM with information on the maturity of ISIM and organizational knowledge
management to enhance both the future performance of ISIM and the inter-
organizational collaboration before, during, and after incidents.

2.3 Previous Research

Although a few studies have addressed ISIM in practice, empirical research in this area
remains underrepresented, particularly in the context of the GDPR. However, case
studies have been performed on ISIM in the energy sector [12, 27] and the oil and gas
industries in Norway [28]. Other studies have explored practices in large organizations
in, for example, Norway [7] and the finance sector [5]. Further research has investi-
gated the challenges of applying technical solutions for the detection and diagnosis of
incidents [29, 30]. Another comprehensive study [31] has applied an integrative per-
spective of the technical, formal, and informal information system to investigate
challenges in IT security management. To date, only one study [16] has investigated
the ISIM of IT consulting firms in Sweden with regard to the GDPR and NIS. How-
ever, the recent regulations and growing tendency to outsource highlight the subcon-
tractor’s role in ISIM as the focus of this study.
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3 Methodology

3.1 The Swedish IT Consulting Business Consortium

This study investigates ISIM at three IT consulting firms. These firms are part of a
Swedish IT consulting consortium that employs about 2,100 individuals in around 70
companies in Europe. The autonomous subsidiaries, which have 30 employees on
average, are based in several countries, such as Germany, Norway, Finland, Denmark,
and Sweden. From the Swedish part of the consortium, the parent company and two
subsidiaries participated in this study. The parent company (PC) is the head of the IT
consulting consortium and has 13 employees, while the first subsidiary (S1) is an IT
consulting firm with 135 employees, and the second subsidiary (S2) employs 25
individuals. The selection of these firms ensured appropriate variation, as one of the
subsidiaries is close to the average size, but the other is four times larger. Meanwhile,
the parent company is half of the average size.

To develop a comprehensive understanding of ISIM in IT consulting firms, this
study extends the interview study with a survey. The investigation departs from the
literature review, which informed the theoretical framework of both the interviews and
the survey [32]. In accordance with [33], this study first selected six individuals who
are entrusted with InfoSec and ISIM at the IT consulting firms for the interview study.
Table 1 presents the participants, their levels of expertise, and their affiliations. The
names of the persons are fictive and gender-neutral to ensure the anonymity of the
participants. In the second step, the survey involved 80 employees at S1 with a variety
of experience in InfoSec.

Table 1. Selection of interviewees for the study.

Firm Participant* Description

Parent
company

Mio Chief InfoSec officer of the IT consulting business consortium
for five years; responsible for InfoSec and safety for the entire
group

Subsidiary 1 Alex Consultant manager for 13 years; responsible for safety,
security, InfoSec, and management at S1

Kim Senior project manager and expert in customer ISIM for three
years

Sam Specialist for three years in InfoSec and S1’s operations
Subsidiary 2 Elia Consultant manager and successor of Tove; responsible for

InfoSec’s management for two years
Tove Elia’s predecessor; responsible for InfoSec and management

from 2011 to 2017
* Names are fictive.
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3.2 Methods for Data Collection and Analyses

This study employed several methods of data collection and analysis in a mixed
methods approach. The initial literature review provided the foundation for the sub-
sequent collection and analysis of empirical material at the IT consulting firms.

The empirical material of this study stems from interviews with the aforementioned
individuals, who are responsible for ISIM at their respective companies. In addition, it
derives from a survey that was administered to the employees of one of the firms.

In view of the sensitivity of information about InfoSec and ISIM in the work of IT
consulting firms, the interviews were conducted individually and in person at each
expert’s workplace to offer a familiar and comfortable environment for the intervie-
wees. The six interviews lasted nearly one hour on average and were recorded and
transcribed with permission to facilitate the subsequent detailed analysis [33]. The
semi-structured interviews utilized a questionnaire that departed from the standards and
regulations in the ISIM context, which constitutes the theoretical framework of this
study. The questionnaire was developed in advance and used open-ended questions to
ensure both consistent guidance throughout the interviews and an appropriate openness
for encouraging interviewees to describe their experiences from their own point of view
and identify challenges that they perceive as particularly important. The classification
that emerges from the evidence of this study was also informed by issues that were
particularly relevant to ISIM, the GDPR, or the NIS and the position of firms as
subcontractors [34].

The survey was created in Google Forms and administered to broaden the
knowledge base that resulted from the interview study. The survey addressed
employees at IT consulting firms who normally work with tasks other than InfoSec or
ISIM duties at their companies. The aim of the survey was to determine the extent of
familiarity of the employees with InfoSec and ISIM policies. The survey, which
departed from the theoretical framework and results of the interviews, consisted of 11
questions that prompted respondents to grade their knowledge of the variables in
Table 2. Four of the survey items were based on a six-point Likert scale ranging from 1
(very limited ability) to 6 (deep knowledge), which forced respondents to opt for one
direction by omitting the neutral option [35]. The remaining seven questions were
categorical (i.e. yes or no), of which four included an option for ignorance or irrele-
vance (N/A). The sample of employees was recruited from S1, and the survey was
internally distributed by the participant Alex through a link to 80 of the employees.
This firm was selected because it has the highest number of employees of the three
firms. Forty-seven respondents completed the survey, which translated to a response
rate of 58.5%.

During the process of data collection and analysis, the insights from the interviews
and survey were mutually supportive and enabled the investigation to achieve proper
depth and breadth of understanding of the ISIM of IT consulting firms in light of the
new regulations and their particular position as subcontractors. Apart from experiences
during the interviews, the analyses were based on recordings, transcriptions, and the
answers to the survey questions.

The first part of the analysis concentrated on the evidence of the interview study to
clarify the content of the interview material [36] and the challenges with which IT
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consulting firms must contend in the context of ISIM. The analysis synthesized the
results of the interviews with regard to the four phases of ISIM. Issues that apply to
each of these four phases were treated separately. To ensure both proper InfoSec for the
participating individuals and companies and adequate validity of the study, the inter-
viewees were invited to review the analysis and the results as well as assist with
completing comments. Therefore, the insights emphasize the crucial challenges that the
IT consulting firms encountered in their work with ISIM and the new regulations of the
GDPR and NIS.

The survey data were subject to two modes of analysis. First, for the Likert scale
items, descriptive data for the total sample were presented in the form of means; for the
categorical items, the data were expressed as numbers and percentages of respondents
who answered yes and no. Then, the answers were divided into two parts according to
the perceptions of respondents in regard to possessing sufficient knowledge of
InfoSec. The yes and no groups were subsequently compared. Because of the relatively
small sample size, the material was subject to a descriptive comparison of means and

Table 2. Survey items.

Question Theoretical
concept

Variable Scale

Estimate your level of knowledge about how to …

… avoid an ISB*? ISIM Phase 1 Avoidance 1–6
… detect an ISB? ISIM Phase 2 PostKNOW 1–6
… decide whether to report an ISB? ISIM Phase 2 Decide 1–6
How familiar are you with your company’s
policies for information security?

ISIM Phases 1
& 4

Policy 1–6

Do you experience that GDPR and NIS make it
more difficult to decide whether to report an ISB
or not?

ISIM Phase 2 Laws Yes /No /
Undecided

Do you know how to report an ISB to your
customer?

ISIM Phase 2 HowExt Yes /No /
not relevant

Do you know how to report an ISB in your
company?

ISIM Phase 2 HowInt Yes /No

Would you prefer anonymous reporting of ISBs? ISIM Phase 2 Anon Yes /No /
Equal

Do you know where you can gain additional
information about routines for information
security management in your company?

ISIM Phases 1
& 4

Info Yes /No

Would you hesitate to report an ISB caused by
you or your colleague due to negative
consequences?

ISIM Phases 2
& 4

NegCon Yes /No

Do you think you have sufficient knowledge about
information security?

ISIM Phases
1–4

KNOW Yes /No

* (ISB = information security breach)
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groups instead of to inferential statistics. The analysis of the dataset reveals the levels
of accurate knowledge among the employees with respect to several aspects of ISIM.

4 Experiences and Challenges in Incident Management

4.1 Perceptions of InfoSec Management Experts

The following sections present the results of the interviews in accordance with the
idealized ISIM process that has been presented above. The participants’ experiences
highlight crucial challenges in the context of ISIM at IT consulting firms due to the new
regulations and the firm’s particular position. Table 3 summarizes the perceived
challenges. The names of the participants are gender-neutral and fictive to ensure their
anonymity.

Phase I: Planning and Preparation. The majority of the participants noted an
increase in incidents as a major challenge that has accompanied the entry into force of
the GDPR. Mio, Sam, and Elia identified the requirement of reporting an incident
within 72 h as particularly problematic, which illuminated further obstacles for the
organizations. For example, Mio acknowledged that the business consortium had no
routine for meeting this requirement at the time of the interview. One reason was that
only two employees had comprehensive knowledge of ISIM, which caused delays in
their absence. This issue reflects the shortage of experts in the field, which is a major
challenge in the context of InfoSec and ISIM.

Alex and Sam identified another challenge in the integration of activities that relate
to planning and preparation into day-to-day work. Assigning a person to full-time work
in ISIM and InfoSec appeared to be particularly difficult. They acknowledged that
those who are responsible for these tasks often have to operate in various roles, which
results in procrastination. Both participants also reported challenges of prioritization in
InfoSec mostly due to a focus on chargeable hours and costs within IT consulting firms.

Sam emphasized that IT-consulting firms and their customers must be equally
aware of the meaning and effects of the regulations. The participant illustrated this
challenge with the example of the maintenance of databases containing personal data
that are stored at the IT consulting firm to improve the test results of the systems of the
customer. Without proper information management, such proceeding may no longer be
appropriate according to the GDPR. Sam elaborated that “many organizations have
received a large amount of personal data over time that has been stored elsewhere and
thereafter has been forgotten.”

Meanwhile, Kim reported difficulties with understanding the GDPR and observed
substantial variation in interpretations and implementations with regard to several
factors, especially the assessment and classification of an incident and its severity to
decide whether to report it. In this context, Mio and Alex emphasized the significance
of establishing service agreements that assign responsibility to the customer.

A lack of proper routines for ISIM appeared to be another challenge in this phase.
The adaption of existing processes to the GDPR, the implementation of these adap-
tions, and the usage of the processes by poorly informed employees are particularly
obstructive. To mitigate these issues, Mio acknowledged employee training on incident
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reports as a precondition for the implementation of the adapted routines. Kim and Tove
have expressed agreement with the benefits of exercising ISIM; however, they also
noted difficulty in the preparation and execution of training opportunities due to highly
restricted resource allocation.

Such restriction appeared as a reoccurring problem in the ISIM of the IT consulting
firms. Although the participants recognized a higher demand for InfoSec from their
customers, the firms still struggled to sell this service to their customers or charge a
higher amount for work to account for extended security needs. According to the
interviewees, the realization that a higher security level may require extra time could
arise late and necessitate post-hoc contract extensions. From the perspective of the
interviewees, this challenge is critical for IT consulting firms; for example, if the
customer encounters an incident within a computer system that the IT consulting firm
developed, the event can yield negative consequences for the reputation of the IT
consulting firm.

Moreover, Tove indicated that S2 maintains as few devices as possible and noted
that the firm lack tools to monitor devices and networks or record incidents. Elia
confirmed this remark and specified that the firm is short on qualified personnel in the
area of ISIM and consequently a dedicated team for incident response.

Phase II: Detection and Reporting. The uncertainty about both the characteristics of
incidents and the details that the employees must report constitutes a major challenge in
this phase, according to all participants. As Alex remarked, this uncertainty results in
considerable variation in the content of reports. Such individual interpretations have
sometimes led to reports on events that can hardly be considered an incident or failure
to report a severe incident. Whereas the former creates a large amount of extra work,
the latter introduces further problems for analyzing and responding to the incident as
well as for the organizational learning and improvement of ISIM. Elia further
emphasized the fear of misjudging an incident and its level of seriousness. In the
context of GDPR, many participants worried that an incident would later be revealed to
be more malicious then initially judged, which might impose costly penalties on the IT
consulting firm.

With regard to costs, Sam viewed restricted resources as a barrier to fulfilling the
72-h requirement and explained that an IT consulting firm would balance the costs for
extra personnel against the probability that a severe incident will occur. Sam further
explained that IT consulting firms may have considerably less time at their disposal, as
their position as subcontractors requires that the concerned customer must be involved
first. None of the participants mentioned the tightened requirements in the context of
the NIS, which requires an initial report to the supervision agency within six hours.

Many of the interviewees perceived major problems with the routines and processes
for the detection and reporting phase. Alex expressed general difficulties in developing
a process for detection and reporting that could be easily followed by employees while
still addressing all of the significant tasks. Otherwise, employees at the subsidiaries
would not employ the process. More specifically, Sam and Elia observed a bottleneck
in their current process of incident reporting, as only one individual could access
reported incidents, which can lead to a serious problem if that person is absent because
of, for example, a holiday. Sam added that employees tended to not self-report a
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detected incident in the dedicated system and would instead contact Sam to delegate the
task of reporting, and Sam would then perform the reporting to ensure a follow-up and
later organizational learning. To explain this behavior, Sam referred to a lack of
awareness among employees regarding the correct execution of reporting. Kim sum-
marized the behavior of employees at IT consulting firms as follows: ‘Often, all
employees are so solution-oriented that each solves its own problems but maybe does
not report that something has happened.” According to Kim, such behavior can
generate a certain risk if the employee tries to solve the problem in an unsecure manner
and is convinced by the result even though the incident actually remains active.

With regard to the GDPR, Mio, Kim, and Elia expected further issues in the
detection and reporting phase, as new types of incidents may arise from the extended
regulations. Mio imagined two particular obstacles: underreporting because incidents
were not identified and overreporting out of fear of making a mistake. Elia reported
insufficient clarity of the business consortium’s policies, which caused uncertainty
among employees with respect to protocol for reporting an incident that concerns
customer data. In addition, Tove reported that the PC offers policies that explicitly state
that incidents must be reported to the central helpdesk function, which reduces the
possibility of handle incidents locally. Tove explained, “it is some kind of a black hole,
because even if we report this way, we do not know if the incident is threatened in an
adequate manner.” However, Tove argued that employees should direct questions to
their responsible manager and added that employee training has addressed incidents at
properties but not InfoSec incidents, which warrant more attention in future employee
trainings.

According to Mio, anyone might have to deal with an incident, yet employees may
feel embarrassed when they must report an incident. Therefore, the PC seeks to ease
this burden for the employees and thereby mitigate the severe consequences that may
accompany such behavior. In addition, Sam requested enhanced activities for the
detection of incidents that relate to the consortium network. S1 has no possibility of
monitoring and controlling the network; therefore, Sam noted that the level of analysis
and scan of the network should be heightened, which is ultimately a task of the PC.
Mio declared that the PC is generally responsible for ISIM, which applies to all
subsidiaries in Sweden. Because of the size of the consortium, its cloud-based data
storage is constantly under attack. Therefore, the PC permanently monitors the system
of the entire group and filters the incoming warnings, such as those from antivirus
software of the clients. Mio acknowledged that it remains uncertain whether the
incident will be detected if the antivirus software does not provide an alert. Kim
expressed another dimension of the dependency on technology as follows: “we cannot
se if an incident had occurred without an internet connection; we have nothing doc-
umented how to act in such situations.”

Phase III: Analysis and Response. The participants revealed immense variation in
their perceptions with regard to the analysis and response phase. Mio explained that the
PC is responsible for analyzing and mitigating incidents that are manually reported by
employees and automatically escalated by the monitoring system. Along with all other
issues, the incidents that employees report arise at IT support, which initially assesses
the problem. A risk of this proceeding is that it may overlook or delay severe incidents.
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Moreover, Mio perceived inadequate experience and knowledge to be other potential
threats that can prompt improper decisions, particularly if substitutes must perform the
assessment. IT-consulting firms must further contend with their role as subcontractors,
as, according to Mio, “we must always be able to deal with two worlds, our own and
our customers’ routines.”

Although S1 has established routines for this phase, Alex identified two major
challenges. First, Alex is solely responsible for the initial assessment of an incident,
which includes the decisions of to whom to escalate the incident and which stake-
holders to involve. The second challenge is to gauge the extent to which the business
should be limited. Alex appreciated that S1 never encountered an incident that affected
a customer but imagined that the effects would be even stronger, which Kim also
feared. The appropriate balance between continuing the day-to-day business and
heightening the level of security is a matter of concern that Sam also noted. In this
context, the absence of a common classification scheme was repeatedly deemed
problematic. Kim and Sam perceived insufficiency in the policies and documentation
with regard to prioritization, escalation, and response, and they demanded clarity about
the expected response to several types of incidents. Sam emphasized that such clarified
policies must be available, well-known, and practiced by the employees and noted,
“you will never reach the optimal level; it is the striving after balance between risk and
measures. Just this point is the state that you never reach but always aim for.” To
reduce the dependency on a single individual who is capable of performing the crucial
tasks of analysis and response, S1 was training another person in decision-making
regarding technical issues during an incident, according to the participants from S1.

Tove explained that S2, in contrast to the larger S1, delegates the tasks of this phase
to the PC and blamed an overall disinterest in these issues and inappropriate focus on
costs for this approach. Tove criticized the absence of feedback on incidents that S2 has
detected and reported, as S2 consequently does not know when, how, and to what
extent the PC has mitigated an incident. In contrast, Mio stated that feedback is reg-
ularly returned to the reporting instance. However, Tove imagined that local inter-
mediates could improve the ISIM process by concentrating attention on important
issues and ensuring a rapid response, which may be of particular interest in the context
of the GDPR.

Elia recognized further challenges concerning a lack of proper processes and
documentation routines for ISIM. Elia suggested an improved structure and thorough
documentation of incidents, including “what we have done…and not only noticing that
something has happened” as well as who has been or must be involved, the applied
mitigation activities, and the level of success.

Many of the interviewees indicated that the IT consulting firms tend to apply a
stronger focus on security and requirements in relation to customer data and processes,
which entails a faster and more comprehensive analysis of and response to incidents
that affect customers; meanwhile, they largely disregard their own business.

Phase IV: Learning and Improvement. In general, Mio claimed that the PC has
developed an adequate process to both learn from incidents and improve ISIM.
Thereby, minor and major incidents are regularly assessed. Yet Mio highlighted the
challenge of deciding whether the information should be available for employees with
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the same level of details as considered during assessment meetings. According to Mio,
the major issue in this regard is to provide an appropriate volume and type of infor-
mation to ensure that employees continue to take part and do not completely stop
reading because the content overwhelms them.

Alex and Kim emphasized the importance of the cross-functional group that S1 has
established to discuss incidents during regular meetings. However, they commented
that the most thorough discussions focused mostly on major incidents. They both
argued that minor incidents or occasional events can provide valuable insight, espe-
cially as learning opportunities for avoiding major incidents that can develop from
more minor events as well as potential misjudgments in the initial phase. Meanwhile,
S2 did not conduct meetings to specifically target incidents or ISIM, according to Tove.
Rather, incidents comprised one point of the agenda, which implies insufficient
attention to incidents and a lack of organizational learning.

Apart from such meetings, Alex reported the challenge of dedicating time and
attention to in-depth learning. Therefore, Alex emphasized an improved flow of
information and feedback not only from the meetings to employees but also back. Sam
similarly discussed the insufficient feedback from the PC and missed opportunities for
learning. Sam also expressed regret that the level of information that is provided about
incidents precludes reoccurrences of patterns in attacks on networks. Elia added that
inter-organizational communication and the sharing of knowledge about incidents and
their mitigation are essential sources of further learning. Tove encouraged a rethinking
of systems development: “When we develop IT systems now so must we have security
by default and by design, build in GDPR aspects in the systems and also charging
customers for that. So, more focus on all dimensions!”

Mio perceived another difficulty with regard to knowledge management. Preserving
the experiences of an expert in the area of ISIM appeared to be a particular challenge
compared to the documentation of external knowledge, such as the detection, analysis,
and response to incidents, which Mio considered to be a rather easy task. Mio
exemplified the complexities of documenting decision-making during ISIM as follows:
“Why did we made this decision then? Or, why did we this or that? This is much harder
to document.”

General Issues. The interviewees emphasized some general issues that can apply to all
ISIM phases. All participants acknowledged high awareness among employees and
customers as vital for obtaining a proper level of InfoSec and mature ISIM.

The participants reported that employees at IT consulting firms typically possess
proper knowledge about InfoSec and technology. However, the majority of the inter-
viewees found it essential to regularly repeat the one-hour InfoSec training, which all
new staff members undergo, to maintain awareness and adhere to emerging develop-
ments. Tove noted that the content of exercises needs to be updated, and employees
should receive reminders on a regular basis; otherwise, InfoSec may be secondary to
the core business focus. Sam and Mio imagined that employees’ basic knowledge on
InfoSec may still be insufficient in regard to contending with advanced and well-
performed attacks, which can cause difficulties even for InfoSec experts in detecting an
intrusion. According to Mio, the initial assessment and classification of an incident
requires appropriate knowledge, especially when it relates to classified customer data,
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and escalation needs to target the correct stakeholder. Sam complained of a low
maturity level among employees at S1 with regard to the usage of open networks in
public spaces. Employees tended to ignore the discussed risks, particularly when using
mobile phones or other portable devices. Sam added that employees seemed to
understand the value and sensitivity of information when using a computer but not
when using a mobile device. Kim confirmed the view that mobile devices are con-
sidered more insecure than computers. In addition, the participants at S1 described
another challenge in sharing sensitive information, which employees may exchange via
e-mail within the organization or with customers. Even if S1 were to handle e-mails
securely, the IT consulting firm could not ensure that customers take sufficient care in
this respect, so it was impossible for employees to delete sensitive information. The
interviewees also related proper customer awareness to the content of the provided
information and databases, which attracted further attention in light of the GDPR.

Three interviewees discussed the focus of IT consulting firms on chargeable hours.
Alex expressed difficulty with prioritizing InfoSec in daily business operations because
InfoSec and ISIM are continuous processes yet are not perceived as central to the firm’s
business. Sam noted that InfoSec may be a lower priority because the firms concentrate
on tasks that are in demand and yield a profit. Sam illustrated the situation as follows:
We are permanently busy and customers are hunting us with a blowtorch…There is an
infinite demand of operation and support and this implies that I do not prioritize
InfoSec…If you go out to 30 IT firms and ask when they got started with their work on
InfoSec, so would all 30 reply that it started after “this” incident. Tove confirmed this
perception and shared that InfoSec is recognized as a support process and was therefore
underprioritized by S2 because of cost- and time-related restrictions.

A strong customer orientation accompanies the focus on chargeable services. The
interviewees indicated that the preoccupation of IT consulting firms with customer
demands has led to a neglect of internal InfoSec demands that, in prolongation, will
have repercussions for customers. Alex perceived an eagerness of IT consulting firms
to support customers in addressing their problems, which may in turn delay internal
efforts toward security, especially when individuals must fulfill several roles. The
occurrence of the GDPR recently intensified this challenge, as both IT consulting firms
and their customers need to ensure their compliance with the regulation. Elia remarked
that this enhanced focus on customer demands also applies to the context of ISIM and
the mitigation of incidents that affect customers. Kim expressed that S1 aims for higher
accuracy in its assessments of customer systems, which S1 considers more critical than
its own systems. Because they expect further business opportunities, such imbalance in
assessments is widely accepted by IT consulting firms, noted Kim. Nevertheless, the
majority of interviewees indicated that the primary emphasis on fulfilling customer
demands has actually prompted improvements to internal InfoSec and ISIM. Customers
who demand a high level of InfoSec force IT consulting firms to dedicate efforts to the
development of InfoSec management, which regards both customers and internal
systems. Sam argued that the management of InfoSec becomes a focus only when it is
an inevitability due to, for example, the occurrence of an incident. Kim summarized, “it
seems that we have much more to do in the field of IT security, but it is hard to know
exactly what before something has happen.”
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Several participants expressed the absence of major incidents as a fortunate cir-
cumstance. However, Sam noticed a severe challenge in this lack of experience:
employees do not understand the importance of properly reporting incidents for the
entire ISIM at S2. Both interviewees from S2 perceived a lack of communication with
the PC. For example, Tove emphasized the insufficiency of feedback on how the PC
mitigates the reported incidents. In reference to the GDPR, Elia reported ambiguity
regarding the extent to which the PC would develop policies for the entire consortium
or whether the subsidiaries must create their own.

Table 3. Challenges of ISIM.

ISIM Phase Challenges perceived by InfoSec managers

I: Planning &
Preparation

• Avoiding the growing number of incidents related to the GDPR
• Shortage of experts and lack of full-time employees for InfoSec
• Integrating routines and processes into daily business operations
• Understanding the GDPR both internally and externally
• Establishing proper customer contracts regarding the GDPR
• Creating routines (related to the GDPR) that all employees know and
apply

• Failure to dedicate training time or trainings to prepare for incidents
• Lack of a computer system to record incidents
• Absence of an IRT when no employee is qualified to manage
incidents

• Convincing customers to pay for InfoSec, especially to account for
tightened regulations

II: Detection &
Reporting

• Uncertainty, especially after the GDPR, concerning which events
constitute an incident and which information employees must report

• Fear of misjudging an incident
• Adhering to the requirement of timely reporting (e.g. within 72 h)
• No easy and adequate process for incident reporting
• Bottleneck in the process of incident reporting
• Uncertainty over whom employees should contact in the event of an
incident that affects a customer

• Embarrassment of reporting incidents
• Insufficient system scanning from the central level

III: Analysis &
Response

• Escalation of incidents
• Lack of knowledge and training, especially among substitutes
• Gauging the extent to which daily business operations must be
tightened in case of an incident and particularly if it affects a customer

• Limited policies and routines to guide employees in acting and
prioritizing various types of incident

• Ensuring that policies about routines and processes are available,
known, and practiced

• Inadequate documentation of incidents and mitigation activities
• No local analysis or response because of costs, which must be
changed

(continued)
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4.2 Knowledge of InfoSec Among Consultants

Tables 4, 5, and 6 contain the results of the survey, which are based on the variables
from Table 2 (Y = Yes, N = No, U = undecided, not relevant, equal) in Sect. 3.2. As
noted, 47 employees of S1 completed the survey. Of those respondents, only 12
(25.5%) perceived their knowledge of InfoSec to be sufficient. As evident in Table 4,
the means of this group (“KnowYES”) were higher than those of the other group
(“KnowNO”) for all Likert scale items.

Table 3. (continued)

ISIM Phase Challenges perceived by InfoSec managers

• Lower security consideration and prioritization of internal data and
incidents compared to external issues, i.e. data and incidents that
relate to a customer

IV: Learning &
Improvement

• Balancing the content and scope of employee information for
enhancing awareness of, commitment to, and compliance with
policies

• Misjudging minor incidents or extraordinary events that have the
potential to become an incident

• Lack of meetings dedicated solely to incidents
• Allotting sufficient time to thoroughly review incidents
• Information sharing among all personnel
• Lack of feedback from the central level on incidents that relate to
networks

• Insufficient external communication and knowledge sharing
• Organizational knowledge and experience management

General Issues • Obtaining a high awareness of InfoSec among customers and
employees

• Focus on chargeable hours, which hampers the implementation of
continuous InfoSec work

• Excessively strong customer focus, which neglects internal demands
• Lack of (experience with) major incidents
• Insufficient communication with the parent company

Table 4. Survey results: means and standard deviations.

Question Total (n = 47) KnowYES (n = 12) KnowNO (n = 35)

Avoidance 4.49 ± 0.9 4.83 ± 0.58 4.37 ± 0.97
PostKNOW 3.77 ± 1.13 4.42 ± 0.52 3.54 ± 1.2
Decide 3.89 ± 1.1 4.33 ± 0.89 3.74 ± 1.12
Policy 3.68 ± 0.96 4 ± 1.2 3.57 ± 0.85
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Table 5 reveals that many respondents were undecided on effects of the GDPR and
NIS, which might be explained by the relative newness of the laws. Most respondents
knew how to report an incident to a customer. A majority were indifferent toward the
anonymous reporting of incidents, although 21.3% would prefer anonymous reporting.
The “KnowYES” group yielded a slightly higher number of “YES” responses com-
pared to the “KnowNO” group (see Table 5).

Table 6 indicates that a majority of respondents (89.4%) knew where to acquire
information about routines for InfoSec management in the IT consulting firm. More-
over, despite potential negative consequences for themselves or their colleagues, the
same percentage would not hesitate to report an incident. A majority (93.6%) was also
aware of how to internally report an incident. Nevertheless, as the results in Table 5
demonstrate, the respondents indicated lower confidence (70.2%) in regard to incidents
that affect customers. The “KnowYES” group displayed slightly higher values com-
pared to the “KnowNO” group with respect to these variables as well.

Table 5. Survey results from questions with three choices.

Question KnowYES (n = 12) KnowNO (n = 35) Total (n = 47)

Laws Y N U Y N U Y N U
2 7 3 3 13 19 5 20 22
16.7% 58.3% 25% 8.6% 37.1% 54.3% 10.6% 42.6% 46.8%

HowExt Y N U Y N U Y N U
9 1 2 24 9 2 33 10 4
75% 8.3% 16.7% 68.6% 25.7% 5.7% 70.2% 21.3% 8.5%

Anon Y N U Y N U Y N U
3 2 7 7 4 24 10 6 31
25% 16.7% 58.3% 20% 11.4% 11.4% 21.3% 12.8% 66%

Table 6. Survey results from questions with three choices.

Question KnowYES (n = 12) KnowNO (n = 35) Total (n = 47)

Info Y N Y N Y N
11 (91.7%) 1 (8.3%) 31 (88.6%) 4 (11.4%) 42 (89.4%) 5 (10.6%)

NegCon Y N Y N (1m) Y N (1m)
1 (8.3%) 11 (91.7%) 3 (8.6%) 31 (88.6%) 4 (8.5%) 42 (89.4%)

HowInt Y N Y N Y N
12 (100%) 0 (0%) 32 (91.4%) 3 (8.6%) 44 (93.6%) 3 (6.4%)
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5 Characterization of InfoSec Incidents

In the interviews, the decision of whether an incident warrants reporting arose as a
reoccurring challenge. The results of the survey further illustrate that IT consulting
firms lack knowledge of the character of incidents. The interviewees sought to enhance
employee awareness through training scenarios regarding, for example, how to react
when a mobile phone is lost or a power failure occurs at the office; still, the timely
recognition of incidents remained a challenge. The interviews revealed the following
several dimensions that can characterize an incident.

• Organizational level: whose area of responsibility is affected?
• Security level: which level of InfoSec applies, and which requirements exist?
• Knowledge level: which previous knowledge exists about the incident?
• InfoSec attribute: which InfoSec attribute is affected?
• Concerned asset: which asset is affected?
• Time frame: when did the incident start, and how long has it been underway?
• Propagation: how quickly does the incident propagate?
• Impact: what is the scope of effects?
• Mitigation: To what extent must measures must be taken?
• Severity: how serious is the incident?

Comprehensive documentation throughout the ISIM process must collect additional
data about mitigation measurements, involved expertise, and the eventual level of
success. The evaluation of a finally treated incident should then take account of the
consequences, including costs and savings, possible alternative proceedings, and the
decision-making process that was applied. Implementing a method for a structured
decision analysis could enhance decision-making about future mitigation measures
should a similar incident occur.

An incident classification can facilitate a comparison of emerging incidents and
their treatments with previously handled instances. Moreover, it can provide a
benchmarking tool for IT consulting firms in their ISIM evaluations, which consider
not only costs for preventing and mitigating incidents but also possible alternative
endings. Thus, such assessments indicate the benefits of vigorously acting InfoSec
management and ISIM. The proposed classification scheme in Table 7 assigns several
attributes to each dimension of an incident. These attributes constitute a scale from zero
to five for each dimension, whereby zero signifies a very mild type of an incident and
five represents a worst-case scenario. An incident at zero may concern a public doc-
ument that fell on the ground on its way to the bin; such case can be easily mitigated
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and does not require reporting. If one or more dimensions appear to be unknown, then
the incident ascends in the ranking. Accordingly, if no dimension is known, then the
detected incident would score a five, which would require full efforts – at least initially
– for mitigating the incident. An incident’s ranking can be adjusted as new information
becomes available.

In addition to incident classification, IT consulting firms can establish particular
thresholds regarding reporting requirements or who is permitted and responsible for
mitigating incidents of various levels. Such thresholds could respond to particular
dimensions or a cumulative index that specifies the threat level of the incident. For this
purpose, the attributes can be cumulated in several ways, including the use of statistical
measures, such as the mode, mean, or median, and weighted measures.

The classification of InfoSec incidents can support further opportunities for IT
consulting firms. For example, it could allow the compiled documentation of incidents
to be searchable for different incident types, which would in turn enable internal and
external auditors to assess and evaluate emerging incidents, dedicated mitigation
efforts, established policies and routines, and the entire ISIM. Such concentrated
assessment could inform improvements to InfoSec in general and ISIM in particular as
well as local, internal, and inter-organizational learning (Fig. 1).

Table 7. Classification scheme of InfoSec incidents.

Dimension Attributes

Organisational level 0-none, 1-local, 2-subsidiary, 3-business group, 4-customer, 5- N/A
Security level 0-public, 1-internal, 2-restricted, 3-confidential, 4-secret, 5-N/A
Knowledge level 0-very high, 1-high, 2-medium, 3-low, 4-very low, 5-N/A
InfoSec attribute 0-none, 1-availability, 2-integrity, 3-confidentiality, 4-privacy, 5-N/A
Concerned asset 0-property, 1-device, 2-network, 3-human, 4-data, 5-N/A
Time frame 0-seconds, 1-minutes, 2-hours, 3-days, 4-months, 5-N/A
Propagation 0-very slow, 1-slow, 2-medium, 3-quick, 4-very quick, 5-N/A
Impact 0-very limited, 1-limited, 2-serious, 3-major, 4-massive, 5-N/A
Mitigation 0-documented, 1-basic, 2-multiple, 3-advanced, 4-extensive, 5-N/A
Severity 0-marginal, 1-minor, 2-critical, 3-major, 4-catastrophic 5-N/A
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Prolonged and widespread use of a similar classification scheme could additionally
facilitate the development of an incident database in which incidents and mitigation
measures are searchable and comparable. Such database could also contribute local,
regional, national, and international statistics about the branch, severity, and types of
incidents, for example, which can equip scholars and practitioners to conduct further
research and development.

6 Implications

The results of this study demonstrate that ISIM poses a variety of challenges for IT
consulting firms. Such challenges have a broad range of possible consequences for the
business operations of both IT consulting firms and their customers. This study of
Swedish IT consulting firms has identified particular issues that reoccurred in several
contexts and thus warrant certain attention:

1. Fixation on costs
2. Trust in technical measurements
3. Lack of documentation
4. Low understanding of and adaption to legal regulations
5. Poor inter-organizational communication and collaboration
6. Insufficient knowledge of the character and proper treatment of incidents.

First, the fixation on costs led to constant oversight of the benefits of proper InfoSec
for companies in terms of reducing the negative effects of an incident. Therefore, the
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findings support the results of [31], which has indicated that costs can easily outrank
InfoSec and structured ISIM as a priority. As [27] has also illustrated, such diminished
importance of InfoSec further lowered the attention to preparing and executing
employee training for improving ISIM. This study noted the consequences of such
preoccupation with costs in the smaller subsidiary, S2, which manifested in the
insufficiency of documentation, processes, personnel, and technical support for ISIM.
Another issue that accompanied the cost focus is that individuals at IT consulting firms
valued ISIM of customer systems more highly than that of their own systems. Such
imbalance may yield additional severe consequences, such as damage to reputation or
customer relations, if an incident propagates across systems. Therefore, the new reg-
ulations require more attention to a comprehensive risk analysis for InfoSec.

Second, this study has declined the argument of [30, 31] that the character and
number of warnings of monitoring systems cause difficulties. Instead, it is necessary to
question the minimization of the number of warnings by filter mechanisms. For
example, in the present study, the PC monitored the entire system of the consortium
and purchased the filtering of warnings. In combination with a minimized number of
system scans, these measures produced a manageable number of warnings. However,
this trust in technical measures can be dangerous, as it may allow incidents to proceed
undetected for an unwanted period and thereby deliver massive consequences. This
study has further indicated that subsidiaries lack knowledge of specific results of the
monitoring. Therefore, employee awareness can benefit from improved modes of
communication and knowledge transfer with regard to the limitations of automatized
monitoring. According to the interviewees, the rarity of experts in InfoSec also rep-
resents a challenge, as their well-documented knowledge can become an increasing
challenge in a situation that requires specific competence and experience [29].

Third, as noted above, a lack of documentation hampered any structured ISIM
within organizations or in inter-organizational cooperation. Previous research, inter-
national standards, and best practices have continuously advocated for proper docu-
mentation of incidents and the ISIM process. However, this study reveals that the
maturity of the documentation remains significantly low, which constitutes a massive
challenge in the ISIM of IT consulting firms. Such inadequacy of documentation
accompanies the insufficiency of knowledge about the following aspects: the impor-
tance of documentation; policies, processes, and regulations; the designation of
responsibility within the organization and in cooperation with external stakeholders;
how to report and which aspects to include [7]; how to analyze and respond to inci-
dents, especially major ones [28]; and the means of documentation, communication,
and feedback.

This study has demonstrated uncertainty among InfoSec experts and employees that
may relate to the lack of knowledge and documentation in IT consulting firms.
Therefore, the proposed characterization scheme in this study can support improve-
ments. This incident classification can be a catalyst for ISIM in its entirety by facili-
tating more structured documentation, which involves not only a characterization of the
incident but also details about its mitigation and the underlying decision-making
process. Comprehensive documentation must include the best treatment and success
factors while also elaborating on poor decisions and failures to enhance learning within
and between organizations. The results particularly encourage employee trainings that
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focus on secure practices with respect to mobile devices and their use within public
networks. In addition, the model for characterizing incidents can impart structure to
meetings for discussing certain events and minor incidents, which reflects another
means of enhancing awareness, compliance, and competence.

Fourth, the individuals at IT consulting firms mentioned a major challenge that
relates to the tightened regulations of the NIS and GDPR, which amplified uncertainty
among both the employees and the individuals who are responsible for ISIM. Despite
such ambiguity in interpreting the legal requirements, the policies, routines, and
agreements with customers and subcontractors must adapt to current and further
developments of the regulations. This study recognizes that IT consulting firms
extensively focus on the GDPR as well as the avoidance of costly penalties for inad-
equate compliance. Moreover, the results of this study reveal an exclusive concen-
tration on the GDPR and complete neglect of the importance of the NIS for the ISIM of
IT consulting firms. Apart from the scarcity of experienced personnel in the field, the
fixation on costs can be another impactful factor for such orientation, as the GDPR
threatens severe penalties, whereas the NIS does not.

Fifth, this study evidences that decision making about serious measures to miti-
gating an incident, such as the shutdown of a customer system, was perceived as an
uncomfortable assignment that requires stable inter-organizational relations. Even
though the results emphasize the significance of InfoSec, daily business operations seek
to continue service provision with as few disturbances as possible. The inherent
ambiguity of this discrepancy complicates decision-making about adequate measures
and, when necessary, communication with the concerned customer and supervision
agency. Although this study could not investigate such trustful relations in practice, one
of the participants acknowledged the potential for inter-organizational sharing of
experiences and knowledge. In such context, the proposed characterization scheme
could facilitate a structured exchange and offer a benchmark regarding incidents and
mitigation measures. Meanwhile, the assignment of corresponding attributes during
incident classification can limit access to more detailed documentation. Such enhanced
exchange of knowledge through statistics and documentation could improve inter-
organizational relations and ISIM at participating organizations.

Finally, uncertainties about the character of an incident and its correct management
emerged as central challenges in the ISIM of IT consulting firms. Participants were
particularly concerned with the detection of an incident, which includes the realization
of a difference from the normal state. Their uncertainty also encompassed knowledge of
when, what, how, and to whom an incident should be reported as well as the necessary
mitigation measures. Such confusion and lack of knowledge implies that policies and
employee training are absent, insufficient, or improperly understood among employees
[7, 12]. The findings of this study indicate that employees tended to underpredict
seemingly minor incidents [5, 27]. Therefore, such types of incident mitigation could
illustrate how to prevent a minor incident from developing into a serious one. The lack
of experience with serious incidents at the participating IT consulting firms may have
expounded their ignorance of such learning opportunities. In addition, the cost focus
may be another reason for this underestimation of minor incidents. The results
demonstrate the difficulty of retaining expert knowledge in the organization. In addition
to simultaneously involving novices and experts in the mitigation process to learn
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practices from each other [31], the proposed incident characterization scheme com-
bined with detailed descriptions of concrete activities, including their level of success,
could facilitate the establishment of a structured documentation base that allows for
knowledge transfer and benchmarking.

7 Concluding Remarks

This study has contributed valuable knowledge to the field of InfoSec and on ISIM at
IT consulting firms in particular. First, to address the lack of empirical studies in this
context, the results provide insight into experiences and challenges in ISIM at a
Swedish consortium of IT consulting firms. The inquiry has particularly examined their
specific position as subcontractors. The findings of the interviews with InfoSec experts
in the firms and a survey with employees at one of the selected subsidiaries have
accentuated practical challenges of ISIM. The main concerns were an obsession with
costs, a lack of adequate policies, guidelines, processes, and documentation, and
insufficient knowledge of the character of an incident and its proper treatment. The lack
of experience with managing major or catastrophic incidents in combination with the
recent GDPR and NIS regulations pose a massive challenge for IT consulting firms.
The matter of proper interpretation and fulfillment of requirements, such as timely
reporting to a supervision agency, the customers of the IT consulting firms, or both,
appears to be as critically concerning as the appropriate distribution and balance of
responsibilities between the firms and their customers.

This paper has proposed a new classification scheme with 10 criteria, which were
substantiated by the findings of the empirical investigation. Applying these criteria to
an event provides a solid basis on which decision-makers can assess the incident
management. This model for classifying an incident constitutes a tool for comparing
emerging incidents and their treatments. Thus, the model can also offer a benchmarking
tool for other organisations than IT consulting firms to evaluate their ISIM.

Further developments in theory and practice can support the implementation and
improvement of the classification scheme in a variety of contexts and organizations and
by involving a larger number of participants. Nevertheless, the enhanced understanding
of ISIM challenges for IT consulting firms in regard to their specific position as
subcontractors as well as the model to classify InfoSec incidents both provide valuable
insights for organizations that seek to improve their ISIM in developing internal and
inter-organizational processes.

References

1. Blix, F.: 1177-leak in Sweden: 2.7 million recorded healthcare phone calls leaked online
(complete write-up). https://www.linkedin.com/pulse/1177-leak-sweden-27-million-recorded-
healthcare-phone-fredrik-blix

2. Sones, M.: Sweden accidentally leaks nearly all citizens’ personal details. http://www.
israelnationalnews.com/News/News.aspx/233057

Information Technology Consulting Firms’ Readiness 71

https://www.linkedin.com/pulse/1177-leak-sweden-27-million-recorded-healthcare-phone-fredrik-blix
https://www.linkedin.com/pulse/1177-leak-sweden-27-million-recorded-healthcare-phone-fredrik-blix
http://www.israelnationalnews.com/News/News.aspx/233057
http://www.israelnationalnews.com/News/News.aspx/233057


3. TheLocal Sweden: Swedish authority handed over ‘keys to theKingdom’ in IT security slip-up.
https://www.thelocal.se/20170717/swedish-authority-handed-over-keys-to-the-kingdom-in-it-
security-slip-up

4. Olsson, J.: Svenska Kraftnät medger säkerhetsbrister. https://www.svt.se/nyheter/inrikes/
svenska-kraftnat-medger-sakerhetsbrister

5. Ahmad, A., Hadgkiss, J., Ruighaver, A.B.: Incident response teams – challenges in
supporting the organisational security function. Comput. Secur. 31, 643–652 (2012)

6. Ab Rahman, N.H., Choo, K.-K.R.: A survey of information security incident handling in the
cloud. Comput. Secur. 49, 45–69 (2015)

7. Hove, C., Tårnes, M., Line, M.B., Bernsmed, K.: Information security incident management.
Identified practice in large organizations. In: Freiling, F. (ed.) 8th International Conference
on IT Security Incident Management and IT Forensics, pp. 27–46. IEEE, Piscataway (2014)

8. Tøndel, I.A., Line, M.B., Jaatun, M.G.: Information security incident management Current
practice as reported in the literature. Comput. Secur. 45, 42–57 (2014)

9. Cusick, J.J., Ma, G.: Creating an ITIL inspired incident management approach. roots,
response, and results. In: Gaspary, L.P. (ed.) 2010 IEEE/IFIP Network Operations and
Management Symposium workshops, pp. 142–148. IEEE, Piscataway (2010)

10. Bailey, J., Kandogan, E., Haber, E., Maglio, P.P.: Activity-based management of IT service
delivery. In: Kandogan, E. (ed.) Symposium on Computer Human Interaction for the
Management of Information Technology. ACM, New York (2007)

11. European Union (EU): Regulation 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with regard to the processing of
personal data and on the free movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation) (2016)

12. Line, M.B.: A case study. Preparing for the smart grids - identifying current practice for
information security incident management in the power industry. In: Morgenstern, H. (ed.)
7th International Conference on IT Security Incident Management and IT Forensics, pp. 26–
32. IEEE, Piscataway (2013)

13. O’Brien, R.: Privacy and security. Bus. Inf. Rev. 33, 81–84 (2016)
14. Swedish Civil Contingencies Agency (MSB): Årsrapport it-incidentrapportering 2018. En

sammanställning och analys av de statliga myndigheternas it-incidentrapportering (2019)
15. Swedish Civil Contingencies Agency (MSB): Årsrapport it-incidetnrapportering 2016

(2017)
16. Nyman, M., Große, C.: Are you ready when it counts? IT Consulting firm’s information

security incident management. In: Proceedings of the 5th International Conference on
Information Systems Security and Privacy, pp. 26–37. SCITEPRESS - Science and
Technology Publications (2019)

17. International Organization for Standardization (ISO): ISO/IEC 27000:2018
18. Große, C.: Towards an Integrated Framework for Quality and Information Security

Management in Small Companies. Luleå (2016)
19. European Union Agency For Network and Information Security (ENISA): Guidance and

gaps analysis for European standardisation. Privacy standards in the information security
context (2018)

20. Tankard, C.: What the GDPR means for businesses. Netw. Secur. 2016, 5–8 (2016)
21. European Union (EU): Directive 2016/1148 of the European Parliament and of the Council

of 6 July 2016 concerning measures for a high common level of security of network and
information systems across the Union (2016)

22. Swedish Civil Contingencies Agency (MSB): Vägledning om rapportering av incidenter för
leverantörer av digitala tjänster enligt NISregleringen. MSB 2018-13472 (2018)

72 C. Große et al.

https://www.thelocal.se/20170717/swedish-authority-handed-over-keys-to-the-kingdom-in-it-security-slip-up
https://www.thelocal.se/20170717/swedish-authority-handed-over-keys-to-the-kingdom-in-it-security-slip-up
https://www.svt.se/nyheter/inrikes/svenska-kraftnat-medger-sakerhetsbrister
https://www.svt.se/nyheter/inrikes/svenska-kraftnat-medger-sakerhetsbrister


23. Swedish Civil Contingencies Agency (MSB): Nationellt system för it-incidentrapportering
(2012)

24. International Organization for Standardization (ISO): ISO/IEC 27035:2016. Information
technology – Security techniques – Information security incident management (2016)

25. Cichonski, P., Millar, T., Grance, T., Scarfone, K.: NIST 800-61, Revision 2: Computer
Security Incident Handling Guide. National Institute of Standards and Technology,
Gaithersburg (2012)

26. European Union Agency For Network and Information Security (ENISA): Reference
Incident Classification Taxonomy. Task Force Status and Way Forward (2018)

27. Bartnes, M., Moe, N.B., Heegaard, P.E.: The future of information security incident
management training. A case study of electrical power companies. Comput. Secur. 61, 32–
45 (2016)

28. Jaatun, M.G., et al.: A study of information security practice in a critical infrastructure
application. In: Rong, C., Jaatun, M.G., Ma, J., Sandnes, F.E., Yang, L.T. (eds.) Autonomic
and Trusted Computing, 5060, pp. 527–539. Springer, Berlin (2008). https://doi.org/10.
1007/978-3-540-69295-9_42

29. Werlinger, R., Muldner, K., Hawkey, K., Beznosov, K.: Preparation, detection, and analysis.
The diagnostic work of IT security incident response. Info. Manage. Comp. Secur. 18, 26–42
(2010)

30. Werlinger, R., Hawkey, K., Muldner, K., Jaferian, P., Beznosov, K.: The challenges of using
an intrusion detection system. In: Cranor, L.F. (ed.) Proceedings of the 4th Symposium on
Usable Privacy and Security, p. 107. ACM, New York (2008)

31. Werlinger, R., Hawkey, K., Beznosov, K.: An integrated view of human, organizational, and
technological challenges of IT security management. Info. Manage. Comp. Secur. 17, 4–19
(2009)

32. Bryman, A., Bell, E.: Business Research Methods. University Press, Oxford (2015)
33. Denscombe, M.: The Good Research Guide. For Small-Scale Social Research Projects.

McGraw-Hill Education, Maidenhead (2014)
34. Johannesson, P., Perjons, E.: An Introduction to Design Science. Springer, Cham (2014).

https://doi.org/10.1007/978-3-319-10632-8
35. Croasmun, J.T., Ostrom, L.: Using likert-type scales in the social sciences. J. Adult Educ. 40,

19–22 (2011)
36. Schutt, R.K.: Investigating the Social World. The Process and Practice of Research. Sage,

Thousand Oaks (2015)

Information Technology Consulting Firms’ Readiness 73

https://doi.org/10.1007/978-3-540-69295-9_42
https://doi.org/10.1007/978-3-540-69295-9_42
https://doi.org/10.1007/978-3-319-10632-8


Evaluation of Side-Channel Key-Recovery
Attacks on LoRaWAN End-Device

Kazuhide Fukushima1(B), Damien Marion2, Yuto Nakano1, Adrien Facon2,
Shinsaku Kiyomoto1, and Sylvain Guilley2

1 KDDI Research, Inc., 2–1–15 Ohara, Fujimino, Saitama 356–8502, Japan
ka-fukushima@kddilabs.jp

2 Secure-IC S.A.S., 80 Avenue des Buttes de Coësmes Rennes,
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Abstract. IoT devices have come into widespread use. The rapid growth
of the IoT market is expected in the field of automobiles and transporta-
tion, medical and health care, and industry. Data protection and integrity
are critical for IoT-based services in order to maintain the security and
privacy of them. Low-power wide-area (LPWA) is a wireless communica-
tion technology designed for IoT applications and end-devices requiring
low cost, long battery life, wide-area coverage, and high system capacity.
LoRaWAN is an open standard for LPWA and achieves data protection
and integrity by using encryption and message integrity code (MIC).
Many studies have pointed out security issues, and attacks against LPWA
protocols and have proposed solutions to improve security against such
attacks. However, side-channel analysis techniques can directly recover
secret information from a device. In this paper, we evaluate the appli-
cability of a side-channel analysis to a real LoRaWAN end-device. Our
experiments attempt to recover AES-128 keys to encrypt frame pay-
load and calculate the message integrity code (MIC) for the encrypted
payload based on a correlation power analysis, which is a type of side-
channel analysis. The 260 electromagnetic(EM)-leakage traces entirely
recover the 16-byte key for the frame payload encryption, and the 140
EM-leakage traces recover the 12 bytes of the 16-byte key for MIC gen-
eration. Furthermore, we show that our key recovery attack is applicable
in real LoRaWAN protocols. Our attack can entirely recover the root key
AppKey in LoRaWAN v1.0 and a root key NwkKey in LoRaWAN v1.1.

Keywords: Internet of things (IoT) · Low-power wide-area (lpwa) ·
Lorawan side-channel analysis · Correlation power analysis (cpa)
electromagnetic(EM)-leakage · AES

1 Introduction

Rapid growth of the IoT market is expected in the areas of automobiles and
transportation, where the use of connected-vehicles is expanding, the medical

A preliminary version of this paper [7] appeared in Proceedings of the 5th International
Conference on Information Systems Security and Privacy (ICISSP 2019).
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field, where we see growth in the use of digital devices for healthcare, and in
industry (including factories, infrastructure, and logistics), where we are witness-
ing the expansion of smart factories and smart cities. IHS Markit [10] predicts
that the number of connected IoT devices worldwide will increase by 12% on
average annually.

Low-power wide-area (LPWA) is a term used to describe wireless commu-
nication technologies for IoT applications. These technologies are characterized
by low cost, long battery life (or low power consumption), wide-area coverage,
and high system capacity. LPWA technologies can be roughly categorized into
the licensed and unlicensed spectrum. LoRaWAN [17] and Sigfox [21] are typical
examples of protocols that run in the unlicensed spectrum, and a license is not
needed to build a network and provide services. LoRaWAN and LoRa are open
standards designed by the LoRa Alliance. LoRaWAN defines the communication
protocol and system architecture in the medium access control (MAC) layer for
the network, while LoRa defines the physical layer or wireless modulation that
enables wide-area coverage. Everyone can build LoRaWAN network can be built
by purchasing equipment similar to a wireless LAN. Conversely, only one com-
pany in each country can build a Sigfox network according to the policy of the
Sigfox company. LTE-M [9] and NB-IoT [1] operate over the licensed spectrum,
and only mobile operators build a network and provide services. Their advantage
is that existing LTE base stations can be used to build a new LPWA network.

Data protection and integrity are critical for IoT-based services. For example,
user privacy may be compromised by location information and activity infor-
mation acquired from a wearable device. As another motivating example, an
air conditioner can be manipulated maliciously by modifying the value of the
temperature sensor, which can lead to panic in crowded places. In many cases,
LPWA technologies achieve data protection and integrity by using encryption
and message integrity code (MIC). However, many attacks against the vulnera-
bilities of LPWA protocols have been proposed, and some of them are potential
threats as they can extract the secret keys. Furthermore, side-channel analy-
sis technologies exist that have the capacity to recover secret information from
devices by using side-channel information, including timing information, power
consumption, electromagnetic leaks, sound, and heat.

Our Contributions. We evaluate the applicability of a side-channel analysis tech-
nique to a real LoRaWAN end-device. Our experiments attempt to recover the
AES-128 keys from the EM-leakage traces produced by the AES-128 encryp-
tion algorithm payload encryption process and MIC generation process for data
transmission on a real LPWA end-device. The 350 electromagnetic(EM)-leakage
traces of payload encryption process can recover the entire AES key. The required
number of EM-traces can be reduced to 260 using a band-pass filtering technique.
To the best of our knowledge, this is the first paper that describes a key recovery
attack from a real LPWA device with less than 300 EM-leakage traces. The 140
EM-leakage traces of the MIC generation process can recover 12-byte of the AES
key, except for the first four bytes. The remaining four bytes can be obtained
by brute-force guessing with 232 computational complexity to recover the entire
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key. Furthermore, we show that our key recovery attack is applicable in real
LoRaWAN protocols. Our attack can entirely recover the root key AppKey in
LoRaWAN v1.0 and a root key NwkKey in LoRaWAN v1.1.

A preliminary version of this paper [7] appeared in the Proceedings of the 5th
International Conference on Information Systems Security and Privacy (ICISSP
2019). This full-version provides a discussion regarding the applicability to
real LoRaWAN v1.0 and v1.1 while the previous paper demonstrated poten-
tial threats of side-channel key-recovery attacks against payload encryption and
MIC generation processes. Furthermore, we add some omitted data in the pre-
liminary paper, including the correlation between the EM-leakage and Hamming
weight for all the bytes of the recovered key.

2 Related Work

State-of-art studies have pointed out security issues, and attacks against LPWA
protocols and have proposed solutions to improve security against such attacks.
Most of them target the LoRaWAN protocol since it is an open standard, and the
specification is publicly available. Girard [8] pointed out the issues in key provi-
sioning for LoRaWAN end-devices. Zulian [25] and Tomasin et al. [23] demon-
strated the possibility of a replay attack against the join procedure in LoRaWAN.
The replay attack is due to the limitation in the variety of the DevNonce gener-
ated by an end-device, and theoretically and experimentally showed that random
number generators in a real end-device are not secure. Na et al. [20] argued that
LoRaWAN was vulnerable to a similar replay attack and described countermea-
sures, and Lee et al. [15] proposed a bit-flipping attack against an encrypted
frame payload using AES-CTR and a countermeasure. Yang et al. [24] discov-
ered several vulnerabilities of LoRaWAN and demonstrated five types of attacks:
1) replay attack leads to a selective DoS attack, 2) plaintext recovery attack, 3)
malicious message modification, 4) falsification of delivery reports, and 5) bat-
tery exhaustion attack. A selective jamming attack against the LoRa physical
layer and its countermeasure is proposed by Aras et al. [2]. Butun et al. [4]
demonstrated five types of attacks: 1) RF jamming attack, 2) replay attack, 3)
Beacon (Class B) synchronization attack, 4) network traffic analysis and 5) man-
in-the-middle (MITM) attack against the latest version: LoRaWAN specification
v1.1 released on Oct 11, 2017.

Side-channel analysis can recover secrets of a device based on side-channel
information such as sound, heat, timing information, power consumption,
and electromagnetic-leakage. Some existing studies target IoT end-devices or
resource-constrained devices. Kocher et al. [13] were the first to propose a side-
channel attack. They leveraged a device’s power consumption on a device and
demonstrated that a DES key can be recovered. Their attack contains a simple
power analysis (SPA), differential power analysis (DPA), and higher-order DPA
(HO-DPA). Messerges et al. [18] theoretically derived the signal-to-noise ratio
(SNR) in a DPA attack against DES proposed by Kocher et al., and improved
the DPA to d-bit DPA by focusing on multiple bits in the S-Box of DES.
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A DPA attack against the scalar multiplication on an elliptic curve-based cryp-
tosystem (ECC) was proposed by Joye and Tymen [12]. Itoh et al. [11] proposed
a DPA attack focusing on the register address of an ECC. Brier et al. [3] were the
first to study a correlation power analysis (CPA) based on a Hamming distance
leakage model. The CPA utilizes the correlation between the leakage model of a
sensitive value and its power consumption or electromagnetic(EM)-leakage. The
Hamming weight leakage model, proposed by Kocher et al. [13] and Messerges et
al. [18], assumes that leakage through the side-channel depends on the number
of bits set in the data. The leakage value THW of data X can be formulated as

THW = aHW(X) + c + σ

where a is a coefficient, HW(·) is the Hamming weight function, c is a constant
leakage, and σ is noise. The Hamming distance leakage model assumes that
leakage depends on the number of bits switching from one state to another. The
leakage for a bit switching from 0 to 1 and from 1 to 0 are assumed to be same.
The leakage value THD in the case where data X change to X ′ can be formulated
as

THD = aHW(X ⊕ X ′) + c + σ.

Komano et al. [14] proposed a build-in determined sub-key CPA (BS-CPA) that
finds a new sub-key by using the previously determined sub-keys recursively
and demonstrated that it can recover a DES key with fewer power traces than
the original CPA. Clavier et al. [5] applied a CPA to first-order protected AES
implementations and showed that the CPA requires fewer power traces than
classical second-order DPA. Dinu and Kizhvatov [6] showed that a DPA can
recover a partial AES-CCM key on a wireless microcontroller. Tawalbeh and
Somani [22] evaluated the security of AES, ECC, and RSA against timing and
fault side-channel attacks and showed countermeasures for IoT implementation.
A side-channel evaluation platform for IoT end-devices is proposed by Moukarzel
et al. [19].

3 Key Recovery Attack

We propose a key recovery attack based on correlation power analysis, a type of
side-channel analysis. Our attack is applicable to general LoRaWAN end-devices.
The goal and assumptions are described, and then the details of the attack are
explained.

3.1 Goal

LoRaWAN protocol uses Advanced Encryption System (AES), a symmetric
encryption algorithm to achieve the security and integrity of transmitted data.
Data protection is ensured using AES-CTR, and message integrity is guaran-
teed by the computing of a message integrity code (MIC) using AES-CMAC.
Our key recovery attack thus targets AES-128 keys for payload encryption and
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MIC generation stored in an end-device. An attacker can decrypt or forge all
messages and commands transmitted between the server and end-devices, or
connect malicious end-devices to the LoRaWAN network by abusing these keys.

3.2 Assumptions

An attacker as a security evaluator assumed to be able to access plaintext. The
attacker does not have to take control of the plaintext and the corresponding
ciphertext. This condition can be met if the attacker knows the data format and
the data itself. For example, an end-device sends current temperatures period-
ically, and the attacker can guess the plaintext using a separate thermometer.
Another way to meet the assumption is to access an API for data transmission
on an end-device. Some LoRaWAN libraries provide APIs for data transmission
that takes plaintext messages or commands as input. Our key recovery attack
is based on correlation power analysis and requires multiple pairs of plaintext
and ciphertext. This attack is not applicable to fixed messages such as prefixed
values in a protocol header since the Pearson correlation coefficient cannot be
calculated. However, we can recover the keys and all the messages from a small
number of partial plaintext. In our experiments, we modify the source code of
a LoRaWAN end-device to set a trigger signal at the first round of AES-128.
However, modification of the source code is not essential if different EM-leakage
traces can be appropriately aligned along the time axis.

Our proposed attack is focused on the first round of AES-128, using the
knowledge of the plaintext and guessing each byte of the AES-128 key indepen-
dently. Guessing each byte of the first round key allows each byte of the output
of the S-Box to be recovered independently at the first round. The first round
of AES-128 consists of four operations: AddRoundKey, SubBytes, ShiftRows and
MixColumns. Figure 1 shows the detailed processes of the first round of AES-128.

Fig. 1. First round of AES-128.

3.3 Key Recovery Attack

We now describe the key recovery attacks in detail. Our key recovery attack
consists of a leakage identification phase and key recovery phase.
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Leakage Identification. The first phase of the attack is to identify the EM-
leakage traces produced by the AES-128 encryption algorithm. The EM-leakage
of hundred executions with the same key and plaintext has been averaged. This
process permits an increase in the signal-to-noise ratio (SNR) defined as

SNR =
PAES-128

PNoise
,

where PAES-128 and PNoise are the power of AES-128 leakage and the noise,
respectively. The noise PNoise can be considered to follow a Gaussian distri-
bution N(μ, σ2) that explains the increase in the SNR by averaging. Figure 2
displays the result of this recording. This graph permits the ten rounds of AES-
128 to be identified, and we can delimit each round. This delimitation revealed
a repetition of four events in each round (identified by four peaks) and corre-
sponds to AddRoundKey, SubBytes, ShiftRows and MixColumns of AES-128. The
x-axis represents time (i.e., the number of samples), and the y-axis represents
the electromagnetic range in volts.

Fig. 2. EM-leakage of hundred AES-128 executions [7].

Key Recovery. The second phase of the attack is to recover the AES-key based
on analysis of the EM-leakage traces. Our key recovery attack uses correlation
power analysis [3] with the Hamming weight leakage model and focuses on the
output of the SubBytes operation in the first round. The Hamming weight leakage
model is justified by the fact that it is a software implementation. The following
steps describe an algorithm to compute the correlation between the EM-leakage
and Hamming weight:

1. Record the EM-leakage traces produced by AES-128 encryption algorithm
AES-128(∗, Pi) and store them to Xd,i. Note that ∗ is the unknown AES-128
key, Pi is the plaintext in i-th trace, and Xd,i (0 ≤ d < D and 0 ≤ i < Q) is
the d-th sample in the i-th trace out of Q traces of D samples.
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2. Compute the guessed distributions (one by key byte):

Yi,k[b] = HW(SubBytes(Pi[b] ⊕ k))

for 0 ≤ k < 256, 0 ≤ i < Q, and 0 ≤ b < 16 where Pi[b] is the b-th byte
of Pi, k is the guessed value of the key byte. Yi,k[b] is a (16 × 256)-guessed
distributions of Q elements.

3. Compare Xd,i and all the (16 × 256)-guessed distribution Yi,k[b] using the
Pearson correlation coefficient [7]:

r(k, d)[b]

= ρ(Xd, Yk[b]) =
Cov(Xd, Yk[b])

√
Var(Xd)Var(Yk[b])

=
∑Q−1

i=0 (Xd,i − X̄d)(Yi,k[b] − Ȳk[b])
√∑Q−1

i=0 (Xd,i − X̄d)2
∑Q−1

i=0 (Yi,k[b] − Ȳk[b])2
, (1)

Algorithm 1. Key Recovery Attack [7].

Input: Plaintext Pi (0 ≤ i < Q)
Output: Recovered key k�

1 for i ← 0 to Q − 1 do
2 for d ← 0 to D − 1 do

3 Xd,i ← EM-leakage of AES-128(∗, Pi);
4 end

5 end
6 for i ← 0 to Q − 1 do
7 for b ← 0 to 16 − 1 do
8 for k ← 0 to 256 − 1 do
9 Yi,k[b] ← HW(SubBytes(Pi[b] ⊕ k));

10 end

11 end

12 end
13 for d ← 0 to D − 1 do
14 for b ← 0 to 16 − 1 do
15 for k ← 0 to 256 − 1 do

16 rk,d[b] ← ρ(Yk[b], Xd);
17 end

18 end

19 end
20 for B ← 0 to 16 − 1 do
21 k�[b] ← arg max

0≤k<256
{max0≤d<D{rk,d[b]}};

22 end
23 return k�;
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where

X̄d =
1
Q

Q−1∑

i=0

Xd,i and Ȳk[b] =
1
Q

Q−1∑

i=0

Yi,k[b].

for 0 ≤ d < D, 0 ≤ b < 16, and 0 ≤ k < 256 .

Algorithm 1 describes all the steps involved in our key recovery attack. The
required number of traces to recover b-th byte of the key N [b] is defined as the
minimum q such that the recovered key byte k�[b] using q′ traces is identical to
that using q traces for all q′ > q.

4 Experimental Results

We show the result of our experiment of the key recovery attack against a real
LoRaWAN end-device. Our experiment setup is sketched in Sect. 4.1 and results
of a key recovery attack are shown in Sect. 4.2. Section 4.3 demonstrates a tech-
nique to reduce the number of EM-leakage traces to recover AES-128 keys.

4.1 Experiment Setup

We used a LoRa Starter Kit as a target device. This starter kit is composed
of two end-devices: an end-device with a plug-and-play LoRa module and an

Fig. 3. EM-leakage measurement from a end-device [7].
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Fig. 4. Identifications of the payload encryption and MIC computation [7].

868 MHz antenna and a gateway equipped with a LoRa module and an 868
MHz antenna. We used an API supplied by the end-device for our experiment to
access an implementation of AES-128. The source code of the program provided
by the starter kit was modified to add a trigger signal at the first round of the
AES-128.

4.2 Key Recovery

We targeted the payload encryption key kE and MIC generation key kM in the
data transmission process in our experiment. The EM-leakage traces produced
by the AES-128 encryption algorithm were recorded according to the following
process.

1. The gateway generates a random plaintext P and sends it to an end-device.
2. The end-device generates a ciphertext C = AES-128(kE , P ).
3. The EM-probe gets the leakage information on kE , and the oscilloscope

records the information.
4. The end-device generates MIC = AES-CMAC-128(kM ,DevAddr‖FCnt‖C)

[0 . . . 7].
5. The EM-probe gets the leakage information on kM , and the oscilloscope

records the information.
6. The end-device sends a frame including C and MIC to the gateway.
7. Goto step 1 until a sufficient number of traces is captured.

In our key recovery attack, we need to identify the distinct encryption phases
in the EM-leakage traces to the first round of AES-128 for the payload encryption
or MIC computation. We can find patterns in the EM-leakage traces produced
by the AES-128 encryption algorithm. Figure 3 shows the measurement of the
EM-leakage from a LoRaWAN end-device.

We can identify two distinct parts; the first part corresponds to the encryp-
tion of the frame payload and the second part to the MIC computation. Figure 4
shows 20 similar patterns in the signal part identified as the frame payload
encryption. The frame payload is composed of 32 bytes, and AES-128 with ten
rounds is executed twice; thus, 20 similar patterns appear. The same pattern can
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be identified three times in a row within the second part identified as the MIC
computation for encrypted payload. The MIC computation for 40-byte data exe-
cutes the AES-128 encryption algorithm three times. Furthermore, inside each
AES-128, the same pattern could be identified ten times, which is corresponding
to 10 rounds in AES-128.

Our key recovery attack is applied to the first round of AES-128. Figure 5
shows the result of the attack against the payload encryption process and plots
the correlation between the EM-leakage and the Hamming weight for each byte
of the recovered key k[0] with the highest correlation. These values with the high-
est correlation are identical to bytes of the AES-128 key, or k�[b] = K[b] for all
B. That is, our key recovery attack reveals the entire AES-128 key. In the sixteen
traces of correlation, two peaks with an amplitude around 0.4 are identifiable and
it suggests that the intermediate value {SubBytes(P [b] ⊕ k�[b])} (0 ≤ b < 16)
is manipulated at least twice. The entire AES-128 key for the frame payload
encryption can be recovered with 350 electromagnetic (EM)-leakage traces.
Table 1 shows the number of required EM-leakage traces N [b] to recover each
key-byte. On the other hand, the 140 EM-leakage traces can recover 12 bytes
of the MIC calculation key; however, the four bytes from the first byte to the
fourth byte of the key never converge in our key recovery algorithm. The first
four bytes of the input to the first execution of AES-128 for the MIC calculation
are DevAddr and constant. The variances of {Yi,k[b]} thus vanish for 0 ≤ B < 4,
and we cannot obtain the Pearson correlation coefficient in Eq. (1). One way
to recover the four bytes is to use brute-force guessing with 232 computational
complexity. Alternatively, another leakage model, such as leakage during the
computation of the MixColumns operation, could be used.

4.3 Reduction in the Number of Required Traces

EM-leakage traces contain uncorrelated noise produced by non-cryptographic
circuits, and it may increase the required number of EM-leakage traces. The
targeted end-device has a frequency of 14 MHz. By computing the spectrogram
of the recorded EM-leakage around this frequency, we obtain Fig. 6 where the
color gradient indicates the signal amplitude as a function of time (x-axis) and
frequency (y-axis). This spectrogram shows activity around 14 to 15 MHz, which
corresponds to the activity of the targeted microprocessor. We can thus apply
a software-based band-pass filter between 13 and 16 MHz to remove low and
high-frequency noise and improve the signal-to-noise ratio. Figure 7 illustrates
the effect of the de-noising process, and a raw trace is plotted in blue and the
associated de-noised trace in green.
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(a) Byte 0 (b) Byte 1 (c) Byte 2 (d) Byte 3

(e) Byte 4 (f) Byte 5 (g) Byte 6 (h) Byte 7

(i) Byte 8 (j) Byte 9 (k) Byte 10 (l) Byte 11

(m) Byte 12 (n) Byte 13 (o) Byte 14 (p) Byte 15

Fig. 5. Correlation between the EM-leakage and Hamming weight for each byte of
recovered key k� .

The application of band-pass filtering on the raw traces used in Sect. 4.2
improves the efficiency of our key recovery attack. We summarized the number of
required traces N [b] to recover each key-byte in Table 1 to compare both results.
The column “improvement” shows the difference (as a percentage) between the
number of traces required to recover each key byte with the raw traces and the
de-noised trace. The band-pass filtering technique reduces the number of traces
required to achieve the entire key by about 26%.
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Fig. 6. Spectrum of an EM-leakage trace highlighting the activity of the microprocessor
around 14–15 MHz [7]

Fig. 7. Band-pass filtered trace between 13 and 16 MHz in green and raw trace in
blue [7]. (Color figure online)

5 LoRaWAN Protocol

We provide an overview of the LoRaWAN protocol. The end-device activation to
set AES-128 keys for an end-device is described in Sect. 5.1, and data protection
and integrity in frame transmission are described in Sect. 5.2 based on LoRaWAN
specification v.1.0.3 [16]. We then show the applicability of our attack to the real
LoRaWAN protocol v.1.0 in Sect. 5.3 and demonstrate the difference between
LoRaWan specification v.1.0 and v1.1 in Sect. 5.4.

5.1 End-Device Activation

We have to personalize and activate the end-devices to connect them to a
LoRaWAN network. There are two activation methods for an end-device: over-
the-air activation (OTAA) and activation by personalization (ABP).
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Table 1. Required number of traces to recover the key [7].

Byte (b) Raw De-noised Improvement

0 140 90 −36%

1 220 130 −41%

2 200 80 −60%

3 310 120 −61%

4 130 70 −46%

5 200 260 +30%

6 150 110 −27%

7 260 110 −58%

8 230 210 −9%

9 320 180 −44%

10 350 130 −63%

11 230 200 −13%

12 180 200 +11%

13 80 80 ± 0%

14 300 90 −70%

15 210 260 +23%

Maximum 350 260 −26%

Over-the-Air Activation. In OTAA, an end-device must complete a join pro-
cedure to be able to make data exchanges with the network server. The join
procedure requires the end-device to be personalized with a globally unique end-
device identifier (DevEUI), an application identifier (AppEUI), and an AES-128
key (AppKey).

The join procedure in OTAA is started from an end-device by sending a
join-request message. The join-request message contains AppEUI, DevEUI of
the end-device, and a nonce of two bytes (DevNonce), or

join-request msg = AppEUI‖DevEUI‖DevNonce

AppEUI and DevEUI are a globally unique application ID of an end-device and
an end-device ID in the IEEE EUI64 address space, respectively. DevNonce is a
random value. The network server needs to keep the list of used DevNonce values
for each end-device and ignores join requests with re-used DevNonce values to
prevent replay attacks. The MIC for the join-request message is calculated as:

MIC = AES-CMAC-128(AppKey,MHDR‖join-request msg)[0 . . . 3].

The network server responds to the join-request message with a join-accept mes-
sage if the server accepts that the end-device can join an LPWA network. No
response is sent to the end-device if the network server does not accept the join
request. The join-accept message contains an application nonce (AppNonce) of
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three bytes, a network identifier (NetID), an end-device address (DevAddr), a
delay between TX and RX (RxDelay), and an optional list of channel frequencies
(CFList) for the network the end-device is joining, or

join-accept msg = AppNonce‖NetID‖DevAddr‖DLSettings‖RxDelay‖CFList.

The MIC for the join-accept message is calculated as:

MIC = AES-CMAC-128(AppKey,MHDR‖join-accept msg)[0 . . . 3].

The join-accept message itself is encrypted with the AppKey as follows:

AES-128−1(AppKey, join-accept msg‖MIC).

Note that AES-128 decryption is used to encrypt the join-accept message so that
the end-device uses only AES-128 encryption to decrypt the join-accept message.

The network server and end-device derive the two session keys, NwkSKey
and AppSKey, as follows:

NwkSKey = AES-128(AppKey, 0x01‖AppNonce‖NetID‖DevNonce‖pad16),
AppSKey = AES-128(AppKey, 0x02‖AppNonce‖NetID‖DevNonce‖pad16).

The function pad16 adds zero bytes so that the data length is a multiple of 16.

Activation by Personalization. End-devices can be activated by personalization
(ABP). ABP directly associates an end-device to a LoRaWAN network without
having to use the join procedure needed in OTAA.

NwkSKey, AppSKey, and DevAddr are stored in the end-device directly
in ABP, while these keys are derived using the DevEUI, AppEUI, and App-
Key in OTAA. The required information is preset to the end-device to con-
nect a LoRaWAN network. Each end-device has a unique set of NwkSKey and
AppSKey.

5.2 Data Transmission

Payload encryption using AES counter mode (AES-CTR-128) provides data pro-
tection of the frame payload for transmissions in the LoRaWAN protocol. AES-
CMAC-128 is used to generate a four-byte message integrity code (MIC) to
maintain data integrity in payload transmissions and the OTAA procedure.

Data Protection. FRMPayload is encrypted before the MIC is calculated. The
encryption key K depends on the FPort of the data message: If FPort is 0, then
NwkSKey is used, and if FPort is in the range of 1, 2, . . . , 255, then AppSKey
is used. The encryption algorithm defines a sequence of blocks Ai. A block Ai

contains one-byte 0x01, followed by four-bytes 0x00000000, one-byte direction
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field (Dir), four-byte identifier (DevAddr), four-byte FCntUp or FCntDown, one-
byte 0x00, and one-byte encoded i, or

Ai = 0x01‖0x00000000‖Dir‖DevAddr‖FCntUp or FCntDown
‖0x00‖encode(i).

Dir describes the direction field: 0 for uplink frames and 1 for downlink frames.
The DevAddr identifies the end-device in the current network. The frame counter
FCntUp, incremented by end-devices, records the number of uplinks to the net-
work server and FCntDown, incremented by the server, records the number of
downlink frames from the server. Algorithm 2 shows the procedure of the pay-
load encryption in detail. The function len returns the byte length of the data.
device must complete a join procedure

Algorithm 2. Payload Encryption in LoRaWAN Protocol [7].

Input: FramePayload, Encryption key K
Output: EncrypredPayload

1 pld ← FRMPayload;
2 k ← �len(pld)/16�;
3 for i ← 1 to k do
4 Si ← AES-128(K, Ai);
5 end
6 S ← S1‖S2‖ . . . ‖Sk;
7 T ← (pld‖pad16) ⊕ S;
8 EncryptedPayload ← First len(pld) bytes of T ;

/* Data protection using AES-CTR */

9 return EncryptedPayload;

Data Integrity. All LoRa messages carry a PHY payload (Payload) consisting
of one-byte MAC header (MHDR), a MAC payload (MACPayload), and a four-
byte MIC. The MAC payload of the data messages starts with a frame header
(FHDR) followed by an optional port field (FPort) and ends with an optional
frame payload field (FRMPayload). The FHDR consists of the address of the
end-device (DevAddr), a frame control byte (FCtrl), a frame counter (FCnt),
and frame options (FOpts) to transport MAC commands. The MIC for payload
calculated on the entire message is defined as

msg = MHDR‖FHDR‖FPort‖EncryptedPayload.

The block B0 for the MIC calculation contains one-byte 0x49, followed by four-
bytes 0x00000000, one-byte direction field (Dir), four-byte identifier (DevAddr),
four-byte FCntUp or FCntDown, one-byte 0x00, and one-byte len(msg), or

B0 = 0x49‖0x00000000‖Dir‖DevAddr‖FCntUp or FCntDown
‖0x00‖len(msg).



Evaluation of Side-Channel Key-Recovery Attacks on LoRaWAN End-Device 89

The MIC is calculated as

MIC = AES-CMAC-128(NwkSKey, B0‖msg)[0 . . . 3].

5.3 Applicability to Real LoRaWAN Protocols

The end-device executes AES encryption to calculate MIC for the join-request
message, decrypts the join-accept message and verifies its MIC, derives the ses-
sion keys, encrypts uplink data, calculates the MIC for the uplink data, and
verifies the MIC for downlink data. The MHDR, AppEUI, and DevEUI are
fixed values and DevNonce is a random value in a join-request message. We can
recover up to two bytes of AppKey from the leakage during the MIC calcula-
tion for the join-request message since there are fixed values in the input data
to AES. The input data to AES is AES-128−1(AppKey, join-accept msg‖MIC)
in the decryption process of a join-accept message. The data does not contain
fixed values, and we can recover the entire AppKey from the EM-leakage traces
produced by the AES-128 encryption algorithm according to our experimen-
tal results. The session keys, NwkSKey and AppSKey, can be derived from the
NwkKey. The input data to AES contain some fixed values including headers
and identifiers in the verification of join-accept MIC, derivation of the session
keys, encryption and MIC calculation for transmitted data, and the entire AES
key cannot be recovered.

Fig. 8. Key derivation scheme in LoRaWAN v1.0.

5.4 Difference Between LoRaWAN V1.0 and V1.1

The key derivation scheme has been significantly changed between LoRaWAN
v1.0 and v1.1. A new root key, NwkKey, and new session keys, NwkSEncKey,
NwkSIntKey, SNwkSIntKey, and FNwkSIntKey, were added. The NwkSEncKey
encrypts transmitted data where FPort is 0 similar to NwkSKey in LoRaWAN
v1.0. The NwkSIntKey is used to calculate the MIC for downlink data. The
SNwkSIntKey and FNwkSIntKey calculate the MIC for uplink data. The MIC
is calculated as follows:
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cmacS = AES-CMAC-128(SNwkSIntKey, B1‖msg),
cmacF = AES-CMAC-128(FNwkSIntKey, B0‖msg),

MIC = cmacS[0, 1]‖cmacF[0, 1].

The block B1 is defined as:

B1 = 0x49‖ConfFCnt‖TxDr‖TxCh‖Dir(= 0x00)‖DevAddr‖FCntUp
‖0x00‖len(msg),

where the key derivation schemes of LoRaWAN v1.0 and v1.1 are given in Fig. 8
and Fig. 9, respectively.

Fig. 9. Key derivation scheme in LoRaWAN v1.1.

However, this improvement makes only a minor contribution to security
against our key-recovery attack based on the side-channel analysis. The NwkKey
can be recovered in the decryption process of a join-request message. The session
keys, JSEncKey, JSIntKey, FNwkSIntKey, SNwkSIntKey, and NwkSEncKey,
can be derived from the NwkKey. Some bytes of the AppKey and AppSKey
can be recovered.

6 Conclusion

We conducted experiments to extract AES keys that are used to encrypt a frame
payload and to calculate the message integrity code (MIC) for the encrypted pay-
load from a real LoRaWAN end-device. Our experiments recovered keys based
on a correlation power analysis. The 350 of EM-leakage traces of the payload
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encryption process can entirely recover the 16-byte payload encryption key while
the 140 EM-leakage traces of MIC generation process can recover 12 bytes of
the 16-byte MIC generation key. We also achieved 26% of further reduction in
the number of traces required to recover keys using a band-pass filtering tech-
nique. Furthermore, we showed that our key recovery attack is applicable in real
LoRaWAN protocols. Our attack can entirely recover the root key AppKey in
LoRaWAN v1.0 and a root key NwkKey in LoRaWAN v1.1. In future work, we
will endeavor to recover AES keys from an end-device that supports the real
LoRaWAN protocols.
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Abstract. This paper presents the results of experiments demonstrat-
ing novel black-box attacks via the speech interface. We demonstrate
two types of attack that use linguistically crafted adversarial input to
target vulnerabilities in the handling of speech input by a speech inter-
face. The first attack demonstrates the use of nonsensical word sounds to
gain covert access to voice-controlled systems. This attack exploits vul-
nerabilities at the speech recognition stage of handling of speech input.
The second attack demonstrates the use of crafted utterances that are
misinterpreted by a target system as a valid voice command. This attack
exploits vulnerabilities at the natural language understanding stage of
handling of speech input.

Keywords: Cyber security · Voice-controlled digital assistant ·
Human-computer interaction

1 Introduction

Speech interfaces as implemented in voice-controlled systems such as Google
Assistant and Amazon Alexa represent a new type of attack surface that can be
exploited by attackers seeking to gain unauthorised access to a system. Attacks
via a speech interface that are not easily detectable by human listeners are par-
ticularly pernicious in their potential effects. Various attacks of this nature have
been demonstrated in prior work. For example, Carlini et al. [1] have presented
results showing it is possible to hide malicious commands to voice-controlled
digital assistants in white noise, whereas Zhang et al. [2] have shown that it
is possible to hide commands in frequencies that are above the human-audible
range. In this paper, we present two new types of attacks via the speech interface
that are not detectable by legitimate users of voice-controlled devices. The first
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of these attack types is an attack using nonsensical word sounds to exploit unin-
tended functionality in speech recognition in a voice-controlled system. Specif-
ically, our experimental work demonstrates an attack on speech recognition in
Google Assistant using nonsensical word sounds to trigger a set of target com-
mands. The second attack type is an attack targeting unintended functionality
in natural language understanding in a voice-controlled system. Specifically, our
experimental work demonstrates that it is possible to mislead natural language
understanding functionality in Amazon Alexa Skills and in an open-source nat-
ural language understanding system to trigger a target action, using utterances
that appear to human listeners to have a meaning that is unrelated to the target
action. These adversarial utterances are crafted by embedding homophones of
target command words in a different sense context.

This paper is an extended version of an earlier paper that presented the
results of a pilot experiment and of a proof-of-concept study [3]. The pilot
experiment presented in the earlier paper represented initial results on attacks on
speech recognition in Google Assistant using nonsensical word sounds. The work
presented in the current paper builds on the results of the pilot experiment by
generating a new set of results on this type of attack using a refined methodology
that achieves a higher attack success rate. The proof-of-concept study presented
in the earlier paper represented feasibility tests that demonstrated the poten-
tial for attacking natural language understanding in Amazon Alexa Skills using
adversarially crafted utterances. The work presented in the current paper builds
on the results of the proof-of-concept study by generating a more substantial set
of results on this type of attack. The proof-of-concept study presented in the
earlier paper included both attacks based on word substitution, in which a word
in a target command is replaced with an unrelated word, as well as attacks based
on embedding alternate meanings of target command words in new utterances.
As stated above, the work presented in the current paper focusses solely on the
latter attack method, which we term a ‘word transplant’ attack. Word trans-
plant represents a novel method for attacking natural language understanding
that has to the best of our knowledge not been explored in prior work.

The remainder of the paper is structured as follows. Section 2 describes exper-
imental work demonstrating the feasibility of attacks using nonsensical word
sounds. Section 3 describes experimental work demonstrating the feasibility of
attacks using unrelated utterances. Section 4 makes some suggestions for future
work and concludes the paper.

2 Nonsense Attacks on Google Assistant

2.1 Description and Context

This section presents experimental work showing that it is possible to hide mali-
cious voice commands to the voice-controlled digital assistant Google Assistant
in word sounds that are perceived as meaningless by humans. We term this type
of attack a ‘nonsense’ attack, in accordance with a taxonomy published in a
previous paper [4], which categorises attacks via the speech interface according
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to human perceptual categories. The attack can also be characterised as a black-
box adversarial learning attack. The idea for this work was inspired by the use
of nonsense words to teach phonics to primary school children.1

In prior work, Papernot et al. [5] have shown that a sentiment analysis
method could be misled by input that was ‘nonsensical’ at the sentence level, i.e.
the input consisted of a nonsensical concatenation of real words. By contrast,
the work described here examines whether voice-controlled digital assistants can
be misled by input that consists of nonsensical word sounds. Whilst the attack
by Papernot et al. targeted a text-based natural language understanding func-
tionality, the attack based on nonsensical word sounds presented here targets the
automatic speech recognition component of a voice-controlled digital assistant.
The attacks described here represent the first example of an attack of this type
targeting speech recognition in a voice-controlled system.

Nonsensical word sounds as understood here are sounds that are composed
of the sound units that are used in a given language, but to which no meaning
is allocated within the current usage of that language. Sound units used to
form words in a given language are known as ‘phonemes’.2 English has around
44 phonemes.3 The line between phoneme combinations that carry meaning
within a language and phoneme combinations that are meaningless is subject
to change over time and place, as new words evolve and old words fall out of
use (see Nowak and Krakauer [6]). The space of meaningful word sounds within
a language at a given point in time is generally confirmed by the inclusion of
words in an established reference work, such as, in the case of English, the Oxford
English Dictionary.4 Word sounds that are outside this space can be described as
nonsense words. Nonsense words are a grey area between non-speech, i.e. noise,
and meaningful speech.

The aim of the experimental work was to develop a novel attack based on
nonsensical word sounds that have some phonetic similarity with the words of a
relevant target command, using a systematic methodology. Specifically, we tested
Google Assistant’s response to English word sounds that were outside the space
of meaningful word sounds in English, but that had a ‘rhyming’ relationship
with meaningful words recognised as commands by Google Assistant. The term
‘rhyme’ is used to refer to a number of different sound relationships between
words (see for example McCurdy et al. [7]), but it is most commonly used to
refer to a correspondence of word endings.5 For the purposes of the experimental
work, rhyme was defined according to this commonly understood sense as words
that share the same ending phoneme.

1 See The Telegraph, 1st May 2014, “Infants taught to read ‘nonsense words’ in English
lessons”.

2 See for example https://www.britannica.com/topic/phoneme.
3 See for example https://www.dyslexia-reading-well.com/44-phonemes-in-english.

html.
4 See for example https://blog.oxforddictionaries.com/press-releases/new-words-

added-oxforddictionaries-com-august-2014/.
5 See https://en.oxforddictionaries.com/definition/rhyme.

https://www.britannica.com/topic/phoneme
https://www.dyslexia-reading-well.com/44-phonemes-in-english.html
https://www.dyslexia-reading-well.com/44-phonemes-in-english.html
https://blog.oxforddictionaries.com/press-releases/new-words-added-oxforddictionaries-com-august-2014/
https://blog.oxforddictionaries.com/press-releases/new-words-added-oxforddictionaries-com-august-2014/
https://en.oxforddictionaries.com/definition/rhyme
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The hypothesis behind the experimental work was that nonsensical word
sounds represent a category of unexpected input for which current speech recog-
nition systems lack an appropriate handling mechanism, and that this is in con-
trast to the processing of such input by humans, who perceive such input as hav-
ing no meaning. Current speech recognition technologies are machine learning-
based classifiers that use Hidden Markov Models (HMMs) to map acoustic fea-
tures in a speech signal to a most likely sequence of words to have produced
them (see for example McTear [8]). It was hypothesised that some sequences of
nonsensical word sounds with sufficient similarity to a target command might
be accepted as that target command at a confidence level higher or equal to
the level required for recognition of speech input by the target system’s speech
recognition system as a legitimate command. It can be assumed that the con-
fidence level required for recognition of speech input will have been set during
training of a system such as Google Assistant to achieve optimal recall and pre-
cision measures on a test dataset. Setting a higher confidence threshold in order
to prevent acceptance of nonsensical word sequences as legitimate commands
might therefore lead to rejection by the system of legitimate input, implying an
inevitable trade-off between usability and security. The attacks demonstrated in
this experimental work thus exploit a vulnerability created by a focus on usabil-
ity in the implementation of current systems. The attack concept is illustrated
in Fig. 1, which shows the alignment of a dummy dataset of nonsense commands
and legitimate commands to a higher and to a lower confidence threshold. The
figure shows that as some of the nonsense commands are accepted by the sys-
tem as valid commands with a higher level of confidence than some legitimate
commands, it is not possible to prevent acceptance of all nonsense commands
whilst ensuring acceptance of all legitimate commands. Implementing the higher

0 0.2 0.4 0.6 0.8 1

Confidence Threshold

Nonsense Attack Concept

Fig. 1. x = nonsense commands; o = legitimate commands; dummy confidence thresh-
old for ensuring acceptance of legitimate input = 0.4; dummy confidence threshold for
ensuring rejection of nonsensical input = 0.6
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confidence threshold will result in rejection of some legitimate commands,
whereas implementing the lower threshold will result in acceptance of some non-
sense commands.

The attacks presented here exploit three related features of speech recogni-
tion in voice-controlled systems. One of these features is the delineation of the
space of word sounds that the Assistant has been trained to recognise as mean-
ingful. The space of word sounds that a voice assistant such as Google Assistant
can transcribe is much larger than the number of words that it can ‘understand’
in the sense of being able to map them to an executable command. In order to
be able to perform tasks such as web searches by voice and note taking, a voice-
controlled digital assistant must be able to transcribe all words in current usage
within a language. It can therefore be assumed that the speech recognition func-
tionality in Google Assistant is trained to recognise all words in current English
usage. Whereas earlier speech recognition systems were vulnerable to potential
confusion between out-of-vocabulary words that they did not have a capacity to
recognise, on account of only a limited set of in-vocabulary words being included
in their phonetic dictionary (see for example Hazen and Bazzi [9]), the potential
for this type of confusion has been minimised in current systems. Earlier sys-
tems were also vulnerable to confusion between speech and non-speech sounds,
but potential for this type of confusion has also been minimised in systems used
for wake word detection that are trained using a noise model (see for example
Raju et al. [10]). However, whilst the problem of delineating out-of-vocabulary
words and non-speech sounds from in-scope words has been minimized in cur-
rent systems, nonsensical word sounds still represent a type of out-of-scope input
that speech recognition functionalities struggle to delineate from in-scope input.
The inability of the Assistant to distinguish meaningful from meaningless word
sounds is one of the features exploited in the attacks demonstrated here.

Another feature of speech recognition in voice assistants that is exploited in
an attack using nonsense syllables is the influence of the language model used
in speech recognition. Modern speech recognition technology combines acoustic
modelling and language modelling components as parts of HMM-based speech
recognition. The acoustic modelling component computes the likelihood of the
acoustic features within a segment of speech having been produced by a given
word. The language modelling component calculates the probability of one word
following another word or words within an utterance. The acoustic model is
typically based on Gaussian Mixture Models (GMMs) or deep neural networks
(DNNs), whereas the language model is typically based on n-grams or recurrent
neural networks (RNNs). Google’s speech recognition technology as incorpo-
rated in Google Assistant is based on neural networks.6 The words most likely
to have produced a sequence of speech sounds are determined by calculation of
the product of the acoustic model and the language model outputs. The lan-
guage model is intended to complement the acoustic model, in the sense that

6 See Google AI blog, 11th August 2015, ‘The neural networks behind Google Voice
transcription’, https://ai.googleblog.com/2015/08/the-neural-networks-behind-
google-voice.html.

https://ai.googleblog.com/2015/08/the-neural-networks-behind-google-voice.html
https://ai.googleblog.com/2015/08/the-neural-networks-behind-google-voice.html
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it may correct ‘errors’ on the part of the acoustic model in matching a set of
acoustic features to words that are not linguistically valid in the context of the
preceding words. This assumption of complementary functionality is valid in a
cooperative context, where a user interacts via a speech interface in meaningful
language. However, the assumption of complementarity is not valid in an adver-
sarial context, where an attacker is seeking to engineer a mismatch between a
set of speech sounds as perceived by a human, such as the nonsensical speech
sounds generated here, and their transcription by a speech-controlled device. In
an adversarial context such as that investigated here, the language model may in
fact operate in the attacker’s favour, in that if one ‘nonsense’ word in an adver-
sarial command is misrecognised as a target command word, subsequent words
in the adversarial command will be more likely to be misrecognised as target
command words in turn, as the language model trained to recognise legitimate
commands will allocate a high probability to the target command words that
follow the initial one.

A third feature of speech recognition in voice assistants exploited in covert
attacks using this kind of input is the difference between machine and human
processing of meaningless speech sounds. Like speech recognition by machines,
speech recognition by humans is known also to reference an internal ‘lexicon’ to
match speech sounds to words (see for example Roberts et al. [11]). However,
unlike machines, humans also have an ability to categorise speech sounds as
nonsensical. This discrepancy between machine and human processing of word
sounds was the basis of the attack methodology for hiding malicious commands
to voice assistants in nonsense words. Outside of the context of attacks via the
speech interface, differences between human and machine abilities to recognise
nonsense syllables have been studied for example by Lippmann et al. [12] and
Scharenborg and Cooke [13]. Bailey and Hahn [14] examine the relationship
between theoretical measures of phoneme similarity based on phonological fea-
tures, such as might be used in automatic speech recognition, and empirically
determined measures of phoneme confusability based on human perception tests.
Machine speech recognition has reached parity with human abilities in terms of
the ability correctly to transcribe meaningful speech (see Xiong et al. [16]), but
not in terms of the ability to distinguish meaningful from meaningless sounds.
The inability of machines to identify nonsense sounds as meaningless is exploited
for security purposes by Meutzner et al. [15], who have developed a CAPTCHA
based on the insertion of random nonsense sounds in audio. This experimental
work explores the opposite scenario, i.e. the possible security problems associ-
ated with machine inability to distinguish sense from nonsense, and, conversely,
human inability to recognise nonsensical input as meaningful.

2.2 Methodology

The experimental work comprised three key stages. The first stage involved
generating, from a set of target commands, a set of potential adversarial com-
mands consisting of nonsensical word sequences. These potential adversarial
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commands were generated using a mangling process that involved replacing con-
sonant phonemes in target command words to create a rhyming word sound, and
then determining whether the resulting rhyming word sound was a meaningful
word in English or a ‘nonsense word’, using the Unix word list as a proxy for the
space of meaningful words in English. This was done so as to identify nonsensical
word sounds that had an acoustic relationship to target command words and thus
could be used to create potential adversarial commands. Word sounds identified
as rhyming nonsense words were concatenated to create potential adversarial
commands. Audio versions of these potential adversarial commands were cre-
ated using speech synthesis technology. The second stage of the experimental
work was to test the response of the target system to the potential adversarial
commands, i.e. to test machine ‘comprehension’. This was done both via audio
file input and via over-the-air input of potential adversarial commands. The
third stage of the experimental work was to test the human comprehensibility
of adversarial commands that were successful in triggering a target action in
the target system. The three key stages of the experimental work are shown in
Fig. 2.

Fig. 2. Nonsense Attacks Experimental Stages.

The target system for the experiment was the voice-controlled digital assis-
tant Google Assistant. The Google Assistant system was accessed via the Google
Assistant Software Development Kit (SDK).7 Target commands used in both
experiments were selected to represent the generic types of action that can be
performed by voice-controlled digital assistants. A voice-controlled digital assis-
tant such as Google Assistant typically performs three generic types of action,
namely information extraction, control of a cyber-physical action, and data
input. The data input category may overlap with the control of cyber-physical
action category where a particular device setting needs to be specified, eg. light
colour or thermostat temperature. For this experiment, six target commands
corresponding to the three types of action were used. The target commands
were:
– “What’s my name” (target action: retrieve username, action category: information extraction)
– “Who am I” (target action: retrieve username, action category: information extraction)
– “Turn on light” (target action: turn light on, action category: control of cyber-physical action)
– “Turn off light” (target action: turn light off, action category: control of cyber-physical action)
– “Turn light red” (target action: turn light to red, action category: data input)
– “Turn light blue” (target action: turn light to blue, action category: data input)

In addition to six specific target commands, a further command targeted
in the experiments was the wake phrase “Hey Google” used to activate the
Assistant.
7 See https://developers.google.com/assistant/sdk/.

https://developers.google.com/assistant/sdk/


100 M. K. Bispham et al.

Adversarial Command Generation. Potential adversarial wake phrases and
commands were created by replacing words in the original wake phrase or target
command with a rhyming nonsense word. A set of rhyming nonsensical word
sounds for each original word in the wake phrase and in each of the target
commands was generated using a word mangling process. This mangling process
was based on replacing consonant phonemes in the target command words to
generate nonsensical word sounds that rhymed with the original target command
word.8 The target commands were first translated to a phonetic representation
in the Kirshenbaum phonetic alphabet9 using the ‘espeak’ functionality in Linux.
The starting consonant phonemes of each word of the target command were then
replaced with a different starting consonant phoneme, using a Python script
and referring to a list of starting consonants and consonant blends.10 Where
the target command word began with a vowel phoneme, a starting consonant
phoneme was prefixed to the vowel. The word sounds resulting from the word
mangling process were checked for presence in a phonetic representation of the
Unix word list, also generated with espeak, to ascertain whether the word sound
represented a meaningful English word or not. If the sound did correspond to
a meaningful word, it was discarded. This process generated for each target
command word a number of rhyming nonsensical words to which no English
meaning was attached. In the case of the wake phrase ‘Hey Google’, in addition
to replacing the starting consonants ‘H’ and ‘G’, the second ‘g’ in ‘Google’ was
also replaced with one of the consonants that are found in combination with the
‘-le’ ending in English.11

For the audio file input tests, potential adversarial wake phrases and poten-
tial adversarial commands were generated separately. Original words in the wake
phrase and target commands were replaced with one of the rhyming nonsense
words for that word identified in the word-mangling process described above.
Audio of the potential adversarial wake phrases and commands was created
using Amazon Polly speech synthesis.12 The potential adversarial wake phrases
and commands generated for the audio file input tests included both potential
adversarial wake phrases and commands in which all of the original words were
replaced with nonsense words, as well as potential adversarial wake phrases and
commands in which only some words were replaced. Specifically, the experiment
included potential adversarial wake phrases and commands in which only one
of the original words was replaced, potential adversarial commands in which
only two of the three original words were replaced, and potential adversarial
wake phrases and commands in which all of the original words were replaced. As
the space of potential adversarial wake phrases and commands was quite large,

8 Our approach was inspired by an educational game in which a set of nonsense words
is generated by spinning lettered wooden cubes - see https://rainydaymum.co.uk/
spin-a-word-real-vs-nonsense-words/.

9 See http://espeak.sourceforge.net/phonemes.html.
10 See https://k-3teacherresources.com/teaching-resource/printable-phonics-charts/.
11 See https://howtospell.co.uk/.
12 See https://aws.amazon.com/polly/.

https://rainydaymum.co.uk/spin-a-word-real-vs-nonsense-words/
https://rainydaymum.co.uk/spin-a-word-real-vs-nonsense-words/
http://espeak.sourceforge.net/phonemes.html
https://k-3teacherresources.com/teaching-resource/printable-phonics-charts/
https://howtospell.co.uk/
https://aws.amazon.com/polly/
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a process of filtering and random sampling was used in generating potential
adversarial wake phrases and commands in which more than one of the origi-
nal words was replaced, as described in more detail below. Thus the potential
adversarial commands generated for testing covered only a subspace of the full
space of potential adversarial commands. The size of the full space of potential
adversarial commands in which all of the original words are replaced is shown
in Table 1.

Table 1. Space of potential adversarial commands for wake phrase and target com-
mands.

Target Command No. of Rhyming Nonsense Words Space of Potential
Adversarial Commands

Hey Google ‘Hey’: 17; ‘Google’: 395 6715

Who am I ‘Who’: 18; ‘am’: 27; ‘I’: 20 9720

What’s my name ‘What’s’: 27 ; ‘my’: 20 ; ‘name’: 35 18900

Turn on light ‘turn’: 40 ; ‘on’: 38 ; ‘light’: 28 42560

Turn off light ‘turn’: 40 ; ‘off’: 41 ; ‘light’: 28 45920

Turn light red ‘turn’: 40 ; ‘light’: 28 ; ‘red’: 25 28000

Turn light blue ‘turn’: 40 ; ‘light’: 28 ; ‘blue’: 18 20160

For the over-the-air and human comprehensibility tests, random samples of
adversarial wake phrases and adversarial commands that had been successful in
the audio file input tests were concatenated in different combinations to gener-
ate potential full adversarial commands, i.e. adversarial commands that would
both activate the Assistant and trigger a specific target command. Potential full
adversarial commands for each of the target commands were generated at dif-
ferent mangling levels. These levels were fully mangled commands, commands
in which four of the original words had been mangled (two in the wake phrase
and two in the specific target command, or one in the wake phrase and three in
the specific target command), commands in which three of the original words
had been mangled (one in the wake phrase and two in the specific target com-
mand, or two in the wake phrase and one in the specific target command), and
commands in which two of the original words had been mangled (one in the
wake phrase and one in the specific target command). Two potential adversarial
commands were generated at each of the partial mangling levels, one in which
the word ‘Google’ was one of mangled words, and one in which ‘Google’ was not
mangled. This was in order to test the effect of the presence of the unmangled
word ‘Google’ on machine and human comprehensibility of partially mangled
adversarial commands.

Machine Comprehensibility Tests. The Google Assistant SDK was inte-
grated in a Ubuntu virtual machine (version 18.04). The reason for accessing the
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Google Assistant system via the Google Assistant SDK was that, unlike in the
case of accessing Google Assistant using commercial devices such as the Google
Home device, this allowed the Assistant’s transcriptions of speech input to be
retrieved. The transcriptions that could be retrieved using the Google Assistant
SDK integrated in a virtual machine included both interim and final transcrip-
tions of speech input to the Assistant. Two separate versions of Google Assistant
SDK were integrated in the virtual machine; the Google Assistant Service, and
the Google Assistant Library. The Google Assistant Service is activated via key-
board stroke and thus does not require a wake phrase, and voice commands can
be inputted as audio files as well as over-the-air via a microphone. The Google
Assistant Library, on the other hand, does require a wake phrase for activation,
and receives commands via a microphone only. The Google Assistant Service
could therefore be used to test adversarial commands for target commands and
for the wake phrase separately via audio file input rather than via a microphone.
The Google Assistant Library could be used to test the activation of the Assis-
tant and the triggering of a target command by an adversarial wake phrase and
adversarial command in combination over the air, representing a more realistic
attack scenario. The Assistant’s response to plain-speech versions of each target
command was tested first to confirm that these target commands triggered the
relevant target action.

Audio File Input Tests. For the audio file input tests, the target system’s
responses to audio versions of potential adversarial wake phrases and commands
created using Amazon Polly were tested separately via command line input. The
audio file input tests were performed at different levels of mangling using a filter-
ing process for generating potential adversarial wake phrases and commands that
built on successes found at a previous level of mangling. The testing process was
automated using a Python script that first tested all possible potential adversar-
ial wake phrases and commands in which only one of the original words had been
mangled. Potential adversarial wake phrases and commands that were successful
at this first level were then combined with one another to create a second level of
potential adversarial wake phrases and commands in which two words had been
mangled, with potential adversarial wake phrases and commands that were not
successful at the first level being discarded. In the case of potential adversarial
commands, a third level was also tested consisting of combinations of successful
adversarial commands from the first level and successful adversarial commands
at the second to generate fully mangled adversarial commands. At the mangling
levels subsequent to the first level, the Python script tested up to a maximum
of 150 potential adversarial commands at each level using random sampling,
with a target of maximum 100 successes. This random sampling process was fol-
lowed due to the large space of potential adversarial commands. A target action
was considered to have been triggered if the Assistant’s final transcription of
adversarial input matched the target command.

Over-the-Air Tests. For the over-the-air tests, a random sample of adversar-
ial wake phrases and adversarial commands that had been successful in audio
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file input tests at different levels of mangling were concatenated to form full
potential adversarial commands for five of the six target commands (the target
command “turn light red” was not included due to a lack of successful adver-
sarial commands being identified in the audio file input tests at higher levels
of mangling). These potential full adversarial commands were tested via micro-
phone input using Google Assistant Library. Table 2 shows the concatenations
of randomly selected successful adversarial wake phrases and commands at dif-
ferent mangling levels for the target commands that were tested in over-the-air
tests.

Table 2. Samples of successful adversarial wake phrases and commands concatenated
for over-the-air and human comprehensibility tests.

Target command

w. condition

fully mangled

command

Level 4 Level 3 Level 2

Hey Google who

am I (Google

unmangled first)

Z’eI l’Uk@L

spl’u: bl’am str’aI

(“zhay lookle

sploo blam

strai”)

v’eI g’u:g@L spl’u:

bl’am str’aI (“vay

Google sploo blam

strai”)

v’eI g’u:g@L v’u:

T’am ’aI (“vay

Google voo tham I”)

v’eI g’u:g@L h’u:

T’am ’aI (“vay

Google who tham I”)

as above (Google

unmangled last)

as above Z’eI l’Uk@L v’u:

T’am ’aI (“zhay

lookle voo tham I”)

Z’eI l’Uk@L h’u:

T’am ’aI (“zhay

lookle who tham I”)

h’eI g’Ud@L h’u:

T’am ’aI (“Hey

goodle who tham I”)

Hey Google

what’s my name

(Google

unmangled first)

T’eI gl’u:s@L

D’0ts sn’aI z’eIm

(“thay gloosle

thots snai zame”)

Z’eI g’u:g@L D’0ts

sn’aI z’eIm (“zhay

Google thots snai

zame”)

Z’eI g’u:g@L w’0ts

gr’aI Z’eIm (“zhay

Google what’s grai

zhame”)

Z’eI g’u:g@L w’0ts

bl’aI n’eIm (“zhay

Google what’s blai

name”)

as above (Google

unmangled last)

as above h’eI w’u:b@L D’0ts

sn’aI z’eIm (“Hey

wooble thots snai

zame”)

h’eI w’u:b@L w’0ts

gr’aI Z’eIm (“Hey

wooble what’s grai

zhame”)

h’eI w’u:b@L w’0ts

bl’aI n’eIm (“Hey

wooble what’s blai

name”)

Hey Google turn

on light (Google

unmangled first)

Z’eI fl’Uk@L

D’3:n f’0n D’aIt

(“zhay flookle

thurn fon

thight”)

Z’eI g’u:g@L D’3:n

f’0n D’aIt (“zhay

Google thurn fon

thight”)

Z’eI g’u:g@L t’3:n

tr’0n p’aIt (“zhay

Google turn tron

pight”)

Z’eI g’u:g@L br’3:n

’0n l’aIt (“zhay

Google brurn on

light”)

as above (Google

unmangled last)

as above h’eI k’u:s@L D’3:n

f’0n D’aIt (“Hey

koosle thurn fon

thight”)

Z’eI fl’Uk@L br’3:n

’0n l’aIt (“zhay

flookle brurn on

light”)

h’eI k’u:s@L br’3:n

’0n l’aIt (“Hey

koosle brurn on

light”)

Hey Google turn

off light (Google

unmangled first)

v’eI g’u:t@L g’3:n

bl’0f j’aIt (“vay

gootle gurn blof

yight”)

v’eI g’u:g@L g’3:n

bl’0f j’aIt (“vay

Google gurn blof

yight”)

v’eI g’u:g@L pr’3:n

b’0f l’aIt (“vay

Google prurn bof

light”)

v’eI g’u:g@L tr’3:n

’0f l’aIt (“vay Google

trurn off light”)

as above (Google

unmangled last)

as above h’eI k’u:z@L g’3:n

bl’0f j’aIt (“Hey

koozle gurn blof

yight”)

v’eI g’u:t@L tr’3:n

’0f l’aIt (“vay gootle

trurn off light”)

h’eI k’u:z@L tr’3:n

’0f l’aIt (“Hey koozle

trurn off light”)

Hey Google turn

light blue

(Google

unmangled first)

Z’eI gl’u:p@L

pl’3:n g’aIt v’u:

(“zhay gloople

plurn gight voo”)

T’eI g’u:g@L pl’3:n

g’aIt v’u: (“thay

Google plurn gight

voo”)

T’eI g’u:g@L fl’3:n

v’aIt bl’u: (“thay

Google flurn vight

blue”)

T’eI g’u:g@L t’3:n

Z’aIt bl’u: (“thay

Google turn zhight

blue”)

as above (Google

unmangled last)

as above Z’eI gl’u:p@L fl’3:n

v’aIt bl’u: (“zhay

gloople flurn vight

blue”)

h’eI bl’Uk@L fl’3:n

v’aIt bl’u: (“Hey

blookle flurn vight

blue”)

h’eI bl’Uk@L t’3:n

Z’aIt bl’u: (“Hey

blookle turn zhight

blue”)
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Human Comprehensibility Tests. The human comprehensibility tests used
the same concatenations of adversarial wake phrases and adversarial commands
as were used in the over-the-air tests shown in Table 2. Participants in the human
comprehensibility tests were presented with potential full adversarial commands
in descending order of mangling on a spectrum from fully mangled adversarial
commands to adversarial commands in which only one word in the wake phrase
and one word in the target command had been mangled. This approach was taken
so as to provide an indication of how many words would need to be mangled in an
adversarial over-the-air command in order to escape human comprehensibility.
Subjects were asked to indicate whether they had identified any meaning in
the audio. If they had identified meaning, they were asked to indicate what
meaning they heard. After hearing all of the potential adversarial commands,
participants were also presented with a plain-speech version of the full target
command, which provided a baseline for the comprehensibility tests, and also
served as an attention test.

The potential full adversarial commands were separated into two sets for each
target command. In the first set, “Google” was the first word to be revealed to the
listener in plain-speech, whereas in the second set, “Google” was the final word
to be revealed. The separation of these two conditions enabled an assessment of
whether the presence of the specific word “Google” affected listeners’ ability to
detect the presence of a voice command, and to realise its possible content. Each
set of five wake phrase and command combinations for each target command
under each of the two conditions was played to six different participants.

Participants were recruited using the survey website Prolific Academic.13 The
experiments with human subjects received ethics clearance through the Depart-
mental Research Ethics Committee of the Department of Computer Science at
the University of Oxford. All subjects were native speakers of English.

2.3 Results

Machine Comprehensibility Tests

Audio File Input Tests. Table 3 shows the overall ratio of successes to failures in
the audio file input tests, as well as the number of successes for adversarial wake
phrases and commands at each level of mangling. The differences between success
rates of potential adversarial wake phrases and commands at different levels of
mangling are shown to be not very significant. This suggests that the approach
of limiting the pool of potential adversarial wake phrases and commands tested
at each mangling level to combinations of adversarial wake phrases commands
successful at the previous level is effective in maximising the success rates of
attacks at each level. With the exception of the “turn light red” target command,
successful adversarial commands could be generated for all target commands at
all mangling levels, as was also the case for the target wake phrase. Overall
success rates for target commands apart from the “turn light red” command

13 See https://prolific.ac/.

https://prolific.ac/
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ranged from 29.9% to 63.8%. The “turn light red” target command appeared to
be an outlier in terms of success rates for potential adversarial commands, with
a success rate of only 3.2%; no clear reason for this was apparent. The overall
success rate for the adversarial wake phrase was 14.4%.

Figure 3 shows an example of the output to the command line produced by a
successful fully mangled wake phrase and two successful fully mangled adversar-
ial commands, showing both interim and final transcriptions of the adversarial
input by the Assistant.

Table 3. Success rates of adversarial commands in audio file input tests.

Target command Overall
success rate

Level 1
successes

Level 2
successes

Level 3
successes

Hey Google 14.4% 52 18 n.a.

Who am I 29.9% 46 21 18

What’s my name 55.4% 56 52 57

Turn on light 49.2% 44 46 65

Turn off light 56.7% 52 50 83

Turn light red 3.2% 3 none none

Turn light blue 63.8% 41 62 63

ADVERSARIAL WAKE PHRASE FOR "Hey Google": v’eI g’u:t@L ("vay gootle")

WARNING:root:Transcript of user request: "V".
WARNING:root:Transcript of user request: "wake".
WARNING:root:Transcript of user request: "Virgo".
WARNING:root:Transcript of user request: "very good".
WARNING:root:Transcript of user request: "viagogo".
WARNING:root:Transcript of user request: "hey Google".
WARNING:root:Transcript of user request: "hey Google".
WARNING:root:Transcript of user request: "hey Google".
WARNING:root:Playing assistant response.
WARNING:root:Expecting follow-on query from user.
WARNING:root:Finished playing assistant response.
RESPONSE TRANSCRIPTION: hi what can I do for you

ADVERSARIAL COMMAND FOR "who am I": f’u: D’am z’aI ("foo tham zai")

WARNING:root:Transcript of user request: "true".
WARNING:root:Transcript of user request: "through the".
WARNING:root:Transcript of user request: "who am".
WARNING:root:Transcript of user request: "fu Fareham".
WARNING:root:Transcript of user request: "who am I".
WARNING:root:Transcript of user request: "who am I".
WARNING:root:Transcript of user request: "who am I".
WARNING:root:Playing assistant response.
WARNING:root:Finished playing assistant response.

ADVERSARIAL COMMAND FOR "turn off light": n’3:n T’0f j’aIt ("nurn thoff yight")

WARNING:root:Transcript of user request: "no".
WARNING:root:Transcript of user request: "9".
WARNING:root:Transcript of user request: "turn off".
WARNING:root:Transcript of user request: "turn off the".
WARNING:root:Transcript of user request: "turn off the".
WARNING:root:Transcript of user request: "turn off my".
WARNING:root:Transcript of user request: "turn off light".
WARNING:root:Transcript of user request: "turn off light".
WARNING:root:Transcript of user request: "turn off light".
WARNING:root:Playing assistant response.
WARNING:root:Finished playing assistant response.

Fig. 3. Audio File Input Tests - Successes.
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Figure 4 shows some examples of the output to the command line produced
by an unsuccessful fully mangled wake phrase and two unsuccessful fully man-
gled adversarial commands, showing both interim and final transcriptions of
the adversarial input by the Assistant. The unsuccessful examples share one
nonsensical word sound with the corresponding successful example in Fig. 3,
demonstrating that the success or failure of adversarial wake phrases and target
commands in triggering a target action was influenced not only by the proba-
bilities allocated to individual word sounds by the acoustic model used in the
Assistant’s speech recognition, but also by the probabilities allocated to utter-
ances as a whole by the Assistant’s language model.

Over-the-Air Tests. Table 4 shows the results of tests of the Assistant’s response
to input via microphone of audio versions of the partially mangled and fully
mangled adversarial commands listed in Table 2. Specifically, the complete tar-
get action was activated by the adversarial commands for the ‘what’s my name’
target command at the fourth, third and second levels of mangling under the con-
dition of the word Google being revealed last, and by the adversarial command
for ‘turn on light’ at the second level of mangling under the condition of the
word Google being revealed last. There were also instances where although the
target command itself was not triggered, the adversarial command did activate
the Assistant by triggering the wake phrase.

Human Comprehensibility Tests. Table 5 shows the results of tests of
human comprehensibility of audio versions of the partially mangled and fully
mangled full adversarial commands listed in Table 2. The results are summarised
according to whether a simple majority of participants identified no meaning,
part of the target command meaning, or the full target command meaning in
the adversarial audio input. Where different results are identified by an equal
number of participants, this is indicated in the table. There were four instances
where participants returned a blank test result. In these cases, results are given
out of five participants instead of six, as detailed in the table.

A consistent result across all the tests was that, with one sole exception, none
of the participants identified any meaning in the fully mangled adversarial wake
phrase and target command combinations. Otherwise the results from this small-
scale test represent a more mixed picture. Some participants did not hear any
meaning in the audio clips prior to hearing the plain-speech command, whereas
others picked up some of the adversarial wake phrase and target command words
at the lower levels of mangling prior to hearing the plain-speech command. Some
participants identified words in adversarial commands that were not actually
present in the wake phrase or target command. A few participants believed
that they had heard a different language, or tried to transcribe some of the
nonsensical word sounds. A couple of participants identified the entire meaning
of a target command prior to hearing the plain-speech version in some instances.
The condition as to whether the word ‘Google’ was revealed first or last did not
appear to significantly affect the participants’ ability to detect the content of the
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ADVERSARIAL WAKE PHRASE FOR "Hey Google": v’eI gl’u:f@L ("vay gloofle")

WARNING:root:Transcript of user request: "V".
WARNING:root:Transcript of user request: "wake".
WARNING:root:Transcript of user request: "vehicle".
WARNING:root:Transcript of user request: "fake love".
WARNING:root:Transcript of user request: "The Gruffalo".
WARNING:root:Transcript of user request: "The Gruffalo".
WARNING:root:Transcript of user request: "The Gruffalo".
WARNING:root:Playing assistant response.
WARNING:root:Finished playing assistant response.

ADVERSARIAL COMMAND FOR "who am I": spl’u: bl’am z’aI ("sploo blam zai")

WARNING:root:Transcript of user request: "screw".
WARNING:root:Transcript of user request: "play".
WARNING:root:Transcript of user request: "volume".
WARNING:root:Transcript of user request: "who do I am sorry".
WARNING:root:Transcript of user request: "who do I am sorry".
WARNING:root:Transcript of user request: "volume three".
WARNING:root:Finished playing assistant response.

ADVERSARIAL COMMAND FOR "turn off light": n’3:n v’0f tS’aIt ("nurn voff chight")

WARNING:root:Transcript of user request: "no".
WARNING:root:Transcript of user request: "Night by".
WARNING:root:Transcript of user request: "new bar".
WARNING:root:Transcript of user request: "new bath".
WARNING:root:Transcript of user request: "buy a".
WARNING:root:Transcript of user request: "bye bye".
WARNING:root:Transcript of user request: "turn both tried".
WARNING:root:Transcript of user request: "9 Bath Street".
WARNING:root:Playing assistant response.
WARNING:root:Finished playing assistant response.

Fig. 4. Audio File Input Tests - Losses.

Table 4. Results of Over-the-Air Tests.

Condition fully

mangled

command

Level 4 Level 3 Level 2 Target

command

Google unmangled first wake phrase

activated

unsuccessful unsuccessful unsuccessful Hey

Google

who am I

Google unmangled last as above wake phrase activated unsuccessful unsuccessful as above

Google unmangled first unsuccessful unsuccessful unsuccessful unsuccessful Hey

Google

what’s my

name

Google unmangled last as above successful successful successful as above

Google unmangled first unsuccessful unsuccessful unsuccessful unsuccessful Hey

Google

turn on

light

Google unmangled last as above unsuccessful unsuccessful successful as above

Google unmangled first unsuccessful unsuccessful unsuccessful unsuccessful Hey

Google

turn off

light

Google unmangled last as above unsuccessful unsuccessful unsuccessful as above

Google unmangled first unsuccessful unsuccessful unsuccessful unsuccessful Hey

Google

turn light

blue

Google unmangled last as above unsuccessful unsuccessful unsuccessful as above



108 M. K. Bispham et al.

entire command. A notable result was that the adversarial commands for the
‘what’s my name’ target command at the fourth and third levels of mangling
under the condition of the word ‘Google’ being revealed last that had been
effective in triggering the target action in the over-the-air tests were identified
as also being successful in evading human comprehensibility. Thus these two
partially mangled adversarial commands represent fully effective covert attacks
on the target system.

As regards transcription of the plain-speech target commands, these were
transcribed correctly by a large majority of participants. There were three
instances where transcription of the plain-speech command was incomplete, one
where it was incorrect, and one where transcription of the plain-speech was
missing.

Table 5. Results of Human Comprehensibility Tests.

Condition fully mangled

command

Level 4 Level 3 Level 2 Target

command

Google

unmangled

first

no meaning

(5/6

participants)

no meaning

(5/6

participants)

no

meaning/partial

meaning (3/6

participants)

partial meaning

(4/6 participants)

Hey Google

who am I

Google

unmangled

last

as above no meaning

(4/6

participants)

no meaning (4/6

participants)

partial meaning

(4/6 participants)

as above

Google

unmangled

first

no meaning

(6/6

participants)

no meaning

(4/6

participants)

partial meaning

(4/6 participants)

partial meaning

(5/6 participants)

Hey Google

what’s my

name

Google

unmangled

last

as above partial

meaning (4/6

participants)

no

meaning/partial

meaning (3/6

participants)

partial/full

meaning (2/5)

as above

Google

unmangled

first

no meaning

(6/6

participants)

no meaning

(5/6

participants)

no

meaning/partial

meaning (3/6

participants)

partial meaning

(5/6)

Hey Google

turn on light

Google

unmangled

last

as above no meaning

(4/6

participants)

partial meaning

(4/6 participants)

partial meaning

(4/6 participants)

as above

Google

unmangled

first

no meaning

(6/6

participants)

no meaning

(4/6

participants)

no

meaning/partial

meaning (3/6

participants)

partial meaning

(5/6 participants)

Hey Google

turn off light

Google

unmangled

last

as above no meaning

(5/6

participants)

no

meaning/partial

meaning (3/6

participants)

partial meaning

(5/6 participants)

as above

Google

unmangled

first

no meaning

(6/6

participants)

no meaning

(5/5

participants)

no meaning (3/5

participants)

partial meaning

(6/6 participants)

Hey Google

turn light blue

Google

unmangled

last

as above no meaning

(5/6

participants)

partial meaning

(5/6 participants)

partial meaning

(5/6 participants)

as above
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2.4 Discussion

The combined results from the machine response and human comprehensibility
tests confirm the hypothesis that voice-controlled digital assistants are poten-
tially vulnerable to covert attacks using nonsensical word sounds. The key finding
is that voice commands to voice-controlled digital assistant Google Assistant can
be triggered by nonsensical word sounds in some instances, whereby the same
nonsensical word sounds are perceived by humans as either not having any mean-
ing at all, or as having a meaning only partially related to the voice commands to
the Assistant. This supports the hypothesis that adversarial input consisting of
nonsensical word sounds having an acoustic relationship with target command
words may be recognised as legitimate commands at a confidence level equal
to or higher than that required for speech recognition by the Google Assistant
target system as trained for optimal performance in recognition of legitimate
commands. The findings further show that it is not always necessary to replace
all of the original words in a target command in order to generate an adversar-
ial command that is successful in triggering a target action in a target system.
Particularly with regard to over-the-air attacks, replacing only some rather than
all of the target command words with nonsense words may increase the success
rate of adversarial commands, whilst still preserving the covert nature of the
attacks in terms of being hidden from human understanding. This is based on
the finding that partially mangled adversarial commands were successful both
in triggering a target action over-the-air and in hiding from human recognition
in some instances.

The results confirm the influence of the three features of speech recognition
in current voice-controlled systems in enabling this type of attack via the speech
interface, as discussed above. These three features were thus shown to repre-
sent security vulnerabilities in the current generation of voice-controlled digital
assistants.

The first of these features was the target system’s inability to recognise the
true nature of nonsensical word sounds. As envisaged, the attacks demonstrated
in this experimental work exploit a vulnerability in the speech recognition func-
tionality of the Google Assistant target system of being unable to recognise non-
sensical word sounds as meaningless. In the results of the experimental work,
the Google Assistant target system always either indicated incomprehension or
attempted to match the nonsensical sounds to real words, rather than transcrib-
ing the nonsense word sound. This confirms that the Assistant is vulnerable to
being fooled by word sounds that are perceived by humans as obviously nonsen-
sical. The findings are in accord with the hypothesis behind these experiments
that as a grey area between speech and non-speech, nonsensical word sounds
represent a part of the input space to a voice-controlled system that the current
generation of voice-controlled digital assistants struggles to handle appropriately.
Whilst the Assistant does reject some of the input from this grey area as incom-
prehensible, in other instances input from this grey area is treated as meaningful
input.
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The second of these features was the influence of the language model in
enabling the success of some of the attacks. The examples found in the experi-
ment of the same nonsensical word sounds being present in both successful and
unsuccessful adversarial wake phrases and commands confirms that the trigger-
ing of a target action by adversarial input may be influenced by probabilities
allocated by the language model used in speech recognition to an utterance
as a whole, as well as by probabilities allocated to individual word sounds by
the acoustic model. Thus the aim of language modelling of ‘correcting’ possible
incorrect word recognitions may have the opposite effect in an adversarial con-
text of enabling the success of attacks based on nonsensical word sounds in some
instances.

The third feature shown to be exploited in the attacks was discrepancy in
human and machine processing of nonsensical input. The machine and human
responses to nonsensical word sounds in general were comparable, in that both
machine and humans frequently indicated incomprehension of the sounds, or else
attempted to fit them to meaningful words. However, in the specific instances of
nonsensical word sound sequences that triggered a target command in Google
Assistant, human listeners did not hear a Google Assistant voice command in
the nonsensical word sounds that had triggered a target command in the major-
ity of instances. In addition to either indicating incomprehension or transcribing
the nonsensical sounds as real words, human subjects on occasion attempted to
transcribe the nonsensical word sounds phonetically as nonsense syllables. This
superior ability of humans to recognise nonsensical word sounds as meaning-
less paradoxically prevented human listeners from detecting the presence of a
malicious voice command, thus enabling the covert attacks.

A notable feature of the results of human comprehensibility tests is their
variability between individual experimental subjects. Thus the covert nature
of these attacks depends to some extent on individual human perception, i.e.
whereas some individuals may hear target command words in an adversarial
command based on nonsensical word sounds, others may not. This was seen
in the variable results of the human comprehensibility tests described above.
Human perception of word sounds is known to be unstable in some instances,
seen for example in a widely shared audio recording in which some listeners
heard the word “Yanny” whereas others heard the word “Laurel”.14

3 Missense Attacks on Amazon Alexa and RASA NLU

3.1 Description and Context

This section presents experimental work demonstrating that it is possible to
gain unauthorised access to a voice-controlled system using utterances that are

14 See for example The Guardian, “Laurel or Yanny explained: why do some people
hear a different word?”, 17th May 2018, https://www.theguardian.com/technology/
2018/may/16/yanny-or-laurel-sound-illusion-sets-off-ear-splitting-arguments.

https://www.theguardian.com/technology/2018/may/16/yanny-or-laurel-sound-illusion-sets-off-ear-splitting-arguments
https://www.theguardian.com/technology/2018/may/16/yanny-or-laurel-sound-illusion-sets-off-ear-splitting-arguments
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accepted by the system as a target command despite having a different mean-
ing to the target command in terms of human understanding. We term this
type of attack a ‘missense’ attack, in accordance with a taxonomy of attacks via
the speech interface published in a previous paper [4], which categorises attacks
via the speech interface according to human perceptual categories. The attack
can also be characterised as a black-box adversarial learning attack. The aim
of the attacks of generating adversarial utterances that trigger a target com-
mand but that are unrecognisable as such to humans was realised by embedding
alternate meanings of target command words in an unrelated utterance to cre-
ate an adversarial utterance. As stated above, these attacks are termed ‘word
transplant’ attacks.

In prior work, Carlini and Wagner [17] have used crafted audio recordings
of speech that is unrelated to voice commands to attack a speech transcription
system. Whereas the attacks by Carlini and Wagner target speech recognition
functionality, the attacks presented here target natural language understanding.
There have been no comparable attacks targeting natural language understand-
ing in voice-controlled systems reported in prior work. There have been some
examples of attacks on natural language understanding in related areas, such as
sentiment analysis (see for example Kuleshov et al. [18]). However, these attacks
have used different attack methods based on word substitution. Word trans-
plant attacks have not been demonstrated in any prior work, and thus represent
a novel attack concept.

Linguistically plausible adversarial examples that trigger an action in a
voice-controlled system with an utterance of apparently unrelated meaning are
difficult to generate using automated, mathematical approaches. As noted by
Papernot et al. [5], adversarial learning in the context of natural language under-
standing technologies that take as input a sequence of words is not a differen-
tiable problem. Papernot et al. concede that their own work on fooling a sen-
timent classifier with ‘nonsensical’ sentences generated using a mathematical
method has some limitations, in that the nonsensical nature of the adversarial
sentences is easily noticeable by humans. They point to the need in future work
to address grammar and semantics in adversarial sentence generation, in order
to make sentences indistinguishable from innocent utterances by humans. The
attacks demonstrated here attempt to do this using a manual, non-mathematical
approach for generating adversarial voice commands by manipulating linguistic
parameters such as syntactic structures and word meanings, rather than math-
ematical parameters such as acoustic features or word embedding vector values.

Natural language understanding in voice-controlled systems involves a pro-
cess of semantic parsing for mapping transcriptions of spoken utterances to a
formal representation of the utterances’ meaning that the system can use to
trigger an action. This usually involves some form of machine learning such as
Conditional Random Fields (CRFs) or RNNs (see for example Mesnil et al. [19]).
The process of semantic parsing may take into account the syntactical structure
of an utterance as well as the presence of individual words to determine the most
appropriate action to take in response to a natural language command (see for
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example McTear [8]). The state-of-the-art in machine natural language under-
standing is known to fall far short of human abilities (see for example Cambria
and White [20]).

The hypothesis behind the attacks presented here is that the deficiencies
of natural language functionality in the current generation of voice-controlled
digital assistants may render such systems vulnerable to being misled by adver-
sarially crafted input that triggers a target action in the system, whilst being
perceived by humans as unrelated to that target action. Specifically, it is hypoth-
esised that word transplant attacks will exploit deficiencies in out-of-domain
detection, that is the ability to reliably distinguish between relevant and irrel-
evant speech input (see for example Tür et al. [21]), as well as deficiencies in
word-sense disambiguation, that is the ability to reliably determine the correct
meaning of a word in context (see for example Stolk et al. [22]). Current sys-
tems identify speech input as in-domain or out-of-domain based the presence or
absence of a combination of linguistic features, with word sense disambiguation
being performed as part of this process based on co-occurrence of words in a
given context. Such methods may be misled by crafted adversarial commands
that retain some elements of a target command, as is the case in the word
transplant attacks demonstrated here that reuse content words from a target
command in a different sense context. Crafted adversarial input of this type is
likely to thwart the system’s ability to understand the intent of an utterance
based on combinations of features, and to determine the intended meaning of
individual words based on the context of neighbouring words. Given the crudity
of current methods in natural language understanding for distinguishing valid
from invalid input, as in the case of the attacks on speech recognition using non-
sensical word sounds described above, applying higher confidence levels for the
determination of user intent in natural language understanding to thwart such
attacks may result in non-acceptance by the system of legitimate input and thus
damage usability of the system.

The deficiencies in the current state-of-the-art in natural language under-
standing in distinguishing relevant from irrelevant input necessitate an assump-
tion in the design principles for systems such as voice-controlled digital assistants
of a genuine intent between user and device to communicate as conversation
partners. In other words, such systems have no choice but to assume that any
speaker interacting with them intends to communicate a relevant meaning. The
guidelines for developing Google Conversation Actions, for example, recommend
applying a set of conversation rules known as ‘Grice’s Maxims’, the first of which
is “only say things which are true”.15 In an adversarial setting, the assumption
of shared context does not hold, and thus puts the system at risk of being misled
by malicious input in missense attacks.

The covert nature of the attacks depends on unrelated utterances being used
for adversarial purposes not being detected as a trigger for a voice-controlled
action by human listeners. It is in fact unlikely that human listeners will detect
unrelated utterances as covert voice commands, as humans are for the most part

15 See https://developers.google.com/actions/downloads/be-cooperative.pdf.

https://developers.google.com/actions/downloads/be-cooperative.pdf
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so proficient at the language comprehension task that a large part of human
natural language interpretation is performed automatically without conscious
consideration. Miller [23] states that the alternative meanings of a word of which
the meaning in context is clear will not even occur to a human listener, claiming
the humans hearing the sentence “He nailed the board across the window”,
for example, will not even notice that “board” has more than one meaning:
“Only one sense of “board” (or of “nail”) reaches conscious awareness.” This
suggests that the very proficiency of humans in natural language understanding
may hinder victims in identifying attacks that seek to exploit the limitations of
automated systems in performing the same task.

The attacks described here were demonstrated on two specific natural lan-
guage understanding functionalities. The first of these was the natural language
understanding functionality behind Amazon Alexa Skills. Skills are third-party
applications that can be incorporated in the Alexa digital assistant. Develop-
ers of Amazon Alexa Skills can make use of generic templates for actions to be
performed by the Skill that are made available in the Amazon Developer Con-
sole, the so-called Built-in Intents, and/or create their own Custom Intents using
the tools provided in the developer environment (see Kumar et al. [24]). Alexa
Skills share speech recognition and natural language understanding functional-
ities with the core Alexa digital assistant. The natural language understand-
ing functionality in Amazon Alexa uses as a meaning representation structure
the so-called Alexa Meaning Representation Language (AMRL), which consists
of graph-based structures representing the actions that can be performed by
Alexa on different types of entities (see Kollar et al. [25]). Built-In Intents for
Alexa Skills are based on pre-existing AMRL structures. Custom Intents in Alexa
Skills do not make use of pre-existing AMRL structures as such, however, they
do make use of the same natural language understanding models for mapping
natural language utterances to meaning representation made available in the
developer environment for Alexa Skills, as explained by Kumar et al. As stated
by Kumar et al., Alexa’s natural language understanding functionality will gen-
erate a semantic representation of the Custom Intent based on the sample utter-
ances provided by the user. Various models are used to map natural language
utterances to meaning representation in Amazon Alexa Skills, including CRFs
and neural networks (see Kumar et al.). Kumar et al. explain that the process
of mapping natural language utterances to the semantic representation of an
intent, i.e. semantic parsing, has both a deterministic and stochastic element.
The deterministic element ensures that all of the sample utterances provided by
the user will be reliably mapped to the intent, whereas the stochastic element
ensures some flexibility in the parsing of previously unheard utterances.

The second target system used in the experiment was an open source natu-
ral language understanding functionality named RASA NLU. RASA NLU is a
natural language understanding library made available for use by non-specialist
developers.16 The RASA NLU target system was implemented using the ‘spacy
sklearn’ pipeline option, which incorporates pre-existing generic word embed-

16 https://rasa.com/docs/nlu/.

https://rasa.com/docs/nlu/
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dings, which are used in combination with training data provided by the user to
train a classifier to recognise the intents specified by the developer (as detailed
by Bocklisch et al. [26]). This enables users to create bots using a relatively small
amount of training data.

The specific setting of the envisaged attacks is a voice assistant used for
personal banking. The use of digital assistants in financial services is becoming
more common, with some suggestion that such systems are seen as providing
better customer service than human agents (as reported by Qi and Xiao [27]). In
his book entitled ‘Bank 4.0’, Brett King claims that voice assistants will assume
great signficance in banking and financial advice services in future development
of the industry [28].

3.2 Experiment

Methodology. Two target systems were created for the purposes of the exper-
iment. These were an Alexa Skill and a bot based on RASA NLU. Both systems
were dummy banking assistants that mimic the capabilities of a real Alexa Skill
made available by Capital One bank to its customers.17 The Capital One Skill
enables three types of intents that can be expressed by their customers via voice
command, namely Check Your Balance, Track Your Spending, and Pay Your Bill.
The dummy assistants created for the purposes of the experiment included mock
versions of these three intents, as well as mock versions of two further intents,
namely to reset a password that a user had forgotten, and to block a credit
card that had been lost or stolen.The dummy Alexa Skill also implemented the
pre-built FallBackIntent available in the Amazon Developer Console, which rep-
resents a confidence threshold for acceptance of valid input by the Skill. Without
implementation of a confidence threshold via the FallbackIntent, an Alexa Skill
will treat any utterance as relevant and match the utterance to one of its actions.
The RASA NLU target system implemented the same five target intents as the
dummy Alexa Skill, and also implemented five generic intents, namely a greeting
intent, a thanks intent, a goodbye intent, an affirmation intent, and an intent to
provide a name. The generic intents were implemented to improve robustness of
the RASA NLU target system. The RASA NLU system further implemented a
‘nonsense’ intent that was intended to be representative of out-of-scope input,
performing a similar function to the FallBackIntent in the Amazon Alexa Skill.

Training data for the five target intents was the same for both the dummy
Alexa Skill and for the RASA NLU bot. The training utterances represented
a combination of example commands publicised by Capital One for their real
Alexa Skill, publicly available training data examples for a third-party banking
assistant bot18, and self-generated training data. The training datasets contained
30 utterances for the account balance, recent transactions and pay bill intents,
and 15 utterances for the reset password and block card intents. The five generic

17 https://www.capitalone.com/applications/alexa/.
18 This was a template for a banking assistant bot made available by IBM at https://

github.com/IBM/watson-banking-chatbot.

https://www.capitalone.com/applications/alexa/
https://github.com/IBM/watson-banking-chatbot
https://github.com/IBM/watson-banking-chatbot
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intents in the RASA NLU target system were trained with sample utterances
made available to developers by RASA NLU. The nonsense intent in the RASA
NLU target system was trained with a large set of unrelated utterances made
available by a third-party developer of another banking bot.19

Table 6. Target systems’ response to target commands.

Test/Target Intent Test/Target Command RASA NLU Test Result Alexa Skill Test Result

get account balance tell me the current balance target intent triggered target intent triggered

get recent transactions show me all my transactions target intent triggered target intent triggered

pay bill pay a bill for electricity target intent triggered target intent triggered

reset password can’t recall my password target intent triggered target intent triggered

block card think my card is stolen target intent triggered target intent triggered

Table 7. Target systems’ response to out-of-scope commands.

Control Intent Control Command RASA NLU Test Result Alexa Skill Test Result

be back I’ll get back to you in a moment nonsense intent triggered FallBackIntent triggered

be back be back in 5min nonsense intent triggered FallBackIntent triggered

be back I’ll be back nonsense intent triggered FallBackIntent triggered

be back I promise to come back nonsense intent triggered FallBackIntent triggered

be back I’ll be back in a few minutes nonsense intent triggered FallBackIntent triggered

After training of the target systems, the systems’ responses to utterances
not seen in training were tested with respect to both in-scope and out-of-scope
utterances. Input to the target systems was text-based. A test utterance for each
of the specific intents for triggering the five target actions was inputted. The test
utterances were utterances that had not been used in training, but that were
clearly within the scope of the given intent. In order to test the systems’ ability
to reject non-malicious out-of-scope input, the tests also assessed the systems’
responses to five other utterances that were unrelated to any of the actions within
the scope of the Alexa Skill target system or the RASA NLU target system
(these were five training utterances for a ‘be back’ intent that was part of the
sample training data made available to developers by RASA NLU). Details of the
tests of the systems’ responses to in-scope and non-malicious out-of-scope input
are shown in Tables 6 and 7 respectively. The tests confirmed that the target
systems were robust in their handling of in-scope input not seen in training and
non-malicious out-of-scope input, with all of the test utterances triggering the
appropriate intent in both systems, and all of the control utterances triggering
the nonsense intent in the RASA NLU target system and the FallBackIntent in
the Alexa Skill. The test utterances were thus used as target commands for the
missense attacks. Testing of the dummy Alexa Skill was performed in a sand-
box environment in the Amazon Developer Console only and was not deployed
in the Alexa cloud. Testing of the RASA NLU system was performed locally via
a terminal.
19 https://github.com/Twanawebtech/bank-chatbot.

https://github.com/Twanawebtech/bank-chatbot
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Potential adversarial utterances were generated using the following process.
First, a list of content words from the sample utterances for each Custom Intent
was extracted (content words are words that give meaning to a sentence or
utterance, as distinguished from function words that contribute to the syntacti-
cal structure of the sentence or utterance rather to its meaning, examples being
prepositions such as ‘of’, determiners such as ‘the’, pronouns such as ‘he’ etc.).
This was done automatically using a Python script implementing the Natural
Language Toolkit (NLTK).20 Second, a dictionary API21 was used to automati-
cally retrieve different word meanings and usage examples for the content words
in the target commands. This enabled the identification and use of unusual and
outdated word meanings for the target command words, which might be expected
to increase the probabilities of successfully misleading natural language under-
standing systems such as that implemented in an Alexa Skill or RASA NLU
bot, which are likely to have been trained to handle only common and cur-
rent meanings of words. Following the extraction of content words and alternate
word meanings, potential adversarial utterances for each Custom Intent were
then generated manually, by embedding alternate meanings of words from the
target command in new utterances, using as few new content words as possible,
to create a potential adversarial command with a different meaning to the tar-
get command. The response of both target systems to each potential adversarial
utterance was then tested.

Results. Table 8 shows the results of the word transplant attacks. The Amazon
Alexa Skill target system was seen to be more vulnerable that the RASA NLU
system. All but one of the word transplant attacks on the Alexa Skill target sys-
tem were successful. On the RASA NLU target system, word transplant attacks
were successful in only two out of five instances.

Table 8. Target systems’ response adversarial commands generated by word trans-
plant.

Target

Intent

Target

Command

Adversarial

Command (Word

Transplant)

RASA NLU Test

Result

Alexa Skill Test

Result

original content

words / total

content words

get account

balance

tell me the

current

balance

I kept my balance

in the current

target intent

triggered

target intent

triggered

2 out of 3

get recent

transactions

show me all

my

transactions

the transactions

were for show

nonsense intent

triggered

target intent

triggered

2 out of 2

pay bill pay a bill for

electricity

bill of an anchor nonsense intent

triggered

target intent

triggered

1 out of 2

reset

password

can’t recall my

password

we can’t recall our

product

nonsense intent

triggered

FallBackIntent

triggered

1 out of 3

block card think my card

is stolen

your card is an

ace

target intent

triggered

target intent

triggered

1 out of 2

20 https://www.nltk.org/.
21 https://developer.oxforddictionaries.com/.

https://www.nltk.org/
https://developer.oxforddictionaries.com/
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3.3 Discussion

The results of the experiment confirm the hypothesis that natural language
understanding functionality in systems such as Amazon Alexa Skills and RASA
NLU is vulnerable to being misled by malicious actors using utterances that
are accepted by the system as a valid action trigger, but are unrelated to the
relevant target command in terms of their meaning as understood by humans.
The results of the experiment support concerns surrounding the implementation
of voice control in sensitive areas such as banking.22

The results confirm that, whilst measures for enabling voice-controlled sys-
tems to reject irrelevant input, such as the FallbackIntent in Alexa Skills or the
nonsense intent in the RASA NLU banking bot, do prevent such systems from
simply accepting any utterance directed towards them as valid commands, this
is not sufficient to prevent voice-controlled systems from accepting irrelevant
utterances that have been crafted maliciously so as to mislead natural language
understanding functionality. In the case of the Alexa Skill target system, some
adversarial commands were identified as the target command with a sufficiently
high level of confidence to avoid triggering of the FallBackIntent, whereas in the
case of the RASA NLU target system, some adversarial commands were identi-
fied as the target command with a higher confidence level than the confidence
level assigned to the nonsense intent. The success of some adversarial commands
in triggering the target command indicates that the capacities of natural lan-
guage understanding functionality in current voice-controlled systems to distin-
guish valid from invalid input and to identify the correct meaning of words in a
given context can be easily undermined. These issues represent significant secu-
rity vulnerabilities, in that they may enable a malicious actor to gain control
of a system using utterances that are unlikely to be recognised by the system’s
human users as a voice command to their system. A notable characteristic of
these attacks is that they have the potential to be plausibly deniable, in that a
target system’s execution of a target action in response to an unrelated utterance
vocalised in its environment might be easily explained as being due to an error
on the part of the target system, rather than to malicious intent on the part of
the source of the utterance.

A clear limitation of the attacks demonstrated here with respect to the Alexa
Skill target system is that they do not take into account the need for an attacker
to activate the Alexa assistant and the target Skill using a wake-word or activa-
tion phrase. However, this limitation should not be viewed as one which cannot
be overcome in future work. Due to the known presence of false positives with
respect to wake-word recognition, it might be possible to trigger activation of the
wake-word by using a single natural language word, other than the wake-word
itself, as part of an unrelated utterance, in order to subsequently be able to exe-
cute an adversarial learning attack targeting natural language understanding to
trigger a specific target command. This possibility was in fact demonstrated in
22 See for example phys.org, 20th June 2018, ‘Banking by smart speaker arrives, but

security issues exist’, https://phys.org/news/2018-06-banking-smart-speaker-issues.
html.

https://phys.org/news/2018-06-banking-smart-speaker-issues.html
https://phys.org/news/2018-06-banking-smart-speaker-issues.html
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an incident in which an Amazon Alexa device misinterpreted a word spoken in a
private conversation as the wake-word ‘Alexa’, and subsequently misinterpreted
other words in the conversation as commands to send a message to a contact,
resulting in a recording of a couple’s private conversation in their home being
sent to a colleague.23 Whilst this transmission of private information occurred
as a result of error rather than malicious intent, it highlights the potential for
spoofing of wake-word recognition and the inadequacy of wake-word recognition
as a security measure.

4 Future Work and Conclusions

The experimental results presented here consolidate initial results presented in
our earlier paper, confirming that speech recognition in voice-controlled sys-
tems is vulnerable to being misled by adversarial input consisting of nonsensical
word sounds that are perceived by legitimate users of voice-controlled systems
as having no meaning, and that natural language understanding functionality in
voice-controlled systems can be manipulated using crafted utterances that retain
elements of a target command, but that are perceived by naive listeners as being
unrelated to the action that an attacker is seeking to trigger.

Future work should seek to demonstrate the types of attacks investigated here
on different systems and on a broader set of target commands. With respect to
the ‘nonsense’ attacks targeting speech recognition, whilst the target commands
used in the experiment performed here were real commands actually executable
by Google Assistant, the methodology applied in the experiment described here
of assessing the target system’s response based on transcription of audio input,
rather than an actual performed action, potentially expands the range of target
commands beyond actions that are within the scope of a target system’s actual
capabilities to actions that are currently hypothetical. Therefore it would be
possible to investigate the vulnerability of hypothetical target actions to attacks
of this type before the actions are actually implemented as part of a live system.
The ultimate focus of future work should be to develop defence mechanisms that
can make voice-controlled systems more robust to nonsense and missense attacks
at a general level.
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Abstract. We propose a new order-specified aggregate authority-
transfer signature based on the gap Diffie-Hellman group and evaluate
the performance of it. In companies, in order to prevent stagnation of
the work flow or suspension of operations accompanied by an accident
due to concentration of authority to one or a few people, distribution and
delegation of authority to multiple persons is performed. Currently, since
various operations in a company are performed via a computer network,
a mechanism of authority transfer to allow delegation and distribution of
authority quickly and properly on this network is needed. In this paper,
we propose an authority-transfer signature scheme combining an order-
specified aggregate signature and a group signature. In our method, a
signature scheme uses a group signature scheme to guarantee authority.
Moreover, it transfers the authority owned by the manager to another
member of the group. The difference from the group manager of exist-
ing group signatures is that this manager not only manages the group
but also delegates authority. Regarding this signature, we implement a
simulation program and evaluate the performance. As a result, we show
that our proposal is practical.

Keywords: Digital signature · Aggregate signature · Authority
transfer

1 Introduction

In recent years, a system using a digital signature has been developed as one
of the methods for improving the efficiency and security of business activities
in companies. For example, in an online system for requesting approval of a
proposal, a digital signature is used as proof that authorized managers have
approved it. This allows everyone to see if the workflow of the requesting approval
is processed correctly. In the existing system, it is assumed that the requesting
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approval is processed in one company. Therefore, it is assumed that the managers
who can approve the request is in the same company. However, when a plurality
of companies jointly works on a project, there is a need for approval of the
proposal among the companies, and there are also managers in each company
who can process the approval. Assuming such a case, it is necessary to have a new
system for requesting approval of a proposal that can be approved among plural
companies, and a new digital signature that can be adapted to this system.

In order to realize the digital signature shown the above, it is necessary to
have the following three functions, which are to be able to:

– transfer the signer’s authority to sign to someone else;
– aggregate multiple signatures and to reduce the size of a signature;
– verify the order of signing.

The first, in a normal digital signature, a private key and a public key are
generated, and the signer holds the private key. The public key is published with
the certificate of a trusted certificate authority. When signing a document, the
signer uses his private key to sign. The verifier obtains the public key and verifies
the signature. In this case, because only the signer holds the private key, other
person cannot sign on behalf of this signers. Thus, if the signer is absent, the
verifier cannot obtain the signature by this signer and must wait until he comes
back. If it is possible to delegate the signer’s authority to sign without passing
his private key to others, it can be a solution to this problem. In this regard,
Yao et al. proposed an anonymous-signer aggregate signature [1]. This method
can transfer authority using a group signature, which is an anonymous digital
signature. By improving this method, it is possible to construct the target digital
signature.

The second, under the environment that there are also managers in each
company who can process the approval when a plurality of companies jointly
works on a project, there are plural signatures by these managers. A method for
efficiently processing the plurality of signatures is needed. In this regard, there
is a multisignature that aggregates the signatures of the same message by plural
signers with a single signature [2], and an aggregate signature that aggregates
signatures of different messages by plural signers with a single signature [3]. The
above efficiently processing can be realized by applying these methods.

The third, when signing contracts and requesting approvals among plural
companies, the order of signing may be important. Therefore, a multisignature
or an aggregate signature, which can verify not only who signs the message but
also in which order each of signers sign the document is needed.

We have proposed a new order-specified aggregate authority-transfer signa-
ture with the above three functions at ICISSP 2019 [4]. First, we have improved
the group signature by Yao et al. and have proposed a new signature with a
shorter verification time than the signature of Yao et al. Second, we have adapted
the idea of structuring method of Yanai et al. [5] to the above new signature,
and have realized the order-specified aggregate authority-transfer signature. We
have used a graph for the complicated relationships among signers. In addition,
we have discussed security analysis of our proposal.
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Furthermore, in this paper, we evaluate the performance of our proposal in
comparison with existing aggregate signature schemes. We focus on the number
of pairing function operations, which dominates the verification time, and show
that the number of these operations on our scheme is about as same as or less
than those on other existing schemes. In addition, we implement a simulation
program and evaluate the performance of our proposal and existing schemes.
As a result, although we have added order-specified function to our signature
scheme, we show that the performance of our proposal is equivalent to or better
than those of other existing schemes.

This paper is structured as follows: Sect. 2 presents related work; Sect. 3
describes aggregate authority-transfer signature, which we have proposed, with
discussion of security analysis; Sect. 4 describes expansion of the scheme in Sect. 3
into order-specified aggregate signature; Sect. 5 show the result of performance
evaluation; finally, conclusions are drawn in Sect. 6.

2 Related Work

2.1 Aggregate Signature

The gap Diffie-Hellman (GDH) class was defined by Okamoto and Pointcheval
[6]. The GDH Class has the following features: the computational Diffie-Hellman
(CDH) problem is hard, and the decisional Diffie-Hellman (DDH) problem is
easy. The class with these features can be realized on an elliptic curve using a
function called pairing.

By using this elliptic curve, Boneh et al. proposed a digital signature scheme
that verify the signature with pairing function. This is the Boneh-Lynn-Shacham
(BLS) signature scheme [7]. Consider different additive cyclic groups G1 and G2

with prime order p. The BLS signature scheme is based on these groups and is
structured as follows:

Key Generation: g is a generator of G1. The private key of the signer is a
random element x ∈ Z

∗
p, and his public key is v = xg.

Signing: H:{0, 1}∗ → G2 is a one-way hash function. m is both a plain message
and a signing target. The signer computes h = H(m) and returns σ = xh.

Verification: When the verifier is given (g, v,m, σ), he computes h = H(m) and
verifies e(g, σ) = e(v, h).

In addition, Boneh et al. proposed an aggregate signature called the Boneh-
Gentry-Lynn-Shacham (BGLS) signature [3] based on the BLS signature. It is
possible to reduce the signature size and the verification time by aggregating
this plurality of signatures. Consider a group U of n signers who contribute to
an aggregate signature. Let i ∈ U (1 ≤ i ≤ n) be a signer participating in the
aggregate signature. Each user i selects a message mi to be signed and creates a
signature σi for it. These signatures are then combined into one BGLS signature.
The security depends on the co-CDH problem. The algorithm consists of key
generation, signature, aggregation, and verification. Also, like the BLS signature,
we use the definition of the GDH group on the elliptic curve for (G1,G2). The
algorithm is structured as follows:
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Key Generation: g is a generator of G1. The private key of the signer i ∈ U is
a random element xi ∈ Z

∗
p, and his public key is vi = xig.

Signing: H:{0, 1}∗ → G2 is a one-way hash function. Let mi be the message of
signer i. The signer i computes hi = H(mi) and returns σi = xihi.

Aggregation: Collect all individual signatures σi (1 ≤ i ≤ n), and calculate
σ =

∑n
i=1 σi.

Verification: When the verifier is given (g, vi,mi, σ) (1 ≤ i ≤ n), he computes
hi = H(mi) (1 ≤ i ≤ n) and verifies e(g, σ) =

∏n
i=1 e(vi, hi).

2.2 Group Signature

A group signature is one of a digital signature scheme, in which a verifier can
confirm only the affiliation of a signer to a group and cannot identify who signed
it. The group signature can protect privacy by preventing identification of the
signer.

Several schemes have been proposed for this group signature, and Chen et al.
have proposed a group signature based on the BGLS signatures [8]. It is proved
that this group signature of Chen et al. is secure if the BGLS signature is secure.
Yao et al. have proposed an aggregate group signature that is an improvement
on this group signature [1]. This aggregate group signature is explained in the
following.

In advance, members create secret keys and public keys, and send the public
key to group manager GM. The GM processes this public key with the group
signature key based on the BGLS signature, and returns it to the member. An
aggregation of the BGLS signature of the message and the group signature key
is released as a group signature. Therefore, group signatures of multiple groups
can be aggregated into one. In addition, information such as an expiry date can
be included in the group signature key of each member issued by the GM, and
this information can be verified. Furthermore, Yao et al. have realized a method
of delegating authority by accompanying the group signature key with authority
information.

An aggregate group signature is organized as follows:

Preconditions:
– G1 and G2 are the additive cyclic group and the multiplicative cyclic

group of the prime order q, respectively, where G1 is the GDH group.
– π is the generator of G1.
– A map e:G1 × G1 → G2 is a bilinear map.
– H:{0, 1}∗ → G1 is a one-way hash function.

Set-Up:
– A trusted third-party creates the parameter para(G1,G2, e, π,H).
– Member U chooses a private su ∈ Z

∗
q as his private key and computes

Pu = suπ as his public key.
– Similarly, the GM chooses a private key sA ∈ Z

∗
q and computes the public

key PA = sAπ.
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Join:
– U randomly chooses a number of privates (x1, . . . , xl ∈ Z

∗
q) and computes

one-time signing factors Xu,1 = x1π, . . . , Xu,l = xlπ and one-time signing
public keys Ku,1 = sux1π, . . . , Ku,l = suxlπ. Keys Pu, Xu,i, and Ku,i are
sent to the GM, for all i ∈ [1, l].

– The GM tests if e(Ku,i, π) = e(Pu,Xu,i) for all i. If the test fails, the
protocol terminates. Otherwise, the GM runs the BGLS signing algorithm
on inputs sA and strings T‖Ku,i (T is the authority information) to obtain
Su,i = sAH(T‖Ku,i) for all i. Su,i is the ith one-time signing permit for
U and is given to U . The GM adds tuples (Pu,Ku,i,Xu,i) to his record
for all i.

Signing:
– U runs the BGLS signing algorithm with private key suxi and message

M and obtains a signature Su = suxiH(M).
– U aggregates signature Su with one-time signing permit Su,i associated

with private suxi. This is done by running the aggregation function of
the BGLS scheme, which returns a signature Sg = Su + Su,i.

Aggregation:
This is the same as the aggregation algorithm in the BGLS scheme. It takes
as inputs n signatures Sgk

and the corresponding values PAk
and Kuk,ik for

all k ∈ [1, n]. Set SAgg =
∑n

k=1 Sgk
.

SAgg is outputted as the aggregate group signature.
Note that the kth GM public key PAk

for k ∈ [1, n] does not need to be the same.
In other words, signatures from different organizations can be aggregated.

Verification:
– For 1 ≤ k ≤ n, compute the hash digest H(Mk) of message Mk and

hk = H(Tk‖Kuk,ik) of the statement on the one-time signing permit.
– SAgg is accepted if e(SAgg, π) =

∏n
k=1 e(H(Mk),Kuk,ik)e(hk, PAk

).
Open:

If SAgg is valid, the GM can easily identify a member’s public key Puk
from

Kuk,ik by consulting the record.

3 Aggregate Authority-Transfer Signature

3.1 Motivation for Aggregate Authority-Transfer Signature

When signing for verifiers belonging to different companies to verify, it may be
necessary to confirm the signer’s identity, affiliation and authority. This require-
ment can be realized by using the method of Yao et al. as discussed in Sect. 2.2 [1].
Then, strong anonymity such as group signature is not required. Therefore,
although aggregate authority-transfer signature is based on group signatures,
it has different security requirements than existing group signatures.

Furthermore, the possibility of many people approving a request among plu-
ral companies increases the number of signatures to be aggregated and the ver-
ification time becomes longer. Therefore, the method of Yao et al. is improved
to shorten the verification time.

In addition, unlike the group manager GM in the method of Yao et al. man-
ager M not only manages groups but also delegates authority.
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3.2 Security Definition

We describe the security of an aggregate authority-transfer signature. In order
for this signature to be secure, the following conditions need to be satisfaction:

Correctness: A signature created by a legitimate member passes verification
and identifies the signer.

Unforgeability: Only legitimate members can make valid signatures. Even if
an attacker collaborates with another member or manager, it can not forge
the signature of a member who is not collusion.

Traceability: The signature that passes the verification can always identify the
signer. Even if an attacker collaborates with other members, it is impossible to
create a signature that the verification passes but the signer cannot identify.

3.3 Construction

Preconditions:
– G1 and G2 are the additive cyclic groups of the prime order q.
– G1 and G2 are the co-GDH groups.
– G3 is the multiplicative cyclic group of prime order q.
– P is the generator of G1.
– Q is the generator of G2.
– A map e:G1 × G2 → G3 is a bilinear map.
– H1:{0, 1}∗ × G2 → G1 and

H2:{0, 1}∗ × G2 → Z
∗
q are one-way hash functions.

Set-up:
– A trusted third-party creates the parameter para(G1,G2,G3, P,Q, e,H1,

H2).
– Member U chooses a private su ∈ Z

∗
q as his private key and computes

Pu = suP as his public key.
– Similarly, the manager M chooses his private key sA ∈ Z

∗
q and computes

the public key PA = sAQ.
Join:

– U randomly chooses a private x ∈ Z
∗
q and computes signing factors Xu =

xQ and public keys Ku = xsuQ. Keys Pu, Xu, and Ku are sent to the M.
– The M confirms that Pu is U ’s public key. The GM tests if e(P,Ku) =

e(Pu,Xu). If the test fails, the protocol terminates. Otherwise, the M
runs the BGLS signing algorithm on inputs sA and strings Tu‖Ku (Tu

is the authority information transferred by manager) to obtain Su =
sAH1(Tu‖Ku). Su is an authority-transfer key and is given to U . The M
adds tuples (Pu,Ku,Xu, Tu) to his record.

Signing:
U signs message M. U gets an authority-transfer key Su from the M. U
randomly chooses r ∈ Z

∗
q . U computes the following:

B = rQ. (1)
C = Su + H2(M‖B)xsuP + rP. (2)

Ku = xsuQ. (3)

The signature is σ = {B,C,Ku, Tu}.
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Aggregation:
Aggregation takes as inputs n signatures, σk = {Bk, Ck,Kuk

, Tuk
}, and the

corresponding values PAk
and Kuk

for all k ∈ [1, n]. Only Ck can be aggre-
gated and becomes CAgg =

∑n
k=1 Ck. The aggregate authority-transfer sig-

nature is σAgg = {Bk, CAgg,Kuk
, Tuk

} for all k ∈ [1, n].
Verification:

– For 1 ≤ k ≤ n, compute the hash digests H1(Kuk
‖Tuk

) and H2(Mk‖Bk).
– σAgg is accepted if

e(CAgg, Q) =
∏n

k=1(e(H1(Kuk
‖Tuk

), PAk
))

·e(P,
∑n

k=1(H2(Mk‖Bk)Kuk
+ Bk)).

Open:
If σAgg is valid, the M can easily identify a member’s public key Puk

from
Kuk

by consulting the record.

3.4 Comparison with Yao et al.’s Method

Th aggregate authority delegation signature in Sect. 3.3 is compared with the
method of Yao et al. [1], and we show the advantages and disadvantages of our
signature.

The following are the verification formulas of Yao et al.’s method and the
aggregate transfer signature when N signatures are aggregated.

The Verification Formula for Yao et al.’s Method:

e(SAgg, π) =
n∏

k=1

e(H(Mk),Kuk,ik)e(hk, PAk
). (4)

The Verification Formula for Aggregate Authority-Transfer Signature:

e(CAgg, Q) = e(P,

n∑

k=1

(H2(Mk‖Bk)Kuk
+ Bk)) ·

n∏

k=1

(e(H1(Kuk
‖Tuk

), PAk
)).

(5)

The number of pairings calculated when verifying the aggregate signature
for N signatures for the formula of Yao et al. is 2N + 1. On the other hand,
The number of pairings calculated when verifying the aggregate signature for
N signatures for the formula of our proposal. is N + 2. From the above, it can
be seen that the number of pairings at the time of verification of the aggregate
authority-transfer signature is about half of that of Yao et al.’s method if the
number of signatures, N , is large. An advantage is that the verification time
can be shortened by reducing the number of pairings. A disadvantage is that
the number of signatures of a point on the elliptic curve increases by 1 for
each message. However, since the points on the elliptic curve are not large, the
advantage of shortening the verification time is greater than the disadvantage
that the signature size increases.
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3.5 Security Analysis

We prove the security of the aggregate authority-transfer signature described in
Sect. 3.3. First, we prove the security of a single authority-transfer signature that
does not aggregate. Second, we prove the security of the aggregate authority-
transfer signature.

Correctness: The correctness of the authority-transfer signature is proved as
follows:

e(C,Q) = e(Su + H2(M‖B)xsuP + rP,Q)
= e(Su, Q) · e(H2(M‖B)xsuP,Q) · e(rP,Q)
= e(sAH1(Tu‖Ku), Q) · e(H2(M‖B)xsuP,Q) · e(rP,Q)
= e(H1(Tu‖Ku), sAQ) · e(P,H2(M‖B)xsuQ) · e(P, rQ)
= e(H1(Tu‖Ku), PA) · e(P,H2(M‖B)Ku) · e(P,B)
= e(H1(Tu‖Ku), PA) · e(P,H2(M‖B)Ku + B). (6)

Unforgeability: In the authority-transfer signature scheme, attackers can be
either a member or a manager. We do not consider cases where the third party
is an attacker because fewer information is available than other attackers.

The Ability to Attack When the Attacker is a Member of the Group:
– Create and register new members.
– Issue authority-transfer authority key A to a new member.
– Collusion between a new member and another member (non-collusion

with a manager).

The Attack Target When the Attacker is a Member of the Group:
Passing verification using K for a member other than the member who has
colluded or the new member.

The ability to attack when the attacker is a manager:
– Create and Register New Members.
– Issue authority-transfer authority key A to a new member.
– Collusion between a new member and an existing member.

The Attack Target When the Attacker is a Manager:
Passing verification using K for members other than the member who has
colluded or the new member.

Security is considered by looking at the signature formula. The signature
C = Su + H2(M‖B)xsuP + rP can be divided into the following:

A = Su = sAH1(Tu‖Ku). (7)
D = H2(M‖B)xsiP + rP. (8)
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The respective verification equations are the following:

e(A,Q) = e(sAH1(Tu‖Ku), Q)
= e(H1(Tu‖Ku), sAQ). (9)

e(D,Q) = e(H2(M‖B)xsiP + rP,Q)
= e(P,H2(M‖B)Ku) · e(P,B). (10)

The authority-transfer key A of formula (7) and signatures K and T are keys
issued during the interaction between the member and a manager. Therefore,
there is a possibility that the key information is leaked because of communication
leakage or collusion. In addition, old signatures can also be obtained. We set the
following attack environment which is favorable to attackers.

Attacker’s Environment: An attacker can obtain all authority-transfer keys
A, signatures
σ = {B,C,Ku, Tu}, and messages M issued, including the forgery target.

For an attacker to forge a signature, they must forge both expression (9)
and expression (10). Expression (9) is the same as the BLS signature, where
the message is the authority information Tu and the signature Ku. Forging the
authority information Tu and the signature Ku corresponding to the message is
difficult because of the security of the BLS signature. It is difficult for an attacker
who is a member to forge a signature other than the signature Ku. Therefore,
the attack target of an attacker who is a member is the same as the attack target
of an attacker who is a manager. The attacker tries to forge expression (10) using
the signature Ku, where the verification formula of expression (9) is established.
There are roughly two methods for forging expression (10).

– Obtain xsu from the signature Ku = xsuQ made by the forgery target. Alter-
natively, obtain rn from signature B = rQ.

This is difficult because it is a discrete logarithm problem on an elliptic curve.

– Obtain H2(M‖B)xsuP or rP from the signature C made by the forgery
target. Then, extract H2(M‖B) from H2(M‖B)xsuP , find xsuP , and use it
for forgery.

If it is possible to find the same signature B = rQ in multiple signatures,
there is a possibility that xsuP can be obtained, but since the r used for a
signature is random, the probability of a match is low.

Unforgeability of the Aggregate Authority-Transfer Signature: The
security of the aggregate authority transfer signature will be briefly described.
Authority transfer signature and aggregate authority transfer signature indicate
that unforgeability is equivalent.

We prove this security using the method of Boldyreva [9,10], which is used in
Inamura et al.’s system as the security proof [11,12]. Let A be an attacker who
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is attempting to forge an aggregate authority-transfer signature C ′
Agg. Let B be

an attacker who forges an authority-transfer signature. If A’s attack succeeds, it
indicates that B’s attack succeeds. If B’s attack succeeds, it is obvious that A’s
attack will succeed, so the proof of this is omitted.

Attacker B has a verification key of the object to be forged σ1 = {Ku1 , Tu1 ,
PA1 , B1} and responds to the random oracle and the signature oracle. Attacker
B executes A as an honest player. First, B gives σ1 to A. Attacker A outputs
other signature keys and verification keys

{
(Su2 , x2su2 , r2, Tu2 ,Ku2 , B2, PA2), . . . ,

(Sun
, xnsun

, rn, Tun
,Kun

, Bn, PAn
)

}

.

Also, attacker A uses the random oracle and the signature oracle to find C ′
Agg

and the message (M1, . . . , Mn) to be signed, and responds to B. Attacker B
computes the following using C ′

Agg:

C ′
Agg −

n∑

i=2

(Sui
+ H2(Mi‖Bi)xisui

P + riP )

=Su1 + H2(M1‖B1)x1su1P + r1P.

Therefore, the authority-transfer signature corresponding to σ1 can be com-
puted, and B’s attack succeeds.

As described above, it is difficult to forge the aggregate authority-transfer
signature if forgery of the authority-transfer signature is difficult.

Traceability: Expression (9) of the verification expression is a BLS signature
in which the message is the authority information Tu and the signature Ku.
Therefore, it is difficult to make a signature that can pass verification with the
signature Ku that cannot be tracked because of the security of the BLS signature,
even if a member collaborates with another member.

4 Order-Specified Aggregate Authority-Transfer
Signature

4.1 Motivation for Order-Specified Aggregate Authority-Transfer
Signature

In order to be able to verify not only who signs the message but also in which
order each of signers sign the document, we adapt the structuring method pro-
posed by Yanai et al. [5] to the aggregate authority-transfer signature described
in Sect. 3 [4].

By using graphs, we show different types of relationship between signers.
When signing, we refer to this graph for showing structure of signers’ relation-
ship. A new signer receives the messages of all of the signers before him and signs
them in addition to his message. The generated signature and the signatures for
the adjacent signers are aggregated, and a new aggregate signature is created.

Note that security of the order-specified aggregate authority-transfer signa-
ture conforms to the method of Yanai et al.
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4.2 Series-Parallel Graph

Definition of a Series-Parallel Graph: Let G be a set of graphs. A series-
parallel graph is a graph generated by applying either a serial graph or a par-
allel graph recursively in an arbitrary order. Specifically, a series-parallel graph
G(I, T ), which starts at the initial vertex I and terminates at the terminal vertex
T , is defined as follows.

G(I, T ) is generated either by following step 1 or step 2.

1. With a unique label i in G, Gi(Ii, Ti) is composed of one edge connecting Ii

and Ti. We call such a graph an atomic graph and denote it by φi ∈ G.
2. Either one of the following steps is executed:

Parallel Graph: Given n graphs Gi(Ii, Ti), for 1 ≤ i ≤ n, construct G(I, T )
by setting I = I1 = I2 = · · · = In and T = T1 = T2 = · · · = Tn.

Serial Graph: Given n graphs Gi(Ii, Ti), for 1 ≤ i ≤ n, construct G(I, T )
by setting I = I1, T1 = I2,. . . , Tn−1 = In, and Tn = T .

Intuitively, in the above definitions, constructing G(I, T ) means compositions
of n atomic graphs φi ∈ G for i = [1, n] either as a serial one or a parallel one [5].

Graph Composition: For two atomic graphs φ1, φ2 ∈ G, we define a composi-
tion of parallel graphs as φ1∪ φ2 and the composition of serial graphs as φ1 ∩ φ2.
In other words, φ1 ∪ φ2 means to construct G(I, T ) by setting I = I1 = I2 and
T = T1 = T2, and φ1∩ φ2 means to construct G(I, T ) by setting I = I1, T1 = I2,
and T2 = T . We denote by T (i) a set of graphs connecting to the initial vertex
Ii of the ith graph in a way such that

T (i) = {x|Ii = Tx ∧ 1 ≤ x < i ∧ Gx(Ix, Tx) ⊂ ψn},

where n is the number of atomic graphs and ψn is the whole graph for any n,
by I(i) a set of graphs connecting to the terminal vertex Ti of the ith graph in
a way such that

I(i) = {x|Ti = Ix ∧ i < x ≤ n ∧ Gx(Ix, Tx) ⊂ ψn},

by {aj}j∈T (i), for all aj for j ∈ T (i). A whole graph that includes multiple graphs
in its terminal vertex Ti can be denoted by ψI(i). That is, if ψI(i) includes a single
atomic graph φi in the terminal vertex, then ψI(i) is equal to ψi [5].

Weight of a Graph: We define a weight function ωi(ψn) that represents a
weight of each label i for a graph ψn. Intuitively, ωi(ψn) is the number of paths
including an edge with a label i from Ii to Tn for ψn. We denote by #ψn the
number of edges in ψn for any structure ψn [5].
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Fig. 1. Toy example of graph ψn.

Toy Example: We assume a toy example and show the graphe of this example
in Fig. 1. Furthermore, we show the lineage of this example in Table 1 and the
series-parallel graph parameters in Table 2.

We call the initial node for the whole graph as “whole initial” and the termi-
nal node for the whole graph as “whole terminal”, respectively. In the columns
of T (i) and I(i), we give the indexes of corresponding atomic graphs. We also
denote by ψn as whole graph.

We utilize a series-parallel graph as the signer structure. Here, an edge of a
series-parallel graph corresponds to a signer, and a unique edge for the graph
corresponds to a unique index that represents the position of each signer in any
structure [5].

4.3 Construction

Preconditions:
The preconditions are the same as those for the aggregate authority-transfer
signature in Sect. 3.3.

Set-Up:
The setup is the same as that for the aggregate authority-transfer signature
in Sect. 3.3.

Join:
The join condition is the same as that for the aggregate authority-transfer
signature in Sect. 3.3.

Table 1. Lineage of the toy example.

ψi Graph composition Indexes j ∈ ψi

ψ1 φ1 1

ψ2 φ1 ∩ φ2 1, 2

ψ3 φ1 ∩ φ3 1, 3

ψ4 φ1 ∩ φ4 1, 4

ψ5 φ1 ∩ φ2 ∩ φ5 1, 2, 5

ψ6 φ1 ∩ φ3 ∩ φ5 1, 3, 5

ψ7 φ1 ∩ φ4 ∩ φ6 1, 4, 6

ψ8 φ1 ∩ φ4 ∩ φ7 1, 4, 7
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Table 2. Series-parallel graph parameters of the toy example.

φi T (i) I(i) ωi(ψn)

φ1 Whole initial 2, 3, 4 4

φ2 1 5 1

φ3 1 5 1

φ4 1 6, 7 2

φ5 2, 3 Whole terminal 1

φ6 4 Whole terminal 1

φ7 4 Whole terminal 1

Signing:
U is the ith signer and signs message Mi for ψi. U refers to the graph before
the signature, and it verifies the signature of the previous signer. We pass
(para, {PAj

,Mj}j⊂ψT (i) , ψT (i), {σAggj
}j∈T (i)) to the verification algorithm. If

the verification fails, the protocol terminates. Otherwise, U randomly chooses
r ∈ Z

∗
q . U computes the following:

Bi = rQ. (11)
Kui

= xsuQ. (12)
hi = H2(Mi‖Bi). (13)

{hj = H2(Mj‖Bj)}j⊂ψT (i) . (14)

Finally, U computes Ci =
∑

j∈T (i) Cj + Sui
+ xsu(

∑
j⊂ψT (i)

hj + hi)P + rP .
Sui

= sAi
H1(Tui

‖Kui
) is an authority-transfer key. Tui

is the authority infor-
mation transferred by the M. The order-specified aggregate authority-transfer
signature is σAggi

= ({Bj ,Kuj
, Tuj

}j⊂ψi
, Ci).

Verification:
Given (para, {PAj

,Mj}j⊂ψI(i) , ψI(i), {σAggj
}j∈I(i)), we check if i ≤ 3 log P

log 3

holds [13]. If not, the protocol terminates. Next, we check whether all of
the authority information {Tuj

}j⊂ψI(i) is appropriate. The verifier computes
C =

∑
j∈I(i) Cj if |{σAggj

}j∈I(i)| > 1. Otherwise, if |{σAggj
}j∈I(i)}| = 1, we

set C = Cj . Then, we check if the following equation holds with H1(Kuj
‖Tuj

)
and H2(Mj‖Bj) for all j:

e(C,Q) = e

(

P,
∑

j⊂ψI(i)

(( ∑

l⊂ψT (j)

(
H2(Ml‖Bl)

)
+ H2(Mj‖Bj)

)
ωj(ψI(i))Kuj

)

+
∑

j⊂ψI(i)

ωj(ψI(i))Bj

)

·
∏

j⊂ψI(i)

e
(
ωj(ψI(i))H1(Kuj

‖Tuj
), PAj

)
.
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Table 3. The comparison of the verification time of the aggregate signature for one
thousand members and the number of the pairing execution.

Signature scheme Verification time [sec] The number of the pairing execution
(N : The number of members)

BLS [7] 22.92 2000(2N)

BGLS [3] 14.27 1001(N + 1)

YT [1] 21.88 2001(2N + 1)

Our proposal 14.72 1002(N + 2)

Open:
Open is the same as that for the aggregate authority-transfer signature in
Sect. 3.3.

5 Performance Evaluation

We show the result of performance evaluation of the simulation program under
the protocol in Sect. 4. Furthermore, we show the comparison of our proposal
with existing signature schemes. The evaluation environment of simulation is the
followings:

PC: Intel Core i3-3120M, Memory 4 GB.
OS: Microsoft Windows10 Home.
Compiler: GCC over Cygwin.
Pairing Library: TEPLA (University of Tsukuba Elliptic Curve and Pairing

Library) 2.0 [14].

We assumed that the number of signing members is one thousand and mea-
sured the performance of verification of the aggregate signature for one thousand
members regarding each signature scheme, BLS [7], BGLS [3], YT [1] and our
proposal, over the above environment. The performance comparison of our pro-
posal with other three schemes is shown in Table 3.

In these simulations, the verifying execution time of our proposal is faster
than that of BLS and YT, the performance of our proposal is comparable to that
of BGLS. This result can be explained by the number of the pairing execution
under verification in each signature scheme, because the pairing function is the
most heavy processing in the signature schemes on the elliptic curve and have a
great effect on the performance.

As a result of the number of the pairing execution, the number in BLS and
YT is about four times as many as that in our proposal if there are a large
number of signing members. Furthermore, the number of the pairing execution
in our proposal is almost the same as that in BGLS if there are a large number
of signing members. Therefore, although our proposal scheme has the function
of not only aggregation but also order-specification, we can realize our scheme
which is not inferior compared to existing schemes in terms of the performance.
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6 Conclusions

In this paper, we proposed an order-specified aggregate authority-transfer signa-
ture that can be distributed and delegated, and can process signatures efficiently
by aggregating while guaranteeing the order of signing. Moreover, with simula-
tion program, we showed that our proposal scheme is practical in terms of the
performance compared with existing signature schemes.

The number of pairing executions at the time of verification is smaller than
that of the BLS signature and Yao et al.’s method, and is almost equivalent to
the BGLS signature. Therefore, it has led to shortening of verification time. For
this reason, our proposed method is effective for quick and proper of authority
delegation/distribution on computer networks.

On the other hand, our scheme has a large signature size compared to existing
schemes, in particular Yao et al.’s scheme. As a future work, we will consider the
method to reduce this signature size. In addition, we will consider the security
of the order-specified aggregate authority-transfer signatures.
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Abstract. Due to the increasing flexibility of processes in modern plants
the need for the respective networks’ flexibility rises. Such dynamic net-
works are already performing well in, for example, data centres where
they are based on the Software-defined Networking (SDN) paradigm.
Because SDN has established itself in flexible, high performance envi-
ronments, it is currently introduced into industrial networks as well.
With the usage of SDN, a centralized view and controlling is added to
these networks, which enables performing automated responses to net-
work events. Such network events can be classified as incidents to which
SDN can provide timely and, due to the holistic view on the network,
appropriate, automated incident response, like immediate containment,
monitoring or switching to redundancies. However, industrial networks
generally have a high occurrence of availability-, safety- and time-critical
communication which limit the scope for action of such an automated
approach. Nevertheless, SDN-based incident response (SDN-IR) does not
yet take into consideration these limitations, which prevent its applica-
tion for industrial networks.

This article identifies possible response actions to industrial network
incidents. Furthermore, it presents a concept for SDN-IR where a pre-
defined rule set restricts the response actions based on asset and link
classification. This way, SDN-IR is able to satisfy the before mentioned
requirements of industrial networks. In addition, the article describes a
prototype of this concept and its evaluation, elucidates the perspective
of a device security status in the SDN-IR context and discusses security
issues of the concept.
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1 Introduction

The fourth industrial revolution (Industry 4.0) provides new possibilities which
highly flexible industrial processes are supposed to realize. Therefore, modern
Industrial Control Systems (ICS) require solutions for highly flexible networks.
Such solutions are already well established in other domains, like data centres,
where they are realized using the Software-defined Networking (SDN) paradigm.
From these domains, the efficiency and advantages of SDN are well known.
Therefore, SDN is slowly adopted for industrial networks in order to obtain more
flexibility. SDN provides centralized management of data flows which is achieved
by separating the control plane from the data plane [8]. The control plane has
a logically centralized view of the network containing detailed knowledge of its
topology. Utilizing this holistic knowledge of the network, the SDN controller
calculates packet forwarding rules and deploys them on the switches. For this,
each forwarding rule is added to the target switch’s flow table. As entries in the
flow table, these rules are often called flow entries. Once deployed, the switches
follow the forwarding rules. If they receive a packet, they look through the flow
table trying to find a flow entry matching the meta-data of the packet. A packet
not matching any flow entry is sent to the SDN controller, which will react, often
resulting in the deployment of new flow entries.

Since the SDN controller manages the data flow within its SDN realm, it can
perform automated response to events and classified incidents. As an example,
Martins and Campos [11] presented an automated incident response approach
using SDN. They proposed a security architecture in which the Intrusion Detec-
tion System (IDS) Snort sends alerts to an SDN controller which reacts by
isolating and blacklisting corrupt devices by deploying respective flow entries.
The approach enables a quick reaction to detected events.

The SANS Incident Response Survey 2017 [3] demonstrates the importance of
such fast responses. The survey outlines the key time frames of incident response:
(1) time from compromising to detection (the “dwell time”), (2) time for con-
tainment (e.g. to block activities of the attacker), and (3) time to implement
measures for closing the vulnerabilities (remediation time). The survey results
clearly indicate that faster containment and short-term remediation help to pre-
vent attack propagation and aid damage regulation. This is especially important
in industrial systems, where even primitive attacks can endanger the human
safety and additionally cause massive financial damage. Leveraging SDN for
automated incident response can contain or even prevent such attacks.

Although leveraging SDN for incident response is still a young research field,
researchers have published first results. Koulouris et al. [9] have proposed an
interesting concept for SDN-based incident response (SDN-IR) called SDN4S
(SDN for Security). SDN4S includes the concept of playbooks, which map triggers
(incidents addressed by the playbook) to sets of executable actions (building
the response strategy). Thus, playbooks describe the response actions an SDN
controller has to perform upon the arrival of an incident alert. Since SDN4S is not
designed for industrial environments, it does not meet ICS-specific requirements
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like time sensitivity, availability, reliability, redundancy and safety. However,
these requirements limit the scope for action of SDN-IR within the ICS domain.

Earlier research already addressed SDN-IR specifically for industrial net-
works. Piedrahita et al. [15] show how SDN and Network-Function Virtualiza-
tion (NFV) can be used for SDN-IR in ICS. The authors propose virtual incident
response functions which replace ICS components under attack. These virtual
functions consist of a co simulation/emulation environment, where physical pro-
cesses are simulated, and network and control components are emulated. As
an example, if a device is compromised, a virtual function replaces the device,
including its physical process like the generation of sensor measurements. As
another example, if an attack on SCADA level is identified, the virtual represen-
tation is used to create a honeypot of the control system. The attacker assumed
in the approach is capable of compromising the real system but not its virtual
representation.

Di Lallo et al. [5] address time-sensitivity with SDN-based ICS security and
concentrate on monitoring as incident response action instead of the more inter-
fering containment of components. For monitoring, the authors leverage spare
of bandwidths to transfer replicas of network packets. The approach demon-
strates how SDN can assist in the detection phase of incident response without
jeopardizing the network’s quality of service guarantees.

During our research we could not identify an SDN-IR concept which is able
to support all peculiarities of the industrial domain. Without such a concept
SDN-IR is not feasible for SDN-based industrial networks and its advantages
cannot be exploited. Therefore, we concluded that a generic concept for SDN-IR
in networks with special restrictions is missing.

To close this gap, this work proposes a solution enabling the application
of SDN-IR in networks with special restrictions, like industrial networks. This
article extends our paper [14] presented at the 5th International Conference on
Information Systems Security and Privacy (ICISSP2019) with additional and
updated practical insights (especially into the prototype implementation), infor-
mation about the usage of the solution within a higher-level security infrastruc-
ture (cf. Sect. 4.7) and a security analysis of the concept, accompanied by respec-
tive countermeasure recommendations (cf. Sect. 8). The solution utilizes the con-
cept of playbooks from SDN4S and introduces the classification of assets (here
hosts, SDN switches and links, cf. Sect. 3). In order to decide whether an action
suggested by a playbook can be performed for a certain asset-classification com-
bination, the solution contains a configurable set of restrictive rules (cf. Sect. 5).
These rules also imply preconditions which have to be met before the action is
allowed to be executed. Since we focus on incidents occurring in dynamic ICS
networks Sect. 4 identifies respective responses an SDN controller is able to per-
form. If the respective rule allows, the responses are translated into flow entries
for reconfiguration of certain SDN switches. The prototype implementation of
this SDN-IR concept is presented in Sect. 7. It is based on the open-source SDN
platform OpenDaylight [13] and the SDN protocol OpenFlow [12]. We evaluated
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the prototype using the Mininet1 network emulator and explain the evalua-
tion in Sect. 7. Security measures, like the one this article suggests, always have
the potential to extend or alter the attack surface. Therefore, as already men-
tioned, Sect. 8 examines the extension of the attack surface introduced by the
here described solution and identifies countermeasures.

2 Incidents

Conventional industrial networks have been built with very specialized, often
proprietary components and network protocols. Thus, typical attacks on ICS are
very specialized multi-stage attacks like STUXNET [7], Triton [17], Black Energy
[10] and many more. However, within the last two decades, industry experienced
a massive increase in networking of previously isolated systems, application of
enterprise IT operating systems and protocols in the control and field level. This
development is generally beneficial, since it supports better maintenance, more
flexible processes, unrestricted software development and more. Nevertheless,
it introduces a huge amount of new attack vectors to ICS. For example, these
systems became vulnerable to typical enterprise IT threats, like WannaCry2 and
Heartbleed3.

As mentioned in the introduction, the here presented SDN-IR concept is
generally applicable for all sorts of software-defined networks. As a consequence
the supported incidents and therefore the supported triggering alerts are generic.
These alerts are either initiated manually or by any security mechanism, like
host-/network-based intrusion detection systems.

We abstractly classify the incidents covered by our approach as compromised
host, compromised switch and malicious link. Here, hosts are network partic-
ipants, switches are SDN switches and a link describes any identifiable end-
to-end connection between two hosts (even if that connection is not currently
established). Furthermore, in this article, the term node is used to abstract from
the information whether a host or a switch is addressed.

3 Asset Classification

In this section, we introduce selected basic classes of the previously mentioned
assets, namely hosts, switches and links. In various environments the extension
of the here mentioned set of classes and their adaptation might be necessary. For
this reason, one requirement for the here proposed concept is the configurability
of this set of classes. Certain hosts and links are critically important e.g for
controlling the production plant or to perform safety functions. Typically, the
data transmission between such hosts or via such links may not be interrupted.
Such hosts and links are henceforth classified as functionally-critical.

1 http://mininet.org.
2 https://nvd.nist.gov/vuln/detail/CVE-2017-0144.
3 https://www.us-cert.gov/ncas/alerts/TA14-098A.

http://mininet.org
https://nvd.nist.gov/vuln/detail/CVE-2017-0144
https://www.us-cert.gov/ncas/alerts/TA14-098A
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Time sensitivity is also an important aspect within ICS. Certain links must
meet specified time requirements and adhere to them. We classify these links as
time-critical.

Redundant network paths are incorporated in ICS for two reasons: to increase
the probability that, in case of an attack or disturbance, one of the paths remains
functional, and to increase the total bandwidth by adding additional paths. For
such redundant paths, it is always important that they contain a disjoint set of
physical transmission nodes. Hence redirecting or interrupting redundant links
might be undesired. In consequence, instead of paths we classify links and call the
respective class redundant. If a link is classified as redundant, more than one path
has to satisfy this link and the respective paths have to be physically disjoint.
As a adjustment, we exclude the first and last hop from this requirement.

Additionally, hosts might also be classified as redundant. An application for
this can be found in the “Virtualization” paragraph of Sect. 5.

Finally, links can belong to more than one class. For example, functionally-
critical and time-critical links are common for safety systems. As a result, when-
ever this article mentions an asset’s classification, it refers to the set of classes
it is assigned to.

4 SDN-Based Incident Response

This section presents the identified SDN-based response possibilities to inci-
dents mentioned in Sect. 2. For this, only responses were selected which can be
performed by an automated incident response mechanism. According to Cichon-
ski et al. [4] the incident response process can be divided into seven phases:
Preparation, Detection, Analysis, Containment, Eradication, Recovery and Post
Incident Activity. In research, SDN-IR often only concentrates on the Contain-
ment phase. The response actions we identified while researching for this topic,
also mainly support the Containment phase, as this is the most feasible phase
to automate. However, we also address the phases Detection and Analysis. The
following sections summarize the identified response actions.

4.1 Isolate Host

Assuming an alert suggests a host is compromised, an adequate reaction could
be to isolate this host from the rest of the network. For this, the SDN controller
can deploy high-priority flow entries to the SDN switch the device is directly
connected to. Following the flow entries, the switch drops all packages from and
to this device. Another strategy is the isolation of communication partners from
the rest of the network, but not from each other. More generally, if a host is
potentially compromised, it might be necessary to isolate it from the rest of the
network but if this host has a functionally critical link to another host, it seems to
be a valid strategy to keep the flows enabling this link. The SDN controller might
further be able to determine that no links between either of the partners and
a third party are functionally critical. Thus, the SDN controller could deduce
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that the isolation of the two partners from the rest of the network might be
a reasonable action. Since flow entries can be defined e.g. for specific TCP/IP
connections, this can be achieved by deploying high priority flow entries allowing
the critical link and lower priority flow entries dropping all packets from and to
the host in question.

4.2 Isolate Switch

Like hosts, SDN switches can be isolated from the rest of the network, if they
appear to be compromised. Such an incident response action however has signif-
icantly more impact on the rest of the network than isolating a host. Isolating
switches can result in isolating other nodes as well. As an example, Fig. 4 depicts
a network where the isolation of switch openflow:1 results in the isolation of
host3 and switch openflow:6. Therefore, if any critical link cannot be redirected
via paths not containing the compromised switch, the availability of, for exam-
ple, services is being affected unacceptably. Thus, several conditions have to be
checked before isolating a switch (cf. Sect. 5).

4.3 Block Certain Links

Blocking certain links might be an interesting response, especially to Denial-of-
Service attacks. For example, if a node within the network is affecting others
using a Denial-of-Service attack, the links used for this attack can often be
identified very fast and can then be blocked without isolating the whole node,
which might be crucial for the system’s functionality and safety. This example
shows that blocking of links can be chosen as a lighter alternative to the isolation
of whole nodes.

4.4 Mirroring/Packet Replicas

One of the arguably most feasible response is the replication of packets, e.g. for
monitoring. Whereas in traditional networking mirroring switches or network
TAPs with the ability to perform packet replication were needed, SDN can con-
duct mirroring on every SDN switch by deploying respective flow entries. This
response action creates additional traffic, but does not affect the network beyond
that. As already mentioned, Di Lallo et al. [5] proposed an approach to minimize
this negative effect. If the replication of packets is performed to monitor a host,
each SDN switch the host is directly connected to can be selected as replication
point. If the monitoring of a switch is desired, the objective is generally a max-
imization of the amount of monitored links directed over that switch. For links
using the respective switch as only hop, trustworthy monitoring is only possi-
ble, if the switch is not a suspect of compromising and can therefore replicate
the packets itself. Other links’ packets can be replicated by other SDN switches
along their paths.
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4.5 Virtualization

As proposed by Piedrahita et al. [15] it is possible to support a system under
attack with several virtualization strategies. According to Piedrahita et al. it is
possible to replace a host with its virtual representation. Moreover, this can even
be extended towards replacing physical processes with respective simulations.
The virtualization approach can therefore be used to considerably improve the
resilience of a system. Even though this strategy is very promising and worth
more research, its complexity and heterogeneity disqualified it as part of our
current research. However, the playbook approach we implemented is sufficient
to trigger such incident response actions as well.

4.6 Notification

The SDN-IR solution can create notifications which will be sent to configured
contact points, like an administrator’s email. The notification action can be
beneficial in several states of the SDN-IR progress. It can be sent directly after
an alert is received, to inform the administrator and provide first reaction sug-
gestions which, once permission is granted, can be performed automatically.
Furthermore, the notification can be enriched with important knowledge about
the current network layout (or topology) in order to support analysis and reduce
reaction time. In addition, the notification can provide a report about the actions
taken during an automated incident response.

4.7 Security Status

As a reaction to alerts, the current security status of hosts, switches, links or
whole network slices should be reassessed. Afterwards, the software-defined net-
work and other systems aligning themselves to this status have to act appro-
priately. Thus, the security status is no typical response action. It is rather a
necessary control feature an SDN-IR solution should support, in order to be
applicable within a higher-level security architecture. Figure 1 pictures an exam-
ple for this status dependence. In the picture, an SDN platform is depicted
containing an SDN security module managing the security status of an authen-
tication server, a robot module and a workstation. The example depicts the
sequence an untrusted device like a new workstation might have to pass until
it is successfully authenticated. As can be derived from the red arrows in the
picture, the device is not allowed to communicate freely within the SDN domain
and is first trusted, when it has successfully performed the authentication. In
the first step, the SDN security module learns about the workstation and sets
its security status from Unknown to Known but Unauthenticated. In a second
step, the authentication server performs the authentication after ensuring that
the security status of the workstation does not prohibit this action. If the authen-
tication has been successful, the server suggests to the SDN security module to
promote the workstation’s security status. Consequently, the SDN security mod-
ule updates the respective status to Authenticated. At this point in time, the
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Fig. 1. Four exemplary phases (cf. Unknown, Known but Unauthenticated, ...) of a
device’s life cycle in a software-defined network, demonstrating the impact of the device
security status (visualized by the traffic light).

SDN lets the workstation and the robot communicate with each other, since they
both have the status Authenticated. Finally, in this simple example, the SDN
security module puts the workstation into quarantine, if a workstation related
incident occurs, and updates its status to In Containment. Other network par-
ticipants like the authentication server can then recognize the current state of the
workstation and ensure to act accordingly, for example by requesting or denying
a re-authentication of the device.

5 Restrictive Rules

In the introduction we already motivated why ICS peculiarities have to be consid-
ered during the selection of appropriate automated responses. To enforce this,
a rule set has to be available for the SDN-IR instance. We define this set as
restrictive, adjustable preconditions for response actions taking into account ICS
requirements.

Even without using SDN-IR, industrial SDN controllers need to take such
requirements into account, since many of them are also relevant for the reg-
ular flow deployment. However, to the best of our knowledge, currently such
context-aware controllers are not available. Therefore, the concept described in
this article ignores the possibility of using an interface to such context-aware
functionality.
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The following paragraphs show example rules, including their formal repre-
sentation wherever reasonable. These formal representations are boolean expres-
sions. If the boolean expression results in the value true, the respective action
can be performed and vice versa. For these expressions the following definitions
are needed:

– x ∈ N describes an index enumerating network participants
– hostx represents a host identifier unique for the SDN domain
– macx represents a MAC address
– ipx represents an IP address
– portx represents a TCP/UDP port
– linki,j := {hosti, hostj ,maci,macj , ipi, ipj , porti, portj} represents a link

between host i and host j
– X represents the set of known links
– pathi,j represents a path from hosti to hostj as an ordered set of switches
– flowlink represents a deployed flow for link
– time critτ (link) states that link is time-critical with a latency threshold of τ
– meetsτ (path) states that path can guarantee a latency beneath τ
– funct crit(link)) states that link is functionally critical
– redundant(link)) states that link is redundant.

In production, the definition of linki,j might differ. As an example, the ports
(and eventually even the IP address) might not be static or the link is more
general like “Any link between (hosti,maci) and (hostj ,macj)”. Thus, in our
implementation of linki,j we use a tuple which is variable in length and with the
only requirement of containing the host identifiers.

The following paragraphs describe our exemplary rule set:

Blocking a Link: Links should not be blocked if they are functionally critical.
Thus, the corresponding rule can be defined as

block link(linki,j) := ¬funct crit(linki,j)(i �= j)

If a link is not functionally critical but redundant, it might be blocked, depending
on the severity of the incident.

Isolating a Host: A network participant should not be isolated, if it is marked
as functionally critical or if isolation would affect any functionally critical link.
This rule can be defined as

iso host(hosti) := ¬[funct crit(hosti) ∨ ∃linkk,l ∈ X : funct crit(linkk,l)]

where i = k ∨ i = l. If a link is not functionally critical but redundant, it might
be still reasonable to isolate the host, depending on the severity of the incident.
Furthermore, as mentioned in Sect. 4, isolation of a host with the exception of
specific links is also possible.
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Isolating a Switch: A switch can only be isolated when each functionally critical,
redundant and time-critical link, directed through this switch, can be redirected
without using the switch as hop. This includes that new paths for time-critical
links have to meet their respective time requirements and redundant links have
to be ensured to stay redundant. This rule can be defined as

iso switch(switch) := linki,j ∈ X ∧ switch ∈ flowlinki,j
⇒

[funct crit(linki,j) ⇒ ∃pathi,j : switch /∈ pathi,j ]

∧ [time critτ (linki,j) ⇒ ∃pathi,j : switch /∈ pathi,j ∧ meetsτ (pathi,j)]

∧ [redundant(linki,j) ⇒ ∃pathi,j , path′
i,j : switch /∈ pathi,j ∪ path′

i,j

∧ ∀n ∈ path′
i,j : n /∈ {switchi, switchj} ⇒ n /∈ pathi,j ](i �= j)

For the sake of complexity reduction the above expression assumes that links
have only one class assignment. Thus certain practical requirements were omit-
ted. As an example, a link marked as time-critical and redundant must have an
alternative path which meets the time requirements and is disjoint to the current
backup path (in order to keep its redundancy). The iso switch expression does
not take such combinations into account and has to be expanded in practice.
Moreover,

Monitoring a Host: The main issue in replicating host communication for mon-
itoring purposes is the generation of additional traffic between the replication
point and the monitoring system. Thus, the SDN management has to verify that
no time-critical link looses its real-time assurances when the path between the
replication switch and the monitoring system is deployed.

Monitoring a Switch: When monitoring a switch, as many links directed through
that switch should be monitored as possible. Assuming the switch cannot be
trusted anymore, to monitor its links, their current path (or flow) must contain
other switches which can act as replication switches. Just like when monitoring a
host, the only time-sensitivity and availability restrictions for this action apply
to the path from the replication switch to the monitoring instance. Thus, for
the replication path, the same time-sensitivity checks have to be conducted as
explained for monitoring a host. Here, we ignore the fact that the deployment of
flows introducing additional hops for the purpose of a better monitoring is also
possible, which naturally requires additional checks.

Virtualization: Since there are many different possibilities leveraging virtualiza-
tion for incident response, which all need further research, rules for such tech-
niques are out of scope for this paper. However, a rule for the isolation of a node
which is classified as redundant could demand a simulation for the node, which
then has to be provided by the NFV environment.

Now that all necessary methods and definitions were presented, the next
section describes the overall concept in more detail.
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6 Concept

The previous sections described what types of incidents could be reported (cf.
Sect. 2), how assets can be classified with respect to ICS peculiarities (cf. Sect. 3),
which incident response actions can be executed with SDN (cf. Sect. 4) and
what rules could protect critical assets while performing the response actions
(cf. Sect. 5). As mentioned in the introduction, Koulouris et al. [9] described a
concept called SDN for Security (SDN4S) which is unfortunately not directly
applicable for industrial systems, because it does not take domain peculiarities
into account. This section extends the SDN4S concept to overcome these issues.

Figure 2 depicts an overview of the extended concept which introduces new
components like the Security Decision Engine (SDE) and additional libraries
and databases to the SDN4S approach. The SDE receives alerts, e.g. from an
IDS. Upon receiving an alert, the SDE derives the matching playbook from the
Playbook Library, which consists of mappings from alert-asset-type combina-
tions to response actions. Since the here described SDE relies on deterministic
decisions, the concepts assumes the existence of a matching playbook for every
received alert. Given the response actions suggested by the retrieved playbook
and the asset type (i.e. host, switch or link) affected by or responsible for the
incident, the SDE fetches the respective restrictive rules (cf. Sect. 5) from the
Rule Library. After interpretation of the rules, the SDE concludes which checks
to perform for what assets, in order to decide whether to perform an action

Fig. 2. Concept overview of SDN-IR using classification as additional condition for
playbooks. Source:[14].
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or not. Like our basic rules defined in Sect. 5, most rules will instruct the SDE
to perform certain checks on assets with specific classifications. For this, the
classification of such assets have to be retrieved from corresponding inventories,
namely the Host Inventory and the Link Inventory. If the SDE comes to the
conclusion to perform the response actions, it generates flow entries (if neces-
sary for the response action) either by itself, or by using the SDN’s flow engine
(cf. L2Switch of OpenDaylight, Sect. 7). This depends on the specific implemen-
tation. In the latter case, the SDE is able to leverage the existing flow engine’s
ability to find the best flows for the current topology, e.g. when links have to be
redirected. Nevertheless, the SDE can also create straight-forward flow entries,
e.g. when a certain link has to be blocked, and does not need the flow engine
for the task. The calculated flow entries are then deployed on, or removed from
the switches via the Configuration Interface (e.g. NETCONF 4, OpenFlow [12]
or SNMP5).

Section 7 presents a strategy of flow generation and deployment which lever-
ages the priority attribute of flow entries to enable easy resetting after actions
have been performed by the SDE. This is achieved by not having to remove the
current flow entries, because they are just overwritten by higher priority security
flow entries which can later be removed. After this, the previously deployed flows
are immediately reactivated. For most actions, this strategy might be preferable
to removing flow entries.

Furthermore, when using network function virtualization an implementation
of the SDE concept could leverage existing security controls like firewalls as well.
For actions which can be performed by such controls, this is a more consistent
approach than directly applying flow entries.

To show the feasibility of the concept and to provide more technical detail,
the following section will describe a prototype implementation of the concept.

7 Concept Evaluation

For evaluating the described concept, we built a simple prototype. For this pur-
pose, the OpenDaylight (ODL) framework [13] has been applied and extended
as SDN management platform. To implement the flow entries generated by the
SDE, or in its behalf, the prototype uses the OpenFlow protocol [12]. ODL aims
to combine the core concepts of SDN, model-driven software development and
model-driven network management. The modular architecture of ODL allowed
its extension with customized modules, like the SDE and the additional inven-
tories and libraries (cf. Sect. 6).

A simplified overview of the prototype implementation can be found in Fig. 3.
The SDN controller’s interface towards SDN switches is called a southbound
interface for which several protocols are supported by ODL. This interface
matches the Configuration Interface of Fig. 2. As mentioned earlier, the pro-
totype uses the OpenFlow plugin as southbound interface. OpenFlow enables
4 https://tools.ietf.org/html/rfc6241.html.
5 https://tools.ietf.org/html/rfc1157.

https://tools.ietf.org/html/rfc6241.html
https://tools.ietf.org/html/rfc1157
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Fig. 3. Simplified overview of the prototype implementing the here proposed SDN-IR
concept (cf. Sect. 6). Source:[14].

the usage of the SDN switches’ statistic functions and the deployment of flow
entries on the switches.

ODL’s database management is called Model-driven Service Abstraction
Layer (MD-SAL)6 which uses the modelling language YANG [2] to define
database schemes. Listing 1.1 is an example for the scheme representation in
YANG, which represents the shortened SDE module’s scheme for alert types.
The listing shows a scheme defining the priority constants, the components of
an alert and a list of alerts called alerts. YANG is also used to define interfaces
as Remote Procedure Calls(see footnote 6) (RPC ), e.g. the RPC for adding an
alert, which is also defined in the listed scheme.

Another important module is earlier mentioned the L2Switch which was
already available in ODL. Among other things, this module implements the
logic of ISO/OSI layer 2 switches. However, unlike common layer 2 switches, the
L2Switch is able to determine layer 2 end-to-end paths, due to its centralized
view on the network. To achieve this, the L2Switch uses the network topology,
found in the Topology Inventory, also stored via MD-SAL, which is automati-
cally generated by ODL once traffic appears on the network. Consequently, in
this setup the L2Switch has the role of the earlier mentioned flow engine.

6 https://wiki.opendaylight.org/view/OpenDaylight Controller:MD-SAL:Developer
Guide.

https://wiki.opendaylight.org/view/OpenDaylight_ Controller:MD-SAL:Developer_Guide
https://wiki.opendaylight.org/view/OpenDaylight_ Controller:MD-SAL:Developer_Guide
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Listing 1.1. Scheme of alert categories written in YANG.

module sde {
...
typedef priority {

type enumeration {
enum "HIGH";
enum "LOW";

}
}
grouping alert {

leaf id {
type int32;

}
leaf nodeId {

type string;
}
leaf name {

type string;
}
leaf sender {

type string;
}
leaf watcher {

type string;
}
leaf priority {

type priority;
}

}
...
container alerts {

list alert {
key id;
uses alert;

}
}

...
rpc add -alert {

description "Adds an alert .";
}

}

Figure 3 also depicts the northbound interface which is responsible for the
communication between the SDN management and external applications or
users. We chose RESTCONF [1] for this interface. ODL generates this inter-
face using the module YANG schemes, like the previously briefly described SDE
scheme. For this scheme, CRUD (Create, Read, Update, Delete) interfaces for
alerts and a special RPC interface for add-alert would be generated. In contrast
to the CRUD interfaces, for the RPC, a customized method can be deployed.
For example, the add-alert RPC is created to add notifications for received
alerts. Unfortunately, ODL does not come with an inventory for hosts. Hence,
we developed a host inventory module to store host information. Amongst this
information the hosts’ classifications are stored (cf. Sect. 6). Furthermore, we
added a link inventory to store the earlier mentioned link representations and
their respective classifications. In an earlier version of the prototype, we chose
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to bijectively map links to flows to be able to use the flow database for link
classification. However, the assumption that all configured links are represented
by persisted end-to-end flow entries turned out to be constrained.

Based on a scenario, this paragraph explains the prototype in greater detail.
In the scenario, a COMPROMISED SWITCH alert is triggered. This alert type was
selected as an example, since it has the most impact on the network topology.
The exemplary network topology can be found in Fig. 4. Since the prototype
offers a REST interface, the alert can simply be triggered manually using the
program curl7. An example is depicted in Listing 1.2.

Fig. 4. Example topology we used for evaluating the prototype and respectively the
here described SDN-IR concept. The numbers next to the SDN switches index their
physical ports. Source:[14]

Listing 1.2. Submission of the COMPROMISED SWITCH alert via REST, using curl.

curl -H ’Content -Type:application/json ’ -X POST -d ’
{

"input ": {
"sde:nodeId ":" openflow :1",
"sde:name ":" COMPROMISED_SWITCH",
"sde:sender ":" host2",
"sde:watcher ":" host3",
"priority ":" HIGH"

}
}
’
-u "admin:admin" ’http :// localhost :8181/ restconf/operations

/sde:add -alert ’

An alert consists of an identifier for the asset the alert belongs to, an alert
category, the alert invoking party (sender) and a priority. Moreover, the tar-
get for packet replicas (watcher) should be added, since one of the respective

7 https://curl.haxx.se.

https://curl.haxx.se
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playbooks might define a monitoring action. The priority is an indicator for the
severity of the incident and is available as enum value (in the prototype, we only
distinguish between HIGH and LOW).

After receiving the alert, an alert object is generated, using the passed param-
eters and stored to the MD-SAL database together with an identifier.

As can be seen in Listing 1.2, the alert relates to the switch openflow:1 which
seems to be compromised. This incident is furthermore suggested to have the
priority HIGH.

After the alert was persisted, the SDE gets invoked and is given the alert’s
identifier to find it in the database. The SDE retrieves the new alert from the
database and queries the playbook library for actions to perform, parametrising
the request with the respective alert category and asset type. In the prototype
implementation, asset type can be determined via interpreting the asset identi-
fier. The playbook received as the response can be found in Listing 1.3.

Listing 1.3. Example playbook entry for COMPROMISED SWITCH, which defines response
actions for alert priority HIGH.

"actioninventory:name ":" COMPROMISED_SWITCH",
"actioninventory:priority ":" HIGH",
"actioninventory:actions ": [

"ISOLATE", "NOTIFY"
]

The playbook entry suggests to perform the actions ISOLATE and NOTIFY. The
latter will only send a notification about the alert and the performed actions to
a configured email address. The action ISOLATE however, gets sent to a helper
called Feasibility Analyser which analyses the preconditions to perform the
action. First, the Feasibility Analyser retrieves the rules from the Rule Library
which are identified by the combination of asset type and action to perform
(here, SWITCH and ISOLATE). In this scenario, the result is a rule for switch iso-
lation, which is defined as depicted in Listing 1.4. The only constraints of the rule
depicted in Listing 1.4 address the links currently directed through the switch.

Listing 1.4. Rule for switch isolation, which demands checks for each link affected by
the isolation. In this case, functionally critical and redundant links have to be checked
for being redirectable.

SWITCH {
ISOLATE {

LINKS {
functionally -critical {

redirectable
},
redundant {

redirectable
}

}
}

}

The rule states that every link being functionally critical and every link being
marked as redundant need to be redirectable. The prototype currently only sup-
ports Ethernet specific end-to-end flows, which enables the analyser to collect



Context-Aware SDN for Automated Incident Response 153

the current flows deployed on switch openflow:1 from the flow database and to
directly determine which links match the flows. Furthermore, it queries the link
inventory for the classifications of these links and remembers only the redun-
dant and functionally critical ones. More complex links and flows need a more
sophisticated determination of matching between links and flows. However, a
respective implementation seems to be easily achievable with some additional
effort.

At this point, the remaining task for the analyser is the verification of the
feasibility to redirect the identified links without using openflow:1. Fortunately,
the L2Switch module already provides a method to retrieve a path where a
specific node can be excluded (as part of the NetworkGraphService). This can be
done for both link classes. For redundant links the analyser additionally ensures
that the resulting path is disjoint to minimum one alternative path.

If any of the checks fails, the ISOLATE action is not performed. Either way,
the results of each test are logged and sent to the configured contact email when
the NOTIFY action is executed.

In case the SDE decides to conduct the isolation of the switch, respective flow
entries are generated. A shortened example of such a flow entry can be found
in the Listing 1.5. This flow entry is deployed on switch openflow:2 to redirect
the traffic from host2 to host1 over port 3, hence, redirecting the traffic to
openflow:5. As typical for Mininet(see footnote 1), in the emulated test network
MAC addresses end with the hosts’ indexes, e.g. ...00:02 for host2.

Another flow entry is deployed on openflow:2 for the opposite direction and
analogous flow entries are generated for the other switches on the redirection
path (openflow:5, openflow:4, openflow:3). This is performed for every neces-
sary redirection. Since the flow entries have a higher priority than common flow
entries in this SDN realm, old flow entries colliding with the SDE’s flow entries
are ignored when packets have to be forwarded. This way, the old state of the
network can be recovered easily if the isolation gets repealed. For this, it is suf-
ficient to remove the SDE flow entries. Consequently, the old flow entries will be
immediately active again.

However, new flow decisions could still take openflow:1 into account. To
prevent this, the security status for this switch is set to In Containment (cf.
Sect. 4.7), which leads to the situation that this switch will no longer appear in
requests to the Topology Inventory performed by the flow engine. As another
important requirement, the SDE ensures that the switch-controller link (man-
agement link) is sustained by the isolation.

As mentioned earlier, the prototype was tested using Mininet in version
2.2.0, a network emulator supporting SDN switches and external SDN con-
trollers. Listing 1.6 partially shows how Mininet was configured for the tests.
Here, 192.168.56.1:6653 is the endpoint of the ODL implementation.
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Listing 1.5. Shortened example flow entry which defines a redirection of packets from
host2 to host1 via port 3.

"id ": "sde -1-forward -host1 -host2",
"priority ": 100,
"match ": {

"ethernet -match ": {
"ethernet -destination ": {
"address ": "00:00:00:00:00:01"
},
"ethernet -source ": {

"address ": "00:00:00:00:00:02"
}

}
},
"instructions ": {

"instruction ": [{
"order ": 0,
"apply -actions ": {

"action ": [{
"order ": 0,
"output -action ": {

"output -node -connector ": "3",
}

}]
}

}]
}

Listing 1.6. Command starting Mininet with our evaluation settings.

sudo mn --mac --controller=remote , ip =192.168.56.1 , port =6653
--switch ovs , protocols=OpenFlow13 --custom topo.py
--topo evaltopo --link tc, bw=10, delay =10ms

The parameters configure Mininet with a bandwidth limit of 10 MBit/s, which
supports a proper evaluation without packet loss and greater impact of topology
changes. Furthermore a latency of 10 ms has been allocated. The file topo.py
consists of the topology information corresponding to the topology from Fig. 4,
by adding switches, hosts and physical links.

Based on this setup, we conducted several tests, namely isolating hosts and
switches, redirecting traffic of hosts and switches to the monitoring system as
well as blocking various links. We performed these actions with and without
classifications.

Despite the qualitative evaluation which demonstrated the functionality of
the prototype and respectively the SDN-IR concept (cf. Sect. 6), we measured
the latency and bandwidth during the execution of the response actions. Figure 5
depicts the measured latency between host1 and host2 when the isolation of
switch openflow:1 (cf. COMPROMISED SWITCH scenario) is executed in second 12.
Before the isolation, the two hosts communicate over path (openflow:2, open-
flow:1, openflow:3). After the isolation the new path (openflow:2, openflow:5,
openflow:4, openflow:3) was used. Due to the additional hop in the new path,
the picture shows a small latency increase after second 12. In contrast, the band-
width (cf. Fig. 6) remains unchanged, besides a small slump in second 15. This
effect can be traced back to the adaptation to the new path.
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Fig. 5. Latency measurement when isolating switch openflow:1 in second 12.
Source:[14]

Fig. 6. Bandwidth measurement when isolating switch openflow:1 in second 12.
Source:[14]

The latency was measured with the ping command which responds with
the time in milliseconds from sending an ICMP request packet to receiving the
respective response. To measure the bandwidth, however, we needed a traffic
generator and another measuring approach. For this, we used the iPerf program
available in Mininet. Listing 1.7 shows an example of the iPerf command. The
implementation of the concept using the OpenDaylight SDN platform and the
test results clearly showed the feasibility of the here presented SDN-IR concept.

The current prototype is more advanced than its previous version presented in
[14]. For example, the playbooks support alternatives, the alerts can include more
necessary information (cf. Listing 1.2) and the link definition and classification
is detached from the flow specification.
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Listing 1.7. Example for iPerf execution we used to measure bandwidth.

root@mininet -vm :~# iperf -i 1 -s
----------------------------------------
Server listening on TCP port 5001
TCP window size : 85.3 KByte ( default )
----------------------------------------
[ 24] local 10.0.0.2 port 5001 connected

with 10.0.0.1 port 36720
[ ID] Interval Transfer Bandwidth
[ 24] 0.0 - 1.0 sec 974 KBytes

7.98 Mbits/sec
[ 24] 1.0 - 2.0 sec 1.14 MBytes

9.55 Mbits/sec
[ 24] 2.0 - 3.0 sec 1.14 MBytes

9.57 Mbits/sec

Nevertheless, remaining challenges like the implementation of an adequate
rule language and more sophisticated endpoint definitions for links and flows
have to be addressed in future work.

8 Security Considerations

This section examines the security of the presented SDN-IR concept and its
implications for the network. We will only focus on security issues introduced by
the concept and will not consider SDN security in general.

For this analysis, we chose an adversary model based on the Dolev-Yao Model
[6]. In the Dolev-Yao Model an attacker is defined as a legitimate participant
of the network and has the ability to send, receive and modify messages in the
network [6]. The attacker, henceforth called Mallory, shall further not be able
to add, remove or modify flows. Without this restriction any security analysis
of the concept would be unnecessary because Mallory would already control the
network and does not have to exploit the concept to achieve her goals.

In the following sections, several attack vectors for Mallory are being
analysed.

8.1 Modifying or Dropping Alerts Sent to the SDE

The above described attacker Mallory is able to modify traffic in the network
Thus, she has the ability to modify the alerts sent to the SDE. For example,
Mallory could change the alert priority from HIGH to LOW, so that less strict
actions are performed, or change the sde:nodeID parameter which results in the
response actions being applied to the wrong node. With such attacks, Mallory
could, for example, gain more time until her intrusion is detected, or she could
weaken the incident response actions.

A countermeasure against this attack vector is the application of a com-
munication protocol which offers message authenticity and integrity protection
(henceforth called message authentication) for the communication between the
SDE and the alert sources. With such a mechanism in place, the source of the
message can be verified and any modification of messages will be noticed, which
in turn can trigger an alert.
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As an alternative, Mallory could block an alert which is sent to the SDE.
Consequently, no incident response action would be executed. This way, Mallory
could execute arbitrary attacks without being disturbed by SDN-IR measures
deployed against it. Moreover, the Mallory might even stay undetected if no
additional monitoring present within the network.

This attack vector does not exploit an issue or weakness in the SDN-IR
concept. However, a possible countermeasure is the tracking of the number of
alerts sent by alert sources and the number of alerts registered at the SDE.
If a mismatch is detected, there is probably an attack going on. Of course,
the transmission of an alert source’s alert counter needs to be protected, e.g.
using message authentication. Moreover, the counters should be transmitted
periodically, so that the absence of a counter update gets recognized.

8.2 Abusing the Automated Flow Deployment

The simplest way for an attacker to abuse the automated incident response is
to trigger an alert by purpose, in order to let the SDE perform certain response
actions and, as a result, to alter the network topology. Two attack vectors can
allow this.

The first one is to generate malicious traffic which will be detected by an
alert source, e.g. an IDS. The alert source will then send a respective alert to
the SDE.

With this attack, Mallory could, for example, achieve a denial of service,
by enforcing actions which will block links or isolate nodes or switches. With
knowledge of the playbook and the rule library this is easy to achieve. However,
without this knowledge Mallory can only guess and work with the trail and error
paradigm. In this case, it is also possible that Mallory triggers an action which
will isolate the device under her control.

The possible damage which could be caused by such an attack depends on
the actions defined in the playbook and the rule library. If combinations of
playbook entries and rules are deployed which allow to isolate critical nodes or
block sensitive links the damage could be high. In that case, malfunctioning
of the ICS can be provoked which most likely would have dangerous impact
on physical processes. The impact of the attack can be minimized, if the rule
library contains rules, which ensures that critical nodes are protected from being
isolated. Thus, this type of effects can be avoided by properly configuring the
SDN-IR instance. The attack exploits the main feature of the SDN-IR concept,
namely the automated deployment of flows in response to an incident. Thus, to
prevent such attacks, additional security measures have to be deployed following
the defence-in-depth paradigm. Moreover, this is an example showing why the
automated SDN-IR concept should not fully replace traditional incident response
mechanisms. Instead, it should complement and support them.

As the second attack vector, Mallory could impersonate an alert source and
send arbitrary alerts to the SDE. This will have the same effect as the first
method, but is even easier to perform, because the alerts sources are not involved
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anymore and constructing arbitrary alerts needs less effort than generating mali-
cious traffic to trigger an alert source.

To prevent the second attack vector, the SDE must be able to verify the
alert’s source and integrity. As an example, the RESTCONF [1] protocol used
in the prototype implementation should apply TLS [16] which would meet this
requirement [1].

8.3 Modifying Flow Requests or Flow Engine Responses

In addition to the communication between the alert sources and the SDE, the
communication between the SDE and the flow engine is also critical. The ability
to modify requests to the flow engine or answers from the flow engine to the SDE
would enable Mallory to deploy arbitrary flows in the network. Consequently,
Mallory would gain full control over the network. Mallory can achieve this only
if SDE and flow engine are communicating over the network. This is not the case
for our prototype, where SDE and flow engine are built into one component.

However, with full control over the network, Mallory can, for example, remove
or circumvent security measures like Firewalls or IDSs. This can eliminate net-
work boundaries and can be used to modify the behaviour of the ICS, which
could cause physical damage.

To prevent this attack vector, the communication between SDE and flow
engine must ensure message authentication.

8.4 Manipulating Notifications and Security Status Information

Section 8.2 mentioned that an attacker could impersonate an alert source. In
contrast, this section analyses the attack vector at which Mallory imperson-
ates the SDE. In that case, Mallory could manipulate or send fake notifications
and, for example, change the incident priorities to low or alter the compromised
nodes and attacked targets. This could cause confusion amongst incident respon-
ders and increase the time until the attack is correctly identified by an incident
response team.

As an alternative, Mallory could manipulate the device security status dis-
closure, which was introduced in Sect. 4.7. In consequence, security measures
relying on this security status could be fooled. Referring to the example from
Sect. 4.7 Mallory could inform security measures that a device’s security status
is Authenticated although it might be Known but Unauthenticated or even
In Containment. In this case she could circumvent the authentication measures
in the network and could add untrusted devices to the network.

To prevent such an attack, the same countermeasures as suggested in Sect. 8.3
can be applied. Ensuring message authentication will prevent Mallory from
sending arbitrary notifications and security status information. If applied, the
receivers of notifications or status information should reject the messages if they
cannot authenticate the sender.
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8.5 Compromise Playbook and Rule Library

Section 8.2 already showed that the playbook and rule library also play a major
role in the concept’s security considerations. An attacker who can compromise
the playbook or the rule library is able to modify the incident response behaviour.
Compromising means in this context that an attacker can modify, add or remove
entries of these libraries. A requirement for this attack vector is that the SDE
communicates with these libraries over the network, e.g. when the libraries are
implemented as external databases. In that case, they would provide an interface
to apply changes to them. Via such an interface, Mallory could compromise the
playbook or rule library to achieve different objectives.

As a first example, the defined incident response actions can be weakened.
Assuming Mallory wants to impersonate a switch. Then the attempt could get
detected which, according to the playbook entry in Listing 1.3, would result in
the switch being isolated and a notification being sent. Thus, as a preparatory
step Mallory could modify the playbook entries. For example, she could remove
the NOTIFY action and change the ISOLATE action to MONITOR for the HIGH
priority playbook (cf. Listing 1.8). As a result Mallory could impersonate the
switch, because it will not be isolated and, although the switch is monitored, it
will probably take a long time until someone detects the attack, since no one is
notified about the incident. Moreover, since the playbook’s action list has not
only been emptied, it is hard to identify the change in the database.

Listing 1.8. Modified playbook entry for COMPROMISED SWITCH

"actioninventory:name ":" COMPROMISED_SWITCH",
"actioninventory:priority ":" HIGH",
"actioninventory:actions ": [

"MONITOR"
]

As an alternative, by compromising the rule library Mallory is able to execute
a denial of service attack on critical network entities, which before were protected
from being isolated or blocked by the rules. Assuming Mallory changes the rule
from Listing 1.4 in a way that functionally critical links do not have to be redi-
rectable, the switch could get isolated even if such functionally critical links are
relying on that switch. The consequences could be fatal up to physical damage
to machines or humans.

The here described cases clearly show that the communication between the
SDE and the playbook and the rule library must be secured. This can again be
achieved with a communication protocol which offers message authentication.
Authentication is needed to ensure that only authenticated parties can alter the
libraries. Typically, in cases like external databases access control must also be
applied, e.g. to protect the entries from being altered by parties only supposed
to read them. Moreover, confidentiality of login credentials and other critical
information, like playbook entries (cf. Sect. 8.2), has to be ensured, utilizing
proper encryption.
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8.6 Discussion

The security analysis of the SDN-IR concept showed that the concept needs to
be implemented considering security to avoid additional attack vectors being
introduced to the SDN realm. Utilizing common security measures like authen-
tication, message integrity and encrypted communication will counter most of
the discussed attacks.

The identified attack vectors can damage the network. However, everything
an attacker could achieve with these attack vectors, would also be possible with-
out exploiting the here described SDN-IR concept. Since the attacker model of
this analyses is a slightly adjusted Dolev-Yao model, the attacker already con-
trols the network and could achieve the same goals with less effort, for example
by tampering with sensor data or flooding components to provoke their failure.

To prevent that an attacker can get that much power in an SDN network and
to get all benefits from the SDN-IR concept, a more advanced security concept
for SDN networks is need, providing the services for building and maintaining
trust and controlling the security of devices beyond the deployment of flows.
Such a concept is currently developed in the FlexSi-Pro8 research project.

9 Conclusion

This article describes a context-aware and therefore practical SDN-based solu-
tion for automated incident response in software-defined networks with special
requirements. As a representative of such networks the article focuses on flexible
ICS networks, where time-sensitivity, redundancy, availability and more, repre-
sent such requirements. The proposed solution satisfies these requirements by
utilising restrictive rules and asset classification which then restrict the auto-
mated incident response to adequate response actions. Furthermore, as incident
response is a multi-phase process and the knowledge about the phase a com-
promised node is in is critical for the whole security architecture, the solution
provides the management of a node’s security state which is dependent of the
incident response phase the node is in. For evaluation of the concept, a prototype
has been built demonstrating the feasibility of the approach on a common SDN
platform (OpenDaylight). Moreover, based on this prototype, remaining issues
and starting points for future research were identify. In addition to the pro-
totype implementation, this article presents a security analysis of the concept,
concluding that in practice the concept does not increase the SDN network’s
vulnerability as long as common countermeasures are deployed. We expect that
our concept will accelerate the adoption of SDN incident response, and even
SDN in general, in environments with the here mentioned peculiarities.
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Abstract. The introduction of the General Data Protection Regula-
tion (GDPR) came to further strengthen the need for transparency—
one of its main principles—and with it, the users’ empowerment to make
service providers more responsible and accountable for processing of per-
sonal data. The technological infrastructures are not yet prepared to fully
support the principle, but changes are bound to be implemented in the
very near future. In this work (1) we comprehensively elicit the require-
ments one needs to implement transparency as stated in GDPR, and (2)
we verify which current Transparency Enhancing Tools (TETs) can ful-
fil them. We found that work still needs to be done to comply with the
European Regulation. However, parts of some TETs can already solve
some issues. Work efforts need to be put on the development of new
solutions, but also on the improvement and testing of existing ones.

Keywords: Transparency · Transparency Enhancing Tools · General
Data Protection Regulation · Compliance

1 Introduction

The General Data Protection Regulation (GDPR) is pushing data controllers and
processors to review and rethink their procedures. According to the Regulation,
data controllers and processors need to ensure data subjects (i.e., whom the
personal data are about) that the processing is lawful, fair and transparent1.

This paper is about the last of those principles, transparency. Differently from
lawfulness and fairness, which express legalistic concepts, transparency is a socio-
technical concept: intended socially, it means to empower data subjects to have
the means to know whether their personal data are lawfully and fairly processed,
and how; intended technically, means that ways to achieve transparency should
be enforced in existing systems whenever appropriate [1].

The interest in a technical implementation of transparency was not born with
the GDPR. For example, it was already discussed in cloud computing to enforce
1 GDPR, Article 5.1.(a).
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accountability [3], and in this it shares a similar goal to the GDPR. Giving a
full overview of the principle’s history is beyond the scope of this article, but
one important observation is that, simultaneously with the entering into force of
the GDPR, there exist already tools for enhancing transparency. They are called
Transparency Enhancing Tools (TETs), system-independent apps dedicated to
inform her/him about how personal data are handled by an online service she/he
is accessing.

Can they help improve a system’s transparency according to the GDPR?
The answer is unclear; as unclear is whether they can give, to who implements
them, a presumption of compliance with the GDPR’s legal transparency prin-
ciple. At least in part, this uncertainty is due to the nature of the GDPR. Its
legal provisions are expressed in a way that admits several interpretations. As
other regulations, the GDPR has been thought for a broad audience and to be
technology independent.

Thus, discussing whether a certain technology, like TETs, helps systems in
the task of providing transparency requires a methodology. In this paper we
apply one: leveraging on a previous study of ours about transparency for med-
ical data systems [26], we elicit a list of requirements from GDPR Articles and
provisions that talk about transparency. Then, we select a few TETs among those
recently presented in the literature and we discuss whether they implement the
requirements we extracted from the GDPR. In so doing, we systematically anal-
yse transparency in support to identify the GDPR concepts still in need of more
development.

This work extends our conference paper [25]: we give more explanation to
our methodology, and revisit our results by exploring other technical and legal
aspects of transparency. In this extended version, we give focus to the process of
eliciting requirements from the GDPR and automatically comparing them with
technical requirements. We also give more context to our work by appending
the full categorisation of the 27 studied TETs, and the complete list of technical
requirements.

2 Transparency and the GDPR

Transparency is a transverse principle in the GDPR, that is, it is referred directly
or indirectly in several Recitals and Articles, but there is not a clear characteri-
sation of it in the law. For that, we have to review the Articles of the Regulation,
and we did by following a four round approach (see also Fig. 1): 1. Selection; 2.
Filtering; 3. Revision; and 4. Validation. These rounds were conducted as follows:

1. Selection. Two of this paper’s authors working independently made a list of
Articles that, according to their understanding, were about transparency. Both
authors had previous experience with transparency and TETs, so the expectation
was that the combined knowledge covers the general perception of transparency
in different technical domains.
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Fig. 1. Methodology for selecting transparency related Articles from the GDPR.

2. Filtering. The two lists selected were compared and combined. One author
at least reviewed all the Articles. Both authors defended their interpretation of
transparency, agreed on a common understanding, and extracting categories of
Articles covering that understanding, including those about properties and arte-
facts that support the implementation of the concept. The categories eventually
selected by the authors are the following:

1. Concerning data subjects – Articles describing the knowledge that should be
made available to the data subjects;

2. Concerning authorities – Articles describing the knowledge that should be
made available to authorities (e.g., Data Protection Officers, or auditors);

3. Empowerment2 – Articles mandating the provision of means for the data
subjects to react (e.g., rectification, and erasure);

4. Quality of transparency – Articles which qualify transparency and describe
how information should be presented to data subjects (e.g., concise, easy to
understand);

5. Certification – Articles which foresee certification as a means to demonstrate
the service’s practices;

6. Consent – Articles commenting on the need for the data subjects to consent
with usage and processing of data.

2 Also know as intervenability [12].
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3. Revision. To check whether our selection is in line with the state of the
art, we selected one work which is considered authoritative in the matter, the
guidelines by the Article 29 Working Party [1], and looked into what Articles
therein are referred as being about transparency. We did so in the following way.
Two authors (but not the same pair that executed the Filtering to reduce the
risk of selection bias) independently selected the Articles that, according to their
interpretation, are in the guidelines mentioned to be related to transparency.
Both reviewers produced a very similar list. We believe this happened because
the guidelines are more explicit about their interpretation of transparency.

4. Validation. The lists from Selection and from Revision were compared. The
comparison intended to highlight the relevancy of our selection of Articles by
calculating how many Articles mentioned in the guidelines were covered by us
(in first and second rounds). We also compared our list with the one presented by
the German Standard Data Protection Model (SDM)3 regarding the protection
goals of transparency and intervenability.

2.1 Transparency in GDPR’s Articles

As a result, we compiled a list of selected transparency-related GDPR Articles
(paragraphs and sub-paragraphs) that comprises 79 items. It can be found in
Table 2. Our selection covers approximately 93% of the Articles in the guidelines.
We consider our list sufficiently relevant. We comment here only on the Articles
mentioned in the guidelines that we opted not to include in our study. Article
12.5 describes when the charge of a fee may (or may not) be applied when
information is provided to data subjects regarding personal data. Even though
this Article relates to transparency, it does not describe a technical feature of
a TET or system. Article 20 describes the right to portability, which contains
provisions on the characteristic of the information provided by transparency, and
should be verified for compliance in every tool. Articles 25.1 and 25.2 are both
regarding the implementation of data protection by design and by default. This
concept is instead related to the security property of privacy. Hence those Articles
were not selected in our list. However, we include Article 25.3, which foresees
the use of certification mechanisms to demonstrate compliance with Articles 25.1
and 25.2. We understand that Article defends the right of data subjects to be
aware of how their data are processed (in line with data protection principles),
and as such, is in line with our interpretation of transparency.

Our selection does not contradict the list presented by the SDM, it is simply
more detailed. The majority of Articles listed by the SDM are also considered in
our selection. With the exception of Articles 5.1.(d), 5.1.(f), and 20—regarding
accuracy of data, security of personal data, and portability of data. These Arti-
cles also contain provisions on the quality of the data provided by transparency,
and should be verified for compliance in every tool. Article 40, referring to the
design of codes of conduct for controllers and processors, which could hardly be
3 https://www.datenschutz-mv.de/static/DS/Dateien/Datenschutzmodell/SDM-

Methodology V1 EN1.pdf.

https://www.datenschutz-mv.de/static/DS/Dateien/Datenschutzmodell/SDM-Methodology_V1_EN1.pdf
https://www.datenschutz-mv.de/static/DS/Dateien/Datenschutzmodell/SDM-Methodology_V1_EN1.pdf
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accomplished through the use of TETs. And Article 42, on certification mecha-
nisms, which are considered in Sect. 3.

2.2 Technical Requirements for Transparency

We match the selected GDPR’s Articles with a list of technical requirements
for transparency presented in previous work from the authors [26]. Due to space
limitations, in Appendix A we present a complete list of requirements to help the
reader picture how they look like, but we do not give details on their specification
and characteristics, we remand to the original work for full details.

To match the Articles from the GDPR and the technical requirements for
transparency in medical systems, we developed a simplified parser based on
natural language processing techniques.

Our process consists in (1) the analysis of the text corpora (2) extraction of
corpus-based glossaries and parsing of the corpora, and (3) final adjustments.

We did not conduct any statistical analysis, nor part-of-speech tagging (tech-
niques applied in more sophisticated natural language processing algorithms).
Instead, we iterated a few times realising small adjustments in our glossaries,
re-evaluating the results of the parsing and, whenever needed, manually adding
or removing a match.

Our approach is indeed only possible as our glossaries are context-based,
limited to the terminology found in the GDPR and our requirements. We are
aware of existing efforts in interpreting and translating laws, regulations, and
other legal documents (e.g., [2,16,30]). We do not mean to compete with them,
but rather state that our parser, in the specific problem herein addressed, has
given sufficiently accurate results.

Text Corpora Analysis. The first step was carried out manually. We first
analysed the two text corpora: the Articles and provisions in the GDPR, and
a set of technical requirements for transparency in the medical domain (see
Appendix A). A text corpus is described as a “large body of linguistic evidence
typically composed of attested language use”, but has been used nowadays for
a wide variety of text collections [13]. Our set of requirements is not a text cor-
pus in its typical meaning, as they are not composed by standardised terms. In
this sense, our requirements constitute a text corpus in its modern interpreta-
tion: a text collection tailored to one specific domain. The GDPR, on the other
hand, represents better a classic text corpus, as it is stable, well-established and
composed by standard legal terminology.

We analysed the text corpora and familiarised with the differences between
the terminologies, as one corpus comprises technical terms and the other legalis-
tic jargon. The terms found in one corpus were interpreted and linked to terms in
the other. As a result of this task, we highlighted potential connections between
requirements and GDPR Articles and established a preliminary list of matches.

Extraction of Corpus-Based Glossaries and Parsing. To ensure the
consistency of our matching procedure, we automated the comparisons by
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extracting possibly-equivalent terms and structuring them in glossaries. Terms
found in the GDPR were matched to their equivalent technical terms, found in the
list of requirements. The knowledge base needed for realising this step came from
revisiting the preliminary list of matches, from where we extracted the key-terms
that seem to have triggered each match. We identify matches according to a few
textual elements present in the GDPR Articles: the information to be provided to
the data subject; the rights the data subject must have; the techniques described
in the Articles; and few selected keywords. We organised each of these in hash
tables that represent, in a way, simplified corpus-based glossaries (see Table 1).

Table 1. Glossary of equivalent terms (GDPR terms on the left, and Technical terms
on the right). Information between brackets are contextual and do not constitute the
key-term.

Information

[action (not)] taken on a request N/A

[identity] of the controller Responsible for handling owned data

[identity] data protection officer Who has the authority to investigate

Purpose of processing Terms [of use]

Legal basis for processing Policy; regulation

[conditions for] provision of data Regulation; terms [of use]

Rights

Rectification N/A

Erasure [of personal data] Revoked consent

Restriction [of processing] N/A

Copy of the personal data Mechanisms for accessing [personal data]

Object [process of data] N/A

Not to be subject [to a decision] N/A

Exercise his or her rights N/A

Withdraw his or her consent Revoked consent

Techniques

[do not] permit identification Data privacy; to protect [data]; [data] protection;
[data is] protected; separation [of data]

Appropriate security To protect

Withdraw Revoke

Not in a position to identify N/A

Automated decision-making N/A

Obtaining [personal data] Gather; infer; aggregate

Copy of personal data Mechanism for accessing [personal data]

Automated means N/A

Only personal data which are
necessary

Data minimisation

Record of [processing of data] Accountability; audit

Unauthorised Without authorisation

(contniued)
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Table 1. (contniued)

Unlawful Vulnerability; breach

Accidental loss Data loss; breach

Accidental destruction N/A

Accidental damage N/A

Profiling N/A

Data minimisation N/A

Existence of the right Ownership

Shall not apply N/A

Keywords

Security Security

Consent Consent

Request for consent N/A

Written declaration Terms [of use]

Purposes of the processing Terms [of use]

Concise [information] N/A

Intelligible [information] N/A

[information] easily accessible N/A

[information] using clear [language] N/A

[information using] plain language N/A

Icons N/A

Third party Third party; third parties; sub-providers; whom it
purchases services

Recipients Who has access; sub-providers; third party; whom it
purchases services

International Other countries; extraterritorial; country

Adequacy decision by the
commission

Comply with legal requirements; issues with respect to
laws and regulations; legislative regimes

Period N/A

Categories of personal data Detailed information [on the data collected]

Source [from where of personal data
originate]

[information on] data collected about [the data
subject]

Not collected from the data subject [information on] data collected about [the data
subject]

Joint controllers Different parties

Arrangement Agreement

Responsibilities Responsibilities

Respective roles Responsibilities

Breach Breach

Without undue further delay Timely

Document comprising facts [that
enables to verify compliance]

Evidence

Able to demonstrate Evidence

Shall not apply N/A
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Some key-terms were intentionally marked as not applicable as they brought
almost no contribution to the final list of matches. For example, the term “trans-
parency” found in Article 5.1(a) “Personal data shall be processed lawfully, fairly
and in a transparent manner in relation to the data subject (‘lawfulness, fair-
ness and transparency’)”. This Article is comprehensive and should relate to
every single requirement from our list, as it mandates data to be processed
transparently. To ensure our list had only the most meaningful matches, we
decided to explicitly mark this term as not applicable (N/A). The same applies
to the term “shall not apply”, which is present in Articles (or paragraphs and
sub-paragraphs) describing an exception to another Article. In other words, it
presents the circumstances in which our requirements do not need to be imple-
mented. Hence, any match with an Article of this sort is likely to be a false-
positive. To avoid this, we marked the term as not applicable. It is important to
note that terms marked like this are not the same as terms absent from our glos-
saries. While the first will force a mismatch between a GDPR Article with that
term and any possible requirement in our list, the second will just be disregarded
when computing the matches.

The matches are based on an automatic parser. Initially, it parses each GDPR
Article to identify all the key-terms they contain. Then the requirements are
parsed, searching for the ones which present at least one equivalent term for each
key-term found. Our criteria for a match between an Article and a requirement
is that all key-terms from the first are represented in the second. The matching
procedure is abstracted in Algorithm 1.

The computation of matches is realised in steps (as shown in Algorithm 2): we
run the same parsing algorithm for each glossary, and later we merge the results
of each comparison in one final list. By doing so, we maintained the matching
criterion decoupled, which simplified the process of re-evaluation of the terms and
their possibly-equivalents. It also helped in balancing the asymmetry between
GDPR Articles and our technical requirements, as the Articles are generally
more verbose and encompass too many key-terms. Separating the terms into
four glossaries ensured our criterion is not too restrictive, and that Articles can
be matched by one or several categories of textual elements.

Final Adjustments. After computing the matches based on the glossaries
of terms, we reviewed the resulting list and compared with our preliminary list.
Each match was analysed, but we focused on the discrepancies between the lists.
For those, we semantically interpreted the Article and requirement matched to
understand the context in which the key-terms appeared, and whether or not
they had the similar meaning. We conducted this procedure in a peer review
manner. The matches were adjusted accordingly. We highlight here a few of the
manually adjusted matches.

According to our initial list, requirement 111.2 on information about how
data are stored and who has access to them, should match with Article 15.1(c),
which describes the rights of the data subject in obtaining from the controller the
recipients of personal data. The requirement and the Article have a clear relation.
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Algorithm 1. Match(articlesGDPR[n], requirements[m], glossary{}[])
Input: array articlesGDPR with n entries, array of requirements with m entries,
hash table of lists representing the glossary of equivalent terms

keys = glossary.getKeys()
for each i ∈ {1, . . . , n} do � For each GDPR Article

for each key in keys do
if articlesGDPR[i].containsString(key) then

keyTerms[i].add(key)

for each j ∈ {1, . . . , m} do � For each requirement
matchFound = FALSE
for each term in keyTerms[i] do

equivalentTerms[] = glossary{term}
for each value in equivalentTerms do

if requirements[j].containsString(value) then
matchFound = TRUE
break

matchFound = FALSE
if !matchFound then

break
if matchFound then

matchedArticles[i].add(requirements[j])

Output: matchedArticles

Algorithm 2. Init()
Let: articlesGDPR[n] be the list of n selected GDPR Articles, requirements[m] be
the list of m technical requirements, information{}[] be a glossary of information
that should be provided to the data subject, rights{}[] be a glossary of the rights the
data subject has, technique{}[] be a glossary of techniques mentioned in an Article,
keywords{}[] be a glossary of keywords found in the Articles;

resultI[] = Match(articlesGDPR[], requirements[], information{}[])
resultR[] = Match(articlesGDPR[], requirements[], rights{}[])
resultT [] = Match(articlesGDPR[], requirements[], technique{}[])
resultK[] = Match(articlesGDPR[], requirements[], keywords{}[])

for each i ∈ {1, . . . , n} do
finalMatch[i] = resultI[i] ∪ resultR[i] ∪ resultT [i] ∪ resultK[i]

Output: finalMatch

However, it was being disregarded by our parser as the Article contains the key-
term “third countries” which does not appear in the requirement. As this key-
term is responsible for several other well-fitted matches, we opted for adjusting
this exception manually. Similarly, the matches involving requirement 111.18,
on describing the ownership of the data, had to be adjusted. We understand
that describing the ownership means to clarify what means to be the owner of a
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piece of data. In other words, to inform and describe the rights the data subjects
have regarding the control of their data. In this sense, requirement 111.18 also
relates to Articles 13.2.(c), 14.2.(c) and 21.4. Our parser captured a few relevant
matches for this requirement, but not all of them. We manually added those
remaining.

Some other matches were also considered for adjustments, as they were not
present in our preliminary list, but were left untouched after a closer semantic
analysis. For example, requirement 111.7, about describing procedures and mech-
anisms planned in cases of security breaches, matched to Articles 33.3 and 33.5,
and requirement 111.15 about informing on who has the authority to investigate
any policy compliance, which is also matched with 33.3. These Articles describe
the information to be provided to data subjects in case of a data breach. Initially,
the match was not considered as the requirements are ex ante (information to
help the users understand what will happen to their data beforehand), and the
Articles are, in a sense, ex post, as the data breach already happened. However,
if the information described in the requirements is made available beforehand,
in the event of a data breach, it will facilitate compliance with Article 33 from
the GDPR. For this reason, we keep these matches.

Similarly, requirements 221.2,5,8 are matched with Article 5.2 of the GDPR
(controller shall be accountable and responsible for demonstrating compliance
with the lawfulness, fairness and transparency principles). The requirements,
at first glance, seem unrelated to the Article, and to each other. However, the
three requirements demand the users to be presented with evidence of secu-
rity breaches, of recovery from them, and of permission history. As evidence, by
definition, is a piece of information or data that is used to prove or disprove some-
thing, we understand they contribute to demonstrate compliance. Even though
these matches were not identified in our initial list, we decided to keep them.
Our final list of matches is shown in Table 2.

Table 2. Final list of matches between GDPR Articles and technical requirements. 72%
of the requirements are matched (26 out of 36). (Table originally presented in [25])

GDPR Requirements GDPR Requirements

5.1.(a) 14.3.(c)

5.2 111.16, 111.20, 221.1, 221.2,
221.3, 221.4, 221.5, 221.7, 221.8

14.4

6.1.(a) 221.7 15.1.(a) 111.19

7.1 15.1.(b) 221.6

7.2 15.1.(c) 111.2, 111.4

7.3 221.7 15.1.(d)

9.2.(a) 15.1.(e) 111.18

11.2 15.1.(f)

12.1 15.1.(g) 221.6

(continued)
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Table 2. (continued)

GDPR Requirements GDPR Requirements

12.3 15.1.(h)

12.4 15.2 111.4, 111.11, 221.3

12.7 15.3 112.1

13.1.(a) 111.1 16

13.1.(b) 111.15 17 221.7

13.1.(c) 111.19 18

13.1.(d) 111.3, 111.4, 111.14 19 111.2, 111.4,

13.1.(e) 111.2, 111.3, 111.4 21.1

13.1.(f) 111.4, 111.11, 221.3 21.2

13.2.(a) 21.3

13.2.(b) 111.18 21.4 111.18

13.2.(c) 111.18 21.5

13.2.(d) 22.1

13.2.(e) 22.2.(c)

13.2.(f) 25.3

13.3 26.1 111.14

14.1.(a) 111.1 26.2 111.14

14.1.(b) 111.15 26.3 111.14

14.1.(c) 111.19 30.1 221.5, 222.1, 232.1

14.1.(d) 221.6 30.2 221.5, 222.1, 232.1

14.1.(e) 111.2, 111.3, 111.4 30.3

14.1.(f) 111.4, 11.11, 221.3 30.4

14.2.(a) 32.3

14.2.(b) 111.3, 111.4, 111.14 33.1 111.7, 211.1, 211.4, 221.8

14.2.(c) 111.18 33.2 111.7, 211.1, 211.4, 221.8

14.2.(d) 111.18 33.3 111.7, 111.15, 211.1, 211.4, 221.8

14.2.(e) 33.4 211.4

14.2.(f) 221.6 33.5 111.7, 211.1, 211.4, 221.8

14.2.(g) 34.1 111.7, 211.1, 211.4, 221.8

14.3.(a) 211.5 34.2

14.3.(b)

3 Transparency and Technology (TETs)

At least at an intuitive level, the most natural technology for transparency is
represented by TETs. According to [18], TETs are tools to“make the underlying
processes [of personal data or a subject] more transparent, and to enable data
subjects to better understand the implications that arise due to their decision
to disclose personal data, or that have arisen due to choices ‘made in the past”’.
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This cited work already provide an extensive list of tools. We also reviewed other
survey works about TETs and compiled a drafted list of such tools [4,7,17,22,31].

Besides, we browsed the literature for “transparency enhancing tools”, look-
ing for works that may have referred to the tools indirectly or within text. The
search included works published since 2014, the year the GDPR started to be
strongly supported by the European Parliament4. We selected 27 tools which can
be potentially linked to the transparency principle. We categorised them using
TETCat [31], a methodology to classify TETs according to their properties and
functionalities, for instance, such as among others, assurance level (not trusted,
semi trusted, or trusted), the application time of the tool (ex ante, ex post or
real time) and interactivity level (read-only or interactive).

Our categorisation is summarised in Appendix B and described in the next
paragraphs. Its full version is made available in [24].

Assertion Tools. Tools are classified as the assertion type whenever the cor-
rectness and completeness of the information they provide cannot be verified
(not trusted), and they can only provide information on the controller’s alleged
processing practices. The TETCat does not further distinguish assertion tools,
so tools of this type have diverse goals.

Examples of assertion tools are third-party tracking blockers, e.g., Mozilla
Lightbeam5 (ML), Disconnect me6 (DM), and Privacy Badger7 (PB); and tools
that educate users on matters related to privacy protection, e.g., Privacy Risk
Analysis (PRA) [5], Me and My Shadow8 (MMS), Privacy Score9 (PS) and
Access My Info10 (AMI).

Awareness Tools. This is the first type of tools providing information verifi-
able for completeness and correctness, for two assurance levels (i.e., trusted and
semi trusted). Awareness tools provide ex ante transparency, and interactivity
level of read only. Tools in this category help the user becoming aware of the
privacy policy of the service provider but do not provide the users with con-
trols over the processing of data. Examples of such tools are machine readable
or interpreted policy languages, e.g., Platform for Privacy Preferences Project11

(P3P). Another example of an awareness tool is the Usable Privacy Project12

[20], which automatically annotates privacy policies. Finally, tools providing cer-
tification seals and marks such as the European Privacy Seal (EuroPriSe) [6] or
the TrustArc (TArc) [27] are also examples of tools in this category.

4 http://europa.eu/rapid/press-release MEMO-14-186 de.htm.
5 https://www.mozilla.org/lightbeam.
6 https://disconnect.me/.
7 https://www.eff.org/privacybadger.
8 https://myshadow.org/.
9 https://privacyscore.org/.

10 https://openeffect.ca/access-my-info/.
11 https://www.w3.org/P3P/.
12 https://explore.usableprivacy.org/.

http://europa.eu/rapid/press-release_MEMO-14-186_de.htm
https://www.mozilla.org/lightbeam
https://disconnect.me/
https://www.eff.org/privacybadger
https://myshadow.org/
https://privacyscore.org/
https://openeffect.ca/access-my-info/
https://www.w3.org/P3P/
https://explore.usableprivacy.org/
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Declaration Tools. Only one tool falls under this category: PrimeLife Policy
Language (PPL) [10], which is similar to awareness tools, comparable to the P3P
tool, but offers some level of interactivity.

Audit Tools. Audit TETs present users with ex post or real time transparency.
Tools in this category include those that allow for access and verifiability of data,
but do not provide means for the users to interact and intervene with the data
processing (i.e., read only tools), such as the Data Track13 (DT) [9] and Personal
Data Table (PDT) [22]. Another tool under this category is The Blue Button14.
Which is an initiative to standardise the right to access personal medical data
in the USA, and display a logo stating that users are allowed to visualise and
download their data.

Finally, the Private Verification of Access (PVA) [11] proposes a scheme
for a posteriori access control compliance checks that operates under a data
minimisation principle and provides a private independent audit. This tool also
falls under the audit tools category.

Intervention Tools. These tools allow users to verify properties about the
processing of their data as well as to interact and control the terms of data
collection and usage. Examples are: the Privacy Through Transparency (PTT)
[21]—supporting Break-the-Glass (BTG) policies; and Privacy eSuite15.

Remediation Tools. According to the TETCat these tools comprise function-
ality to exercise control over data collection and usage, and also to modify and
delete personal data stored by a data controller. Tools belonging to this cate-
gory are, for instance, PrivacyInsight (PI) [4] and GDPR Privacy Dashboard16

(GPD) [19]—both privacy dashboards; and openPDS (oPDS) [14], and Meeco17

(Mee) which are examples of data vault/marketplace applications.

4 TETs for the GDPR

Our goal is to select from our list of TETs, those which can presumably help
achieve compliance with the provisions of the GDPR. We do this indirectly, by
selecting those TETs which satisfy the requirements for transparency that we
elicited from the analysis of Articles and Recitals of the GDPR

Methodology. The selected TETs have been compared against the technical
requirements for transparency, in search for matches. A match is when a tool
satisfies one or more requirements. Here, we first pre-select tools and require-
ments by their application time, distinguishing between ex ante and ex post/real
time. Then we compared TETs and requirements one by one. We did this work
manually, but having categorised TETs helped us to implement this task more
systematically.
13 https://github.com/pylls/datatrack.
14 https://www.healthit.gov/topic/health-it-initiatives/blue-button.
15 http://hipaat.com/privacy-esuite/.
16 http://philip-raschke.github.io/GDPR-privacy-dashboard.
17 https://www.meeco.me/.

https://github.com/pylls/datatrack
https://www.healthit.gov/topic/health-it-initiatives/blue-button
http://hipaat.com/privacy-esuite/
http://philip-raschke.github.io/GDPR-privacy-dashboard
https://www.meeco.me/
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4.1 Comparing TETs and Requirements: Results and Discussion

Table 3 summarises the findings (we have put in bold the requirements ex
ante (1**), and in slanted those ex post (2**)). A full report of them may
be found [24], where we expand the GDPR Articles into the paragraphs and
sub-paragraphs relevant to this work.

Looking at the Table, two particular exceptions in this matching—exceptions
with respect to what one would expect from the methodology we followed—that
stand out and need a comment.

The first is concerning requirement 112.1 on the provision of mechanisms
for accessing personal data. In the context of medical systems, data about the
patients are typically generated by other users in the system. As a consequence,
allowing these patients to access their data can be interpreted as pre-condition
for them to anticipate what will happen to their data, hence ex ante. However,
in the context of TETs, tools which allow for the access of personal data are
considered ex post. We interpret requirement 112.1 and those tools as closely
related, even if their application times do not match. The second is regarding
certification seals, which we consider ex ante. Certification seals are tools which
testifies that a system complies with a given criterion. If the criteria regards
the processing of data, these seals can help a data subject to anticipate how
their data will be processed. However, from the perspective of the system, when
evaluated for the certification, the processing of data is already happening. For
this reason, we accept the match between such tools and a few relevant ex post
requirements.

In what follows, we comment on our findings.

Requirements vs TETs: What Matches and What Does Not. Three
requirements regarding terms and conditions seem not to be addressed by any
TET: 111.1 on information regarding the physical location where data is stored;
111.4 on the existence of third-party services and sub-providers; 111.14 on clar-
ifications of responsibility in case of the existence of third-party services.

We believe this information could be provided together with the terms and
conditions of the service. Even though the tool provided by Usable Privacy
Project (UP) aims at facilitating the reading of these, we did not identify tags
for the requirements above. For this reason, we do not consider these require-
ments as addressed. There are other relevant developments on this subject, such
as the CLAUDETTE project18, which makes use of artificial intelligence to auto-
matically evaluate the clauses of a policy for clarity and completeness in the light
of the GDPR provisions. Another relevant tool in this regard is the Me and My
Shadow (MMS), which provides a functionality called Lost in Small Print19. It
reveals and highlights the most relevant information of a given policy. We do
not include those tools in our study as the first only evaluates the quality of
the policy, without necessarily easing the understanding of its contents, and the
second for only providing few selected examples of policies of popular services.

18 https://claudette.eui.eu/.
19 https://myshadow.org/lost-in-small-print.

https://claudette.eui.eu/
https://myshadow.org/lost-in-small-print
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Table 3. From [25]. Transparency Enhancing Tools (TETs), technical requirements,
and the GDPR Articles they help realising (* added manually).

TET Requirements GDPR Articles

Mozilla Lightbeam 211.5, 221.6 14, 15

P3P 111.2, 111.3, 111.16, 111.18, 111.19 5, 13, 14, 15, 19, 21

PrimeLife Policy Language 111.2, 111.3, 111.16, 111.18, 111.19 5, 13, 14, 15, 19, 21

Data Track 112.1, 221.5, 221.6, 221.7 5, 6, 7, 14, 15, 17, 30

Privacy Insight 112.1, 221.4, 221.5, 221.6, 221.7 5, 6, 7, 14, 15, 17, 30

Privacy Risk Analysis 111.9, 111.13

GDPR Privacy Dashboard 112.1, 222.1, 221.4, 221.6, 221.7 5, 6, 7, 14, 15, 17

Personal Data Table 112.1, 211.2, 211.3, 222.1, 221.4, 221.6, 221.7 5, 6, 7, 14, 15, 17

Disconnect me 222.1, 221.6 14, 15

Me and My Shadow 111.8, 111.13, 111.16, 111.19 5, 13, 14, 15

EuroPriSe 111.16, 221.1, 221.3, 221.4 5, 13, 14, 15

Privacy Score 111.6, 111.12, 111.13

Google Dashboard 112.1, 222.1, 221.6, 221.7 5, 6, 7, 14, 15, 17

Privacy Evidence 221.1, 221.4, 221.5, 222.1, 232.1 5, 30

TAMI Project 211.2, 211.3, 222.1, 221.1, 221.4, 222.1, 232.1 5, 14, 30

Privacy Through Transparency 211.2, 211.3, 221.1, 221.4, 221.5, 222.1, 232.1 5, 30

Private Verif. of Access 211.2, 211.3, 221.1, 221.4, 222.1, 232.1 5, 30

Privacy Badger 222.1, 221.6 14, 15

Access My Info 112.1, 221.6 14, 15

TrustArc 111.16, 221.1, 221.3, 221.4 5, 13, 14, 15

openPDS 222.1, 221.6, 221.7 5, 6, 7, 14, 15, 17

Digi.me 221.6, 221.7 5, 6, 7, 14, 15, 17

Microsoft Dashboard 112.1, 222.1, 221.6, 221.7 5, 6, 7, 14, 15, 17

Privacy eSuite 221.1, 221.5, 221.7, 222.1, 232.1 5, 6, 7, 9*, 17, 30

Meeco 221.6, 221.7 5, 6, 7, 14, 15, 17

Blue Button 112.1, 221.6 14, 15

Usable Privacy 111.5, 111.10, 111.11, 111.15, 111.17, 111.19 13, 14, 15, 33

Nevertheless, they indicate that this matter is already subject of attention. We
expect to see a different scenario concerning tools for terms and conditions in
the future.

We also observed a lack of tools covering technical aspects of data processing.
For example, requirement 111.5 about informing how the system ensures data
is not accessed without authorisation, and requirement 111.20 on evidence of
separating personal data from metadata, are not addressed by any of the tools
we studied. The reason for this is not clear, as other requirements about the
use of specific security mechanisms (111.12), and how to protect data (111.13)
also cover technical aspects and seem to be the subject of attention of TETs.
We speculate this lack of attention may be due to the target audience, which
in general has no technical education and would not value such information.
Another possible explanation is that this sort of information is provided together
with others, and we missed to identify them in our selected tools.

Finally, requirements regarding security breaches and attacks also seem to
have gained less attention. They constitute the majority of requirements not
addressed by any TET: 111.7, 211.1, 211.4, 221.2, and 221.8. As security breaches
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are unforeseen events, it does not come as a surprise that there are no tools for
aiding the understanding of issues related to them. Nonetheless, it is impor-
tant to notice that the GDPR reserves two Articles to provisions on personal
data breaches (Art. 33 and 34), one of which is dedicated to describing how to
communicate such matters to the affected data subjects. Being the health-care
industry among the ones with most reported breaches, and being medical data
in the top three most compromised variety of data (for more details, see results
of the data breach investigation [28]), we consider this to be an area in need of
further development.

TETs vs Articles: Which Suggests Compliance and Which Does Not.
Only a few Articles from the GDPR are not related to any of the selected trans-
parency tools: meaning that none of its paragraphs or sub-paragraphs is matched
to a TET. These concern the Articles about data protection mechanisms and
certification. Article 25 regards data protection by design and by default, and
Article 32 has provisions on security of processing; both mention that compliance
with such Articles may be demonstrated through the use of approved certifica-
tion mechanisms referred to in Article 42.

Despite having included two certification seals in our list of TETs (i.e., Euro-
PriSe, and TrustArc), EuroPriSe’s criteria catalogue has not been approved pur-
suant to Article 42(5) GDPR. The reason is that they have not been accredited
as a certification body pursuant to Article 43 GDPR yet20. While for TrustArc,
we cannot confirm it is an approved certification mechanisms, we did not find
enough information about this matter.

A few transparency quality and empowerment related Articles are also not
addressed by our selected tools. Article 12, for example, qualifies the communica-
tions with the data subject and states that it should be concise, easily accessible,
using clear and plain language, and by electronic means whenever appropriate.
In our understanding, this Article does not match to any specific tool because
it is transverse to all of them. This Article has provisions regarding the qual-
ity of communications; all tools communicating information to data subjects
should be affected by it. In [23] we discuss metrics for transparency which, in
line with this reasoning, consider the information provided to final users “being
concise”, or “being easily accessible” as indicators that transparency is properly
implemented.

With regard to empowerment related Articles, while a few Articles do relate
to some tools (e.g., Art. 17, 19 and 21), they are either partially addressed by
transparency tools, or not addressed at all. In fact, empowerment and trans-
parency are different properties [12,26], and this may explain why only a few
of those Articles are addressed by TETs. But at least with regard to Articles
describing the rights of the data subject towards the processing of personal data
(e.g., Art. 22, and 26), we believe policy, and terms and conditions tools could
also address them, but we found no tool addressing those subjects.

There are developments in this topic of empowerment though [12]. In this
work empowerment (referred to by the authors as intervenability) is discussed
20 See https://www.european-privacy-seal.eu/EPS-en/Criteria.

https://www.european-privacy-seal.eu/EPS-en/Criteria
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as a privacy goal, and it is compared to transparency. In this context, Article 12
relates to their requirement T4 and T5, and Article 17 relates to requirement I10.
However, the full implementation of empowerment, as it requires providing ways
for users to exercise their rights regarding personal data, may not be suitable for
a TET. The analysis of the requirements proposed in [12] and their relationship
with TETs falls out of this work’s scope.

It is important to notice that a few Articles which appear not to be covered
by any TET, are not considered in this analysis because they do not match by
key-terms with any of our requirements. We investigate two of them manually:
Articles 11, and 9. Article 11 has provisions on processing which does not require
identification. We consider this Article in our study as its paragraph 2 states
that the controller shall inform the data subjects when it is not in a position to
identify them. It also further states that in such a case, Articles 15 to 20 (on
the exercise of data subject’s rights) shall not apply. In this sense, Article 11
describes a case when empowerment tools (related to Articles 15 to 20) are not
required. It does not make sense to discuss the relationship of this Article and
TETs in our list.

Article 9, on the other hand, has provisions on data subject’s consent for
data processing of special categories of personal data, including data concerning
health. Privacy eSuite tool (PeS) is a web-service consent engine specifically
tailored to collect and centralise consent for the processing of health data. Hence,
it is connected with Article 9. In the interest of completeness, we manually added
this match in Table 3. However, PeS is a proprietary tool designed in line with
the Canadian regulations. We found no means to determine to which extent this
tool can help achieving the provisions in the GDPR.

Being consent described in the GDPR as one of the basis for lawful processing
of personal data, the number of tools addressing this subject seems suspiciously
low. This fact does not imply that medical systems and other services are cur-
rently operating illegally. We are aware that collecting consent for processing
data is a practice. However, we are interested in tools designed to facilitate the
task of collecting consent and to help users to be truly informed of the conse-
quences of giving consent.

We investigated this more closely, among our findings there are mostly tools
and frameworks aiding the collection of informed consent for digital advertis-
ing21. We also found mentions to the EnCoRe (Ensuring Consent and Revoca-
tion) project, which presents insights on the role of informed consent in online
interactions [29]. The project appears finalised, and we found no tool proposed
to address the collection of informed consent.

One could claim that tools proposed for terms and conditions, or privacy
policies (e.g., P3P, PPL, and UP), can also help collecting consent. While this is
a possible solution, special attention is required that the request for consent is
distinguishable from other matters (as per GDPR Article 7). It is also important
to note that consent to the processing of personal data shall be freely given,

21 See Conversant, IAB Europe, and ShareThis.

https://www.conversantmedia.eu/consent-tool
https://advertisingconsent.eu/
https://www.sharethis.com/gdpr-compliance-tool/
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specific, informed, and unambiguous22. Implicitly collecting consent for data
processing is arguably against the provisions in the GDPR [29]. In that work, the
authors discuss to which extent terms and policies are even read and understood.
In this sense, consent is unlikely to be truly informed and freely given.

5 Related Works

To the best of our knowledge, only a few works discuss matters of compliance
with the GDPR principles (i.e., [4,12,19]). In [12], the authors derive technical
requirements from the international standard ISO/IEC 291000 and the GDPR.
Even though in this work technical (international standard) and legal (GDPR)
documents are used, those are not compared. The requirements studied in this
work are instead extracted from these documents.

In [4] the authors propose a Transparency Enhancing Tool (TET) in the
form of a privacy dashboard. To define the relevant features to be implemented,
they derived eight technical requirements from the right of access presented by
the GDPR, the previous European Data Protection Directive, and the Federal
Data Protection Act from Germany. Similarly, Raschke et al. propose a GDPR-
compliant dashboard in [19]. In this work, however, only four high-level features
are extracted from the GDPR: the right to access data, obtaining information
about involved processors, rectification and erasure of data, and consent review
and withdraw. Both works extract requirements from data protection laws, but
do not compare them with any other sources.

Four works review TETs [7,15,17,31]. The work by Murmann and Fischer-
Hübner [15] surveys the literature searching for transparency tools, and explores
aspects of usable transparency—derived from legals provisions in the GDPR, and
well accepted usability principles. The authors identify meaningful categories of
tools and propose a classification based on functionalities and implementation,
for instance. Although this work is comprehensive in exploring the characteristics
of usable TETs, it does not explicitly map technical aspects of the tools with
the GDPR provisions they help accomplishing.

There are works, however, which compare and map legal and technical
requirements, principles and designs. In particular, [8] reviews usability princi-
ples in a few selected TETs. To this aim, the authors gather requirements from
workshops and by reviewing documents related to data protection, such as the
proposal of the GDPR (document available at the time), and the opinions from
the Article 29 Data Protection Working Party. These requirements are mapped
to three Human-Computer Interaction (HCI) concepts, which in turn are dis-
cussed in the context of the TETs. Even though the mappings presented in this
work are thoroughly discussed, the authors do not present a structured proce-
dure followed when defining them. It is our interpretation that those mappings
were identified manually.

22 GDPR Article 4 (11).
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The SDM23 also classifies GDPR’s provision in terms of data protection goals
(e.g., availability, transparency, intervenability), and comments on technical mea-
sures that help to guarantee transparency, such as, documentation of procedures,
logging of access and modifications. These measures relate to our requirements,
but are more high-level. We believe our requirements could be classified accord-
ing to them, allowing us to select TETs that can accomplish transparency as
described by the SDM. We leave this task to future works.

6 Discussion and Conclusion

Even since before the GDPR entered into force, several activities and initiatives
bloomed with the aim to provide advice, guidance, instruments, or all of those
services, to enterprises concerned about the high fines that were promised to
follow a provable lack of compliance with the Regulation.

In this paper we focus on one particular aspect of the compliance, that about
the Regulation’s principle of transparency. Despite the principle being only trans-
versely referred in the GDPR—that is, it is not subject of one Article or one
Recital in particular, but it is rather referred across many items—compliance
with it is a serious matter. In January 2019, this statement could not become
clearer, when The French data protection authority, the Commission National
de l’Informatique et des Liberte (CNIL), condemned Google to pay an impres-
sively high penalty, in the order of about 50 Million euros, because of lack of
transparency. CNIL concluded in fact that users of services like Google Search,
YouTube, Google Maps, Play Store etc., are not in the position to have a fair
perception of the nature and volume of the collected data24. The CNIL also
objected the transparency of the consent form that Google offers to its users,
arguing that the consent form is not informative enough because it is stated in
a way which is unclear and ambiguous, in addition to the fact that users have
no choice but to accept it.

Discussing the full extent of this famous legal case is beyond our goal and
it is not our business either to speculate on the reasons why Tech Giants like
Google fail to be compliant with a Regulation, but at least, in part, one could
question whether this might be due to the lack of instruments to inform users.
In this paper, we looked into what could be the most natural choice, that is
Transparency Enhancing Tools (TETs), while at the same time discussing the
technical requirements that emerge from a technical reading of the GDPR’s
provisions.

This comprehensive analysis of transparency helps identifying current and
future developments to better comply with transparency and related GDPR
requirements by using TETs. The tools were proposed to protect users’ privacy
in general and thus not designed specifically for the GDPR; rather they have
been tailored for one specific use case or goal, or thought to fulfil a specific
legislation or regulation according to what were the priorities of who designed
23 https://www.datenschutzzentrum.de/uploads/sdm/SDM-Methodology V1.0.pdf.
24 See https://www.cnil.fr/en/node/25137.

https://www.datenschutzzentrum.de/uploads/sdm/SDM-Methodology_V1.0.pdf
https://www.cnil.fr/en/node/25137
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and developed them. Consequently, they cannot be immediately available to be
included in most systems nor mindlessly considered ready to interpreting the
GDPR’s provisions. But our analysis highlights which TETs match the GDPR’s
requests on transparency, and according to which aspect they do that. However,
adapting the tools to become instruments of compliance to the specifics of trans-
parency in GDPR is something that needs to be developed or discussed in a near
future. We are not there yet but this paper started to identify and clarify the
way towards that goal, so that any future development will not be necessarily
built from a blank board, but can be leveraged already by the 12 out of the
21 GDPR Articles that we studied and discussed here. At least partially, those
Articles are addressed by the selected/presented TETs.
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A Transparency Requirements

(See Table 4).

Table 4. Transparency requirements as originally presented in [26]. IDs refer to the
original numbering, those indexed 1** are ex ante, those 2** are ex post.

Req. Specification

111.1 The system must provide the user with real time information on physical data storage

and data storage location of different types of data

111.2 The system must inform the user on how data are stored and who has access to them

111.3 The system must inform the user from whom it purchases services, and about any

conflict of interest towards data

111.4 The system, in case of using services from third parties, must inform the user about the

existence of sub-providers, where they are located and whether they comply with the

legal requirements of the country of the user

111.5 The system must inform the user how it is assured that data are not accessed without

authorisation

111.6 The system should make available a document that describes the adopted mechanisms

for securing data against data loss as well as data privacy vulnerabilities

111.7 The system should make available a document that describes the procedures and

mechanisms planned in cases of security breaches on the user’s data

111.8 The system should make available the technical documentation on how data are

handled, how they are stored, and what are the procedures for accessing them

111.9 The user must be made aware of the consequences of their possible choices in an

unbiased manner

111.10 The system must inform the user about who is responsible for handling owned data

(continued)
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Table 4. (continued)

Req. Specification

111.11 The system must inform the user about storage in other countries and compliance

issues related to this storage with respect to laws and regulations of both the other

country and their own country

111.12 The system should inform the user about the use of specific security mechanisms

111.13 The system must inform the user on how to protect data or how data are protected

111.14 In case of using services from third parties, The system must inform the user on the

responsibilities of the different parties involved in the agreement

111.15 The system must inform the user about who has the authority to investigate any

policy compliance

111.16 The system must provide the user with evidence of data collection practices

111.17 The system must make available a document explaining the procedures for leaving the

service and taking the data out from the service

111.18 The system must make available a document that describes the ownership of the data

111.19 The system must provide the user with disclosure of policies, regulations or terms

regarding data sharing, processing and the use of data

111.20 The system must provide the user with evidence of separating personal from meta

data

112.1 The system must provide the user with mechanisms for accessing personal data

211.1 The system, in case of security breaches, must inform the user on what happened,

why it happened, what the procedures The system is taking to correct the problem

and when services will be resumed as normal

211.2 The system must inform the user when the authorities access personal data

211.3 The system must notify the user in case the policy is overridden (break the glass)

211.4 The system must provide the user with timely notification on security breaches (Art.

33 says, within 72 h after one becomes aware of the incident)

221.5 The system must inform the user if and when data is gathered, inferred or aggregated

221.1 The system must provide the user with evidence that policies, regulations and

practices have been applied correctly

221.2 The system must provide the user with evidence of the recovery from security attacks

221.3 The system must provide evidence of compliance with respect to extraterritorial

legislative regimes

221.4 The system must provide evidence that the data is being maintained in the correct

way

221.5 The system must provide the user with evidence regarding permissions history for

auditing purposes

221.6 The system must provide detailed information on the data collected about the user,

and what information The system has implicitly derived from disclosed data

221.7 The system must provide the user with evidence that revoked consent has been

executed

211.8 The system must provide the user with evidence of security breaches

222.1 The system must provide the user with audit mechanisms

232.1 The system must provide the user with accountability mechanisms

B Transparency Enhancing Tools (TETs)

(See Table 5).
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10. Fischer-Hübner, S., Martucci, L.A.: Privacy in social collective intelligence systems.
In: Miorandi, D., Maltese, V., Rovatsos, M., Nijholt, A., Stewart, J. (eds.) Social
Collective Intelligence. CSS, pp. 105–124. Springer, Cham (2014). https://doi.org/
10.1007/978-3-319-08681-1 6

11. Idalino, T.B., Spagnuelo, D., Martina, J.E.: Private verification of access on medical
data: an initial study. In: Garcia-Alfaro, J., Navarro-Arribas, G., Hartenstein, H.,
Herrera-Joancomart́ı, J. (eds.) ESORICS/DPM/CBT-2017. LNCS, vol. 10436, pp.
86–103. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-67816-0 6

12. Meis, R., Heisel, M.: Computer-aided identification and validation of intervenabil-
ity requirements. Information 8(1), 30 (2017)

13. Mitkov, R.: The Oxford Handbook of Computational Linguistics. Oxford Univer-
sity Press, Oxford (2005)

14. de Montjoye, Y.A., Shmueli, E., Wang, S.S., Pentland, A.S.: OpenPDS: protecting
the privacy of metadata through safeanswers. PloS One 9(7), e98790 (2014)

http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=622227
http://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=622227
https://doi.org/10.1007/978-3-319-44760-5_9
https://doi.org/10.1007/978-3-319-44760-5_9
https://www.european-privacy-seal.eu/EPS-en/Criteria
https://www.european-privacy-seal.eu/EPS-en/Criteria
https://doi.org/10.1007/978-3-319-16486-1_111
https://doi.org/10.1007/978-3-319-16486-1_111
https://doi.org/10.1007/978-3-642-55137-6_6
https://doi.org/10.1007/978-3-642-55137-6_6
https://doi.org/10.1007/978-3-319-41354-9_1
https://doi.org/10.1007/978-3-319-41354-9_1
https://doi.org/10.1007/978-3-319-08681-1_6
https://doi.org/10.1007/978-3-319-08681-1_6
https://doi.org/10.1007/978-3-319-67816-0_6


Transparency Enhancing Tools and the GDPR: Do They Match? 185
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Abstract. The complexity of privacy policies makes it difficult for users
to understand its content. In order to solve this, tools exist that ana-
lyze and summarize those privacy policies, and present the results in a
standardized visual format. The use of these tools can make it possi-
ble to analyze any privacy policy, that is, they have the advantage of
scale, unlike processes that require manual classification. However, there
is scarce research on their effectiveness and how users perceive them. In
this paper, an experimental survey was conducted to evaluate whether
one such tool, PrivacyGuide, could communicate risk and increase inter-
est in the content of the privacy policy itself. The survey was conducted
in Japan with Japanese participants, and considered two languages of
the privacy policy, Japanese and English. The results show that interest
in the privacy policy increased after viewing the privacy policy sum-
mary. On the other hand, risk communication was limited to the case
of an English language privacy policy. In addition, survey participants
also provided positive and negative feedback about the tool: there was
interest in using the tool in a variety of scenarios, but there was also lack
of trust in the results. The findings suggest that privacy policy summa-
rization tools have potential to help users, but that there are barriers for
adoption of the tool.

Keywords: Privacy policy summarization tools · User study · Risk ·
Privacy trust

1 Introduction

There is a continuing expansion of services that take users’ data. On the internet,
user data is collected by companies in almost every interaction, when a user
wants to register for a service of any kind, for example, but also even when only
browsing a website. How this data is obtained, processed, transmitted, secured
or otherwise handled is usually specified in privacy policies provided by the
companies.

The purported objective of privacy policies is to inform users about how the
company will handle their data, but they are often complicated and difficult to
c© Springer Nature Switzerland AG 2020
P. Mori et al. (Eds.): ICISSP 2019, CCIS 1221, pp. 186–206, 2020.
https://doi.org/10.1007/978-3-030-49443-8_9
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read [15,19]. They are also very long, so much that attempting to read every
privacy policy that a user encounters would be too costly [14].

There are current regulatory efforts to address this situation. For example,
the EU’s General Data Protection Regulation (GDPR) [5] states that “data
subjects” have a right to information about their collected data “in a concise,
transparent, intelligible and easily accessible form, using clear and plain lan-
guage”. There are also research efforts to investigate the use of formats other
than a lengthy text to improve the understandability of a privacy policy [6,7].
However, even with these efforts the conciseness and readability of these texts
have not improved in many cases.

One challenge for improving this situation is that widely implementing new
privacy policy formats represents a considerable effort. Approaches such as the
one taken by ToS; DR [21], a project in which volunteers analyze privacy policies
of different companies and provide understandable information about them, are
difficult to scale because they rely on manual analysis.

To solve this problem of scale, tools that can automatically analyze the con-
tent of privacy policies using machine learning techniques and present a summary
of results [8,20,22,23] have been proposed and implemented. However, there is
very limited research on the effectiveness of these tools and on how users might
perceive them.

1.1 Evaluating Privacy Policy Summarization Tools

In this paper, an evaluation of the effectiveness of one of these tools, Priva-
cyGuide [20], is conducted among Japanese participants. This study focuses on
whether PrivacyGuide is effective in communicating a risk level to users and
whether it increases interest in the contents of the privacy policy itself, and con-
siders the question of whether Japanese users would be interested in using such
a tool and in which circumstances.

In addition, this study considers a particular scenario for the use of privacy
policy summarization tools: the case where the privacy policy is written in a for-
eign language. Due to the cross-border nature of many online services, there are
cases where companies target an international audience but provide their pri-
vacy policies only in certain languages. For example, the list of top smartphone
game apps on Google Play and Apple’s App store for Japan regularly includes
apps from foreign developers, whose websites only provide an English language
privacy policy. Although in general very few users check the privacy policy of
the websites they visit [18], this is not an ideal situation from the point of view
of providing users the information they need to make good privacy-related deci-
sions. Anecdotal evidence indicates that Japanese users proceed with accepting
English language privacy policies that they cannot read, but manifest concern
and distrust towards them. This was the case when the GDPR came into effect
on May 2018 and Japanese users received privacy policies updates written in
English, which they could not read.

If companies offer their services internationally but provide only an English
language version of their privacy policy, users in other countries may find it very



188 V. Bracamonte et al.

difficult, if not impossible, to understand the contents of that policy even if they
wanted to be informed. Tools that automatically summarize privacy policies and
offer the results in a structured format may be useful to address this particular
scenario, since a standardized format and pre-defined categorization are suited
for translation. This study evaluates whether PrivacyGuide can work to com-
municate the risk of a foreign language privacy policy, and how users consider
its advantages and disadvantages in this context.

This paper is an extended version of the paper “Evaluating Privacy Policy
Summarization: An Experimental Study among Japanese Users” presented at
the 5th International Conference on Information Systems Security and Privacy
(ICISSP 2019) [3]. This revised and extended paper includes additional descrip-
tive data, detailed information on the experiment design and new quantitative
data analysis. It also includes detail of the qualitative responses of participants,
that serve to illustrate the findings of the study.

2 Related Work

2.1 Understandable Privacy Policy Formats

An important objective of designing understandable privacy policies is whether
or not they can effectively communicate risk to users and make them aware
of privacy practices. The change in format can be simple: for example, even
a shorter text can provide enough information for users to understand risks
in privacy policies, compared to longer documents [7]. In addition, presenting
information in formats other than purely text can also help users understand the
privacy policies of companies. Including graphical information such as icons that
indicate the privacy risk level [6] can help users make more privacy-conscious
decisions. And standardized formats similar to a nutrition label can be more
effective than text in helping users obtain accurate information about a privacy
policy [9].

2.2 Privacy Policy Summarization Tools

There are currently proposals and implementations of tools that can analyze the
text of existing privacy policies and present a summary of these results [8,20,22,
23]. These tools categorize the content of the privacy policy according to their
own criteria, the basis of which is different for each tool. For example, Privee
bases its categorization on fair information practices and policies [23]; Polisis
bases it on the knowledge of privacy domain experts [8]; PrivacyGuide bases it
on an interpretation of the EU GDPR [20].

Of these tools, PrivacyCheck, Privee and PrivacyGuide share some character-
istics in terms of their interface elements. The tools all show privacy information
categories and a corresponding risk level within that category, according to the
contents of the privacy policy. The level is indicated textually and/or with an
icon in red, yellow or green. In these tools, the design of the summary, which
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include icons and short descriptions, was designed to follow the guidelines of
previous studies on readable and understandable privacy policy formats [23].
However, there are no user studies that validate whether these tools achieve
their goals.

2.3 Privacy Policies in Foreign Languages

As far as could be determined, no studies have been conducted on the scenario
evaluated in this paper, where the privacy policy is written in a foreign lan-
guage. However, it is not so rare to find companies with localized websites that
nevertheless only provide a privacy policy in its original language, frequently
English, and do not offer a translated version. Translating a privacy policy text
may be a complicated task, but the finite combinations of standard informa-
tion categories and risk levels that are included in the result of a privacy policy
summarization tool make translation achievable. Thus, a privacy policy summa-
rization tool with a localized interface may present an option to provide users
with information about a foreign language privacy policy.

3 Methodology

3.1 Research Questions

The following main research questions guided this study:

– Will the privacy policy summarization tool results correctly communicate risk
level?

– Will the privacy policy summarization tool results increase interest in the
contents of the privacy policy itself?

– Will there be interest in using the privacy policy summarization tool and if
so, under which circumstances?

In line with the objectives of this study, these research questions were also
considered in the scenario where the privacy policy is written in a foreign lan-
guage.

3.2 Experiment Design

To address these questions, an experimental survey was designed which consid-
ered four conditions: a combination of two privacy policy languages (Japanese
or English) and risk level (low or high).

The experiment required that participants viewed a fictional website regis-
tration page which included a privacy policy and answer some questions about
it. Then the participants viewed the results of the privacy policy summarization
tool corresponding to the privacy policy risk level and answered further ques-
tions on their perception of the website and of the tool. The participants only
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viewed the website registration page and privacy policy summary corresponding
to one of the four combinations (between-subjects design).

The following sections describe the privacy policy summarization tool used
and the method for creating the information included in the interfaces corre-
sponding to each experimental condition.

3.3 Privacy Policy Summarization Tool

PrivacyGuide [20], a machine learning-based tool for analyzing and summarizing
privacy policies written in English, was used in the study. PrivacyGuide provides
information about the risk of the privacy policy, and its stated goal is to support
users’ understanding of a privacy policy and to elicit interest in the detail of its
content [20].

PrivacyGuide classifies the content of the privacy policy into ten privacy
aspects, which are based on criteria obtained after an analysis and interpretation
of the GDPR1. The tool determines a risk level for each privacy aspect and
presents the result of this analysis using icons in different colors: one icon for
each privacy aspect in green, yellow or red color corresponding to the risk level
identified.

3.4 Privacy Policy Summary

In order to construct the PrivacyGuide result screen for the experiment, the
PrivacyGuide interface and privacy aspects were first translated to Japanese, as
follows. A person fluent in English and Japanese translated the text elements
of the interface, such as page title, instructions and button labels. A native
Japanese speaker fluent in English, with expert knowledge of Japanese and Euro-
pean privacy regulation, translated the privacy aspects name and description. A
second native Japanese speaker reviewed the translated PrivacyGuide interface
elements and privacy aspects, focusing on understandability and naturalness.
The translation issues identified were addressed at this stage.

Two versions of the PrivacyGuide screen were then constructed, correspond-
ing to the low and high-risk privacy policy. The definition and development of the
risk levels is described in Sect. 3.5. In the construction of the interfaces for the
experiment, the PrivacyGuide result was simplified as a consequence of feedback
received from the Japanese reviewer. In addition to icons, privacy aspect name
and description of the identified risk level for the privacy aspect, PrivacyGuide
also shows a fragment of the analyzed privacy policy that corresponds to the
risk assessment when the user hovers over an icon. The interface was simplified
by not including this original privacy policy fragment, since participants were
not being asked to read the privacy policy and because it was not possible to
ask them to compare the accuracy of those results to the English privacy policy.

1 The explanation of the meaning of each of these privacy aspects is detailed in [20].



User Study of the Effectiveness of a Privacy Policy Summarization Tool 191

3.5 Privacy Policy Risk Level

The PrivacyGuide result screen consists of ten privacy aspects, whose respective
risk levels are indicated by icons in three different colors depending on the content
of the privacy policy. However, it was determined that it was not feasible to
test all combinations of privacy aspects and risk levels, nor was it the goal
of this experiment to measure the effect of specific privacy aspects. In order
to facilitate distinction, two risk levels—low and high—were defined for the
experiment. These levels were not intended to represent an absolute scale, but
rather to approximate a risk level that users might realistically encounter in
normal circumstances.

The following procedure was used to construct the low and high privacy
policies for the experiment. First, a list of the top 50 websites accessed from
Japan from the Alexa website [1] was obtained on August 8, 2018. From this list,
those websites which provided an English language privacy policy were selected.

Ten privacy policies were identified using these criteria, which were then
analyzed using PrivacyGuide. The PrivacyGuide result for each privacy policy
consisted of a combination of privacy aspects and corresponding risk levels. A
value was assigned to each level (green = 1, yellow = 2, red = 3) and calculated a
total risk value for each combination. Higher values were considered to indicate
a higher risk privacy policy. The privacy policies with the highest and lowest
risk values were removed, and the next values were taken as initial candidates
for low and high risk.

The frequency of each risk level for each privacy aspect was counted and a
base pattern identified: a group of privacy aspects with the same risk level for
most privacy policies in the list. To this base pattern and corresponding risk
value were added the remaining privacy aspects at a risk level that would help
reach a value corresponding to a low and a high-risk level privacy policy.

To create the text of the experiment privacy policies, fragments from privacy
policies of existing websites were used. These privacy policies were obtained from
websites which had been used to develop PrivacyGuide and which had both a
Japanese and English language privacy policy, for which the Japanese version
was a translation of the English version. To minimize any possible influence due
to differences in privacy policy length, the privacy policies created had a similar
number of lines, and a similar word count for the English version or character
count for the Japanese version. Once the fragments were identified, a person
fluent in Japanese and English verified that their content was equivalent in both
languages.

References to the original website were removed from the fragments and they
were put together to create the English and Japanese low and high-risk privacy
policies for the experiment. A final review was conducted to verify that the
fragments created a coherent privacy policy.

3.6 Experiment Website

A website registration page was developed for the experiment; a fictional com-
pany was used to control for reputation effects. The page consisted of a simple
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online registration form with basic information input fields: first and last name,
email address and password. The page also included a scrollable text area with
the experiment privacy policy text (created as detailed in the previous section)
and a check box to indicate agreement to the privacy policy. The design of the
website registration page was the same for all conditions, with the exception of
the text of the privacy policy. The website registration page was not functional:
the page did not save or send any information even if participants typed it in,
which they were not instructed to do.

The page was developed in Japanese and therefore did not go through a
translation process; however, the language and design were reviewed for natu-
ralness.

3.7 Questionnaire Design

The online questionnaire instructed participants to imagine a situation where
they had found a website and were considering whether or not to register on it.
Then the questionnaire provided a link for participants to view the experiment
website registration page, indicating that they view it as they would in their
normal internet use. The participants were not primed to consider privacy in any
way: the instructions did not included any mention of privacy. The participants
were not asked to read the privacy policy that was shown in the page. This was
done so that participants would view the page as they would normally, which
meant that some participants would consider reading the privacy policy but
others would not. And in the case of the English language privacy policy, it
was not possible to ask every participant to read it since participants were not
filtered in any way for their knowledge of English language.

After viewing the website, the participants proceeded to a section to answer
questions on their perception of that website. After that, the questionnaire intro-
duced PrivacyGuide as a privacy policy analysis and summarization application,
and instructed participants to take some time to check the PrivacyGuide results.
The participants then answered the remaining questions. The questionnaire ques-
tions were the same for all participants regardless of experimental condition.

Measurement Items. The research question about risk communication was
addressed through three constructs: behavioral intention, risk perception and
privacy concern using items adapted from previous research on user perception of
websites [10]. These questions addressed user perception of the fictional website,
rather than of the tool: effective risk communication was defined as a significant
difference in these constructs that was consistent with the difference in risk
level of the experimental conditions. In addition, behavioral intention questions
regarding the tool itself were included to address interest.

A six-point Likert scale was used for the items score; the scales ranged from
Completely Disagree to Completely Agree, with the exception of risk items,
which ranged from Very Safe to Very Risky. In addition, open-ended questions
asking participants about their opinion of the tool and if they were interested in
using it to analyze a website’s privacy policy, and if so which one, were included.
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Likert scale questions about the participants’ normal privacy policy-related
behavior, whether they would use websites in English and whether they would
read privacy policies in English were also included. These two last questions were
included as proxy for measuring self-perceived English ability related to these
tasks, in order to avoid self-effacing responses.

The number of times a participant viewed the experiment website and Pri-
vacyGuide results, the time they spent viewing those screens and the total time
spent on the survey were also measured.

Translation. The survey questionnaire was initially developed in English
and then translated to Japanese with the following procedure. First, a native
Japanese speaker fluent in English forward translated the questionnaire. Then,
a second native Japanese speaker—a person familiar with privacy research—
reviewed the translation with the goal of identifying and correcting any inaccu-
racies. A third native Japanese speaker conducted an additional review of the
translation, which focused on understandability and naturalness. The translated
questionnaire was then compared with the original English one, by a native
Japanese speaker and a person fluent in English and Japanese.

At every stage, identified issues were discussed and addressed by the trans-
lators and reviewers until there was agreement about the questionnaire text.

3.8 Data Collection

The survey was conducted online, using a third-party online survey company.
The survey company distributed the call for participation among their sub-
scribers. The sample is therefore a convenience sample, although the recruit-
ment process targeted a pool of participants with a distribution of gender and
sex similar to that of the Japanese population according to the 2010 census [17].

Each participant was randomly assigned to one of the four conditions, and
viewed only one version of the website page—and therefore, only one privacy
policy text—an only one PrivacyGuide result screen.

The online survey ran in August 30–31, 2018.

3.9 Methodology Limitations

The methodology had the following limitations. First, a convenience sample was
used, obtained from a pool of users that had subscribed to participate in online
surveys conducted by the third-party survey company. This may have introduced
bias in the analysis; however, the results in the next section show that the sample
age distribution followed the Japanese population age distribution and an equal
number of male and female respondents was obtained. Second, the website page
developed for the experiment as well as the PrivacyGuide result screen were
non-interactive, which limited the authenticity of the scenario proposed to the
participants.
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Third, comprehension of the text of original privacy policy was not measured
in any way in the experimental survey. However, the objective of the experiment
was to evaluate effectiveness of the tool, and comprehension of the original pri-
vacy policy was not considered to be relevant to that objective, since in normal
circumstances not all users would decide to read the privacy policy. Fourth, the
privacy policies’ total risk values were assigned under the assumption that all
privacy aspects had equal importance, but users may have different priorities
and may consider some privacy aspects more important than others. Finally,
although PrivacyGuide was considered suitable for the purposes of this experi-
ment, the study has the limitation of not using a tool specifically designed for
Japanese users. Nevertheless, PrivacyGuide was considered adequate due to the
compatibility of the EU’s GDPR with Japanese privacy regulations, and because
the Japanese language privacy policies of international websites are often a direct
translation of the English version. Therefore, they share the same structure and
content.

4 Analysis and Results

4.1 Data Cleanup

A total of 1040 participant responses were obtained, and each experiment group
condition had the same number of respondents (260). Due to the online nature
of the survey, the data was first ran through a cleanup process.

The cleanup process consisted of identifying responses with suspicious pat-
terns, that is, respondents who had answered all questions with the highest
or lowest score. The questionnaire included reverse-worded questions, therefore
this method of data cleanup would identify inattentive participants. Neverthe-
less, responses that fell under this extreme response invariability criterion were
further inspected to decide whether they needed to be dropped from the analy-
sis. The total survey response time for all of these cases was very low, and the
decision to eliminate these cases was reached. The sample after data cleanup was
984 cases (English low risk: 243 cases; English high risk: 241 cases; Japanese low
risk: 251 cases; Japanese high risk: 249 cases).

4.2 Sample Characteristics

Demographics. The demographic characteristics of the sample are detailed in
Table 1. The sample included a similar number of male and female participants.
With regards to age, the youngest respondents were 18 years-old and the old-
est were 69 years-old. The distribution of gender and age of the participants
had been pre-specified in the data collection stage, and the results confirm that
the sample’s demographic characteristics were similar to that of the Japanese
population. In addition, the results of Kruskal-Wallis rank sum tests showed no
differences in age or gender between the experimental condition groups.
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Table 1. Sample demographics.

n %

Total 984

Gender Female 490 50%

Male 494 50%

Age 18 29 181 18%

30s 185 19%

40s 223 23%

50s 184 19%

60s 211 21%

Job Government employee 34 3%

Manager/executive 24 2%

Company employee 366 37%

Own business 53 5%

Freelance 25 3%

Homemaker 166 17%

Part time 134 14%

Student 43 4%

Other 31 3%

Unemployed 108 11%

Website Concerns. The survey included questions on the concerns that
respondents had on different aspects related to how websites handle users’ data.
The questions were formulated to correspond to the privacy aspects categoriza-
tion proposed by PrivacyGuide, although they did not directly mention the name
of the privacy aspect. The results are shown in Fig. 1.

The results show that the majority of respondents indicated some concern
(Completely agree to Somewhat agree) related to the privacy practices repre-
sented by every privacy aspect included in the PrivacyGuide result. Of these,
Japanese respondents indicated higher concern about being able to delete their
account and about the security of their data. In comparison, they indicated less
concern regarding the handling of children’s data and whether the website allows
changes to the data and to privacy settings.

Privacy Policy Reading Frequency. With regards usual privacy policy read-
ing frequency, approximately half of respondents (52%) indicated that they read
the privacy policies of websites at least occasionally. Association tests were con-
ducted to explore whether there was a relationship between the privacy policy
reading frequency of respondents and their concerns about websites. As expected,
the results show that all types of concerns were positively associated with higher
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Fig. 1. Respondents concerns regarding how websites handle user data. Each question
corresponds to a privacy aspect included in the PrivacyGuide result.

frequency of privacy policy reading. In addition, association tests showed no
relationship between the age of participants and their privacy policy reading
frequency.

English Language. As mentioned in the Methodology section, the questions
on practical use of the English language were included as an indirect measure of
English language ability. The majority of respondents indicated they would not
use English websites or apps (81%) or read privacy policies in English (88%),
which suggest low self-perceived English ability, in particular reading ability.
In addition, approximately half (54%) of respondents had encountered privacy
policies in languages other than Japanese at least once.

Survey Times. Differences in the time that participants took to view the
website registration page and the PrivacyGuide result screen, and the time that
it took them to finish the survey were evaluated. The data was highly skewed, and
a Kruskal-Wallis rank sum test was used for the test. No significant differences
were found for either of these times (p > 0.05).
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4.3 Construct Validation

Variable distribution was inspected and all variables showed non-normal dis-
tributions; therefore, corrections for non-normality were used when conducting
construct validation. Confirmatory factor analysis (CFA) using maximum like-
lihood estimation with robust standard errors was used to evaluate construct
validity. The Satorra-Bentler scaled test statistic was used to correct for non-
normality [4,16].

The initial model showed poor fit due to the reverse-worded items. These
items were removed and the analysis showed that all items loaded on their respec-
tive constructs with a standardized loading higher than 0.7. The revised model
showed good fit according to criteria specified in [12]: RMSE= 0.06, CFI = 0.97,
TLI = 0.97, SRMR = 0.03. All constructs showed good internal consistency, with
a minimum Cronbach’s alpha value of 0.87. The validated items in each construct
were added to create composite variables.

The following sections focuses on the analysis related to the main research
questions of this study. As mentioned before, the variables distributions were
non-normal; therefore, non-parametric statistical tests were used in addressing
the research questions. In addition, the Benjamini-Hochberg procedure for con-
trolling false positives [2] was used. The reported p-values for each test are the
adjusted p-values.

4.4 Interest in the Privacy Policy

First, the difference in initial interest in the privacy policy before viewing the
PrivacyGuide results was compared between language conditions. The results
of a Mann-Whitney U test showed that initial interest in the contents of the
Japanese privacy policy was significantly higher (p = 0.024) than interest in the
English one.

Separate Wilcoxon Signed-Rank tests were used to evaluate interest in the
privacy policy after viewing PrivacyGuide, for both risk levels in each language
condition. Interest in the contents of the Japanese privacy policy significantly
increased for both risk levels (low risk: p = 0.0004; high risk: p = 0.04). On the
other hand, interest in the English privacy policy increased only after viewing
the low risk results (p = 0.0002), but not for the high-risk results.

4.5 Risk Communication

Risk communication was evaluated by testing for differences in website percep-
tion (risk and concern) and behavioral intention between the risk level conditions
for both languages. First, differences in website perception before viewing the
PrivacyGuide result were evaluated, using Mann-Whitney U tests for the sta-
tistical analysis. The results show that there were no differences between the
low and high risk levels in each language groups for any of the variables. An
additional comparison between languages was conducted: respondents were less
willing to register on a website with an English privacy policy than a website
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with a Japanese privacy policy, although no statistically significant differences
were found in perception of risk or privacy concern between these groups.

The effect of PrivacyGuide on perception of the website was then evalu-
ated, using separate Wilcoxon Signed-Rank tests for both risk levels in each
language condition. There was a significant increase in behavioral intention
(p = 0.0004) and a significant decrease in risk perception (p = 0.004) for the
low-risk English privacy policy condition. Considering that behavioral intention
towards the websites with an English privacy policy was initially lower than the
Japanese ones, the results suggest that PrivacyGuide effectively communicated
risk level information to respondents in this condition, whose perception of the
website improved for the low risk condition but not for the high-risk condition.
However, no significant differences were found for any of the other conditions.

Finally, additional Kruskal Wallis tests were conducted post hoc to evalu-
ate the differences in website perception after viewing the PrivacyGuide results
between risk levels for both languages. Significant differences were found between
the groups for risk perception (p = 0.021), although a pairwise comparison test
did not return significant differences according to the adjusted p-values. Never-
theless, the results suggest the need for additional research, since the unadjusted
p-values show that risk perception is lower for the low risk condition compared
to the high risk condition, for both languages.

4.6 Interest in PrivacyGuide

There was slightly higher interest in using PrivacyGuide for a low risk English
privacy policy, but the difference was not statistically significant (p > 0.05). Sim-
ilarly, the Japanese group showed no statistical difference in interest between the
risk levels (p > 0.05). In addition, the results of cross-tabulation showed a signif-
icant relationship between higher privacy policy reading frequency and positive
interest in PrivacyGuide (chi-square = 26.52, df = 2, p < 0.001). Respondents
who read privacy policies at least some times were more likely to indicate inter-
est in PrivacyGuide.

As an additional way of addressing the question of interest in PrivacyGuide,
the responses to the open-ended question of “If you would like to try the pri-
vacy policy application, which website would you like to analyze?” were coded.
A native Japanese speaker familiar with the goal and structure of the survey
coded the responses to the open-ended question on participants’ interest in try-
ing PrivacyGuide according to whether they were positive, negative or neutral
(“I don’t know”). If the answer did not correspond to either of these types, it
was coded as “Other”. Figure 2 shows the number of comments by type.

The proportion of positive, negative and neutral responses was similar for the
same risk level of different language groups. This was validated by quantitatively
testing for the difference in interest in using PrivacyGuide between risk levels
for each language, using separate one-tailed Mann-Whitney U tests.

Association tests were conducted between the age of the participant and
intention of using the privacy policy summarization tool. The results show that
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Fig. 2. Responses to the open-ended question on interest in using PrivacyGuide to
analyze the a particular website: “If you would like to try the privacy policy application,
which website would you like to analyze?”.

younger participants (ages 18–39) were positively associated with higher inten-
tion, whereas older participants in their 60’s were associated with very low inten-
tion. Although this association may be mirroring generational attitudes towards
technology, it may be important to consider this potential gap when providing
these type of tools.

4.7 Qualitative Analysis

In addition to the quantitative analysis, the content of open-ended responses
was analyzed qualitatively. Regarding which websites they would be interested
in analyzing, respondents in both language groups mentioned a variety of use
cases. They gave as an example types of websites ranging from online shopping
and SNS website to financial and government websites.

In addition, they indicated interest in trying PrivacyGuide on the privacy
policies of websites they frequently used-with mentions of Google, Yahoo and
Instagram, among other well known international websites-, but they also men-
tioned wanting to use it on unfamiliar websites. In particular, they mentioned
wanting to use PrivacyGuide when registering on a new website, if they felt the
website was asking for too much personal information. Respondents also men-
tioned personal information in general, only specifying address, phone number
and credit card as examples. Interestingly, respondents from the English lan-
guage groups mentioned an interest on trying PrivacyGuide on Japanese web-
sites; conversely, a respondent from the Japanese language groups mentioned
the potential usefulness for analyzing foreign websites’ privacy policies. With
regards to respondents who indicated no interest in using PrivacyGuide, for the
most part they did not specify a reason for their answer.

The answers to the open-ended question about the participants’ opinion of
the tool, a similar pattern of negative responses as the question on interest was
found. Respondents who mentioned that they did not trust the tool (“I cannot
trust (the tool)”) or had concerns regarding its trustworthiness.
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“It can serve as a reference, but I’m not sure about its trustworthiness.”
“I don’t know how far can the tool be trusted.”

Similarly, respondents who answered neutrally mentioned that they would con-
sider using PrivacyGuide if it could be trusted, if it was provided by a well-known
company or had some sort of guarantee.

“I have never used this type of application so I cannot trust it immediately.
I would search on the internet whether it’s safe before using it.”
“There is no guarantee that the analysis itself can be trusted. It’s easy to
say it’s safe. If there is a public accreditation system and certification along
with it, maybe will think about it.”

Negative and neutral respondents also mentioned that they did not know the
accuracy of PrivacyGuide, and therefore did not know whether they could rely
on its results.

“If the accuracy is high, then maybe it would be ok to use it.”
“I’m concerned if this is really correct.”

There were also some respondents which mentioned concerns about the impar-
tiality of results.

“I don’t know if the application is impartial to the website and the user.”

Other respondents indicated that they did not need to use PrivacyGuide because
they would not use risky websites in the first place.

5 Discussion

5.1 Goals of a Privacy Policy Summarization Tools

The goals of PrivacyGuide as a privacy policy summarization tool were defined
as communicating risk and increasing interest in the privacy policy. The results
suggest that these goals are fulfilled partially: interest in the privacy policy
increased in all except one condition (the high-risk English privacy policy), but
risk communication was only achieved for the English language privacy policy.

In the case of the Japanese privacy policy conditions, the initial intention and
risk perception may not have been greatly influenced by the privacy policy itself,
but rather by website unfamiliarity. Therefore, although the respondents were
more interested about the contents of the Japanese privacy policy, any additional
information about the privacy policy did not have significant influence on the
website itself. In the case of privacy concern, on which the tool had no effect in
any condition, the results are similar to those found by [7]. It is possible that
information about the privacy practices of a website by itself cannot ease users’
feelings of concern, in particular for an unknown website. In general, though,
the results regarding risk communication can be considered inconclusive, and
further research is required to validate them.



User Study of the Effectiveness of a Privacy Policy Summarization Tool 201

In the case of the lack of interest in the high-risk English privacy policy, one
possibility may be that respondents were completely dismissing the possibility
of using the website itself and therefore considering that they no longer have to
worry about the contents of its privacy policy.

Finally, the results indicate that the privacy policy summarization tool can
also achieve its goals for a foreign language privacy policy.

5.2 Challenges for Privacy Policy Summarization Tools

Although this study has used PrivacyGuide, the findings may help to identify
challenges for privacy policy summarization tools in general. In particular, par-
ticipants indicated in their open-ended comments that they were unsure about
whether to trust the results of the tool, and more generally the tool itself. There
was a similar pattern for the issue of concern, which was also frequently men-
tioned in the open-ended comments. Participants’ concern about the tool was
related to specific aspects such as its accuracy, although participants also man-
ifested generalized concern. The comments that touched upon issues of trust or
concern in relation to the results of the tool were often constructed to indicate
that the participant’s concern or lack of trust was due to lack of information.
The information that participants mentioned ranged from performance-related
information, for example the reliability or accuracy of results, to information
about any bias in the results, for example if they favored the company.

The challenge for privacy policy summarization tools is then how to provide
this information to users. This type of information, performance and process of
automated systems, are considered the basis of trust in automated systems [13]
However, it may not be as easy as adding more information. There is need to
consider how much information to provide according to the context and user
expectations [11].

An additional challenge that is important to address is related to its potential
for foreign language privacy policies. The goal of the privacy policy summariza-
tion tool is to provide some information to the user and encourage interest in
the content of the privacy policy, not to supplant the privacy policy completely.
Although the result format does not give every piece of information about the
privacy policy, users can be informed of the risk of a privacy policy without
having to read the whole document. However, in the case of a foreign language
privacy policy, even if the user has interest in its contents they might not be
able to read the text. Future research should consider conducting user studies to
evaluate ways to provide further information to those users who require it. For
example, fragments of the privacy policy identified as important could be shown
in the user’s language using translation tools.
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6 Conclusions

An experimental survey among Japanese users was conducted to evaluate the
effectiveness of a privacy policy summarization tool. The experiment considered
four conditions, resulting of the combination of a Japanese or English language
privacy policy and a high or low risk privacy policy. The results show that the
privacy policy summarization tool can achieve its goal of increasing interest in
the content of privacy policy, for both languages, but its effectiveness for risk
communication was limited only to the English language privacy policy.

In addition, Japanese respondents indicated in positive comments that they
would want analyze the privacy policies of different types of website—familiar
and unfamiliar, domestic and foreign. On the other hand, negative comments
included mention of concern and lack of trust as barriers for use of the tools.

Future research is planned to evaluate how privacy policy summarization
tools could address the challenges identified in this study, and communicate
trustworthiness and result reliability.

Appendix

(See Figs. 3, 4 and Tables 2, 3).

Fig. 3. Experiment website registration forms. Left: registration form showing an
English privacy policy. Right: registration form showing a Japanese language privacy
policy.
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Fig. 4. PrivacyGuide result screens. Top: higher risk privacy policy result. Bottom:
lower risk privacy policy result.
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Table 2. English text of the information presented in the PrivacyGuide result screen
for the high and low risk privacy policies.

Privacy aspect Privacy aspect

description

High risk Privacy policy Low risk Privacy policy

Level Description Level Description

Data col-

lection

What type of data

is collected by the

company?

Yellow Collection of per-

sonal information

Yellow Collection of per-

sonal information

Protection

of children

Does the company

knowingly collect

data of children?

Green Not knowingly

collecting informa-

tion of children

Red Not mentioned

Third-

party

sharing

Does the company

disclose the data to

third parties?

Red Third party shar-

ing with no further

explanation

Red Third party shar-

ing with no further

explanation

Data secu-

rity

Does the company

mention any kind

of safeguarding

mechanisms?

Green Security measures

mentioned

Green Security measures

mentioned

Data

retention

How long does the

company store the

collected data?

Yellow Data is kept as

long as it is nec-

essary for the

intended purpose

Yellow Data is kept as

long as it is nec-

essary for the

intended purpose

Data

aggrega-

tion

Does the company

aggregate the col-

lected information?

Red Sharing of aggre-

gated information

with third-parties

Yellow Data aggrega-

tion only for the

intended purpose

Control of

data

Does the company

offer the possibility

to review personal

information?

Red Collected data

cannot be

reviewed, edited

or deleted by the

user

Green Full control of per-

sonal data (review,

edit and deletion)

Privacy

settings

Is it possible

to choose which

privacy related

practices will be

applied?

Green User has the

option to opt-in

for privacy related

practices

Green User has the

option to opt-in

for privacy related

practices

Account

deletion

Is it possible to

delete an account?

Red No account dele-

tion possible

Green Full deletion (no

remaining data)

possible

Policy

changes

Does the company

inform their cus-

tomers in case of a

policy change?

Green Individual notifi-

cation in case of

policy changes

Green Individual notifi-

cation in case of

policy changes

Table 3. Measurement items. Items adapted from [10].

Construct Item

Behavioral intention
(Website)

I would register my personal information on this
website

I would desist to use this website even if I wanted
to use it. (Reverse worded)*

I would agree with the privacy policy and register
on this website

(continued)
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Table 3. (continued)

Construct Item

Concern I would be concerned about using the website

(Website) I would have no concerns giving my personal
information in order to use the website. (Reverse
worded)*

I would be concerned about how this website uses
my personal information

I would be concerned about the security of my per-
sonal information

Risk Interacting with this website would be

(Website) Giving my personal information to this website
would be

My overall perception is that this website is

Interest in the I would try to read the privacy policy of the website

privacy policy I’m curious about the content of the privacy policy
of the website

Behavioral intention I would like to use this application to analyze pri-
vacy policies

(Privacy policy summa-
rization tool)

If there was an opportunity, I would like to use this
privacy policy analysis tool

* Dropped from analysis
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Abstract. Access control mechanisms aim to assure data protection in
modern software systems. Testing of such mechanisms is a key activity
to avoid security flaws and violations inside the systems or applications.
In this paper, we introduce the general architecture of a new decen-
tralized framework for testing of XACML-based access control engines.
The proposed framework is composed of different web services and can
be instantiated for different testing purposes: i) generation of test cases
based on combinatorial testing strategies; ii) distributed test cases exe-
cution; iii) decentralized oracle derivation able to associate the expected
authorization decision to a given XACML request. The effectiveness of
the framework has been proven into two different experiments. The for-
mer addressed the evaluation of the distributed vs non distributed test-
ing solution. The latter focused on the performance comparison of two
distributed oracle approaches.

Keywords: Access control systems · Testing · Web service ·
XACML · Oracle

1 Introduction

Nowadays, personal data are subject to different regulations, according to the
different contexts in which they are used and stored, then their management
becomes a critical activity. To regulate the access to this data, different access
control mechanisms are put in place with the aim to grant or deny the access
according to subjects and resources attributes as well as to specific environment
conditions specified in the access control policies. The eXtensible Access Con-
trol Markup Language (XACML) [21] implements the Attribute-Based Access
Control (ABAC) model [11] and represents a standard and flexible approach for
specifying authorization policies. It leverages a Policy Decision Point (PDP) for
evaluating the set of access requests against an XACML policy. To guarantee
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the lack of security flaws of the access control systems, testing of the PDP is
very important and time consuming activity. It involves: i) the generation of a
set of requests, i.e., test cases; ii) the execution of these requests; iii) and the
checking of the associated responses against the expected decisions.

In literature, different approaches have been developed to support the gen-
eration of XACML requests [5,16]. They are mainly based on combinatorial
approaches of the policies values and have been proven to be effective both in
detecting faults of the PDP, and enhancing its effectiveness in terms of mutation
score or code coverage [7,17]. However, the high number of derived combinations
represents the main drawback of combinatorial approaches and prevents their
use in real contexts. Specifically, the main issue related to the application of these
approaches is the high time/cost due to the execution of a large set of requests
and the derivation of the associated oracle, i.e., the correct authorization decision
that should be expected from the PDP for each test request.

In the context of XACML-based access control systems, some combinatorial
solutions such as X-CREATE [5] are used to reduce the total number of combina-
tions by leveraging the coverage of n-way policy inputs as in AETG [6]. However,
due to the complexity and high number of attributes of the XACML policies, the
number of derived test cases by these approaches could remain unmanageable.

Parallel and cloud based solutions provide unlimited storage as well as shared
virtualized resources useful to reduce the high computational costs needed for
executing large sets of combinatorial tests. Specifically, the authors of [24,25]
rely on cloud environments to partition the testing activities and allocate these
testing activities to different processors in the cloud platform for test execution
and results collection.

Following this direction, we propose in this paper an efficient decentralized
and cost effective framework for the overall testing process of the access control
evaluation engine aiming to improve the quality of the PDP testing1.

A preliminary version of this framework was presented in [8]. With respect
to the solution presented in [8], in this paper we propose the architecture of a
general framework for combinatorial testing of access control engine and we show
how this framework can be instantiated for different testing purposes, namely
test generation, execution of test cases and test oracle derivation. In addition, a
new contribution of this paper with respect to the work in [8] is the usage of the
framework for an experimental performance comparison of two different auto-
mated XACML-based oracle solutions: the former based on a voting mechanism,
the latter leveraging a model based approach.

To summarize, the main contributions of our proposal include:

– a general framework able to leverage the available distributed computational
resources for exploiting all the power of combinatorial approaches for the
generation of XACML requests. Specifically, our solution is able to execute
all test sets derived by the application of combinatorial approaches without

1 In this paper, we address testing of both XACML 2.0 and XACML 3.0 based access
control engines but our solution can be easily generalized to other access control
specification languages.
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the need of adopting test suites selection or reduction approaches for cost
saving purposes;

– a decentralized framework for the PDP oracle problem. Well-known
approaches for automated XACML oracle derivation rely on voting mech-
anisms such as that of [15]. Our distributed framework leverages these
approaches to provide a more efficient oracle solution able to reduce the high
computational costs related to the derivation of an authorization response
associated to an XACML request;

– a performance comparison of different distributed XACML-based oracle solu-
tions. Specifically, the presented framework has been used to compare an ora-
cle based on voting mechanism such as that of [15] with an automated model
based oracle that is XACMET [4]. The comparison has been performed in
terms of time/cost for the derivation of the correct authorization decision as
well as the required computational resources.

Experimental results show that the proposed framework allows to reduce
the time needed of all the main phases of the PDP testing that are: test cases
generation, test case execution and oracle derivation, with a final cost saving of
the overall testing process. In addition, the framework allows to compare per-
formances of different distributed testing solutions. Furthermore, the proposed
framework allows for efficient testing of all possible combinations of the policy
values and this might provide reasonably high confidence in the correctness of
the PDP.

It is out of scope of the paper to compare the cost reduction of a distributed
solution with respect to that of a non-distributed one, neither to show the effec-
tiveness of our solution with respect to the application of test suites selection
and reduction techniques.

Outline. Section 2 briefly addresses related work and presents an overview of
XACML-based access control systems. Section 3 presents the general distributed
architecture of our framework and its instantiation for test cases generation,
execution and oracle derivation. Section 4 shows the results of the application
of the proposed framework into two different experiments. Finally, Sect. 5 draws
conclusions and gives hints for future works.

2 Background and Related Work

This work targets several research topics, including: specification of XACML-
based access control model, test case generation based on combinatorial
approaches and XACML-based oracle derivation.

XACML-Based Access Control Model. An access control model represents a
framework specifying the rights of users in gaining access to a system and
preventing unauthorized usage of resources. Well known access control mod-
els include Mandatory Access Control (MAC), Discretionary Access Control
(DAC), Role Based Access Control (RBAC), Attribute Based Access Control
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(ABAC) [12]. Among them, ABAC model [11] is the straightforward and flexi-
ble approach for specifying authorization policies. It relies on a set of attributes
associated with subjects, resources and actions in order to allow or deny the
access to the resources. Security policies specify the attributes that have to be
considered for making a decision. In ABAC, permissions are depending on the
combination of the subjects and object attribute values that are specified in a
given request.

XACML (eXtensible Access Control Markup Language) is a standard lan-
guage that implements the ABAC model [21]. It is a platform-independent XML-
based language for the specification of access control policies. An XACML policy
presents a tree structure whose main elements are: PolicySet, Policy, Rule, Target
and Condition. The PolicySet contains one or more policies. A Policy contains
a Target and one or more rules. The target contains resources, subjects, actions
and environments elements to which the policy refers to. The Rule includes a
target and a condition element; the latter is a boolean function that is used to
specify constraints on target elements.

An XACML request is composed of four elements: subject, resource, action
and environment. At evaluation time, if a request is able to satisfy the target of
the policy, then the set of rules of the policy is checked, otherwise the policy is
skipped.

If the Condition is evaluated to true, the effect of the rule is returned, other-
wise a NotApplicable decision is formulated; Indeterminate decision is returned
in case of errors. More policies in a policy set and more rules in a policy may be
applicable to a given request.

The PolicyCombiningAlgorithm and the RuleCombiningAlgorithm define
how to combine the results from multiple policies and rules respectively in order
to derive a single access result to a given request. For instance, the deny-overrides
algorithm says that Deny takes the precedence regardless of the evaluation result
of any other rule (policy). It returns Deny if there is a rule (policy) that is eval-
uated to Deny.

Figure 1 shows the structure of an XACML policy and request whereas Fig. 3
depicts an example of XACML policy code as explained in Sect. 4.1.

Test Case Generation Based on Combinatorial Approaches. In combinatorial
testing, test cases are defined to execute combinations of input parameters [18].

Due to the extremely large number of combinations, providing all the combi-
nations is usually not feasible in practice. Then, combinatorial approaches able
to generate smaller test suites for which all combinations of the features are
guaranteed, are provided. Among them, common approaches rely on t-way com-
binatorial criteria of input parameters [6,13,19]. Other approaches rely on crash
testing, embedded assertions, and model checker-based test generation [14] for
solving the oracle problem for combinatorial testing.

In combinatorial testing, some tools exist [1,22] that use data flow techniques
to identify interaction faults in the source code [22]. They are able to generate a
test set for the failure triggering interactions aiming to reduce the test set size
maintaining the same fault detection capability. Differently from these works, the
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Fig. 1. XACML policy and request structure.

advantage of our proposal is the possibility to leverage parallel computational
resources to generate a large set of test cases without applying test suite selection
or reduction techniques.

In the context of XACML-based access control systems, combinatorial test
cases generation strategies are proposed for testing on the one side the XACML
policy specification and on the other the compliance of the PDP behavior
with the policy specification. Among them, the Targen tool [16] generates test
inputs using combinatorial coverage of the truth values of independent clauses
of XACML policy values. A more recent tool is X-CREATE [5] that provides
different combinatorial strategies based on combinations of the subject, resource,
action and environment values taken from the XACML policy for deriving the
access requests. Among the X-CREATE generation strategies, we selected the
Multiple Combinatorial strategy for deriving test suites in the experiment pre-
sented in this paper. This strategy allows for combinations of more than one sub-
ject, resource, action and environment values and automatically establishes the
number of subjects, resources, actions and environments of each request accord-
ing to the complexity of the policy. Other works [26,27] focus on model based
testing and apply combinatorial analysis to the elements of the model, namely
role names, permission names, context names, to derive test cases. Finally, ACPT
tool [20] uses combinatorial testing with model checking to derive tests for access
control policies. More recent solutions [24,25] leverage cloud computing to over-
come the computational cost of combinatorial testing, then a large number of
processors and distributed databases are adopted to execute large combinato-
rial tests in parallel. Differently from our proposal, these approaches are not
specifically tailored to access control systems and adopt concurrent test algebra
execution and analysis for identifying faulty interactions, reducing combinatorial
tests.
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XACML-Based Oracle Derivation. Problem of oracle automation has been for
long time investigated in literature and still remains a challenging problem [2].
In the context of access control systems, few proposals address PDP testing with
the aim to automatically check whether the authorization decision obtained by
the evaluation of an XACML request is correct. The authors of [15] propose
to simultaneously check the responses of different PDPs on the same request,
so that different responses can highlight possible problems. Although effective,
this proposal is quite expensive in terms of required computational resources,
because it requires using different PDP implementations. Our approach is in line
with this proposal, but it uses a distributed solution.

A different approach for oracle derivation proposed in [4,9] is XACMET,
which provides a completely automated model-based oracle derivation approach
for XACML-based PDP testing. The main idea of XACMET is that, given a
generic request, the evaluation of an XACML policy with that request strictly
depends on: the request values, the policy constraints as well as the combin-
ing algorithm that prioritizes the evaluation of the rules defined in the policy.
XACMET is able to derive from an XACML policy, a XAC-Graph and the set
of associated evaluation paths, called XAC-Paths. In particular, an XAC-Path is
defined as the sequence of policy elements that are exercised by a generic request
during its evaluation against an XACML policy and the associated verdict. This
set of paths is ordered according to the semantics of the rule combining algo-
rithm, and then according to the verdict associated to each path. For instance,
in case of deny-overrides combining algorithm, first the paths having Deny are
evaluated, then those having Permit and finally those having NotApplicable. For
paths having the same verdict, the evaluation order of the paths is based on
their length, namely the shortest path takes the precedence. The ordered set of
paths is then used for the requests evaluation and the verdicts association. For
each request, the first path for which all the path constraints are satisfied by
the request values is identified and the final verdict associated to the request is
derived. As described in [9], XACMET is also used for test cases generation and
path coverage measuring but these aspects are not considered in this paper.

3 Framework Architecture

We propose in this section the generic architecture of a decentralized framework
for the testing of the access control engine. This general framework has been
conceived for the generation and execution of test cases as well as for the test
oracle derivation with the aim to improve the quality of PDP testing and drasti-
cally reduce the computational cost of the testing itself. In particular, we focus
on XACML 3.0 based access control engine and we address the application of
massive combinatorial testing for assessing the correctness and robustness of the
PDP.

As depicted in Fig. 2, the presented architecture includes the following com-
ponents:
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– XACMLClient: this component represents the entry point of the proposed
architecture. It includes a GUI for user interaction with four distinct oper-
ations: i) loading of an XACML policy (or a set of policies) and selection
of the test strategy to be used for the generation of test cases, i.e., XACML
requests; ii) recovering of already uploaded XACML policies; iii) recovering of
the XACML requests associated with a given policy for a specific test strategy;
iv) execution of the set of requests and visualization of the obtained results,
i.e., the authorization decisions associated with each request, and derivation
of the final verdict (pass/fail) of each test case.

– XACMLTestbedInstantiator: it is the component in charge of building a
different test bed according to a specific testing purpose. This component can
be instantiated with one or more components of the proposed framework in
the different phases of the testing of the access control engine. Specifically, as
depicted in Fig. 2, this component can be instantiated in an XACML Gen-
erator, an XACML Executor and an XACML Oracle Derivator. The three
different instantiated versions of the framework are described in Sects. 3.1,
3.2 and 3.3 respectively.

– XACMLComparator WS: this component is able to compare the test
result derived by the XACML Executor for each XACML request and the
correct authorization decision, computed by the XACML Oracle Derivator.
If they are equal, a pass value verdict is associated to the request, fail oth-
erwise. Finally, the final verdicts are stored into a specific database managed
by the XACMLTestingDB component.

– XACMLRouter Servlet: this component is in charge to forward a request
to the appropriate web service according to the operation selected by the user
through the XACMLClient GUI.

– XACMLTestingDB: it guarantees the persistency of test data managing
the different databases.

Fig. 2. System architecture (adapted from [8]).

Figure 2 shows the relationships among the different components of the pro-
posed framework. As shown in the figure, the communication between XACML-
Client and the services happens through an intermediary node, proxy/router,
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which forwards the client’s request to the appropriate service based on the
request content. The framework allows for secure communication among the
services able to guarantee the identity of the involved parties. Specifically, inter-
actions with XACMLTestingDB database are not exposed to SQL Injection
attacks. We adopted the so-called Prepared SQL statement in order to prevent
SQL Injection vulnerabilities. Prepared Statements are static techniques that try
to prevent SQL Injection by enabling developers to accurately specify the struc-
ture of an SQL query, and pass the parameters values to it separately such that
any unsanitary user-input is not allowed to modify the structure and the seman-
tic of the query itself. The developed services take SQL Injection attacks into
account whereas the interactions with XACMLTestingDB, that provide param-
eters supplied by XACMLClient, are managed via Java PreparedStatement.

3.1 Test Cases Generator

The general framework presented in Fig. 2 can be instantiated for improving the
cost of the test cases generation in XACML-based access control systems. In this
case, using a distributed approach, the instantiated framework is in charge to
automatically generate a set of XACML 3.0 requests from an XACML policy
according to a combinatorial testing strategy. Specifically, the XACMLTestbe-
dInstantiator component is instantiated into the XACML Generator component
that implements a set of strategies for the derivation of the XACML requests.
These strategies can be selected by the user through the XACMLClient GUI.
They can be integrated in the framework by implementing the corresponding
algorithm or by including directly the associated generation tool, wherever pos-
sible. The XACML Generator component is independent from the specific imple-
mented test generation strategy and it is out of scope of this paper to focus on
the validation of the different test cases generation strategies. Different combi-
natorial strategies able to derive a set of test requests from an XACML policy
can be integrated in the XACML Generator [3,5,16]. Among them, in the val-
idation proposed in this paper, we used the Multiple Combinatorial testing
strategy that relies on the combinatorial approaches of subject, resource, action
and environment values taken from the XACML policy [5]. Differently from other
combinatorial based test cases generation strategies, it is able to derive requests
including more than one subject, resource, action and environment targeting
the rules of the policy that are applicable only by requests containing more than
one subject, resource, action, environment. The XACML Generator is also able
to recover an available set of test cases already generated by a selected test
generation strategy.

3.2 Test Cases Executor

The general framework presented in Fig. 2 can be instantiated for improving
the cost of the test cases execution on the XACML evaluation engine. In this
case, the XACMLTestbedInstantiator component of the general architecture is
instantiated into the XACML Executor that is able of executing the test cases in
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a distributed way on the PDP under test. Specifically, leveraging a MapReduce
approach, the set of test cases is divided into sub sets of requests having similar
complexity and executed over different instances of the policy evaluation engine.
The test results, i.e., the authorization decisions, are then collected and stored
in the XACMLTestingDB component.

3.3 Oracle Derivator

The general framework presented in Fig. 2 can be instantiated for improving
the cost of test oracle derivation in XACML-based access control systems. In
this case, the XACMLTestbedInstantiator component is instantiated into the
XACML Oracle Derivator that is in charge to derive the correct authoriza-
tion decision for each request derived by an XACML policy. This component
implements a voting mechanism for the derivation of the oracle similar to that
presented in [15], in which the same request is evaluated on more than one PDP
engine, their responses for the same request are collected, then the most fre-
quent decision value is considered the correct one. Specifically, in the proposed
framework, leveraging a map reduce approach, the set of test cases is divided
into subsets of similar complexity. Each subset is executed on a cluster com-
posed by an odd number of PDPs, different from the one under test. Each PDP
in each cluster receives a set of policies and their associated XACML requests,
executes them and derives the associated authorization decision. The XACML
Oracle Derivator component collects for each request all the authorization deci-
sions derived by the different PDPs in each cluster, and associates the correct
authorization decision with the decision value most frequently received. The test
results, i.e., all the authorization decisions, are then collected and stored in the
XACMLTestingDB component. The XACML Oracle Derivator is also able to
recover an available set of correct authorization decisions for a given policy and
a selected test strategy.

4 Experimental Evaluation

Here, we present preliminary results collected during the application of the
framework into two different experiments, as detailed more in the following sub-
sections: the evaluation of the distributed vs non distributed solution (Sect. 4.1)
and the comparison between two distributed oracle approaches (Sect. 4.2).

4.1 Distributed vs Non-distributed Solution

For the evaluation of the distributed vs non-distributed solution, we involved
some of the students of a secure software engineering course. In particular, we
asked four groups of three students to realize a simplified version of a policy
evaluation engine. We provided to each group a subset of functionalities for
an XACML 3.0 PDP engine that they should implement into Java prototypes;
therefore, each group realized a different version of PDP. For the experiment, we
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randomly selected one of them as a System Under Test (SUT) and we called it
SUTPDP. We used the remaining three PDPs as different oracles in the exper-
iment. We called them Oracle1, Oracle2 and Oracle3 in the remaining of the
section.

Additionally, we asked the same students to write down the policy examples
useful for testing the SUTPDP during the experiment. The derived policies were
different for either the functionalities, the subjects, the resources, the activities
or the hierarchical structures they targeted. Finally, the students were able to
define a total amount of 100 access policies that we pre-included into XACML-
TestingDB. We report in the listing of Fig. 3 one of the developed policies. As
in the figure, the policy contains a Target and three XACML Rules with the
following meaning:

– the Target specifies that the XACML policy is applicable to the library
resource;

– the first Rule states that the read action can be done by bob on resource
library/book;

– the second Rule says that the write action can be done by alice on resource
library/journal;

– and finally, the third Rule denies all the accesses which are not allowed explic-
itly and represents a default XACML rule.

Because the set of functionalities provided to the students was very simple,
the PDPs versions they realized were simple too. However, even if limited in
complexity, applying the combinatorial testing to each of them could require
considerable amount of time and effort. Hence, a valid compromise for decreasing
the testing cost and increasing the final PDP quality and security was the use
of a decentralized testing framework.

Three different research questions have been conceived for quantify the cost
reduction and better evaluate the proposed approach:

– RQ1 Generation Cost. Is the distributed framework able to reduce the
time for test cases generation?

– RQ2 Execution Cost. Is the distributed framework able to reduce the time
for test cases execution?

– RQ3 Oracle Derivation Cost. Is the distributed framework able to reduce
the time for the correct authorization decisions derivation?

For replying to three research questions we relied on the computational
resources available in the University laboratory. Indeed, we used 20 working
stations similar in the overall performance, i.e., 10 working stations having a
Core i7-4790 (4.0 GHz) Intel processor machine with eight virtual CPUs and
16 GB of memory, running Ubuntu 14.04 (64-bit version) and 10 working sta-
tions having a Core i7-4700 (4.2 GHz) Intel processor machine with eight virtual
CPUs and 16 GB of memory, running Ubuntu 14.04 (64-bit version).

Because each of the proposed research question follows a different step of the
testing process, we decided to divide the experiment into three steps:
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Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . root element,
rule-combining-algorithm:first-applicable
permit-overrides

Target . . . . . . . . . . . . . . . . . . . . . . . . . . Test policy example - Sample Policy. The read
action can be done by Bob on resource library/-
book and the write action can be done by Alice
on resource library/journal

AnyOf . . . . . . . . . . . . . . . . . . . . . . . . Or Opeartor
AllOf . . . . . . . . . . . . . . . . . . . . resource = library

Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RuleId = rule1, Effect = Permit
Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

AnyOf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
AllOf . . . . . . . . . . . . . . . . . resource = library/book
AllOf . . . . . . . . . . . . . . . . . action = read

Condition . . . . . . . . . . . . . . . . . . . subject = bob
Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RuleId = rule2, Effect = Permit

Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
AnyOf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

AllOf . . . . . . . . . . . . . . . . . resource = library/journal
AllOf . . . . . . . . . . . . . . . . . action = write

Condition . . . . . . . . . . . . . . . . . . . subject = alice
Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . default: deny all, which is not allowed explicitly.

RuleId = rule3, Effect = Deny

Fig. 3. An XACML policy example (adapted from [8]).

1. Test Cases Generation: For each of the policy in the available policies the
associated test suite is derived;

2. Test Cases Execution: Each test case is executed in parallel on the target
SUTPDP, and on the remaining three PDPs (Oracle1, Oracle2 and Oracle3);

3. Test Cases Evaluation: The correct authorization decision, i.e., the final ver-
dict, is identified through a voting process by using the replies of Oracle1,
Oracle2 and Oracle3.

Details of the evaluation of the above research questions are provided in the
remaining of this section.

RQ1: Generation Cost. For evaluating if the distributed framework can be
able to reduce the time for test cases generation we customized the proposed test-
ing framework as described in the Fig. 5. Thus the XACML-TestbedInstantiator
has been instantiated into 20 XACML Generator components, labelled
Generator WS1... Generator WS20 in the figure. Through the XACMLClient
GUI, the Multiple Combinatorial testing strategy has be selected on each
XACML Generator component and applied in parallel to the policies generated
by our students. As in the figure, the XACML-TestbedInstantiator distributes
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the 100 policies over all the 20 working stations, thus each one received a group
of 5 policies to be used for executing the Multiple Combinatorial testing strat-
egy. For instance, considering the listing of Fig. 3 a total amount of 945 requests
has been generated through the operation GetXacmlRequests. Figure 4 summa-
rizes the obtained results.

Consequently, a set of around 50,000 test requests has been derived consid-
ering all the access policies available.

Fig. 4. Result of getXacmlrequests operation (adopted from [8]).

For calculating the overall test generation time, we assumed that each test
case has potentially the same impact on the overall testing effort. In such a
manner, the generation time was directly connected with the number of test cases
generated, i.e., the size of a test suite represents also its cost. Thus, considering
the setting of Fig. 5, the test generation phase has been completed in around
5.30 min.

A deeper analysis of experimentation results evidenced that the application
of the Multiple Combinatorial strategy requires on average from 30 to 80 s;
therefore, the execution of a group of 5 policies requires on average from 150 to
400 s. Indeed, the differences were manly due to the complexity of the analyzed
policies, the performance of the working stations and the communications delay.

The experimentation results collected can be used for a rough estimation of
the time required for test generation if less then 20 parallel working stations
were used.

Indeed, repeating the experiment of test cases generation on one randomly
selected generation component took around 1.5 h2.

2 In this case, the test generation time was not affected by communication delay.
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Fig. 5. System architecture for test generation.

The data collected during the comparison of distributed solution with the
non-distributed one provided a positive answer to the research question RQ1.
Indeed, the distributed framework is able to reduce the time for test case gener-
ation.

The threats to validity of the conducted experiment can be summarized into:

– Because of the didactic nature of the experiment, the policies developed by
the students were quite simple in the structure and in the number of values
used for subjects, resources, actions and environment attributes. Therefore,
the computation time required for the test cases generation could be also
tolerable for the non-distributed solution even if around 16 times greater
than the computation time in the distributed one.

– The test case generation can be performed one and for all the entire policies
set. Once available, the test suite can be reused several times in different
experimentations. Consequently, the test generation cost would be only the
time for test cases retrieval.

RQ2: Execution Cost. For evaluating whether the distributed framework
can be able to reduce the time for test cases execution we relied again on the
testing framework that we customized as reported in Fig. 6. In this case, the
XACML-TestbedInstantiator has been instantiated into 5 XACML Execution
components, each one representing the same version of the selected SUTPDP,
labelled SUTPDP WS1... SUTPDP WS5 in the figure. Five of the twenty available
working stations have been randomly selected and assigned to the SUTPDP
testing. Then, in parallel, through the XACMLClient graphical interface and
specifically using the operation ExecuteAllXacmlRequests (see Fig. 4, each policy
and the associated set of test cases have been executed on the SUTPDP. In this
case, a total amount of around 10,000 test cases have been assigned to each
SUTPDP so as to provide a uniform load balancing.

As an example, in Fig. 7, we report an extract of the derived SUTPDP deci-
sions for the test set relative to the policy of listing in Fig. 3.

Considering the execution cost as in the previous section, we suppose that
each test case has potentially the same impact on the overall testing execution
time. Again, the execution cost is directly proportional to the size of a test
suite. In this case, the test cases execution on the 5 parallel versions of SUTPDP
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Fig. 6. System architecture for test execution.

required a total amount of around 3.5 min. Of course, this estimation can vary
by augmenting or diminishing the number of working stations dedicated to the
SUNPDP testing.

From the collected data we also derived the tests executed per second which
varies from 40 to 60. Therefore, the total amount of time necessary for executing
10,000 test cases could vary from around 2.8 to 4.20 min. As in the previous
section, the differences were mainly due to the complexity of the analyzed poli-
cies, the performance of the working stations, and the communications delay.

For aim of completeness, we repeated the experiment of test case generation
on a randomly selected working station and it took around 16 min.

The data collected during the comparison of distributed solution with the
non-distributed one provided a positive answer to the research question RQ2.
Indeed, the distributed framework is able to reduce the time for test cases exe-
cution.

Fig. 7. Result of EvaluateAllXacmlRequests operation (adopted from [8]).
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Fig. 8. System architecture for oracle derivation.

RQ3: Oracle Derivation Cost. Finally, for evaluating if the distributed
framework can reduce the time for the correct authorization decisions derivation,
we customized the proposed testing framework as described in Fig. 8. Thus, the
XACML-TestbedInstantiator has been instantiated into 5 clusters of XACML
Oracle Derivator components, labelled Cluster1... Cluster5 in the figure. In
this case, the 15 working stations have been randomly selected and divided into 5
clusters of 3 working stations each. In each cluster, Oracle1, Oracle2 and Oracle3
PDPs have been deployed on one available machines. Then, the 50,000 test cases
have been divided into 5 sets of around 10,000 each and executed in parallel in
each cluster, i.e., on Oracle1, Oracle2 and Oracle3. Finally, the authorization
decisions of the oracles have been collected and compared so as to compute the
final verdict for each test case.

Finally, through the XACMLComparator WS, the final verdict for each of
the 50,000 test cases has been derived. Due to the simplicity of the operation, a
single working station has been used for this task.

Even if the SUTPDP implemented a subset of functionalities, a final amount
of 127 fail verdicts have been highlighted. These were due to an incorrect imple-
mentation of a rule combining algorithm and a specific set up of the environment
condition in the SUTPDP that have been successively corrected.

As in the previous two experiments, we consider the evaluation cost directly
connected with the size of a test suite.

Because the number of tests to be executed (i.e., 10,000 XACML requests)
and the oracles performance were similar to that of the SUTPDP, the time
necessary for the derivation of correct authorization decision for each test case
does not evidence important differences from the execution time. Indeed, the
total amount was around 3.7 min. In this case, the differences were mainly due
the communications delay.

For aim of completeness, we repeated the experiment on a randomly selected
working station. We deployed one per time the different oracle versions on the
working stations, we collected the authorization decision sets and then we com-
pared them for deriving the correct authorization decisions set. In practice, we
repeated the execution of all the 50,000 test cases on an oracle version for three
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times. Without considering the time necessary for the different oracles instanti-
ation, the total amount of time necessary for the correct authorization decisions
set was 49 min.

Comparing the distributed solution with the non-distributed one a positive
answer to the research question RQ3 can be collected, i.e., the distributed frame-
work is able to reduce the time for oracle derivation. For aim of completeness, it
is important to notice that the correct authorization decisions can be performed
one and for all the entire test suite. Once available, correct authorization deci-
sions can be reused several times in different experimentations. Consequently,
the test evaluation cost would be only the time for data retrieval.

In the presented experiment, we voluntarily excluded the costs of verdict
computation. Indeed, this operation is just a binary comparison between two
values: the authorization decision computed by the SUTPDP with the correct
one. Due to the simplicity of the operation and the number of data compared,
mainly the cost of this operation depends on the data retrieval for the different
DBs, therefore it has been ignored.

4.2 Model-Based Oracle vs Voting Mechanism

In this second experiment, we show how our framework is able to compare the
time/cost of the oracle derivation approach based on a voting mechanism as
described in Sect. 3.3, with the time/cost of a model-based oracle solution. The
model-based oracle we selected is XACMET (XACML Modeling & Testing) [4,9]
which is a novel model-based approach to support the automation of XACML-
based testing.

Testing Environment Set-Up. The subject of the experiment is composed
of a set of eight real XACML policies (see Table 1). Specifically, policies demo-
5, demo-11 and demo-26 are taken from the Open Source repository software
Fedora [10]; the other five policies released for the pilot application of the TAS3
project [23]). These policies have been included into XACMLTestingDB3. For
each policy, we considered a set of requests generated by adopting the Multiple
Combinatorial testing strategy as described in [5]. Table 1 shows the number
of rules, conditions, subjects, resources, actions and functions for each policy as
well as the cardinality of the associated request set.

The object of the experiment is represented by XACMET oracle and a set of
five cluster of PDP implementing the voting oracles. In particular, each cluster
realizes a multiple implementations testing approach presented in [15], called
in this section Automated Voting Oracle (AVO). Similarly to what presented
in Sect. 4.1, each AVO is realized by a pool of three XACML PDPs, namely

3 Note that in this experiment we considered XACML 2.0 based policies and PDP
implementations.
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Table 1. XACML policies subjects.

XACML policy Functionality

#Rule #Cond #Sub #Res #Act #Funct #Req

demo-5 3 2 6 3 2 4 210

demo-11 3 2 4 3 1 5 100

demo-26 2 1 1 3 1 4 40

student-application-1 2 0 4 1 1 2 40

student-application-2 2 0 7 1 1 2 368

university-admin-1 3 0 24 3 3 2 5400

university-admin-2 3 0 24 3 3 2 5400

university-admin-3 3 0 23 3 3 2 4636

Sun PDP4, Herasaf PDP5 and Balana PDP6. For more details about each AVO
implementation we refer to [9].

In [9], we already compared XACMET with an automated voting oracle
in terms of effectiveness of the derived authorization decision and we observed
that for all requests and policies considered, the XACMET oracle coincided
with the automated voting oracle. This confirms that the two oracle approaches
are comparable in terms of obtained results. In this experiment, we want to
compare the performance of the two automated oracle approaches also in terms
of time/cost for deriving the authorization decisions in a distributed execution
framework.

For the aim of completeness, we reported in Sect. 2 a brief description of the
XACMET oracle, and we refer to [4,9] for more details.

XACMET vs Distributed Voting Mechanism. The architecture we used
to compare XACMET and the automated voting oracle is depicted in Fig. 9,
where 20 working stations with a similar overall performance are available for
the experiment set-up as described in the previous experiment (see Sect. 4.1).
In particular, we compare the parallel execution of five versions of the XACMET
with five clusters implementing each one an AVO. This experiment is divided
into two steps: i) in the fist step, XACMET is running on five of the 20 available
working stations; ii) in the second one, AVOs are running on the remaining
15 working stations grouped in five clusters, each cluster including 3 working
stations. In this case, in each cluster, the three XACML PDPs, namely Sun
PDP, Herasaf PDP and Balana PDP are running on the three working stations
respectively.

4 Sun PDP is available at: http://sunxacml.sourceforge.net.
5 Herasaf PDP is available at: https://bitbucket.org/herasaf/herasaf-xacml-core.
6 Balana PDP is available at: https://github.com/wso2/balana.

http://sunxacml.sourceforge.net
https://bitbucket.org/herasaf/herasaf-xacml-core
https://github.com/wso2/balana
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Fig. 9. System architecture for oracles comparison.

Table 2. Experiment results (XACMET): number of XAC-paths and derivation time.

XACML policy #XAC-Paths Derivation time (ms)

demo-5 16 281

demo-11 13 253

demo-26 8 235

student-application-1 28 409

student-application-2 106 600

university-admin-1 799 978

university-admin-2 799 868

university-admin-3 757 863

In the first phase, each policy and the associated set of derived XACML
requests has been distributed on the set of working stations running XACMET.
For instance the 40 requests of demo-26 have been divided into 5 sets of 8 test
cases each; then each set together with the policy itself has been distributed over
one of the five working stations running XACMET.

We computed the average times for deriving the authorization decision for
each request in the set of requests associated to each policy.

In case of XACMET, the time for deriving an authorization decision is given
by: i) the time for deriving the XAC-Graph from the policy and the associated
paths. This time is independent by the complexity and cardinality of the eval-
uated requests; ii) the average time needed for evaluating all the requests on
the set of derived paths. Table 2 reports for each policy the number of derived
XAC-Paths (column 2) and the average time needed for deriving those paths.
Table 3 in the second column reports the total average time for the derivation
of the authorization decisions for each policy.

For instance, for demo-26, the average time needed for deriving the XAC-
Paths is 235 ms whereas the total average time is 261 ms.
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As we can see in Table 2, the average time needed for deriving the XAC-Paths
is proportional to the number of derived paths. Moreover, as we can observe in
Table 3 (column 2), this time greatly impacts on the total time needed for the
derivation of the correct authorization decisions for simple policies such as demo-
26, demo-11, demo-5, student-application-1 and student-application-2 ; whereas,
for complex policies (for instance university-admins), this time is negligible due
to both the high number of requests to be evaluated and the number of XAC-
Paths involved in the evaluation.

Table 3. Experiment results: average time per test suite in ms.

XACML policy XACMET AVO

demo-5 458 177

demo-11 470 217

demo-26 261 36

student-application-1 443 27

student-application-2 1.779 356

university-admin-1 206.516 2.463

university-admin-2 200.084 2.209

university-admin-3 160.111 1.716

To consider the different structure and complexity of the considered policies,
we repeated this step for each policy of Table 1 and we computed the overall
average time of the XACMET that was 71.265 ms.

In the second phase of the experiment, each policy and the associated set
of derived XACML requests has been distributed on the set of the 5 clus-
ters, implementing five instances of AVO. Similarly to the previous phase, for
demo-26, the 40 requests and the policy itself have been distributed over the 5
oracle clusters, each one receiving a group of 8 requests.

Again, we computed the average times for deriving the authorization decision
for each request in the set of requests associated to each policy as reported in
Table 3 (column 3). For instance, in case of demo-26, this time was 36 ms. We
repeated the experiment for each policy of Table 1 obtaining an overall average
time of AVO equal to 900 ms.

We observed that AVO achieves a better performance than XACMET in
terms of average time for deriving the correct authorization decision (900 ms
vs 71.265 ms). The low performance of XACMET is due to the complexity of
the policies and consequently to the high number of derived paths and the time
need to evaluate each request against all the paths. Table 4 shows the minimum,
maximum and average times needed for evaluating each request on the set of
paths derived from each policy. We can observe that the average time associ-
ated to complex policies is very high and this decreases the overall XACMET
performance.
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Table 4. Experiment results (XACMET): min, max and average time per test case in
ms.

XACML policy Min Max Average

demo-5 2 18 3

demo-11 2 60 4

demo-26 1 12 2

student-application-1 2 7 4

student-application-2 12 43 16

university-admin-1 179 527 190

university-admin-2 170 1279 184

university-admin-3 163 316 171

However, AVO is more expensive in terms of required computational
resources (for instance for demo-26 for evaluating the same number of requests,
15 working stations are needed by AVO whereas only 5 working stations are used
by XACMET).

Finally, we performed an additional experiment in which the same number
of computational resources of AVO (i.e., 15 working stations) has been used for
running 15 parallel instances of XACMET for all the policies of Table 1. We
observed that the overall average time of XACMET has been reduced of around
one third, and only in case of demo-5 and demo-11, XACMET showed a better
performance than AVO.

As an important remark of the experiment, even if the five parallel instances
of XACMET are less performing than the five AVO instances, exploiting in a
better way the available resources of the framework, the parallel execution of
XACMET could result a winning solution for simple policies having a small
number of paths (for instance demo-5 and demo-11 ).

Indeed, the choice of the best oracle solution is a trade off between the avail-
able computational resources and the performance of the adopted oracle solution.

5 Conclusions

In this paper, we proposed a new general decentralized framework for testing
of XACML-based access control engines. The main advantages of the proposed
solution include: i) the general architecture of the framework can be instantiated
for different testing purposes such as test cases generation based on combinato-
rial testing strategies, distributed tests execution, decentralized and cost effec-
tive automated oracle derivation for the PDP testing; ii) the framework allows to
reduce the computational costs of the generation and execution of large combina-
torial test suites without adopting test suites selection and reduction techniques;
iii) the framework allows for the comparison of different testing solutions.
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The proposed framework has been used into two different experiments. In the
former, the proposed distributed solution has been applied to a simple applica-
tion example of PDP testing. The results of this experiment confirmed that our
framework was able to reduce the cost of all the main phases of the testing
process: test cases generation, test case execution and oracle derivation.

In the latter experiment, the proposed framework has been used to compare
the performances in terms of time/cost and required computational resources of
two different approaches for the oracle derivation: an oracle derivation approach
based on a voting mechanism and a model-based oracle solution implemented in
XACMET. This second experiment confirmed the effectiveness of the framework
giving good hints on the choice of the best oracle solution and the usage of
the available computational resources, according also to the complexity of the
policies.

As threat to validity, we have to notice that all the collected time values are
related to the computational power of the adopted working stations and to the
scheduling time of the test tasks on the different working stations.

In the future, we plan to investigate efficient scheduling algorithms taking
into account the power constraints of different working stations as well as the
scalability issues of the proposed framework.

Finally, in order to have a better comparison of the oracle derivation approach
based on a voting mechanism and XACMET, we plan to implement a distributed
XACMET version in which the evaluation of XACML requests against the set
of XAC-Paths can be performed in parallel on the different working stations of
the proposed framework.
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Abstract. Online social network (OSN) users share various types of
personal information with other users. By analysing such personal infor-
mation, a malicious data miner (or an attacker) can infer the sensitive
information about the user which has not been disclosed publicly. This is
generally known as attribute inference attack. In this study, we propose a
privacy preserving technique, namely 3LP+, that can protect users’ mul-
tiple sensitive information from being inferred. We experimentally show
that the 3LP+ algorithm can provide better privacy than an existing
technique while maintaining the utility of users’ data.

Keywords: Attribute inference · Data mining · Online social
networks · Privacy protection technique

1 Introduction

Online social networks (OSNs) data can be used to automatically and accurately
predict a range of highly sensitive personal attributes including: sexual orienta-
tion, ethnicity, religious and political views, personality traits, intelligence, hap-
piness, use of addictive substances, and parental separation [13]. Participants of
OSNs may wish to keep some information-items confidential, but the attributes
that are made public may enable others to predict the confidential information.
The attribute inference problem is the possibility that data analyses could infer
users’ sensitive information [14,19]. Moreover, the malicious attacker has at its
disposal all strategies that enable the compromise of users’ privacy. However, for
the work described here, we only consider a single data mining approach and
we propose a privacy-preserving technique to provide privacy against such an
attack. We first illustrate the privacy attack considered in this study.
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1.1 The Privacy Attack Model

Consider an attacker M who wants to infer the “Emotional Status” of an OSN
user u who regards this information as sensitive and whose OSN profile does not
show it publicly. Here the user u is considered as a target user. In order to launch
the attack, M can prepare a training data set Dtr by analysing the OSN of a
number N of users, A attributes and their friendship information. At first, M
may collect some information that u discloses openly on their OSN profile (in
this illustration we consider u’s settings for the values of the “Hometown” and
“Profession” a public view). M then can select a set of users who disclose their
“Emotional Status” information as well as the same information (i.e. “Home-
town”, “Profession”) that user u discloses on his/her profile. M may store all
this information in Dtr and select “Emotional Status” as a class attribute and
the rest of the attributes as non-class attributes.

Table 1. A hypothetical training data set.

User Hometown Profession Class attribute

a Sydney Entrepreneur Lonely

b Bathurst Entrepreneur Connected

c Melbourne Salesman Connected

d Sydney Student Lonely

e Melbourne Salesman Connected

(a) Tree-1 (b) Tree-2

Fig. 1. Decision trees build on the sample data set given in Table 1.

M may include all users for building a training data set Dtr that indicates
clearly in their profile or recent posts that they are “Lonely” or “Connected”. A
sample of such training data set Dtr is shown in Table 1 where rows are records
and columns are attributes. This sample data set is an example of what could
be prepared with any other set of attributes.



232 K. J. Reza et al.

After preparing the training data set Dtr, M may apply any data mining
algorithms to obtain the rules (or patterns) from Dtr. Figure 1 presents a sample
decision forest that can be generated from Dtr. The rectangular boxes in Fig. 1
are called nodes and ovals are called leaves. The path between a root node (the
node at the top) and a leaf presents a logic rule for the leaf. For example,
the logic rule for Leaf 3 (see Fig. 1(a)) states that “if the attribute value of
“Profession = Entrepreneur” and “Home town = Bathurst” then the class value
is “Connected”, and 1 record is in the leaf 1 having the class value “Connected”.
Here in this logic rule the condition Entrepreneur=Profession and “Bathurst =
Home town” is called the antecedent of the logic rule and “Connected is called
the consequent. By applying the rules derived from the data set containing the
information about u, shown in Table 2, M can predict the “Emotional Status”
of u.

Table 2. A hypothetical test data set.

User Hometown Profession Class attribute

u Bathurst Student ?

The existing privacy preserving technique [5] can preserve user u’s privacy
by suggesting u to suppress some attribute values that appear most frequently
in the logic rules. In this example, the attribute “Profession” appears in all the
logic rules as shown in Fig. 1. If the value of “Profession” is suppressed then
all the logic rules (shown in Fig. 1) will no longer be applicable to predict u’s
“Emotional Status”. This technique appears to be effective to protect user’s
privacy however it does not consider the friendship information.

OSN is also known as social attribute network (SAN ). In an SAN model,
both users and their attribute-values are designed as vertices. Therefore, the
attacker can take advantage of a metric function as shown in Eq. 1 [1], to incor-
porate the friendship information into Dtr in order to reveal the values of con-
fidential attributes.

m(u,An = v) =
∑

t∈Γs+(u)∩Γs+(An=v)

w(t)
log|Γ+(t)| . (1)

Here, Γs+(u) is a set of OSN users connected to a user u and Γs+(An = v) is the
set of users having the attribute-value An = v. Similarly, ΓAn+(u) is the set of
all attribute-value pairs linked to user u. Therefore, the neighbourhood of u is
represented as, Γ+(u) = Γs+(u)∪ΓAn+(u). On the other hand, t is the set of u’s
friends who have an attribute-value pair An = v (i.e. t ∈ Γs+(u)∩Γs+(An = v))
and Γ+(t) = Γs+(t) ∪ ΓAn+(t). The w(t) is the weight of each of them and its
value is set to 1 in this study. The higher the value of m(u,An = v) indicates the
higher chance that u has the value v for attribute An. An interesting property
of this metric is that, if friendship information is available, then m(u,An = v)
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can be calculated for any attribute-value pair An = v whether the user u has
that value or not.

Table 3. A hypothetical training data set with friendship information.

User Hometown m hometown Profession m profession m emotional Class attribute

a Sydney 0 Entrepreneur 0 0.56 Lonely

b Bathurst 0 Entrepreneur 0 0 Connected

c Melbourne 0.56 Salesman 0 0 Connected

d Sydney 0.51 Student 0.56 0.56 Lonely

e Melbourne 0.51 Salesman 0 0 Connected

(a) Tree-1 (b) Tree-2

Fig. 2. Decision trees build on the sample data set given in Table 3.

To launch the attack using users’ friendship information, M can prepare a
training data set Dtr by storing u’s available information (for example, Home-
town and Profession) and friendship information calculated by using Eq. 1 in
it. We present a sample of such training data set in Table 3. The informa-
tion directly related to OSN users (e.g. Hometown and Profession as shown
in Table 3) are named regular attributes, whereas the information related to
the friendship links (such as m Hometown and m Profession) are named link
attributes.

M can consider “Emotional Status” as the class attribute and then apply any
machine-learning technique to obtain the patterns of the “Lonely” and “Con-
nected” users from the data set. In Fig. 2, we present a sample decision forest
which can be built from Dtr (as shown in Table 3). By using these rules, the
attacker can predict the emotional status of a new user u (shown in Table 4)
even if the user does not disclose the information.

Table 4. A hypothetical test data set with friendship information.

User Hometown m hometown Profession m profession m emotional Class attribute

u Bathurst 0.51 Student 0.51 0 ?
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We now argue that OSN users may have diverse preferences on what they
consider sensitive. For example, one may consider their emotional status as sen-
sitive only while others may consider their emotional status and/or political view
as sensitive. Therefore, a privacy-preserving technique should be capable of pro-
tecting all the sensitive information considered by each user. At the same time,
the techniques should be capable of providing privacy even if an adversary uses a
different classifier (rather than the one used by the privacy preserving technique)
to infer the class value of a target user.

Again, privacy is in a constant trade-off with personalization. The more a
system (for example, a recommender system) knows about the user, the more
it can tailor its services to the users. Therefore, In addition, while protecting
users’ privacy, a technique must consider maintaining the utility of a data set.
A large number of attribute value suppression may provide better privacy, but
at the same time, it also defeats the whole purpose of using social network sites
for a user. The goal should be to provide privacy by suppressing the minimum
number of attribute values.

1.2 Related Work

The existing privacy preserving techniques such as NOYB [8], TOTAL COUNT
[5], CUM SENSITIVITY [5], and 3LP [16] can protect users’ privacy against
the attribute inference attack. The basic concept of these techniques are quite
similar i.e. to select and suppress users’ attribute values which are high predictors
of a sensitive attribute [2,3].

A commercially available privacy technique NOYB [8] follows a random pro-
cess to suppress attribute values. Rather than using any classifier to extract
the patterns from the training data set, NOYB takes a random approach to
select and suppress the regular attribute values in the testing data set. In an
extreme scenario, NOYB may obfuscate all the regular attribute values for the
sake of providing privacy. The random obfuscation may remove a user’s regular
attribute value from public view in an OSN which has no bearing on the sensitive
attribute. This unnecessary blocking of a user’s profile is undesirable for users
but less harmful that the fact that predictors of sensitive information are left for
public use. Note that users generally want some information to be public, and
hence the goal of a technique is to obfuscate the minimal number of attribute
values to reduce the predictability of sensitive information.

TOTAL COUNT and CUM SENSITIVITY [5] on the other hand identify
the influential regular attribute values to suppress which are predictors of a
sensitive information. These two techniques can suggest the target user to sup-
press values one by one until the privacy of a sensitive attribute is protected.
The functionality of TOTAL COUNT and CUM SENSITIVITY are almost the
same except the attribute ranking procedure. Both techniques were shown to be
useful and outperform NOYB. That is, in order to achieve a security threshold St,
the required number of attribute value suppression in the case of NOYB [8] is
much higher than TOTAL COUNT and CUM SENSITIVITY [5].
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The data of an OSN can be represented as a social attribute network (SAN )
model which integrates both users’ friendship network and attribute informa-
tion [20]. However, TOTAL COUNT and CUM SENSITIVITY do not consider
the friendship network which can be useful to infer users’ sensitive attribute.
Using the friendship network an adversary can infer a user’s private informa-
tion [16].

In order to preserve a user’s confidential information from being inferred by
their friendship information, Estivill-Castro et al. proposed an approach [6,7].
which suggests the target users to un-friend or befriend other users randomly.
The number of deletion or addition of friends can often be extensive and the
target user may not like such kind of random connection/disconnection.

Heatherly et al. show a Näıve Bayes classifier based protection technique [11],
let’s call this technique PrivNB for short, that can provide privacy by sup-
pressing attribute values and deleting friendship links. The effect of PrivNB
on data utility of the protected data set was not analysed. Another technique
namely 3LP [16] (three layer of protection) based on decision forests algorithms
can protect privacy even if an attacker utilises friendship information(along with
the regular attributes) to invade privacy.

Similar to TOTAL COUNT and CUM SENSITIVITY , the algorithm 3LP
takes a similar approach to identify the influential attributes in its first layer
to suppress predictive attribute values from a victim’s profile (Layer 1 ). How-
ever, 3LP goes further to suggests the victim shall delete existing friends from
the friend list (Layer 2 ) and add new friends (Layer 3 ). 3LP can protect pri-
vacy for a sensitive attribute (considered by its user) on a single run. However,
the OSN users may consider multiple information as sensitive rather than a sin-
gle information. Hence, 3LP does not consider the protection policy for multiple
attributes on its single run.

3LP assumes the existence of a single sensitive attribute such as the “Polit-
ical View” while in reality a user is likely to have multiple sensitive attributes
such as the “Political View” and “Religious View”. To protect the privacy of
multiple sensitive attributes 3LP could be applied multiple times, but every run
of 3LP would be isolated/independent. As a result, they can be counterpro-
ductive in the sense that one run (say to protect the “Political View”) might
suggest hiding a friendship information with another user while a subsequent run
(say to protect “Religious View”) might suggest disclosing the same friendship
information resulting in the loss of protection of “Political View”.

1.3 Our Contributions

We propose 3LP+ in this study which is an extension of the existing 3LP
algorithm [16]. 3LP+ aims to provide privacy for multiple sensitive attributes
through a co-ordinated approach as opposed to the isolated approach. It uses
a matrix to store the history of any friendship being hidden or new friendship
being created during a run to avoid a conflicting suggestion in a subsequent run.
For example, if the t-th run suggests hiding a friendship of the victim user with
another user (and the victim user actions on the suggestion), then the matrix
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stores that information so that a subsequent run does not suggest the victim
user creating the friendship with the same user.

Table 5. The major contributions of this study.

Contribution Number Description of the contributions Section

1 We propose a privacy preserving technique,
namely 3LP+, that provides privacy for multiple
sensitive attributes considered by a user

2

2 We implement the 3LP+ on two OSN data sets
and the experimental results indicate the
superiority of 3LP+ over an existing technique,
even if the attacker uses a set of different
classifiers to invade privacy

4.2

3 We also evaluate the data utility of two OSN
data sets after applying 3LP+ and compare the
results with the previous privacy preserving
techniques

4.3

We have three major contributions in this paper and we summarise each of
them including their corresponding section number in Table 5. Out of these three
contributions, we have previously published Contribution 1 in the International
Conference on Information Systems Security and Privacy [18]. In that conference
paper we implement the 3LP+ on a synthetically generated OSN data set only
whereas in this paper we implement the 3LP+ on a Facebook real users’ dataset
along with the synthetic data set (see Sect. 3.1).

The rest of this paper is organized as follows. Section 2 presents our pro-
posed technique 3LP+. We describe the experimental set up in Sect. 3 and the
experimental results in Sect. 4. Section 5 gives a concluding remark.

2 The Proposed Technique

The basic idea of 3LP+ is to protect the privacy of all information that a user
considers to be sensitive. Users can give the list of attributes they considers
sensitive and then, 3LP+ provides three steps (or layers) of recommendations:

Step 1: Compute the Sensitivity of Each Attribute for Each User and
Suggest to the User Which Attribute Values the User Needs to Sup-
press.
The pseudo-code for Step 1 is reproduced here within Algorithm 1 from [18],
3LP+ selects a class attribute (from the list of sensitive attributes considered by
the 3LP+ User u) randomly, prepares a training data set D, and then applies
SysFor [12] on D to get a set of logic rules. 3LP+ then uses the support and
confidence of each rule to compute its sensitivity (or Rule Sensitivity) value in
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breaching the privacy of a sensitive attribute. We set this threshold value to
1.006 in order to keep consistence with the previous studies [5,16]. Similar to
previous studies [16,17], the rules having Rule Sensitivity value 1.006 or above
are considered Sensitive Rules in this study. We utilize the function GetSensi-
tiveRules() in Step 2 of Algorithm 1 to represent the processes of generating the
sensitive rule set Ru for u.

After preparing the sensitive rule set Ru, 3LP+ counts the number of appear-
ance of each regular attribute An in Ru and store An in As. Here, As stores all
the regular attributes and the number of their appearances in Ru. One attribute
can appear only once in a sensitive rule Ru

j but more than once in Ru. The
regular attribute An with the highest number of appearances in Ru is suggested
to u for suppression. The decision is then up to u whether to suppress its value
or not. If u suppresses the value of An, then An is no longer available in As and
all sensitive rules in Ru that have An in their antecedent are no longer appli-
cable for u. Regardless whether u suppresses the attribute or not, 3LP+ then
identifies An with the next highest appearances and suggests u to suppress that.
The process continues until Ru or As becomes empty.

Step 2: Hide Friendship Links as Necessary If They Are Not Fabri-
cated Previously.
After Layer 1, if any sensitive rule remains in Ru such a rule only uses link
attributes (i.e. the attribute values can only be altered by using Eq. 1). There-
fore, if a link attribute appears as an antecedent of a sensitive rule Ru

j (i.e.
Ru

j ∈ Ru), where the value of the link attribute needs to be greater than a con-
stant SplitPoint (as mentioned in Ru

j ), the 3LP+ explores to reduce its value
< SplitPoint by hiding some of u’s friendship links. By doing this 3LP+ makes
the rule unusable to predict the class value of u with certainty.

In Step 2, 3LP+ first identifies the link attribute, An, that appears most in
the sensitive rule set Ru and compute An’s value, denoted as V , using Eq. 1. If V
is higher than the split point mentioned in Ru

j , then 3LP+ suggests u to hide a
friendship link. While choosing a friendship link, 3LP+ selects a friend, ti, of u
who has the smallest degree and has not previously appeared in the friendship
matrix F (here F is an 1 × N matrix which stores the Flag information for u).
The 3LP+ recommends u to hide ti so that it can reduce V ’s value the most by
hiding a minimum number of friends. If u follows the recommendation, 3LP+
puts a Flag up in the ith column of the friendship matrix F and this ex-friend will
not be recommended for further hiding or adding. 3LP+ then updates G′, F ′,
and recomputes V ’s value.

This process continues until the value V is lower than the SplitPoint men-
tioned in Ru

j . Once the V is lower than the split point, then the process of hiding
friends stops and 3LP+ removes Ru

j and other rules (which have an antecedent
with the value V ) from Ru as they are no longer be applicable to determine u’s
class value. At the end of Step 2, if Ru is not empty then only 3LP+ moves to
Step 2 i.e. Layer 3.
Step 3: Add Friendship Links as Necessary If They Are Not Fabricated
Previously.
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Algorithm 1. The Steps of 3LP+
Input : User u, data set D, friendship network G, total number of records N in D, set of non-class

attributes A, set of regular attributes Ar , set of link attributes Al where Ar, Al ⊂ A, set of
class attributes C.

Output : Recommendations for u.

Variables : R = set of sensitive rules, Rj = the jth sensitive rule, An = the nth attribute, and F =
1 × N matrix stores Flag information for u /*Initially all values in F are set to False */.

Step 1: Compute Sensitivity of Each Attribute for a User and Suggest the User to Suppress
Attribute Values as Necessary.

Ru ← GetSensitiveRulesForUser(D, A, C, u)

foreach Ru
j ∈ Ru do

n = 0 /* The value of n is always reset to 0 before the initiation of While loop */

while n < |A| do
if An ∈ Ar AND An is in the antecedent of Ru

j then

As ← As ∪ {An} /* Add An in an array As */

Countern ← Countern + 1 /* Counts the number of appearance of An in As */

end
n = n + 1

end

end
while Ru �= φ AND As �= φ do

n ← maxarg(Counter, A) /* Returns the index of the attribute that appears the most */
SuggestSuppress(An) /* Suggest u to suppress the value of An */

if An is suppressed then
As ← As \ {An}

Ru ← Ru \ {Ru
j } /* Rules using An are removed from Ru */

end

end

end
Step 2: Hide Friendship Links as Necessary if they are not fabricated previously.

G′ = G and F ′ = F
n ← FindIndexMostSensitive(Al, Ru) and V ← CalculateValue(An, u) /* using Equation 1 */
while Ru �= φ AND Al �= φ do

for j = 1 to |Ru| do
if An is in the antecedent of Ru

j AND V ≥ SplitPoint(Ru
j , An) then

while V ≥ SplitPoint(Ru
j , An) AND MoreFriends(u, G′, F ′, An) do

i ← FriendWithLeastDegree(u, G′, F ′, An) /* i is the index of the Friend with least
degree when F ′

i ∈ F ′ is False */

SuggestHide(ti) and G′ ← HideLink(G′, u, ti) /* ti is the ith friend */
F ′ ← Flag(F ′, ti) /* F ′

i is turned to True */
V ← CalculateValue(An, u)

end
Ru ← Ru \ {Ru

j } /* Rules using An are removed from Ru */

end
j=j+1

end

Al ← Al \ {An}
n ← FindIndexMostSensitive(Al, Ru) and V ← CalculateValue(An, u)

end

end
Step 3: Add Friendship Links as Necessary if they are not fabricated previously.

n ← FindIndexMostSensitive(Al, Ru) and V ← CalculateValue(An, u) using Equation 1 */

while Ru �= φ AND Al �= φ do
for j = 1 to |Ru| do

if An is in the antecedent of Ru
j AND V ≤ SplitPoint(Ru

j , An) then

while V ≤ SplitPoint(Ru
j , An) AND MoreUsers(G′, F ′, An) do

ti ← UserWithLeastDegree(G′, F ′, An) /* i is the index of the User with least degree
when F ′

i ∈ F ′ is False */

SuggestAdd(ti) and G′ ← AddLink(G′, u, ti) /* ti is the ith user */
F ′ ← Flag(F ′, ti) /* F ′

i is turned to True */
V ← CalculateValue(An, u)

end
Ru ← Ru \ {Ru

j } /* Rules using An are removed from Ru */

end
j=j+1

end

Al ← Al \ {An}
n ← FindIndexMostSensitive(Al, Ru) and V ← CalculateValue(An, u)

end

end
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After Step 1 and Step 2, any sensitive rule remains in Ru, that contains link
attribute only and tests for a value V ≤ some SplitPoint in its antecedent. In
this case, 3LP+ suggests u to add new friends so that the V becomes greater
than the split point in Ru

j and thus Ru
j is no longer applicable to u. While

adding any friend on u’s friend list, a user ti is selected in such a way that
a Flag has not been up previously in the ith column of F ′ matrix and having
the smallest Γ+(t) value. If u accepts the recommendation, 3LP+ then updates
the matrix F ′, friendship graph G′, and V increases.

This adding process continues until the value V exceeds the split point value.
It is noted that, adding a new friend on a profile is complicated and the fact
that two users share the friendship that is not the ownership of either alone [9].
depends on the other users to confirm the friendship on OSN. Hence, 3LP+ keeps
these recommendations as a last resort. Our experimental results also indicate
this step is seldom required.

3 Experiments

3.1 Data Set

We implement the privacy preserving techniques on two OSN data sets. The first
data set [15], denoted as D1, contains 1000 records, 11 regular attributes, and
50,397 friendship links among the users. The second data set, denoted as D2, is
prepared by gathering the users’ information from Facebook. D2 contains 616
records, 24 regular attributes, and 1280 friendship links among the users. In order
to insert the users’ link attribute values into the data set, we calculate metric
values for each regular attribute (using Eq. (1)) and therefore, the total number
of attributes becomes 22 (i.e. 11 regular attributes and 11 link attributes) for
D1 and 48 attributes for D2.

We assume the users in the two data sets consider three attributes as sen-
sitive. For the simplicity let’s denote them as X, Y, and Z. In the D1 data set,
the sensitive attributes are: X = “Political view”, Y = “Religious view”, and
Z = “Sexual orientation”. In the D2 data set, the sensitive attributes are: X =
“Emotional status”, Y = “Religious view”, and Z = “Political view”.

We therefore prepare three versions of each data set for each of the sensi-
tive attribute and in each version we consider a sensitive attribute as a class
attribute. We follow 10-fold cross validation method through out our experi-
ments. Therefore, in each fold, a training data set, denoted as Dtr, contains 90%
of the total records and a testing data set, denoted as Dts, contains 10% of the
total records.

For the experimental purpose, we split the 10% test data records into three
groups: Group 1 (6% records), Group 2 (3% records), and Group 3 (1% records).
We assume the Group 1 users consider any one attribute (i.e. either “X ” or “Y ”
or “Z”) as sensitive. On the other hand, we assume Group 2 users consider
any two attributes (out of the three attributes) as sensitive. Finally, Group
3 consists of 1% users who consider all the three attributes as sensitive. We
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Fig. 3. Distribution of 10% test data set records in a fold. Here the different colours
indicate the different records and same colour indicates the same records. (Color figure
online)

present the three groups and their records distribution in Fig. 3. Here the dif-
ferent cell colours indicate different records and the same colour represents the
same records.

While preparing a test data set e.g. Dts,X we select the records who consider
X as a sensitive information and return all other records in the training data
set Dtr,X . For example, in case of the first data set D1, there are 100 records (out
of 1000 total records) in a test data set (after applying 10-fold cross validation).
We only keep 50 records in Dts,X who consider X as sensitive and return rest
of the 950 records in the training data set Dtr,X . Similarly, for the second data
set D2, we keep 31 records in Dts,X and 585 records in Dtr,X . On the other
hand, when we consider a particular attribute as a class attribute then rest of
the attributes are considered to be non-class attributes. For example, in Dtr,X

and Dts,X data sets, both Y and Z are selected as non-class attributes.

3.2 Experimental Set-Up

We present the entire experimental set-up in three phases for three different
sensitive attributes. In Phase I, we first protect the privacy for X, then for Y in
Phase II, and finally, for Z in Phase III. We argue that the 3LP+ can protect
privacy of all the sensitive information (which are selected by its users) regardless
to the sequence of selection as a class attribute. Therefore, we also conduct
experiments in an opposite sequence order but for simplicity we only describe
the experimental set-up here for first sequence order.
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Fig. 4. Phase I of the experiments. (Color figure online)

Fig. 5. Phase II of the experiments. (Color figure online)

Phase I. During the first step, illustrated in Fig. 4 taken from [18], we prepare
a training data set Dtr,X , and a testing data set Dts,X from the main data
set D by considering users’ X as a class attribute. At Step 2, we apply the
two privacy preserving techniques, i.e. 3LP+ and PrivNB, on the insecure test
data sets. Here the term ‘insecure’ means that the 3LP+ or PrivNB have not
been applied previously on the test data sets and hence the users’ class value
can be determined by an attacker easily. The test data sets are then secured by
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the techniques, as shown in Step 3, denoted as D′
ts,X and D∗

ts,X respectively.
We calculate and compare the number of insecure users exists in the insecure
and secure data sets. In order to provide privacy 3LP+ and PrivNB modifies
the data sets by hiding information/friends or adding friends. Therefore, we use
two different symbols ′ and ∗ throughout the experimental set-up to denote the
modified data sets by 3LP+ and PrivNB techniques respectively.

A privacy provider may not determine the classifier which is going to be used
by an attacker and therefore, the privacy protecting technique should be able to
protect privacy against any machine learning algorithms. In our experiments we
explore and compare the performance of 3LP+ and PrivNB for different classi-
fiers such as Näıve Bayes classifier (NB), Support Vector Machine (SVM ), and
Random Forest (RF ) algorithm. In order to do that we first apply these machine
learning algorithms on insecure data set Dts,X in Step 1 and find the number
of number of insecure users in the test data set. We name it as classifiers’ accu-
racy which refers to the number of users whose class value is identified by the
classifiers. The larger the accuracy value indicates lower the privacy.

Fig. 6. Phase III of the experiments. (Color figure online)

We then apply the different classifiers on secure test data sets D′
ts,X

and D∗
ts,X in Step 3. By comparing the classifiers’ accuracy results, in Step 1 and

Step 3, we then determine which technique provides better privacy on the test
data sets. The results are presented in terms of number of insecure users, denoted
as ts0 and classifiers’ accuracy, denoted as tc10 . In Step 3, we also calculate data
utility (in terms of number of suppressed attribute values) in D′

ts,X and D∗
ts,X

after applying the two privacy preserving techniques and denoted as tu3 . We have
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taken Figs. 4, 5 and 6 from [18]; where different colours of arrows indicate the
procedure of two different privacy preserving techniques.

Phase II. After Phase I, we select Y as a class attribute (refer to Fig. 5 taken
from [18]). We first prepare training and testing data sets and denote them
as D′

tr,Y and D′
ts,Y which are prepared from D′. Similarly, D∗

tr,Y and D∗
ts,Y are

prepared from D∗. In Step 5, different classifiers are applied on D′
ts,Y and D∗

ts,Y ,
denoted by C4 and C5 respectively, to measure the classifiers’ accuracy. Then we
apply 3LP+ and PrivNB on test data sets in Step 7 (in order to secure the users’
privacy). Similar to Phase I, the experimental results are analysed and compared
in terms of number of insecure users, data utility, and prediction accuracy by
different classifiers in Step 7.

After Step 7 we again return all the records to original data set and thus it
is modified to D2′

and D2∗ for 3LP+ and PrivNB respectively. In Step 9, we
again investigate the safety of users (who considered X as sensitive) in D

′
ts,X

due to providing the privacy to users in D∗
ts,Y .

Phase III. We select Z as a class attribute in this phase and similar to previous
two phases, we first prepare training and testing data sets i.e. D2′

tr,Z and D2′
ts,Z

(refer to Fig. 6 taken from [18]) from D2′
. We also prepared D2∗

tr,Z and D2∗
ts,Z are

prepared from D2∗. In Step 10, we apply different classifiers, denoted by C10

and C11, on the two test data sets D2′
ts,R and D2∗

ts,R to find the classification
accuracy before and applying any privacy techniques. We then apply 3LP+ on
D2′

ts,R and PrivNB on D2∗
ts,R in Step 11. We denote D3′

ts,R and D3∗
ts,R to represent

the secure test data sets and apply different classifiers, denoted by C10 and C11,
again on them in Step 12. After securing the test data sets, similar to Phase
I and Phase II, we again analyse and compare the number of insecure users
(in D3′

ts,X , D3∗
ts,X , D3∗

ts,Y , D3∗
ts,Y ) in Step 15a and Step 15b as shown in Fig. 6. The

secured test data sets are analysed and compared in terms of number of insecure
users and data utility for both privacy preserving techniques.

4 Results and Discussion

We present the experimental results of our proposed technique 3LP+ in this
section. The results are averaged before we present here and then compare with
an existing technique PrivNB [11]. The results are shown using bar graphs where
x-axis represents the step numbers mentioned in Sect. 3.2 and y-axis represents
the Attack Success Rate percentage. Here the term Attack Success Rate indi-
cates the number of users whose class value is correctly predicted by the classi-
fier. Higher Attack Success Rate percentage indicates the greater chance for the
intruder to infer the class value of a user and vice versa.
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(a) Dataset 1, D1 (b) Dataset 2, D2

Fig. 7. Prediction of class value accuracy of two privacy preserving techniques.

4.1 Protection Against the Same Classifier

In Fig. 7 we present the number of insecure users whose class value can still be
inferred by applying the same classifier used by the privacy protection technique.
As mentioned earlier, 3LP+ uses Sysfor [12] decision forests and PrivNB uses
Näıve Bayes classifier to extract the patterns from the data set. We first provide
privacy by the two privacy techniques separately as described in the Sect. 3.2.
Here y-axis represents prediction probability to classify a record (regardless to
correctly or incorrectly classified) by an intruder after the protection techniques
are applied. We observe that the probability percentage of records is much higher
for PrivNB compared to 3LP+ except at Step 1. This is because the privacy
preserving techniques are yet to implement at Step 1 as shown in Fig. 4. On the
other hand, in Fig. 8(a), the percentage of correctly classified records by PrivNB
is approximately 70% more than the 3LP+. We observe a similar results in
Fig. 8(b) for the second data set D2. We also explore the performance of the
two privacy protection techniques against different classifiers (not used by the
privacy protection technique) and the results are shown in next section.

(a) Dataset 1, D1 (b) Dataset 2,D2

Fig. 8. Prediction of users’ class value(correctly) using the same classifier used by the
privacy preserving techniques.



Protection of User-Defined Sensitive Attributes 245

(a) Dataset 1, D1 (b) Dataset 2, D2

Fig. 9. Performance of Näıve Bayes in order to breach users’ privacy in the test data
sets.

(a) Dataset 1, D1 (b) Dataset 2, D2

Fig. 10. Performance of Support Vector Machine in order to breach users’ privacy in
the test data sets.

4.2 Protection Against Different Classifiers

In order to explore the performance of the two privacy protection techniques, we
utilise three conventional classifiers that the attacker may use to invade privacy
and they are: Näıve Bayes (denoted as NB), Support Vector Machine (denoted
as SVM ), and Random Forest [4] (denoted as RF ). We use WEKA [10] to
implement the classifiers in our experiments. In Fig. 9 we present the results
of 3LP+ and PrivNB if the attacker uses NB classifier to infer the sensitive
attributes. We observe in Fig. 9(a) (in D1 data set) that the provided privacy
by 3LP+is better than PrivNB as the classification accuracy drops on average
10% compared to Step 1 to Step 3. However, this accuracy drops is less than 10%
in case of PrivNB. The similar trend is observed throughout the experimental
steps except Step 1. This is because at step 1 the privacy technique was yet to
apply on the test data set. Therefore, classification accuracy is similar for 3LP+
and PrivNB at this step. For rest of the experimental steps, 3LP+ outperforms
PrivNB.

In D2 data set, shown in Fig. 9(b), PrivNB performs a bit better than 3LP+.
Unlike 3LP+, PrivNB uses Näıve Bayes classifier to extract the pattern from the
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training data set. Therefore it gets an advantage to suppress the highly predictor
attribute values as Näıve Bayes consider to correctly predict the class value of
a record.

We present the performance of the privacy preserving techniques against
SVM and RF in Fig. 10 and Fig. 11 respectively. Our proposed technique clearly
outperforms the existing PrivNB technique in both data sets and we can see a
Attack Success Rate drop for both SVM and RF classifiers.

(a) Dataset 1, D1 (b) Dataset 2, D2

Fig. 11. Performance of Random Forest Algorithm in order to breach users’ privacy
in the test data sets.

We observe the prediction accuracy of the classifiers are decreasing as the
steps are progressing. The reason is as the number of suppressed attribute val-
ues are increasing (to secure from sensitive rules) as the steps are progressing.
It is important to note that the classifiers do not consider a missing value in
a test data set While predicting a class value and thus reduce the probability
for correct classification. We mentioned earlier that the link attribute values can
only be modified. Thus it increases the possibility to classify a record correctly
by both SVM, and RF. However, the 3LP+ still performs better in all steps
compared to PrivNB. It is also noted that we do not consider the attribute Gen-
der for suppression in any of the test data sets as We believe Gender can be
inferred from the user’s name or photo.

(a) Dataset 1, D1 (b) Dataset 2, D2

Fig. 12. Comparison of attribute value suppression.
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4.3 Data Utility

We measure the data utility of the test data sets in terms of number of suppressed
attribute values. The number of suppressions in test data sets after applying two
different privacy preserving techniques are then compared with each other. In
Fig. 12 we present and compare the results for Step 3, Step 7, and Step 12 only
as the privacy techniques are applied in these steps.

In first data set D1, each test data set contains maximum 500 regular
attribute values (i.e. 50 records × 10 regular attribute values = 500) before
applying any privacy preserving techniques. However, some of the records may
consider more than one sensitive attribute (as shown in Fig. 3) so, the number
of attribute values are varied in different test data sets. As an example, if there
are 100 records in a test data set Dts,X , then 20 users consider a single attribute
(i.e. X ) as sensitive, 20 more users consider any 2 attributes as sensitive, and 10
other users consider all the 3 attributes as sensitive. Therefore, the maximum
available number of attribute values in Dts,X is (20 ∗ 10 + 20 ∗ 9 + 10 ∗ 8 = 460).
However, this number is not same for rest of the two test data sets i.e. Dts,Y ,
and Dts,Z . Because after applying 3LP+ or PrivNB on Dts,X , the available
number of attribute values will be different on Dts,Y , and Dts,Z , but it must not
exceed the 460.

Similar to D1 data set, each test data set in D2, contains maximum 1457 regu-
lar attribute values (i.e. 31 records×47 regular attribute values = 1457) before
applying any privacy privacy preserving techniques. However, this number is
not the same for rest of the test data sets. In Fig. 12(a) we observe the number
of suppressed attribute values by the PrivNB technique is almost three times
higher than 3LP+. We see a similar pattern in Fig. 12(b) where the number of
suppressions for PrivNB is much higher than 3LP+.

5 Conclusion

We propose 3LP+ in this study to provide users’ privacy on social media.
Previous privacy preserving techniques can protect users’ single sensitive
attribute (from being inferred) whereas 3LP+ takes a coordinated approach to
protect users’ multiple sensitive attributes in one run. Our experimental results
indicate that 3LP+ can provide better privacy compared to an existing privacy
preserving technique by suppressing less number of attribute values compared
to an existing technique. Our experimental results also show that 3LP+ can
maintain the high utility of the data set by suppressing less number of attribute
values compared to an existing technique.

In this paper, we have considered that an attacker uses Näıve Bayes, Support
Vector Machine, Random Forest classifiers to invade privacy. If the attacker
applies a different set of decision forest algorithms or classifiers to learn the
patterns of the data set, then the calculation will be different and it is kept as a
direction for further investigation.
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Abstract. Smartphone and smart devices, in general, have penetrated
modern life, accompanying humans in the majority of their daily activ-
ities, realizing the era of IoT. This tight bond between mobile devices
and humans has introduced numerous solutions and automation in peo-
ple’s everyday living, however, it also comes with a cost, since we are
more exposed to security risks and private data leakages. This work
extends our previous study on improved user authentication mechanism
for smartphones. More specifically, we present a biometric-based app-
roach which utilizes machine learning and the development of a mobile
application. The application’s evaluation results have shown very large
success rates, implying its effectiveness in enhancing user’s privacy.

Keywords: Android · Authentication · Biometrics · Machine learning

1 Introduction

About two decades ago, the world witnessed the widespread development of
mobile phones, which enabled the communication of people without cables. The
first devices came at a high cost and a limited number of basic features which
included making phone calls and sending short messages. Almost a decade later,
“smart” phones appeared, replacing the majority of “feature” phones, with a large
number of sensors integrated and a set of software applications and accompanied
services to use. Today, the number of smartphones exceeds in many countries
the number of its population, these smart devices have become an indispensable
part of most people daily life.

As a result, these smart devices store and process vast amounts of sensitive
users’ information, collected both directly and also indirectly from them, ranging
from personal, to financial and professional data. Consequently, user data pro-
tection has grown to become a major concern in all mobile vendors around the
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world. Despite the introduction, by a significant number of software companies
and also from the mobile OSes, of several biometric-based authentication mech-
anisms such as fingerprints, iris and face recognition, only a small fragment of
users actually uses them, while another percentage of users is using them quite
sceptically. The reasons for this lack of adoption can be attributed to several
factors. For instance, there is a distrust regarding who may process this unique
and personal data, the impact of this data been leaked, as well as their usability
and efficiency. Indeed, both fingerprints and eye iris are unique and unchange-
able user identifiers which on the one hand accompany humans during their
lifetime, while on the other have been proven to be quite easy replicated, e.g.
utilizing high-resolution digital cameras. As a result, the vast majority of smart-
phone users are still using the well-known PIN/Pattern authentication method,
with the “pattern” method being the most used user-authentication method for
smartphone unlocking to date [18] an action which is performed around 50 times
per day [17]. Notably, as Mahfouz et al. note this is performed with at least 95%
success rate, where unlocking errors range from 0.6% (PIN) to 2.7% (Pattern)
and 3.7% for Password that almost diminished for repeating errors.

An important aspect that has to be considered in this direction is that this
authentication method has several drawbacks. The most obvious one is that
since users have to authenticate to the device continuously, therefore, many
users resort into having a relatively “easy” PIN/Pattern. Moreover, due to the
way that users have to perform the authentication, shoulder surfing cannot be
avoided. Even by excluding shoulder surfing attacks, other methods could be
utilized by an attacker to gain information about the victim’s pattern, such
as malicious apps by exploiting the “drawing over other apps” permissions and
analyzing finger traces on smartphone screens attacks [1].

Such private data rationally involves its protection, thus both smartphone
locking and correspondingly unlocking represent mechanisms that have drawn
much attention from the research community and the involved industry. In the
modern era, private user data is intrinsically connected user rights. In our recent
past, in 2016, in what has been known as the “Apple - FBI encryption dispute”,
[24], the FBI tried to force Apple to develop and electronically sign new software
that would enable the FBI to unlock an iPhone 5C. This specific phone has been
actually been recovered from one of the shooters of the San Bernardino terrorist
attack on December 2015, in California. Both public opinion and also software
giants followed the trials that followed, while in most cases the users’ privacy has
been considered as a “prevailing” and essential right. To this end, it should be
noted that modern smartphones have indeed increased their security and privacy
levels of their software and in many cases even incorporate the ability to “wipe”
(also known as “brick”) the mobile device once a number of failed authentication
attempts are made, or even remotely according to the device owner will.

Main Contributions. This work is an extended version of the authors’ previous
work [23]. This paper presents a more thorough overview both on the developed
application, which has been already pushed to the market, [11], and also on the
evaluation study that has been successfully conducted. Furthermore, we also dis-
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cuss about other application domains and IoT devices that could take advantage
of our proposed solution. Our suggested methodology utilizes user behavioural
biometrics through Machine Learning algorithms to improve smartphone locking
security. This approach can be adapted to various other use cases, such as smart-
phone app, resource locking and two-factor authentication, further discussed in
Sect. 7. The presented evaluation study provides not only clear evidence about
the significance of our proposed approach but also gives further evidence about
the protection levels of categories of lock patterns that are frequently used by
users. Moreover, in contrast to the presented related work, we also detail how the
proposed mechanism can be deployed in stock Android devices without the need
of rooting the devices, which is a usual requirement in other similar approaches.
The latter requirement is very important since it allows the wide adoption of
the method and provides advanced security authentication and authorisations
to devices that do not have, e.g. fingerprint sensors, thus minimising the risks of
user exposure. Finally, as it is outlined, the proposed method, even in the case of
leakage allows the user to change her unlock mechanism, despite the dependence
on biometric measurements.

Organisation of this Work. The rest of this work is structured as follows.
In Sect. 2 the authors present the related scientific literature regarding locking
patterns in smartphones. Section 3 illustrates the problem setting and also details
the specific use case that this paper addresses. Consequently, Sect. 4 follows
illustrating our proposed novel solution. In Sect. 5, the authors discuss about the
Machine Learning backend core of the developed system. Section 6 follows with
an overview of the evaluation experiment that has been conducted, along with its
results, while Sect. 7 gives evidence about possible incorporation of our proposed
approach in other domains where smart devices are also involved. Finally, in
Sect. 8 the authors summarise their contributions and propose future work.

2 Related Work

In the following paragraphs, we provide a brief overview regarding research on
smartphone protection through its locking mechanisms and more specifically
using the locking pattern. The authors have included works that reveal this
topic’s scientific significance, in terms of user statistics, studies on the theo-
retic security level of the mechanism in question, as well as attacks focusing on
bypassing secure pattern lock screens.

As stated in [18], to prevent unauthorized access to smartphones, their users
can enable a “lock screen” which may require entering a PIN or password, draw-
ing a pattern, or providing a biometric, such as users’ fingerprints. In the survey
conducted by [18], involving more than 8.000 users from eight different countries,
the prevailing method for locking a smartphone is considered the smartphone
pattern, used in almost half of all users of the survey (48% of all locking mech-
anisms).

Nevertheless, in [3], the authors examine the feasibility of “smudge” attacks on
touch screens for smartphones and focus their analysis on the Android lockscreen
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pattern. Alarmingly, their study concludes that in the vast majority of settings,
partial or complete patterns are easily retrieved. Indeed, the authors of [3] man-
aged to partially identify 92% of Android patterns and fully in 68% of their
attempts, using camera setups.

As stated in [4], Android unlock patterns are considered as the most prevalent
graphical password system to date. The same researchers argue that human-
chosen authentication stimuli, such as text passwords and PINs, are easy to
guess and therefore investigate whether an increase in the unlock pattern grid
size positively affects the security level of the mechanism in question.

In [19] two user studies were conducted with a total of 45 participants to
investigate the impact of multi-touch behaviours on creating Android unlock
patterns. While focusing mainly on the issue of usability, the author proposes
increasing the number of touchable points and improving the rules of the unlock
pattern creation.

As shown in [12], a mathematical formula for the exact number of patterns
is not known yet, even for the simplest case of the unlock patterns, namely, the
3×3 grid. The authors of [14] and [13] respectively calculated in their works the
lower and upper bounds of Android unlock patterns, thus providing a theoretical
estimation of the unlock patterns’ corresponding security level.

Davin et al. [8] demonstrated how a casual observer could easily visually pick
up and then reproduce a six-point Android unlock pattern. In their experiment,
they conclude that after a single viewing, the evaluated six-point patterns were
recreated by about two or three observers from a distance of six feet away from
the user who is performing the pattern. Moreover, they evaluate how different
angles or perspectives can affect to the observer success and the influence of lines
presence in the pattern preview on the lock screen.

In [6], the authors propose a continuous and silent monitoring process based
on a set of user-specific features, namely device orientation, touch and cell tower.
Other kinds of protection techniques regarding user authentication include the
works of [20] where the authors propose authentication token-based mechanisms
to identify legal users, [10] where graphical password systems are utilized, and
[16] where the authors propose a novel application, where the user draws a stroke
on the touch screen as an input password utilizing touch pressure, touch finger
size and speed. While this work is the most similar to our work, our experiments
have much higher percentages of accuracy, while our approach is based on finger
movements on the screen. Arguably, only a very limited number of smartphone
devices to date support finger pressure data calculations. For a more detailed
analysis of authentication in mobile devices with touch dynamics the interested
reader may refer to [22].

After a thorough investigation of the related scientific literature, we have
come up with the conclusion that even though there is a growing interest towards
the direction of securely locking, and consequently unlock attacks to smart-
phones, we did not find significant scientific attempts, other than [16] towards
improving the already adopted unlock mechanism of the smartphone pattern
utilizing machine learning and behavioural biometric user data, as described in
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this paper. The main drawbacks that we identified in current state of the art is
that they either depend on sensors that are not present in all devices (e.g. pres-
sure), they require complete reconstruction of the AOSP unlocking mechanism,
or that they imply the use of continuous monitoring of the device hence a wealth
of user information and significant resource consumption.

3 Problem Setting

As already mentioned, smartphone locking is very common to the majority of
smartphone users to date. In this section, we further analyze the problem of
securing sensitive personal data that involve smartphones, going a step further
than the actual access to a physical device. We argue that modern smartphone
users not only want to secure their mobile device but in many cases, there are
also specific applications and data that need to be further strongly secured. In
order to understand this argument, a use case is described.

Let us assume that Alice has an Android device which has several applica-
tions, some of which require strong authentication, e.g. banking applications.
Moreover, Alice may often share her device with her daughter Carol to let her
play or browse the Internet. Android may support more than one users; however,
this feature is not often used due to usability issues and because in the case of
Carol, shoulder surfing cannot be avoided.

Due to her job, Alice comes in contact with many people on a daily basis, and
quite often, she has to unlock her device in front of them. Therefore, Alice fears
that her unlock PIN/pattern (and possibly other credentials) may have been
disclosed through shoulder surfing. Moreover, Alice would like to have control
of some web pages and apps to avoid possible issues, from posting something
inappropriate on a social network or messing with her bank account.

Based on the above, Alice wants to be able to authenticate on a device easily,
avoiding shoulder surfing attacks. Additionally, Alice wants to be able to share
her device with Carol, yet lock specific apps and possibly web pages so that
her daughter cannot access them. In terms of implementation, we opt for a
light solution so that the device must not be rooted but use existing and native
mechanisms.

We argue that the above could be solved by providing some context awareness
to an app that controls access to the device. In this case, context awareness refers
to the ability of an app to infer:

– Which user has authenticated.
– Which are the running apps.
– Which web page the user wants to browse.

From the questions above, only the first one can be answered. Regarding
running applications, Google has removed the getRunningTasks method of
ActivityManager as of API level 21 to avoid apps surveying users and more
importantly to prevent malicious apps from timely overlaying other apps (e.g.
banking) and harvesting credentials. While in the literature, there are several
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ways to determine the foreground app [1,5,7], yet all of them have been depre-
cated in AOSP. Nevertheless, Google, as of Android Lollipop, allows developers
to use two methods to get usage statistics or detect the foreground app. More
precisely, they may either use the UsageStatsManager API which requires the
PACKAGE_USAGE_STATS system permission and allows an app to collect statistics
about the usage of the installed apps, or use the AccessibilityService API
which requires the BIND_ACCESSIBILITY_SERVICE system permission. Notably,
both these permissions are “more than dangerous” permissions. In the first case
though, Android does not allow apps to derive anything beyond aggregated
statistics about the usage of the installed apps. In this regard, an app that
has been granted this permission may collect aggregated usage data for up to
7 days for daily intervals, up to 4weeks for weekly intervals, up to 6months for
monthly intervals, and finally up to 2 years for yearly intervals, always depending
on the chosen interval. In the second case, using the AccessibilityService,
which includes handling the onAccessibilityEvent() callback and checking
whether the TYPE_WINDOW_STATE_CHANGED event type is present, one may deter-
mine when the current window changes. It is important to note that Google has
warned developers about this permission, that it will remove apps from the Play
Store if they use accessibility services for “non-accessibility purposes” [2].

Finally, regarding web pages, it is worthwhile to notice that since Nougat
apps may not access any content of /proc/ beyond /proc/[pid]/ where [pid] is
their own pid. Therefore, access to /proc/net/tcp6 is not possible, which would
allow an app to infer the domain that another app tries to access. Hence, the
only available ways to intercept the network usage seem to be by re-routing the
network traffic through a local proxy or a VPN. Either of these cases introduces
its own security and trust constraints. For instance, the use of a local proxy
implies that a self-signed certificate must be installed with the latter triggering
a security notification in Android and implying further trust issues. In both cases
(local proxy/VPN), one has access to the user’s unencrypted traffic.

4 Proposed Solution

In this section, we describe our proposed solution regarding the resulting appli-
cation. It should be noted that the backend of our app implements a specific
use case of our online service, also called “SmartPattern”, which works as an
authorization/authentication mechanism of a service that allows protecting any
external resource through “Smart Patterns”, namely using an API, Oauth2 or
JWT. At its first effort to be brought to the real market, the app has focused on
securely locking specific apps inside the Android ecosystem. The OS itself could
adopt the described underlying approach and use it for locking the Android
devices more securely. Indeed, we have developed an Android app that once
installed and initialized, can be used as an additional locking mechanism, allow-
ing access to smartphone owners in specific resources inside their smartphone
and correspondingly denying access to fake ones.
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All resources inside the Android OS are handled through corresponding OS
apps or third-party apps. In this sense, private resources can also be present
within specific apps, such as file-managers, chat applications and photo gallery
applications. Our approach utilizes the provided by the OS UsageStatsManager
API and handles it to recognize the foreground app successfully. Then, after the
app’s initialization, its users may choose from a list of installed and pre-installed
apps, in their device, that they need to be securely locked.

More precisely, through the UsageStatsManager API, we have managed to
successfully recognize the foreground app, contrary to Android documentation
that states that this API is used only for “Usage data that is aggregated into
time intervals: days, weeks, months, and years”, [9]. In our approach, we check
for newly created lists of UsageStats in regular time intervals, taking only the
latest INTERVAL_DAILY records into consideration. Then, looping through the
retrieved list, the most recent record in terms of the timestamp is kept which
corresponds to the foreground app’s package name. Using this approach, we
manage to “segregate” the initially “aggregated” results and detect the user’s
foreground application.

As a next step, the app starts working in the background, as a service, silently
monitoring each launched app in predefined short time intervals. Whenever the
service recognizes a launched app that is selected by the user to be securely
locked, our app presents a full-screen Android activity, “hiding” it, and thus
protecting the app in question. This “protecting” screen can only be bypassed
if the user authenticates himself, through our novel smart pattern mechanism.
As it will be further analyzed in the following section, the pattern mechanism
not only checks whether the correct pattern is being drawn, but also whether
the user who is drawing the pattern can be authenticated from his behavioural
biometric information while drawing the pattern, through the machine learning
core underlying module.

The secure screen provided by our app cannot be bypassed, since even when it
is minimized or closed, the running service will continuously keep on re-launching
it, having detected a “protected” app in the foreground. A possible attack on our
app could be an attempt to uninstall it. This can also be easily protected, by
additionally monitoring the “settings” of the device through our application,
denying the access of non-authenticated users to the app uninstallation panel.

The proposed secure locking/unlocking mechanism has been designed to be
as much “lightweight” and “robust” in using it as possible. Both for supporting
user experience (UX) and also for providing the end-user with a mechanism
that is very close to the one that he is used to. Indeed, after running several
experiments with real hardware devices (not emulators), our results have shown
that the entire authentication process, after the user has drawn a pattern in the
app, is completed within 100–180 milliseconds which can hardly be noticed by
the user.
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Above all, the work presented in this paper does not focus only to the app
being the final “product”, but to the underlying approach, which has been made
to further secure smartphones and smart devices in general and protect sensitive
resources from malicious users. As a result, the proposed solution could be used
in an increasing number of even more use cases, such as two-factor authentication
with increased levels of security. Thus, its evaluation results, presented in the
following sections, are also considered as of great importance in terms of their
scientific contribution.

5 Machine Learning Core

To work with drawn patterns, we need to establish an encoding of the associated
data initially. Besides, this encoding must include information about how the user
enters the pattern; not only the drawing path, that would enable the Machine
Learning (ML) system to learn about a set of pattern inputs and allow for
successful predictions.

5.1 Pattern Design and Encoding

To encode the information provided by the unlock pattern, we have established
an enriched pattern path (pattern + times) as an array of vectors (one by each
existing point in the pattern). According to that, the representation of the result-
ing, “enriched” pattern follows the following structure:

[(X1, Y1, t1), (X2, Y2, t2), ..., (Xn, Yn, tn)]

where Xi represents the row number of the point regarding the virtual matrix
where the pattern is entered, Yi represents the column number and ti the time
elapsed since the last point was reached (it will be 0 for the first point). Clearly,
(Xi, Yi) �= (Xi+1, Yi+1)∀i ∈ (1, n − 1). According to this encoding, the pattern
presented in Fig. 1 will be encoded as follows:

[(1, 1, 0), (2, 2, tAB), (1, 3, tBC), (2, 3, tCD), (3, 3, tDE)]

5.2 ML Algorithms Selection and Specifications

Once the enriched pattern representation is defined, it should be possible to
generate a model for each user to predict whether each one of the future patterns
introduced in the application actually belongs to the “genuine” user. Therefore,
and after checking the shape of the pattern, the next step focuses mainly on exact
“timing” extraction of the drawn pattern, generating a feature vector composed
by each point’s timestamp representation in the drawn pattern. Continuing with
the same example above, we could have different valid inputs for the pattern
shown by Fig. 1 such as:
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Fig. 1. Example of a pattern input. Adopted from [23].

[(1, 1, 0), (2, 2, 0.22), (1, 3, 0.15), (2, 3, 0.43), (3, 3, 0.50)]

[(1, 1, 0), (2, 2, 0.17), (1, 3, 0.15), (2, 3, 0.41), (3, 3, 0.57)]

[(1, 1, 0), (2, 2, 0.20), (1, 3, 0.12), (2, 3, 0.40), (3, 3, 0.54)]

[(1, 1, 0), (2, 2, 0.21), (1, 3, 0.16), (2, 3, 0.40), (3, 3, 0.53)]

[(1, 1, 0), (2, 2, 0.23), (1, 3, 0.14), (2, 3, 0.42), (3, 3, 0.53)]

After extracting only the time values, the corresponding result will be the
following:

[0, 0.22, 0.15, 0.43, 0.50]

[0, 0.17, 0.15, 0.41, 0.57]

[0, 0.20, 0.12, 0.40, 0.54]

[0, 0.21, 0.16, 0.40, 0.53]

[0, 0.23, 0.14, 0.42, 0.53]

Using this known and valid pattern features vectors, it is then possible to
generate a dataset to build an ML model, able to predict whether an entered
pattern belongs to the real user or not. In this case, it does not seems straight-
forward to implement a supervised strategy, mainly because it is not possible
to learn incorrect pattern inputs. However, it is possible to use some One Class
Supervised algorithms (such as One-Class Support Vector Machine, SVM) or
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another unsupervised ML approaches like clustering. In our case and for the
purposes of this study, we have used both, namely a One-Class SVM and also
the Clustering approach through the implementation of the K-means algorithm.

One Class SVM Implementation. Using the One-Class SVM algorithm, we
managed to learn to distinguish the valid enriched patterns from other invalid
ones, using a training dataset only composed by valid samples (only one class).
As output, the algorithm will return a binary result (usually 1 and −1), although
the result may vary depending on the implementation, language, etc., depending
on the sample that has been classified as valid (similar to valid samples used to
train the model) or invalid.

K-means Implementation. In this case, after a dimensionality reduction
using primary component analysis (PCA), we have used different configurations
for the K-means algorithm. Nevertheless, after analyzing the results, we have
come up with the findings that the best results have been obtained using 3 and
5 clusters, respectively. The method used for identifying the most representa-
tive pattern for the user consists of clustering the training set samples and then
selecting the main cluster, that is the one that contains more samples. During
the algorithm’s final step, we have been able to predict whether an enriched
pattern belongs to the user by checking whether it has been positioned into the
main cluster of the trained model.

(a) Test phase. (b) Training phase.

Fig. 2. Clustering samples. Adopted from [23].

Figure 2 illustrates both the training and the testing phase, where the main
cluster is “C1”.

6 Evaluation Experiment

In this section, we describe the settings of the experiment that has been con-
ducted to evaluate the effectiveness of the resulting app. The experiment involved
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64 users, as well as six supervisors in a total of 70 participants, including 2 phases
of evaluation. The first phase involved 54 users and the six supervisors, while
the second phase involved 10 out of the 54 users and the same supervisors of
phase 1.

Specifically, 54 of the evaluation users tested the app’s effectiveness of the
smart-pattern approach, not being able to be “broken” by other users. Respec-
tively, 10 of the evaluation users tested the app’s user-friendliness and focused in
its efficiency by considering interaction complexity and minimum false positives.

At this point we should make a short discussion about the different types
of user patterns both in terms of complexity that translates into the number of
points the users’ use and also in terms of complexity that translates in differenti-
ations while drawing the actual pattern, namely quick or slow finger movements
and also intended “strategic” pauses of the user in specific parts of the pat-
tern. Our experiment revealed that these criteria are quite significant since both
the number of points of the patterns and also the timings involved affect both
the effectiveness of the underlying algorithm to reject the false users, but also
the system’s effectiveness in minimizing false positives of real users. Indeed, as
expected, a smart pattern becomes more effective in terms of security as the
number of points increases, while users’ atomic timings when they are drawing
their secure patterns is of equal or even greater importance in terms of app
safeguarding.

Figures 3a and 3b represent the initial, simple patterns of the experiment.
Of course, the actual patterns that take the timings of the drawn patterns into
consideration cannot be visualized in any figure, since for this purpose, video
files should be utilized. Figures 4a and 4b illustrate screenshots while using the
resulting app.

6.1 First Phase of the Experiment (54 Users)

Settings: The experiment included a tablet and a smartphone for each evaluat-
ing user. The tablet was displaying the instructions and corresponding videos
for the users. The smartphone had the app in question installed to be tested.
A supervisor was also monitoring the whole process, both for providing assist-
ing help and most importantly noting the evaluation results of the experiment.
The supervisor was noting for each phase and user attempt, whether the users’
attempts were successful (allowing access to the user) or not (denying access to
the user). All the supervisors’ results were afterwards transferred to a database
for further processing and data visualization. Figure 5 illustrates a snapshot of
the visualization of users’ data involving the five steps/phases of the evaluation
that are described following.

Steps: This experiment phase involved five steps, each one corresponding
to the four levels of smart-pattern complexity within the evaluation experiment,
while there was a fifth step where the users had additional “help” in order to pass
the smart pattern test successfully. In each one of the five steps, each user made
ten subsequent attempts to bypass the corresponding smart pattern challenge.
More specifically, step 1 involved an experiment with the user trying to pass
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(a) Pattern without direction data. (b) Pattern with direction data.

Fig. 3. Simple patterns used in the first two steps of the evaluation study. Adopted
from [23].

the pattern screen successfully by only seeing an image of the correct pattern,
having no motion directions. The reader can imagine a letter that is drawn by
the genuine user to unlock a smart device, yet having no clue about the direction
of its drawing. Step 2 involved the user trying to pass the smart pattern screen
successfully by only seeing an image of the correct pattern, accompanied by
small arrows in the image, indicating the correct direction. This step reveals
the direction of the patterns, which is hidden in step 1; nevertheless, the users
had no indication of the “way” the real users’ fingers moved, trying to pass
the pattern screen. Step 3 involved the user trying to pass the pattern screen
successfully by watching a video of the pattern being drawn by the actual real
users of the smartphone, using a common, yet of medium complexity, pattern.
Again, Step 3 adds information about the genuine unlock pattern to the user by
providing as much information as possible about it. Then, step 4 involved the
user trying to successfully pass the pattern screen by watching a video of the
pattern being drawn by the actual real users of the smartphone, using a difficult,
in terms of higher complexity, pattern. As a result, step 4 is identical to step 3
in terms of information provided to the evaluating users, yet the drawn patterns
are considered more “secure”. Finally, step 5 was once again similar to the fourth
step of the evaluation study, while there was an additional help to the users by
giving them the opportunity to watch the video of unlocking the screen one more
time to memorize the correct pattern even more.

6.2 Second Phase of the Experiment (10 Users)

Settings: This phase involved ten users using their own mobile, android powered
smartphone, where they downloaded, installed and consequently used the app.
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(a) App settings (b) Drawing Pattern

Fig. 4. Screenshots from the app. Adopted from [23].

The app was downloaded from a web link. A supervisor was also monitoring
the whole process, both for assisting purposes and also to note down the results
of the evaluation experiment. Correspondingly, all the supervisors’ results were
again transferred to a database for further processing and result visualization.
Phase 1 involved already created user accounts in the smart pattern app, where
evaluating users were trying to bypass, as potential attackers. Phase 2 involved
genuine users that would use the application in order to successfully authenticate
themselves, thus testing the effectiveness of the app from another point of view.

The users followed instructions about how to create their personal pattern
and subsequently “train” the model. After successfully creating their patterns,
the users made ten subsequent attempts to unlock the app. The supervisor noted
the number of successful unlocks by each user.
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Fig. 5. Visualization of the user evaluation results.

6.3 Results of the Evaluation Experiment

The collected results were merged and analyzed to produce the core of our eval-
uation experiment. As described above, each user in the first phase made in total
50 attempts to pass each one of the five smart patterns challenges successfully.
As for the evaluation results, the 54 evaluation users of the first phase made 2700
attempts in total. After the analysis of the results, from the total of 2700 user
attempts, 2530 of them were unsuccessful, meaning that our proposed system
had 93.7% success in denying access to unauthorized users. Respectively, in the
second phase of the experiment, ten users made ten attempts to unlock the app
using their own personal trained model of the smart pattern app. In total, they
made 100 attempts, where 86 of them have been successful. As a result, our
proposed approach reached 86% in successfully “recognizing” the app’s genuine
user and consequently accepting his/her access to the app.

For each basic pattern attempt for the attacker, the SmartPattern app
blocked the attempts illustrated in percentages in Fig. 6. As a next step of ana-
lyzing the results of the evaluation study, each one of the five steps is also
discussed. We may easily note that the percentage of the SmartPattern app’s
security increases, the more “complex” the drawn pattern is. This result might
seem expected, however, in our study the complexity level could be translated
not only in terms of “more points” but also in terms of “timing pauses”, meaning
that if the real user had a more “unique” way of drawing the pattern, then this
would increase its security level. Another very interesting observation deriving
from our study is that malicious users having knowledge only for the “final draw-
ing” and not of the way, in terms of consequent points, that it was drawn did
not have much success in “guessing” the correct way of unlocking the pattern.
Finally, another significant result of the study is that in the cases of the more
complex drawn patterns and consequently their more complex involved timing
biometrics, even when the “attackers” had more “help” by watching the pattern
being drawn more times in videos, their unlock attempts where still unsuccessful
in their vast majority. These results have been quite encouraging, indicating that
our research pointed in a good direction, actually providing improvements in the
smartphones’ unlocking mechanisms.
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7 Domains of Application

Our work has been expected to work as the prelude of a more “general” architec-
tural software approach towards better and more securely authenticating users
to smart devices. The main reasons for this expectation derive from the fact that
more and more smart devices penetrate our daily living, realizing smart envi-
ronments, smart cities and smart societies. In all these cases, one of the main
concerns of people is the protection of their rights. In the digital world, this also
denotes their privacy, their security and the control they have on their data.
Towards this end, user authentication implies both access to personal data and
also, implicitly, user profiling. In this section, we discuss other kinds of smart
devices that could incorporate our proposed system, either “as is”, or after small
changes or calibrations to its structure and algorithms.

To make it accessible and usable for everyone, we have released it as a cloud
service for users authentication and processes control as what we have called
Block Pattern as a Service (BPaaS). It can be accessed at https://smartpattern.
e-paths.com, and can be used through API, Oauth2 or JWT to be integrated
into any platform which supports those mechanisms. This, together with a mobile
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Fig. 6. Attempts blocked by SmartPattern when other users try to unlock the mobile
phone. Adopted from [23].
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application that requests the user to enter the pattern each time that he needs
to login or authorize some operation and send it to the SmartPattern server
enables its use in almost any platform which has Internet access, as illustrated
in Fig. 7. At the time of writing, we have also published our own SmartPat-
tern mobile application client at Google Play (on the alpha/beta tracks and
only accessible through a previous invitation to testers in https://play.google.
com/store/apps/details?id=com.elevenpaths.smartpattern). However, everyone
could implement her own client using the API specification at https://
smartpattern.e-paths.com/apispecification/index.

Fig. 7. User authentication example using BPaaS flow diagram.

7.1 Smart Vehicles

With Android Auto being released since 2015 and its corresponding development
being realized through a variety of developer tools such as Android Studio, the
majority of vehicle vendors have already moved towards the direction of including
part of smartphones’ functionality into modern vehicles. Both hardware and
software in this domain can be compared to a medium-sized tablet included in
the vehicle’s hardware, which additionally has access to a growing number of
vehicle sensors and vehicle-related information.

Since these devices incorporate a touch screen for user-driver interaction, our
proposed approach could be incorporated “uncut” under the “light” condition of

https://play.google.com/store/apps/details?id=com.elevenpaths.smartpattern
https://play.google.com/store/apps/details?id=com.elevenpaths.smartpattern
https://smartpattern.e-paths.com/apispecification/index
https://smartpattern.e-paths.com/apispecification/index
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an established internet connection. Alternatively, a modification of our approach
could include the back-end algorithmic model in the hardware device, which
would presumably negatively affect its high rates of effectiveness.

7.2 Smart Wearables

Smartwatches and smart wearables, in general, constitute another quite popular
domain in smart device technologies, counting tens of millions of installations
around the world. Smartwatches and other wearables may incorporate modern
OSes such as Wear OS (former Android Wear) which encapsulate quite a large
part of Smartphone OS functionalities. In this regard, these devices also include
a significant number of sensors that can collect useful information from their
physical environment and from the users’ context. As a result, other types of
user biometric information may be gathered, further processed and, with respect
to the proposed architecture, being used for the authentication of their users.
Smartwatches incorporate touch screens which are, as expected, much smaller
than the ones of the smartphones and thus are not well promoted to be used
for complex screen drawn patterns, such as the ones owned by smartphones and
tablets. Nevertheless, their accelerometer sensors, as well as other peripheral
sensors, such as GPS, can be used by our proposed backend and be calibrated
to provide higher levels of user authentication.

7.3 Smart TVs

Smart TVs have also been very popular during the last half-decade, including a
number of smart TV OSes such as Android TV and Samsung’s Tizen OS. Users
are not only buying new Smart TVs, replacing the “older” ones, but they also
have the potentiality to add a smart box to almost all older TV terminals, making
them smart ones. As a result, a growing number of households and companies
around the globe own smart TVs where user authentication is needed for an
ever-increasing number of services, either as part of the users’ entertainment or
even as additional functionalities within the smart home. Nevertheless, security
risks exist in these environments too, [21].

Using Smart TVs, our proposed approach can also be beneficial for user
authentication. User movement is of course, not captured by touch TV screens
in most scenarios; however, this kind of information can be collected through
modern smart TV remote controls, operated by users’ hands. This information
also includes user input timings which are very similar to the information used
and processed by our proposed architectural approach.

7.4 Smart IoT Devices

IoT technology is drawing attention from all over the world both in terms of
hardware and also in software and its accompanying services. Of course, IoT
devices have very large levels of differentiation among them and cannot be easily
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studied as a whole in terms of user authentication. Nevertheless, smart embed-
ded operating system platforms already exist, e.g. Android Things, which enable
the development of software towards user authentication. IoT devices can usu-
ally easily embed sensors, sensing the users’ environment and correspondingly
collect user-specific information. To this end, we argue that IoT devices can
also collect useful user biometric-based information, both directly, e.g. direct
user interaction, or indirectly, e.g. in cases of capturing user movement through
ultra-sonic sensors. The collected data may be further evaluated by machine
learning approaches in order to test their effectiveness in successfully authenti-
cating legitimate users, and correspondingly rejecting fraudulent ones.

8 Conclusions

In this paper, the authors have introduced a novel user authentication mechanism
for Android smartphones that utilizes Machine Learning using user biometric
data. This novel approach can be applied to a significant number of application
domains, ranging from general mobile device security, to specifically securing
user “sensitive” resources. It can also be used for improving 2FA, while most
importantly, there is no need to root users’ devices. The evaluation results have
been remarkably positive, showing a 93.7% success rate in successfully denying
access to unauthorized users and a 86% success rate in successfully allowing
access to the “genuine” users of the mobile app. The resulting “lower” success
percentage of the proposed approach can be justified, nevertheless. Indeed, it
has been the authors’ primary objective, when calibrating the ML backend, to
maximize user protection, at the expense of lowering the “user-friendliness” level.

The presented evaluation experiments have illustrated strong evidence about
our approach’s success in correctly “distinguishing” genuine users from malicious
users through the way they draw their lock screen patterns. The paper’s results
also provide the scientific literature with valuable evidence about the efficiency
of common lock patterns in securely protecting the smartphones, as well as
comparison evidence of current and “newer” smartphone locking approaches that
combine biometric data.

As demonstrated in [8], the use of the pattern lock is a very good approach
in terms of memorability, but quoting Adam Aviv: “it is the same as asking
people to recall a glyph”. This, together with the conclusions extracted from [15]
related with how the mobile phone users statistically define their unlock patterns
reinforce the need of a solution like the one proposed in this work, which adds a
further dimension to the problem from the attacker’s point of view. Some of the
aforementioned typical patterns definition rules are the following:

– 77% of Android device users start their pattern on one of the corner dots.
– 44% of Android device users start their pattern from the top-left corner of

the first dot.
– Most Android lock screen pattern users use less than five dots, and a signifi-

cant percentage of them use only four dots.
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Fig. 8. Remote device account activation using unlock pattern in an already logged
phone as account recovery options.
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Fig. 9. Displaying Google Chrome saved password using Android device unlock pat-
tern.

– 10% of lock screen patterns are drawn with the shape of a letter of the alpha-
bet, which mostly represents the owners’ initial.

An example of the potential of the presented approach is that, after the
publication of our paper [23], Google has just started (2019) to use lock patterns
as a mechanism to identify the user when performing critical operations, such
as unblocking remote devices logged in with the linked Google account (Fig. 8)
or access to Google Chrome saved password (Fig. 9). The former is additionally
a good example of how the lock pattern can be used at installed applications’
level. As expected, as an Android security feature, screenshots are disabled when
the user is entering the pattern. However, it is still possible to take a picture of
this moment, something that could be avoided by using our proposed technology
since even taking a picture of the correct pattern shape it is still impossible to
register the user input timings. Of course, our approach is still vulnerable to
mobile screen video recording, but even so, it is still difficult to register each
finger movement with enough precision to reproduce it without losing anyone.
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Abstract. A modern vehicle contains over a hundred Electronic Con-
trol Units (ECUs) that communicate over in-vehicle networks, and can
also be connected to external networks making them vulnerable to cyber
attacks. To improve the security of connected vehicles, threat modeling
can be applied to proactively find potential security issues and help man-
ufacturers to design more secure vehicles. It can also be combined with
probabilistic attack simulations to provide quantitative security mea-
surements, which has not been commonly used while shown efficient in
other domains. This paper reviews research in the field, showing that
not much work has been done in the combined area of connected vehi-
cles and threat modeling with attack simulations. We have implemented
and conducted attack simulations on two vehicle threat models using
a tool called securiCAD. Our work serves as a proof of concept of the
approach and indicates that the approach is useful. Especially if more
research of vehicle-specific vulnerabilities, weaknesses, and countermea-
sures is done in order to provide more accurate analyses, and to include
this in a more tailored vehicle metamodel.

Keywords: Threat modeling · Attack simulations · Vehicles · Cyber
security

1 Introduction

Modern vehicles are often connected to the Internet, and they contain more
than 100 Electronic Control Units (ECUs) that control brakes, airbags, parts of
the engine, and so on. This combination of ECUs, sensors, and network buses
creates a computerized system. Vehicles seem to be vulnerable to exploits in
several ways, and a malicious actor getting access to vital ECUs can have dire
safety consequences. Vehicle vulnerabilities have been reported numerous times,
e.g. in the National Vulnerability Database (NVD)1. One famous example of
exploiting vehicle vulnerabilities is when two ethical hackers acquired remote
control of a 2014 Jeep Cherokee2.
1 https://nvd.nist.gov/.
2 https://www.wired.com/2015/07/hackers-remotely-kill-jeep-highway/.
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To improve the security of Internet-facing systems e.g. vehicles, one approach
is to use methods for modeling and analysis. One can with this understand what
parts of the system are the most weak ones, and how they can be secured.
Threat modeling is one such way of working with proactive cyber security and
security by design [34], moreover, the most recent trend is to combine it with
attack simulations to provide quantitative security measurements [13,33], e.g.
Time-To-Compromise (TTC) [7,10]. This fairly new approach has been applied
successfully in domains like energy [30]. This paper serves as a proof of concept
of the approach on connected vehicles.

A threat modeling and risk management tool called securiCAD3 is used in
this work, where users can model e.g. home Local Area Networks (LANs), large
corporate networks, and SCADA systems. In securiCAD, different defense strate-
gies are assigned to different assets, and the built-in simulation engine is used
to show the probabilities of different attacks succeeding. Some attack types that
can be simulated include Denial of Service (DoS), device compromise, and replay
attacks [6]. Furthermore, our literature review and practical tests using securi-
CAD show that threat modeling and attack simulations for vehicles is promising,
while some aspects need to be further considered in future research for it be more
efficient and successful.

This paper is an extension of the paper presented at the 5th International
Conference on Information Systems Security and Privacy in Prague, Czech
Republic [33]. The extension includes: 1) related work on vehicle privacy is added
in Sect. 2; 2) more detailed vehicle threat modeling steps and one more vehicle
model is added in Sect. 3; 3) further described simulation results for the vehicle
models in Sect. 4; 4) further discussed proof of concept in vehicle threat modeling
and attack simulations in Sect. 5, and more detailed conclusions in Sect. 6.

2 Related Work

2.1 Threat Modeling and Attack Simulations

Threat modeling is proposed as a solution for secure application development
and system security evaluations, and it aims to be more proactive and make
it more difficult for attackers to accomplish their malicious intents. The work
by Shostack [26] and the Microsoft Threat Modeling tool4 are commonly used
in this area. In [31], the authors studied the usefulness of the Microsoft Threat
Modeling tool and showed that the tool improved their work on threat modeling.
However, it is mainly used for designing secure software applications, and often
not for considering the system from a holistic point of view. In [27], SPARTA
was proposed to combine Data Flow Diagram (DFD)-based threat modeling
with security and privacy solutions. Risk analysis simulations based on concrete
element value estimates, countermeasure strengths, and attacker types provide
a prioritized list of threats that should be elicited.

3 https://www.foreseeti.com/.
4 https://www.microsoft.com/en-us/download/details.aspx?id=49168.

https://www.foreseeti.com/
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Another way of working with threat modeling is to use attack trees or attack
graphs [14,23,25]. Attack graphs are widely accepted and used, while there are
plenty of known problems. For instance, in [19] the authors stated that previous
work on attack graphs has not provided an account of the scalability of the
graph generating process, and there is often a lack of logical formalism in the
representation of attack graphs, which results in the attack graph being difficult
to use and understand by human beings. As a response to these known problems
in threat modeling and attack simulations, some approaches have been proposed.
For example, pwnPr3d [10] and MAL (the Meta Attack Language) [7] were
proposed focusing on providing probabilistic security measures.

2.2 Vehicle Security and Privacy

Previously, vehicle Original Equipment Manufacturers (OEMs) did not consider
cyber attacks that much, since an attack was only possible if an attacker had
physical access to the vehicle. However, as modern vehicles have multiple wireless
connections to both outside networks and devices (e.g. Bluetooth, Internet), they
are vulnerable to cyber attacks5. Some vehicle vulnerabilities are recorded in
NVD, and each of them is associated with a CVE6 number and CVSS score7 for
analyzing its severity.

To help improving the security of modern vehicles, [32] conducted an empiri-
cal study to identify common security vulnerabilities discovered in vehicles. The
vulnerability information was gathered for 60 vehicle OEMs and common vehicle
components from NVD. The analysis results showed that about 50% of the vul-
nerabilities fall into the medium severity category, and the three most common
software weaknesses reported are protection mechanism failure, buffer errors,
and information disclosure.

By using threat modeling for vehicles, the process proposed by [20] starts
with defining automotive security use cases, then identifying assets and threats
by using the STRIDE method, and finally rating risks and evaluating the threat
level and impact level against the found threats. Besides, for assessing the risks
of exploiting vehicular on-board networks, [24] automatically generated and ana-
lyzed attack graphs, which could aid vehicle development by automatically re-
checking the architecture for attack combinations. In [12] the authors adapted
two threat modeling methods - TARA and STRIDE from the computer indus-
try to fit the needs of the automotive industry. Also, in [16] an approach to
threat modeling to better fit the automotive systems was proposed, a proof of
concept implementation of their approach was implemented but without further
validation.

Possible security mechanisms to secure vehicles internal communications were
addressed in the Holisec project8, including message authentication codes (MAC)
5 https://www.cpomagazine.com/cyber-security/connected-cars-a-new-and-

dangerous-vector-for-cyber-attacks/.
6 https://cve.mitre.org/.
7 https://www.first.org/cvss/.
8 http://autosec.se/wp-content/uploads/2018/04/1.2-holisec-state-of-the-art.pdf.
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for traffic integrity, firewalls both for external traffic and for internal traffic
implemented in gateway ECUs, use of Intrusion Detection Systems (IDSs) to
detect unusual activities on the networks, and certificates for identification of
various devices. Security mechanisms were also addressed in [3] to mitigate the
threats on assets, which include access control, packet filter firewall, message
authentication, etc. Considering the privacy issues of vehicular data, the work
by [35] presented a privacy specification for vehicles, which used MAL [7] to
assess the security of connected vehicles with a special focus on the privacy
aspect.

3 Vehicle Threat Modeling

According to a survey conducted by Miller and Valasek [17], the two most hack-
able vehicle models are the 2014 Jeep Cherokee and 2015 Cadillac Escalade.
Therefore, these two models are used for our proof of concept work.

The threat modeling is done using securiCAD, a tool that can automatically
generate probabilistic attack graphs from a given system specification, and serves
as an inference engine that produces predictive security analysis results. The
threat models can be built by using drag-and-drop functionality with pre-defined
assets and associations. Each asset has certain security properties and attack
types associated with it. For example, a Network asset has e.g. DoS, ARP cache
poisoning, and compromise attacks listed.

3.1 Creating Threat Models

For modeling and analyzing vehicles, the first thing is to understand the inter-
nal network of a vehicle, and the main assets in it. The main assets in a
connected vehicle include ECU, SoftwareProduct, Dataflow, Protocol, and
Network. The most common Protocols in vehicle communication include CAN,
LIN (Local Interconnect Network), MOST (Media Oriented Systems Transport),
and FlexRay.

A Host is described as a kernel of an operating system in securiCAD, and is
used to represent PCs or servers, thus here it is used to represent ECUs. In order
to model the associations between the assets, a Service and a Client can be
connected to each ECU, while an ECU does not require both of them, e.g. an ECU
will be connected to a Client only if it is required to send data to other ECUs.

The software used on these ECUs is either made entirely by the OEMs, or
applies existing architecture standards to define the functions of each ECU, e.g.,
AUTOSAR9, which is a standardized software framework for vehicles and offers
a multi-level security architecture among others. Many OEMs and third-party
developers are members of AUTOSAR today and the number of members is
still growing [5,11]. Therefore, a SoftwareProduct that represents AUTOSAR is
connected to each ECU, as well as its Services and Clients. Moreover, Dataflow

9 https://www.autosar.org/.

https://www.autosar.org/
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is connected to each Network, and is also connected to Services and Clients of
ECUs to represent the communication between them. The communication here
denotes the access that Service and Client have to the commands and function
calls in the kernel. The following two examples show how we created the threat
models and the reasoning behind it.

2014 Jeep Cherokee Model. The 2014 Jeep Cherokee threat model is created
according to its network topology [17]. As is shown in Fig. 1(a), the vehicle
network topology contains two CAN Networks (CAN-C, CAN-IHS) and one LIN

(a) Network topology viewpoint [33]

(b) Dataflow viewpoint

Fig. 1. 2014 Jeep Cherokee threat modeling.
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Network. CAN-C is a Low Speed CAN Network that connects ECUs e.g. steering
controls, brakes, tire pressure monitoring system (TPMS) that are considered
safety-critical. CAN-IHS is an Interior High Speed CAN Network that connects
the comfort systems e.g. radio, climate controls. The LIN Network connects ECUs
e.g. rear view mirror, and lamps. Also, a RADIO box is connected to these two
CAN Networks.

A Body Control Module (BCM) connects both of the two CAN Networks and
the LIN Network. It ensures the information exchange in spite of different of
data transmission rates in each network. Also, we connect it to Dataflow (see
in Fig. 1(b)) as it controls and sends commands to other ECUs, which acts as a
gateway among different networks and can be compared to an Ethernet switch.

Besides, the dataflow viewpoint in Fig. 1(b) shows that the network
Protocols are connected to their corresponding Dataflows, which regulate the
communication between ECUs within the Networks, and also reflect that all mes-
sages from ECUs connected to the CAN Network are broadcast.

Furthermore, an Attacker is added to the Internet Network that connects
with RADIO to make the threat model complete, with connection type “Compro-
mise” (see in Fig. 1(a)), which indicates the entry point of this attack.

2015 Cadillac Escalade Model. Similarly, the 2015 Cadillac Escalade threat
model is created according to its topology [17]. As is shown in Fig. 2, the network
topology consists of three CAN Networks (i.e. PT-CAN, Low Speed GMLAN,
and High Speed GMLAN), one LIN Network, and one MOST Network, where
PT-CAN is the power train CAN protocol, and GMLAN is a CAN protocol for
lower layer services.

Fig. 2. 2015 Cadillac Escalade threat modeling.
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The Low Speed CAN Network connects ECUs e.g. keyless entry control mod-
ule, and telematics communication interface module (TCIM), etc. The High Speed
CAN Network connects ECUs e.g. engine control module, braking system, steering
control, etc.

Also, the Clients of both BCM and TCIM are connected to the low and high
speed CAN Dataflows (not shown in the figure), because BCM includes ECUs e.g.
steering control, pedals, and meters that need to send commands. Besides, we
connect the Service of TCIM to both the Low Speed CAN Network and Dataflow
(not shown in the figure), as TCIM contains a cellular connection required by the
keyless entry control ECU within the Low Speed CAN Network.

Furthermore, we add an Attacker to the keyless entry control ECU, to simu-
late a scene where an attacker performs a keyless entry attack to gain unautho-
rized access and manipulate the vehicle. Note that an Attacker can be connected
to other assets, modeling different entry points.

3.2 Security Settings

Based on the threat models we created, we assign security settings for each asset.
This also includes the consequence for each attack, where the value ranges from
0 to 10 (with 10 being the most severe). Using the system model with secu-
rity settings and the consequences of attacks securiCAD calculate quantitative
measurements, e.g. risks according to the following equation:

Risk = Consequence× Probability (1)

As both the two vehicle models apply a SoftwareProduct called AUTOSAR,
which also defines the function of the ECUs. Thus, we set the security settings
for ECU and SoftwareProduct (i.e. AUTOSAR) of both the two threat models
according to AUTOSAR classic documentation10, and the reasons behind can
be seen in Table 1 and Table 2, respectively.

A Network has countermeasures including DNSSec, PortSecurity and
Static ARP Tables that are TCP/IP related. For the two CAN Networks,
DNSSec settings are disabled. Both Services and Clients connected to ECUs
have a countermeasure named Patched that is enabled.

Besides, a Protocol is connected to Dataflow, which gives options to choose
different security implementations to apply on the communication over the net-
works, and the security measurements available are Authenticated, Encrypted
and Nonce, where Authenticated is disabled from the security settings of CAN
network Protocol11.

10 https://www.autosar.org/standards/classic-platform/.
11 https://can-newsletter.org/uploads/media/raw/d904c90ba599c668e9758ae558

dcb845.pdf.

https://www.autosar.org/standards/classic-platform/
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Table 1. ECU security settings.

Defense Description Source for decision Decision

ASLR Address space layout
randomization (ASLR)
fortifies against buffer
overflow attacks

Not implemented in
AUTOSAR classic

Disabled

AntiMalware It detects, removes and
deters malware attacks

Not implemented Disabled

DEP Data Execution
Prevention (DEP)
defends against buffer
overflow, by making
memory areas
non-executable

Not implemented in
AUTOSAR classic

Disabled

Hardened It represents the
procedures where
unused services, ports
and hardware outlets
are disabled

The open ports are
found by Miller and
Valasek in the radio box

Disabled for
RADIO in Jeep
model; enabled
for other ECUs for
both two models

HostFirewall A firewall controls
whether dataflow is
blocked or allowed
between hosts

No public information
is available about how
OEMs configure their
firewalls

Unset

Patched It means the host has
the latest security
updates

An Internet connection
gives improved software
support and patch
availability

Patched with
probability=50%
for BCM in both
two models;
enabled for other
ECUs

Properly
Configured

It denotes that the
asset is properly
configured with regards
to access control

No information
available

Unset

Static ARP
Tables

It means mapping IP
address to MAC
address to avoid
spoofing

Only available for
Ethernet

Disabled

2014 Jeep Cherokee Model. Here we assign the consequence for each attack
under this model, and their underlying reasons. For example,

– Consequences of compromising Engine control, Transmission and Brake con-
trol ECUs are set to 10, because these ECUs are safety-critical, and the com-
promises of them could lead to fatal road accidents.

– Consequence of compromising RADIO is set to 3, as it is not so safety-critical.
– Consequence of a DoS attack on CAN-C Network is set to 9, because a DoS

attack can shut down the access to ECUs of the network, and lead to fatal
road accidents.
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Table 2. SoftwareProduct security settings.

Defense Description Source for decision Decision

HasVendor
Support

Whether the software product is
supported and has access to
patches

The model has an
Internet connection
and is assumed to be
supported

Enabled

NoPatchable
Vulnerability

Whether the software product
has no patchable vulnerabilities

No information
available

Unset

NoUnPatchable
Vulnerability

Whether the software product
has no unpatchable
vulnerabilities

No information
available

Unset

SafeLanguages The software product is
developed in languages that
perform checking to reduce the
risk of buffer overflow

No information
available

Unset

Scrutinized Whether the software has been
thoroughly tested and checked
for vulnerabilities

No information
available

Unset

SecretBinary Whether there is an access to
the binary by an attacker who
can then detect vulnerabilities
(no access to the binary makes
it impossible to find new
vulnerabilities)

No information
available

Unset

SecretSource Whether the source code is a
secret source

AUTOSAR is an
open-source

Disabled

StaticCode
Analysis

Whether there is a code analysis
tool to find vulnerabilities and
bugs

No information
available

Unset

– Consequence of a replay attack on CAN-C Network is set to 10, which rep-
resents the actual attack [18].

2015 Cadillac Escalade Model. Similarly, we assign consequences for attacks
in the threat model. Since there is no public information showing the exact
consequence value we instead provide arguments for our decisions. For example,

– Consequences of compromising Engine control, Braking system and Steering
control ECUs are set to 10.

– Consequence of compromising TCIM is set to 3, as it is not so safety-critical.
– Consequence of a DoS attack on Low Speed CAN Network is set to 9, because

a DoS attack can shut down the access to ECUs of the network, and lead to
fatal road accidents.

– Consequence of compromising the keyless entry control ECU is set to 8, as
it (in itself) should not lead to fatal road accidents compared to the former
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one. To prevent an attacker accessing the vehicle through compromising the
keyless entry control ECU and then steal it, we can add AccessControl to the
ECU, and see how it can change the attack path.

4 Vehicle Attack Simulations

After assigning the security settings to the created threat models, we are able
to run the attack simulations. The simulation results include risk matrix, attack
path, and Time to Compromise (TTC) graph, where the TTC graph presents
the probability distribution based on a certain attack path of the expected time
for an attacker to compromise an asset.

4.1 Risk Matrix

With the threat model and the security settings of the 2014 Jeep Cherokee
Model, when we disable the HostFirewall of the RADIO, and the resulting risk
matrix (shown in Fig. 3(a)) according to Equation (1) shows that the vehicle
is not under critical risks. However, when the HostFirewall is disabled, the
replay attack on CAN-C Dataflow is ranked Critical (shown in Fig. 3(b)), which
reflects that the firewall is quite important to secure the network.

(a) Firewall enabled (b) Firewall disabled

Fig. 3. Risk matrix from simulations performed on the 2014 Jeep Cherokee model. [33].

Besides, if we change the security setting for RADIO from Disabled (see in
Table 1) to Enabled, all possible attacks are ranked below Medium according to
the simulation results.
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4.2 Attack Path

The simulation results also show the attack path of an attack, which represent
the possible composition of vulnerabilities used by an attacker. For the 2014
Jeep Cherokee Model, Fig. 4 indicates the attack path of the replay attack on
CAN-C Network, where the unknown service indicates the D-bus service accessed
in an actual attack [18], and they discovered that D-bus was running as root,
which enabled them to get access to the vehicle remotely. Also, the green circle
shows the countermeasures that could be implemented in this vehicle. We can
see that most of the attack steps are related to RADIO, and we infer that the
Hardened setting of RADIO is very important as it can be (is) the entry point
for an attack. Besides, the width of the lines between attack (defense) steps
indicates the likelihood of the attack path.

Fig. 4. Attack path of the Jeep replay attack. [33].

Similarly, with the threat model and the security settings, we can get the
simulation results for the 2015 Cadillac Escalade Model. For example, the attack
path of a keyless entry attack is shown in Fig. 5(a). If we add an AccessControl
to the keyless entry control ECU it will be much more difficult for the attacker to
compromise the keyless entry control ECU and steal the vehicle, the attack path
for this can be seen in Fig. 5(b).

4.3 Time-To-Compromise (TTC)

TTC is used as a measurement of the effort for an attacker to conduct a successful
attack. We assume that the attacker will take the shortest path, i.e. the least
time-consuming way to the end node. The TTC of the replay attack on CAN-C
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(a) Without access control

(b) With access control

Fig. 5. Attack path of a keyless entry attack on Cadillac Escalade.

Dataflow can be seen in Fig. 6, which indicates how many days it takes to reach
a certain probability of successfully compromising an asset. In this case, TTC for
the replay attack to compromise the Dataflow is 20 days with a 50% probability,
or is 10 days with a probability above 40%.

Fig. 6. TTC of a Jeep replay attack. [33].

Overall, the attack simulation results show that the modeled vehicles are not
fully secure (as we also know from the real attacks we mimic). According to
the risk matrix, we can infer the risk level of the vehicle. Also, we can change
the security settings to see how it could influence the overall security level (e.g.
Fig. 3). According to the attack path, we know what other countermeasures that
can be implemented. At last, TTC provides a measurement of how secure the
vehicle is in terms of attack resilience, which provides us a quantitative way of
comparing vehicle architecture designs.
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5 Discussion

In this paper, holistic threat modeling and quantitative attack simulations are
conducted for the two most hackable vehicle models [17]-2014 Jeep Cherokee and
2015 Cadillac Escalade.

The simulation results works as a proof of concept of the approach. As creat-
ing large attack graphs for complicate systems manually is time-consuming and
error-prone, this approach allows holistic identification and ranking of security-
related threats that are likely to affect the vehicles. Also, the set of attack types
and associated countermeasures (defenses) related to each asset in a vehicle could
be explored and validated further. There are plenty of attacks known to the pub-
lic for e.g. web applications and Windows-based systems, however, most of them
might not be relevant for vehicles [4,28]. On the other hand, there might be cer-
tain attacks only related to vehicle systems. When it comes to countermeasures,
a vehicle has certain limitations regarding performance, cost, and functionality
that might not appear in other larger systems.

It appears that having a firewall is quite important to secure the vehicle
[21]. Also, other assets e.g. the keyless entry control ECU can be entry points of
attackers and therefore access control could be implemented as a countermeasure
[1,2]. Therefore, designing network architectures is also important to vehicle
security [9,29].

Furthermore, in order for the approach to be more efficient and for simulation
results to be more useful, a metamodel that describes the fundamental assets
and their associations of systems [8,15,22] needs to be tailored to fit the internal
architecture of vehicles. Also, vehicle-specific statistical studies relating attacks
and defenses quantitatively are still needed. This can be realized through hacking
exercises or expert studies. Another important step is to validate and test the
approach with case studies by modeling vehicles and iteratively enhancing the
approach, similar work has been done in the energy domain [30]. Quantitative
measures of security (e.g. TTC) require quantitative inputs in order to provide
reasonable and useful output. Although it has been done for other system types,
vehicle-specific statistical studies relating attacks and defenses are still need to
be done.

6 Conclusion

This paper presents a proof of concept of an approach for connected vehicles
using threat modeling coupled with attack simulations. Two vehicle models and
publicly known attacks were modeled with a tool called securiCAD, showing
that the approach is useful in its current state and allows holistic identification
and ranking of vehicle security flaws, whereas a more vehicle-specific metamodel
would be useful to describe the fundamental assets and associations of vehicles.
Future work also includes studying vehicle-specific vulnerabilities, weaknesses,
and countermeasures to provide more accurate attack simulation results.
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Abstract. This paper presents an attack and defence modelling frame-
work for conceptualising the security of the speech interface. The mod-
elling framework is based on the Observe-Orient-Decide-Act (OODA)
loop model, which has been used to analyse adversarial interactions in a
number of other areas. We map the different types of attacks that may
be executed via the speech interface to the modelling framework, and
present a critical analysis of the currently available defences for counter-
ing such attacks, with reference to the modelling framework. The paper
then presents proposals for the development of new defence mechanisms
that are grounded in the critical analysis of current defences. These pro-
posals envisage a defence capability that would enable voice-controlled
systems to detect potential attacks as part of their dialogue management
functionality. In accordance with this high-level defence concept, the
paper presents two specific proposals for defence mechanisms to be imple-
mented as part of dialogue management functionality to counter attacks
that exploit unintended functionality in speech recognition functionality
and natural language understanding functionality. These defence mecha-
nisms are based on the novel application of two existing technologies for
security purposes. The specific proposals include the results of two feasi-
bility tests that investigate the effectiveness of the proposed mechanisms
in defending against the relevant type of attack.

Keywords: Cyber security · Speech interface · Human-computer
interaction

1 Introduction

Voice control is becoming an increasingly mainstream modality of human-
computer interaction, particularly with respect to the growing popularity of
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smart speakers such as Amazon Alexa.1 Voice-controlled systems are being
used to perform both virtual actions, such as diary management, and cyber-
physical actions, such as controlling devices in a smart home. This new form
of human-computer interaction has brought with it new security concerns with
regard to attackers exploiting voice commands to perform nefarious actions.
Prior research has demonstrated various types of attacks via the speech inter-
face, including attacks in which malicious voice commands are hidden in some
form of cover medium so as to make them imperceptible to the legitimate users
of voice-controlled devices [14,58]. Whilst there has been a significant amount
of prior work demonstrating the various types of attacks that may be executed
via a speech interface to gain control of a victim‘s system, there have been
few attempts to conceptualise the security of the speech interface in a compre-
hensive framework. This paper provides such a framework, using the Observe-
Orient-Decide-Act (OODA) loop model that has been used to model adversarial
interactions in many contexts.

This modelling framework facilitates a critical analysis of the effectiveness of
currently available defences to counter the various types of attacks that can be
executed via a speech interface. This critical analysis concludes that attacks that
are imperceptible as such by human listeners are particularly dangerous in their
potential effects, because of various difficulties in defending against such attacks
using currently available defences. Such attacks are made possible by the exis-
tence of unintended functionality at various stages of handling of speech input. In
accordance with this conclusion of the analysis, the paper further presents pro-
posals for the development of new defence mechanisms to protect voice-controlled
systems against attacks that exploit gaps between human and machine percep-
tions of speech and natural language. These proposals involve the implementa-
tion of defence mechanisms at the dialogue management stage of handling of
speech input, which would enable a voice-controlled system to block execution
of an attack at the dialogue management stage and instead issue a verbal secu-
rity alert to users via its speech synthesis functionality. This is in contrast to
currently available defence mechanisms, which are applied at the voice capture,
speech recognition or natural language understanding stages of speech input han-
dling. In support of this high-level defence concept, the paper makes two specific
proposals for defence mechanisms to counter attacks exploiting unintended func-
tionality in speech recognition and natural language understanding respectively.
Specifically, we propose the novel application of an existing speech recognition
system and of machine translation for security purposes in voice-controlled sys-
tems.

The remainder of this paper is structured as follows. Section 2 presents some
background on human-computer interaction by speech, as well as an overview
of prior work on the security of the speech interface. Section 3 maps the various
types of attacks via the speech interface described in Sect. 2 to the OODA loop

1 A recent UK government survey, for example, reported that 8% of adults in the
UK now own a smart speaker, see https://gds.blog.gov.uk/2018/08/23/hey-gov-uk-
what-are-you-doing-about-voice/.

https://gds.blog.gov.uk/2018/08/23/hey-gov-uk-what-are-you-doing-about-voice/
https://gds.blog.gov.uk/2018/08/23/hey-gov-uk-what-are-you-doing-about-voice/
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model, and reviews the defence measures currently available to counter such
attacks, using the model as a framework. Section 4 presents our proposals for
the development of new defence mechanisms, including a high-level concept for
a defensive capability at the dialogue management stage of handling of speech
input, as well as two specific proposals for defence mechanisms based on the novel
application of existing technologies for security purposes. Section 5 concludes the
paper and makes recommendations for future work.

This paper is an extended version of a previous paper in which our framework
for modelling the security of the speech interface was first presented (see Bispham
et al. [7]). The work presented here extends the work in the earlier paper with
the proposals for the development of new defence mechanisms referred to above.

2 Background and Prior Work

2.1 Background on Human-Computer Interaction by Speech

The typical architecture of a voice-controlled system consists of a speech recogni-
tion component, a natural language understanding component, a dialogue man-
agement component, and a response generation component (see for example
Lison and Meena [37]). An outline of the processing pipeline is shown in Fig. 1.
Following capture of speech input by a microphone, the speech recognition com-
ponent will transcribe a sequence of words from the captured speech signal,
the natural language understanding component will extract from the sequence
of words a representation of the user’s intent, the dialogue management com-
ponent will map the representation of user intent to an appropriate response
action, and the response generation component will generate a verbal and/or
non-verbal response to the user. Both the speech recognition and the natu-
ral language understanding components involve some form of machine learning,
typically Deep Neural Networks (DNNs) combined with Hidden Markov Mod-
els (HMMs) for speech recognition, and Conditional Random Fields (CRFs) or
Recurrent Neural Networks (RNNs) for natural language understanding (see for
example McTear [41]).

The dialogue management component, as implemented in the current gener-
ation of voice-controlled digital assistants, typically maps the representation of
user intent outputted by the natural language understanding component to an
appropriate action based on a set of handcrafted rules, although there has been
some research on the development of more sophisticated dialogue management
capabilities based on reinforcement learning (see McTear). The response gener-
ation component executes the action determined by the dialogue management
component, which might be a virtual action such as an update to a calendar
entry or a cyber-physical action such as controlling a smart home device, and/or
a verbal response to the user by speech synthesis.

In the current generation of voice-controlled digital assistants like Amazon
Alexa and Google Assistant, speech recognition and natural language under-
standing are performed in the provider’s cloud rather than on the user’s local
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device. These devices thus include an additional ‘wake-word’ functionality to
trigger streaming of audio data from the user’s environment to the provider’s
cloud (see for example Chung et al. [16]).

Fig. 1. Spoken dialogue systems architecture.

2.2 Prior Work on the Security of the Speech Interface

The speech interface represents a new type of attack surface for malicious actors
seeking to gain unauthorised access to a system. As such it represents a new
focus for security research, and various types of attacks via the speech interface
have been demonstrated in prior work. Some of the attacks demonstrated in
prior work use plain-speech voice commands, as might be spoken by the user
themselves. As such attacks will be clearly audible by legitimate users of the
target system, they rely on engineering a situation in which a user is not present
with their device. An example of this type of attack is described by Dhanjani
[18], who hypothesises an attack using plain-speech commands in an audio file
which plays when a user is likely to be absent from their PC. Another example
is demonstrated by Diao et al. [19], in the form an attack using plain-speech
commands which are triggered by a malicious smartphone app during hours
when a user can be expected to be asleep. By contrast to these examples, prior
work has also demonstrated a number of attacks that are not audible by users of
a voice-controlled system, even if they are present with their device. One of these
attacks is the so-called ‘dolphin’ attack demonstrated by Zhang et al. [58]. The
attack demonstrated by Zhang et al. shows that it is possible to hide malicious
voice commands in audio signals that have a frequency above the range of human
hearing. This attack exploits non-linearities in microphone technology that make
it possible for the voice capture functionality of voice-controlled systems to be
induced to accept non-audible input as a speech signal within human-audible
range.

Another type of attack via the speech interface demonstrated in prior work
is attacks using adversarial learning to exploit unintended functionality in the
speech recognition component of the target system. Adversarial learning can
be broadly defined as the process of identifying inputs to a target system that
the system misclassifies in some way that is to an attacker’s advantage. In the
context of voice-controlled systems, this might be done by crafting audio input
that, although audible by legitimate users of a voice-controlled device, may not
be recognised by them as a malicious voice command to their system. These
attacks aim to mislead the target voice-controlled system to accept input that
is out-of-scope of the system’s intended input space as a valid in-scope voice
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command. One of the first examples of this type of attack demonstrated in
prior work was presented by Carlini et al. [14]. They demonstrated that it was
possible, by extracting from voice command recordings the core acoustic features
used by speech recognition whilst removing other parts of the speech signal, to
create audio input that was perceived by humans as white noise, but that was
still recognised by the target system Google Now as a valid voice command.
The attack demonstrated by Carlini et al. was a black-box attack requiring
no inside knowledge of the target system, and was shown to be effective when
played over the air to the Google Now assistant on a smartphone. Bispham et al.
[8] demonstrate another type of attack in which malicious voice commands are
masked in nonsensical word sounds that rhyme with words of a target command.
The authors show that the nonsensical word sounds are recognised by Google
Assistant as a valid command, whilst human listeners do not detect the target
command in the nonsensical word sounds when hearing them out of context.
The attack presented by Bispham et al. is also a black-box attack that is shown
to be capable of being executed over-the-air.

A further attack targeting speech recognition is demonstrated by Carlini and
Wagner [15], who show that it is possible, using a mathematical adversarial
learning technique, to manipulate audio recordings of a spoken text so as to lead
the recording to be transcribed by a speech transcription system as an entirely
different text chosen by an attacker. Carlini and Wagner also demonstrate that
it is possible using the same technique to hide target transcriptions in music
recordings. Unlike the attack using white noise presented by Carlini et al. [14]
and the attacks using nonsensical word sounds presented by Bispham et al. [8],
the attacks demonstrated by Carlini and Wagner are demonstrated in relation to
a separate speech transcription system rather than a voice-controlled system as
such. Also unlike the other two attacks, these attacks are shown to be effective
only as audio file input to the target system rather than as over-the-air input
via a microphone, and are white-box attacks requiring inside knowledge of the
target system, rather than black-box attacks. As such the attacks presented by
Carlini and Wagner might not be seen as representing a real threat at present,
given that an attacker is unlikely to have access to the inner workings of a
commercial system, and that attacks via audio file input will not be possible in
the case of smart speakers that are only accessible by sound. However, Carlini
and Wagner claim that their attacks will be capable of execution over the air in
future, and research from adversarial learning in image recognition suggests that
it might be possible to convert this attack to a black-box attack in future. With
respect to the latter, Papernot et al. [43] demonstrate that it is possible to craft
adversarial input to an image recognition system using a substitute system that
is constructed based on outputs from a target system without requiring details of
its inner workings. Such an approach might also be taken in adversarial learning
attacks on speech recognition.

In addition to the adversarial learning attacks on speech recognition described
above, there has also been some work towards adversarial learning attacks on
natural language understanding, albeit that most of this work has been out-
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side the context of voice-controlled systems. Papernot et al. [44] use the forward
derivative method, a white-box adversarial learning method, to identify word
substitutions that can be made in sentences inputted to an RNN-based senti-
ment analysis system so as to change the ‘sentiment’ allocated to the sentence.
For example, substituting the word ‘I’ for the word ‘excellent’ in an otherwise
negative review is shown in the paper to lead to it being classified as having pos-
itive sentiment by the target system. Papernot et al. point out that semantically
coherent adversarial examples for attacks on natural language understanding are
difficult to achieve using purely mathematical adversarial learning approaches. In
contrast to adversarial examples in image classification and speech recognition,
in which alterations made to the original input are imperceptible to humans,
the alterations made to sentences in order to mislead the RNN-based sentiment
analysis system targeted in the work by Papernot et al. are easily perceptible
by humans as unnatural. Liang et al. [36] demonstrate a linguistically plausible
attack on a natural language understanding system. The authors adapt the Fast
Gradient Sign Method from adversarial learning in image classification to make
human-indetectable alterations to a text passage (by adding, modifying and/or
removing words) so as to change the category that is allocated to the passage
by a DNN-based text classification system. The attack is not fully automated,
but requires human judgement in finding and making changes to parts of the
original input identified as significant for text classification by the Fast Gradient
Sign Method.

Whilst the attacks on natural language understanding described above were
demonstrated outside the context of voice control, Bispham et al. [8] have demon-
strated attacks on natural language understanding in voice-controlled systems,
using linguistic adversarial learning methods. They present the results of experi-
mental work showing that it is possible to mislead natural language understand-
ing in third-party applications for Amazon Alexa (known as Skills) by replacing
words in target commands or by embedding homophones of target command
words in a different sense context so as to create apparently unrelated utter-
ances that are accepted by the system as the target command. In an extended
version of the original paper, published in this volume, the authors demonstrate
further instances of the latter type of attack on Amazon Alexa Skills as well
as on open-source natural language understanding technology RASA NLU (Bis-
pham et al. [9]). This type of attack based on embedding homophones of target
command words in a different sense context is termed a ‘word transplant’ attack
by the authors.

Bispham et al. [10] have developed a taxonomy of potential attacks via the
speech interface that is organised according to the nature of the attack in terms
of human perception. The taxonomy divides such attacks into two high-level
categories: overt attacks, which aim to take control of a target system using plain-
speech voice commands; and covert attacks, in which malicious voice commands
are concealed in a cover medium so as to make them imperceptible to human
listeners.
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Overt attacks are easily detectable by users if they are consciously present
with their device, therefore the success of an overt attack relies on a user being
distracted or leaving their device unattended. An example of an overt attack
might be the activation of a smartphone by a voice command that is delivered
via a malicious app whilst a user is away from their device. Covert attacks are
by definition not detectable by users, and can therefore be executed even if the
user is present with their device. Examples of covert attacks include the high-
frequency attacks that hide voice commands in sound that is inaudible to humans
demonstrated by Zhang et al. [58], the attacks that hide voice commands via
an audio-mangling process that makes them appear to humans as meaningless
noise demonstrated by [14], and the targeted use of nonsensical word sounds that
trigger target commands in a victim‘s system despite these word sounds being
perceived as meaningless by human listeners, as demonstrated by Bispham et
al. [8]. Covert attacks are divided within the taxonomy into five sub-categories
namely silence, noise, music, nonsense and ‘missense’ (missense being defined as
the hiding of malicious voice commands in speech that appears to be unrelated
to the attacker’s intent).

Overt attacks exploit the inherent vulnerability of speech interfaces on
account of the difficulty of controlling access to such interfaces. Covert attacks
exploit unintended functionality in the handling of speech input by a voice-
controlled system that allows it to accept input that is not a valid voice com-
mand. The ‘silent’ attacks demonstrated by Zhang et al. [58] exploit non-
linearities in analog-to-digital conversion of speech signals by a microphone,
whereas the attacks demonstrated by Carlini et al. [14] are an example of attacks
exploiting vulnerabilities in speech recognition. The attacks on Amazon Alexa
Skills targeting natural language understanding demonstrated by Bispham et al.
[8] are the first examples of attacks on natural language understanding in voice-
controlled systems. Regarding the dialogue management and response generation
components, as these functionalities are fully dependent on input from the pre-
ceding components in the current generation of voice-controlled systems, there
are no attacks targeting these functionalities at present.

An attacker’s goal in executing an attack via a speech interface will be to
gain control of one of the three generic types of action that can be performed
via a voice-controlled digital assistant or other speech-controlled system using a
sound-based attack. These three types of action are data extraction, data input
and execution of a cyber-physical action. Specific attacks on each type of action
that might be possible based on the current capabilities of voice-controlled digital
assistants include prompting disclosure of personal information such as calendar
information as envisaged by Diao et al. [19], instigating a reputational attack by
posting to social media in the victim’s name as envisaged by Young et al. [56],
and causing psychological or physical harm to the victim by controlling a device
in their smart home environment as envisaged by Dhanjani [18].

Attacks via a speech interface require a channel through which the sound-
based attack is delivered, and in the case of attacks involving theft of information,
successful execution also requires a channel for data exfiltration. Sound-based
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attacks might be delivered through various channels, including natural voice,
radio or TV broadcasts, audio files that users are induced to open via a weblink
or email attachment, as suggested by Dhanjani [18], or malicious smartphone
apps, as suggested by Diao et al. [19]. A further possible attack delivery channel
is via an intermediary device under the attacker’s control. Some instances of
compromise of internet-connected speakers have been reported.2 Speakers that
have been compromised in this way could be used as an attack delivery channel
for sound-based attacks on a target voice-controlled digital assistant within the
speakers’ vicinity. Regarding data exfiltration channels, Diao et al. [19] envisage
for example that a system could be prompted to call a phone number linking to
an audio recording device, which would then be used to record personal infor-
mation of the victim that the system might be prompted to disclose by further
voice commands.

Attacks via the speech interface have the potential to expand in time by per-
petuating over a number of dialogue turns, as well as in space by spreading to
other speech-controlled devices. Alepis and Patskakis [3] and Petracca et al. [46]
both mention the possibility of attacks by voice ‘spreading’ from one device to
another by hijacking of a device‘s speech synthesis functionality. An example of
an attack via the speech interface spreading through both space and time was
seen in an instance in which a Google Home device was prompted to provide
data to its user in synthesised speech that was perceived by a nearby Amazon
Echo device as a command. This prompted the Echo to provide data that was
in turn perceived by the Google Home as a command, the consequence being to
set in motion an ‘endless loop’ between the two devices.3 This instance repre-
sented an example of an ‘attack’ that spread both in space to another device as
well as in time over a potentially endless number of dialogue turns. Whilst this
particular instance represents merely a humorous anecdote, it is possible that
more malicious actions might be performed using similar mechanisms.

3 Attack and Defence Modelling Framework

There are a number of techniques for attack and defence modelling in cyber secu-
rity. One of the more well-known modelling techniques for cyber security appli-
cations is the cyber kill-chain [2], which is used to analyse the different stages of
malware attacks. Other established attack modelling techniques in cyber secu-
rity include attack graphs [52] and attack grammars [45]. Another type of attack
2 See Wired, 27th December 2017, “Hackers can rickroll thousands of Sonos and Bose

speakers over the internet”, https://www.wired.com/story/hackers-can-rickroll-
sonos-bose-speakers-over-internet/ and Trend Micro report 2017, “The Sound of
a Targeted Attack”, https://documents.trendmicro.com/assets/pdf/The-Sound-of-
a-Targeted-Attack.pdf.

3 See UPROXX, 12th January 2017 “You Can Make Amazon Echo and Google Home
Talk to Each Other Forever”, http://uproxx.com/technology/amazon-echo-google-
home-infinity-loop/ and cnet.com 15th February 2018, “Make Siri, Alexa and Google
Assistant talk in an infinite loop”, https://www.cnet.com/how-to/make-siri-alexa-
and-google-assistant-talk-in-an-infinite-loop/.

https://www.wired.com/story/hackers-can-rickroll-sonos-bose-speakers-over-internet/
https://www.wired.com/story/hackers-can-rickroll-sonos-bose-speakers-over-internet/
https://documents.trendmicro.com/assets/pdf/The-Sound-of-a-Targeted-Attack.pdf
https://documents.trendmicro.com/assets/pdf/The-Sound-of-a-Targeted-Attack.pdf
http://uproxx.com/technology/amazon-echo-google-home-infinity-loop/
http://uproxx.com/technology/amazon-echo-google-home-infinity-loop/
https://www.cnet.com/how-to/make-siri-alexa-and-google-assistant-talk-in-an-infinite-loop/
https://www.cnet.com/how-to/make-siri-alexa-and-google-assistant-talk-in-an-infinite-loop/
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model is the OODA loop. Originally developed for the military context [11], the
OODA loop has been applied in many different areas, including cyber defence
[31]. The OODA loop method represents the behaviour of agents in adversarial
interactions as a continuous cycle through a four-stage loop in a shared envi-
ronment, the four stages of the loop being observation (Observe), orientation
(Orientation), decision (Decide) and action (Act). The four stages of the loop as
presented by Klein [31] are shown in Fig. 2. Rule [50] explains that the Observe
and Act stages of the OODA loop are the points at which it makes contact with
the external world, whereas the Orient and Decide stages are internal processes.
Rule further explains that an adversary’s aim as modelled by the OODA loop
is to interfere with decision-making within their opponent’s loop by presenting
them with “ambiguous, deceptive or novel” situations, whilst at the same time
continuing to execute their own loop independently.

Fig. 2. The four stages of the OODA Loop (from Klein [31]).

For the purposes of this work, the OODA loop was considered to be the most
suitable modelling technique. The reason for this was that the OODA model is
capable of capturing the cyclical nature of interactions by speech. Therefore the
OODA loop model is especially suitable for representing the ways in which the
processes of human-computer interaction by speech may be hijacked by adver-
sarial actions. Specifically, the capture of the speech signal by a microphone
prior to speech recognition can be mapped to the Observe stage of the OODA
loop; the combined functionality of the speech recognition and natural language
understanding components can be mapped to the Orient stage; the dialogue
management (DM) component can be mapped to the Decide stage; and the
response generation and speech synthesis stages can be mapped to the Act stage.
Figure 3 shows a mapping of non-malicious user-device interactions via speech
to the OODA loop model.

Figure 4 shows a mapping to the OODA loop model of the different types
of attacks via the speech interface as categorised in the taxonomy presented by
Bispham et al. [10], in which an attacker replaces a legitimate user in interac-
tions with the device. The position of each type of attack in the loop model
corresponds to the specific vulnerability exploited by the attack, i.e. the point
at which the attacker gains control of the target device’s loop. Plain-speech
(overt) attacks and silent attacks are positioned at the Observe stage, as these
types of attack exploit the inherent vulnerability of the speech interface and
unintended functionality in voice capture, respectively. All other types of attack



The Security of the Speech Interface 297

Fig. 3. The OODA Loop in User-Device Interactions (from Bispham et al. [7]).

(noise, music, nonsense and missense) are positioned at the Orient stage, as these
types of attack exploit unintended functionality in speech recognition or natural
language understanding. The attack model also shows an attack delivery chan-
nel for transmission of malicious input by sound, and a data exfiltration channel
that is used if the aim of the attack is the extraction of data. The model fur-
ther indicates the potential expansion of an attack in time over several dialogue
turns, as well as the possible expansion in space to a second target. The attacker
may be any agent capable of producing sound in an environment shared with a
target. In the case of attacks involving extraction of data, the agent will also be
capable of recording sound in the shared environment.

Fig. 4. The OODA Loop in Attacker-Target Interactions (from Bispham et al. [7]).

Figure 5 shows a mapping to the OODA loop model of currently available
defence measures. The position of each defence measure in the loop corresponds
to the type of system vulnerability that the defence measure aims to patch. Cyber
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security defence measures are often categorised as either preventive or reactive
[39]. Preventive defence measures, such as authentication and access control, pre-
vent malicious payloads from being inputted to a system at all, whereas reactive
defence measures, such as anomaly-based or signature-based defences, detect
that a malicious payload has been inputted and trigger a response to counteract
the attack [22]. In terms of defence measures for human-computer interaction
by speech as represented by the OODA loop model, preventive defences are
defences that are applied at the voice capture stage of speech input handling,
represented by the Observe stage of the loop, whereas reactive defences are
applied as part of speech recognition or natural language understanding, rep-
resented by the Orient stage of the loop. The preventive measures mapped to
the Observe stage of the loop are user presence, access control, audio-technical
measures, and voice authentication. Reactive measures mapped to the Orient
stage are confidence thresholds, input validation, signature-based defences, and
anomaly-based defences. As dialogue management and response generation are
fully controlled by input from the preceding components in the current gen-
eration of voice-controlled systems, there is currently no scope for additional
defences at the Decide stage of the loop.

Fig. 5. Defences against attacks via the speech interface in the OODA Loop model
(from Bispham et al. [7]).

User Presence. Overt attacks via the speech interface using plain-speech voice
commands are easily detectable by users if they are consciously present with
their device. Whilst the ability to detect an overt attack may not prevent such
attacks from being successful to some extent, as the attack may already be in
the process of being executing as the user detects it, the immediate detection
of an attack by a user clearly limits the potential effects of the attack, in that
the attack is likely to be easily attributable, and the user will be able to prevent
any further propagation of the attack. Therefore it is advisable for users to take
preventative measures to ensure that overt attacks cannot be executed on their
device whilst they are not present with it. Jackson and Orebaugh [27] recom-
mend some basic preventative measures including unplugging a voice-controlled



The Security of the Speech Interface 299

device when leaving the home and not placing a voice-controlled device close
to doors and windows to prevent voice commands being inputted to the device
from outside a house. User prevention measures such as these apply only to overt
attacks and do not represent a defence against covert attacks that are impercep-
tible to humans and may therefore be executed notwithstanding the conscious
presence of the user.

Access Control. Some work has been done on the potential for using formal
access control methods to secure interactions via a speech interface and other
types of cyber-physical interactions. Agadakos et al. [1] use formal methods to
develop a scheme for identifying unintended interactions that may be possible
between devices in a smart home environment over ‘hidden’ physical channels,
including voice. Petracca et al. [46] propose a system of access controls to secure
audio channels to and from a smartphone. The paper proposes an extension to
the Android operating system in smartphones, with the objective of enforcing
security policies for communications over three audio channels, namely between
the device’s speakers and its microphone, between the device’s speakers and
external parties, and between external parties and the device’s microphone. The
authors concede that their access control system is based on the assumption of
a reliable means of authenticating the legitimate user of a device, which may
not be a valid assumption. Gong and Poellabauer [24] argue that the ‘Audroid’
method developed by Petracca et al. is not effective against adversarial learning
attacks.

Audio-Technical Defences. Some defence measures have been presented that are
applied at the voice capture stage of the handling of speech input by a voice-
controlled device, prior the speech recognition and natural language understand-
ing stages, so as to prevent ‘silent’ attacks that exploit non-linearity in micro-
phone technology. As mentioned above, such attacks mislead a voice-controlled
digital assistant or other voice-controlled device to execute commands that are
concealed in high-frequency signals that are outside the human audible range,
an example being the attack demonstrated by Zhang et al. [58] mentioned above.
Roy et al. [49] present a defence against inaudible attacks based on signal foren-
sics that involves software rather than hardware changes to microphone technol-
ogy. The applicability of such defence measures is limited to attacks that exploit
vulnerabilities in the voice capture functionality of voice-controlled digital assis-
tants; such measures are not effective against attacks that exploit vulnerabilities
in the speech recognition or natural language processing functionalities.

Voice Authentication. Biometric voice authentication, also known as speaker
recognition, is perhaps the most obvious defence measure that might be imple-
mented to prevent attacks on systems that are accessible via a speech interface.
Hasan [26] details how voice biometric authentication is performed using a stan-
dard set of acoustic features. In theory, voice biometrics represent a potential
solution to all types of attack via the speech interface by ensuring that a speech-
controlled device acts only on voice commands from an authorised user. In prac-
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tice, however, voice biometrics remain vulnerable to spoofing attacks, as stated
by Wu et al. [55]. In an overview of the state-of-the-art in speaker recognition,
Hansen and Hasan state that unlike in the case of other types of biometrics such
as fingerprints, voice is subject to a certain amount of variability within the same
individual as well between individuals, implying that some degree of potential
for false positives in voice biometric authentication may be inevitable [25]. The
potential for false positives is exploited by attackers in voice spoofing attacks.

Confidence Thresholds. Voice-controlled systems generally implement some form
of confidence threshold to prevent them from accepting input that cannot be
matched to one of their actions with sufficient certainty by the speech recog-
nition or natural language understanding functionalities [30]. Whilst confidence
thresholds are implemented as an error prevention measure rather than as a
defence measure, they may have some defence functionality in preventing covert
attacks via the speech interface, by enabling the system to reject malicious input
that is not sufficiently similar to the examples of legitimate input that were used
in training the system. However, a confidence threshold is unlikely to be suffi-
cient to prevent all attacks. This was seen for example with respect to the attacks
targeting speech recognition in Google Assistant using nonsensical word sounds
demonstrated by Bispham et al. [8].

Input Validation. Aside from confidence thresholds, another approach to error
prevention for voice-controlled systems has been to restrict in some way the
vocabulary that will be recognised by the system as valid input. Controlled
Natural Language (CNL) has been used to prevent misunderstandings between
machines and humans as to the intended meaning of natural language input.
CNL is a general term for various restricted versions of natural language that
have been constructed with a restricted vocabulary and syntax in order to enable
every sentence in the language to be mapped unambiguously to a computer-
executable representation of its meaning [33]. Restricted language models like
these have been developed particularly for contexts where avoiding misunder-
standings is a critical concern, such as human-robot interactions in military
applications [17]. Although primarily an error prevention rather than a security
measure, CNL enables natural language input to be validated in the same way as
is often done for security purposes in non-speech interfaces [51]. Thus CNL can
be seen a defence mechanism against attacks via the speech interface which is
implemented as part of the natural language understanding functionality. How-
ever, CNL is not likely to be effective in preventing attacks targeting speech
recognition. Kaljurand and Alumäe [29] discuss the use of CNL in speech inter-
faces for smartphones. They point to the additional challenges in using CNL in
a speech-based application as opposed to a text-based application, noting the
need to avoid homophones within the CNL that can be distinguished in written
but not in spoken language. The approach proposed by Kaljurand and Alumäe
potentially addresses issues of confusability between user utterances that are
within the intended scope of a speech-controlled system. However, it may not be
effective in preventing confusion with out-of-vocabulary sounds that are directed
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to the system by a malicious actor. Thus CNL is unlikely to present a solution
to preventing covert attacks that target the speech recognition functionality of a
voice-controlled system. Enforcement of a CNL in the design of a speech interface
might be effective in preventing some attacks that exploit ambiguities in natu-
ral language input. However, such an approach would clearly be contrary to the
aim of most providers of voice-controlled systems to enable users to communicate
with their devices in as flexible and natural a way as possible [40].

Signature-Based Defences. A potential defence against some types of attacks
via the speech interface is detection of attacks based on known attack signatures
using supervised machine learning. Carlini et al. [14], for example, propose a
machine learning-based defence to their own audio-mangling attack on speech
recognition in Google Now, in the form of a machine learning classifier that dis-
tinguishes audio-mangled sentences from genuine commands based on acoustic
features. Signature-based defences using linguistic features might similarly be
used to detect malicious input targeting natural language understanding. Car-
lini et al. demonstrate that their signature-based classifier is effective against the
specific attacks presented in their paper with 99.8% detection rate of attacks.
However, the authors themselves note that such defences do not represent a
proof of security, and are vulnerable to an ‘arms race’ with attackers who are
likely simply to craft more sophisticated attacks to evade such defences. Attack-
ers have the upper hand in such arms races with respect to machine learning
based systems, on account of the vast number of possible inputs to such systems,
making it impossible for defenders to prepare systems for all possible input in
training.4

Anomaly-Based Defences. One possibility for enabling voice-controlled systems
to become resistant to previously unseen attacks via the speech interface could be
defence measures based on some form of anomaly detection. Anomaly detection-
based defences have been applied in other areas of cyber security, such as network
defence (see Rieck and Laskov, [48] and Bhuyan et al. [6]). However, anomaly-
based defence measures depend on reliable similarity and distance measures in
terms of which malicious input can be distinguished as anomalous relative to
legitimate input (see Weller et al. [53]). In the context of attacks via the speech
interface, such quantifiably measurable indications of suspicious activity may be
difficult to identify. Whilst a number of both phonetic and semantic distance
measures have been developed (see Pucher et al. [47] and Gomaa and Fahmy
[23]), none of these are fully reliable in terms of their ability to separate sounds
and meanings that are perceived as different by human listeners. Kong et al. [32]
present the results of an evaluative study that indicated significant differences
between error rates in human perception of speech sounds and their transcription
by different types of automatic speech recognition in terms of a phonetic distance

4 See Cleverhans blog, 15th February 2017, “Is attacking machine learning eas-
ier than defending it?”, http://www.cleverhans.io/security/privacy/ml/2017/02/15/
why-attacking-machine-learning-is-easier-than-defending-it.html.

http://www.cleverhans.io/security/privacy/ml/2017/02/15/why-attacking-machine-learning-is-easier-than-defending-it.html
http://www.cleverhans.io/security/privacy/ml/2017/02/15/why-attacking-machine-learning-is-easier-than-defending-it.html
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measure. Budanitsky and Hirst [13] compare different measures of semantic dis-
tance with implied human judgements of word meaning via a task that involved
detection of synthetically generated malaproprisms, finding that none of these
measures was capable of alignment with human understanding of word meaning.
Thus such distance and similarity measures do not provide a reliable basis for an
anomaly detection-based defence against attacks that seek to exploit differences
between human and machine perceptions of speech, and may also prevent the
system from accepting legitimate input.

4 Proposals for New Defence Mechanisms

This section presents proposals for the development of new defence mechanisms
against attacks via the speech interface, grounded in the attack and defence mod-
elling framework presented in the previous section. As concluded in the analysis
presented in the previous section, none of the currently available defence mech-
anisms provide a full solution to prevention of attacks via the speech interface.

The proposals presented here focus on covert attacks. Overt attacks using
plain-speech commands are excluded from the scope of the proposals on the basis
that the risk of such attacks can be minimised through simple user precautions,
such as not leaving devices in listening mode unattended, as discussed in the
previous section. Whilst user presence does not remove the risk of overt attacks
completely, in that by the time an attack is detected by a user it may already be
in the process of being executed, immediate detection by a user implies that an
overt attack will be easily attributable, and that any propagation of the attack
can be prevented. Thus overt attacks can be considered far less pernicious than
covert attacks of which execution can been hidden from user perception.

The scope of the proposals for defence mechanisms is further limited to
attacks targeting unintended functionality in speech recognition or natural lan-
guage understanding. ‘Silent’ attacks that target unintended functionality at
the voice capture stage of speech input handling are excluded on the basis that
these are likely to be preventable by audio-technical defences, as discussed in
the previous section. By contrast, in the case of covert attacks targeting speech
recognition and natural language understanding, none of the currently available
defence mechanisms is capable of providing a full solution.

Examples of the attacks falling within the scope of the proposals for defence
mechanisms include the attacks targeting speech recognition in Google Now
demonstrated by Carlini et al. [14], and the attacks targeting natural language
understanding in Amazon Alexa Skills demonstrated by Bispham et al. [8].

Our proposals for the development of novel defence mechanisms against such
attacks are presented in three subsections below. The first subsection presents
a high-level defence concept envisaging the implementation of defence mecha-
nisms at the dialogue management stage of handling of speech input, separate
from the core speech recognition and natural language understanding functional-
ities. The next two subsections present specific proposals for countering attacks
exploiting unintended functionality in speech recognition and natural language
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understanding respectively, based on novel applications of existing technologies
for security purposes. The proposal for a defence mechanism to counter attacks
targeting vulnerabilities in speech recognition is presented in the second subsec-
tion. We propose the implementation of a knowledge-based speech recognition
system in voice-controlled systems, in addition to the core machine learning-
based speech recognition functionality, as a security measure. The proposal for
a defence mechanism to counter attacks targeting vulnerabilities in natural lan-
guage understanding functionality is presented in the third subsection. We pro-
pose a security measure based on cross-lingual comparison of user intent deter-
mination, whereby, in addition to the interpretation by the natural language
understanding functionality of a transcription of speech input in its original lan-
guage, interpretation would also be performed on a machine translation of the
transcription, to increase the robustness of the natural language understanding
functionality to adversarial learning attacks.

The proposals for new defence mechanisms follow principles of so-called
speculative design for ensuring robustness of proposals for the development of
future technologies by embedding speculative proposals in a current context.
This is done firstly by grounding the proposals for new defence mechanisms
in the modelling framework for assessing the security of the speech interface
presented above, and secondly by linking the proposals to existing technologies
and research, as detailed further below. The principles of speculative design are
described in detail by Auger [5].

4.1 High-Level Defence Concept

Our high-level defence concept envisages a defensive capability for voice-
controlled systems that would be able to detect potential attacks targeting
speech recognition or natural language understanding as part of its dialogue
management functionality, and produce security alerts as part of its response
generation functionality, using its own speech synthesis capability. In terms of
the modelling framework presented in the previous section, the proposed defence
concept represents a defence at the ‘Decide’ stage of the OODA loop, with the
security alerts being generated at the ‘Act’ stage of the loop. This is by contrast
to currently available defence mechanisms implemented at the ‘Orient’ stage of
a target system’s OODA loop as part of the speech recognition and natural
language understanding functionalities.

As explained in the previous section, as dialogue management functionality
in current commercial systems responds passively to input from the preceding
components, the dialogue management component is not capable of protecting
the systems against attacks targeting vulnerabilities in the preceding speech
recognition or natural language understanding components. A security-aware
dialogue management functionality would conversely be capable of detecting
malicious input that has been misrecognised by the speech recognition or nat-
ural language understanding functionality as legitimate input. Such a dialogue
management functionality would block execution of the command that such



304 M. K. Bispham et al.

input purports to contain, and instead prompt the response generation compo-
nent to generate an alert to the legitimate user that the system has received
input from its environment purporting to be a voice command of which the
legitimate user may be unaware. Such security alerts would thus form part of
the system’s repertoire for interacting with its users. This type of functionality
has previously been considered with regard to conversational agents developed
specifically for security purposes. Security-aware digital assistants capable of
detecting and reporting suspicious events have for example been developed to
support analysts in security operation centres, two of these being the Artemis
bot developed by Endgame5 and the Havyn bot developed by IBM.6 In the case
considered here, a voice assistant would report on potential attacks on its own
functionality as part of its interaction with users in spoken natural language.
Figure 6 shows our concept of implementing a detection capability at the dia-
logue management stage and an alert capability at the response generation stage
in the context of the OODA loop-based attack and defence modelling framework.

Fig. 6. High-level defence concept.

In order to be able to detect a covert attack and trigger an alert to the legit-
imate user as envisaged above, a voice-controlled system would need to have
a reliable ability to identify input that purports to contain a valid voice com-
mand, but that might be perceived by a human as out-of-scope. At an abstract
level, a solution to detection of covert attacks on voice-controlled systems that
exploit gaps between human and machine perception of speech and language is
simply to develop speech recognition and natural language understanding pro-
cesses that are as similar as possible to human speech and language processing.

5 See Endgame blog 20th January 2017, ‘Endgame Announces Artemis: ‘Siri For
Security’ To Transform SOC Operations’, https://www.endgame.com/news/press-
releases/endgame-announces-artemis-siri-security-transform-soc-operations.

6 See Medium blog, 13th February 2013, ‘Havyn: a cognitive assistant for cyber-
security’, https://medium.com/cognitivebusiness/havyn-a-cognitive-assistant-for-
cybersecurity-e6580898f49e.

https://www.endgame.com/news/press-releases/endgame-announces-artemis-siri-security-transform-soc-operations
https://www.endgame.com/news/press-releases/endgame-announces-artemis-siri-security-transform-soc-operations
https://medium.com/cognitivebusiness/havyn-a-cognitive-assistant-for-cybersecurity-e6580898f49e
https://medium.com/cognitivebusiness/havyn-a-cognitive-assistant-for-cybersecurity-e6580898f49e
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Such improvements would prevent mismatches from being present in the first
place. This aim is of course shared to some extent with the more general goal of
improving the performance of voice-controlled systems by reducing error rates.
However, performance objectives for machine speech recognition and natural
language understanding do not require as complete an alignment to human capa-
bilities as security objectives do. From a performance perspective, speech recog-
nition and natural language understanding in a voice-controlled system needs
to match human abilities only to the extent that it is able to correctly classify
inputs that are within the system’s intended scope, relying on the assumption
that non-malicious users will not direct input to the system that is not within
its scope. From a security perspective, however, the technology needs also to be
capable of rejecting maliciously crafted out-of-scope input. The covert attacks via
the speech interface considered in the defence proposals made here all represent
instances of malicious use of out-of-scope input to attack a voice-controlled sys-
tem. Securing a voice-controlled system against such attacks requires the system
to be capable of matching human capabilities not only in correctly recognising
and interpreting in-scope input, but also in identifying out-of-scope input.

Defending voice-controlled systems against malicious out-of-scope input is
difficult to achieve as part of machine-learning-based speech recognition and
natural language understanding, because the space of out-of-scope input for a
given system is likely to be too vast to represent comprehensively in a training
dataset to the granularity required to distinguish it from the space of valid
speech input to the system. Whilst this is a problem common to all machine
learning-based systems, in the context of speech recognition and natural language
understanding a particular issue arises on account of the challenges posed by
the variability of word sounds and the ambiguity of word meanings in natural
language. Due to the presence of variability in word sounds and meaning, some
degree of overlap between legitimate and malicious input to a speech interface
is likely to be inevitable, at least in as far as they are separable using current
techniques. This implies that any measures capable of preventing the speech-
controlled system from accepting all malicious input would simultaneously lead it
to reject some legitimate inputs, thus damaging the usability of the system. Thus,
rather than relying on improvements in speech recognition and natural language
understanding technology as such to ensure security of a speech interface, it is
necessary to consider additional separate defence mechanisms at the dialogue
management stage. Specific proposals for such defence mechanisms to counter
attacks on speech recognition and natural language understanding respectively
are made in the following subsections.

4.2 Defences Against Attacks on Speech Recognition

Attacks that target speech recognition functionality in voice-controlled systems
exploit mismatches between human and machine perceptions of speech sounds.
Such attacks include the attacks in noise demonstrated by Carlini et al. [14],
the attacks based on nonsensical word sounds demonstrated by Bispham et al.
[8], and the attacks in unrelated speech and music demonstrated by Carlini and
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Wagner [15]. An effective defence against such attacks would involve removing
the potential for mismatches between human and machine speech recognition in
the system with respect to out-of-scope input.

One possibility for reducing the potential for mismatches between human
and machine speech recognition with respect to out-of-scope input might be to
incorporate knowledge from advances in research on human speech recognition
in voice-controlled systems. The aim of this would be to filter out input that is
unlikely to have been produced naturally by a legitimate human user of a device,
and is therefore likely to represent some form of covert attack on the system.
The current state-of-the-art in speech recognition technology is dominated by
machine learning-based approaches trained with large amounts of speech data.
However, from a security perspective, speech recognition technology based on
knowledge of human speech recognition might be expected to be more successful
than machine learning-based approaches in closing down the space of out-of-
scope input in which an adversary can inject malicious voice commands without
being detected by a human listener.

One speech recognition system based on knowledge of human speech recogni-
tion has in fact been developed. This speech recognition system, named FlexSR,
is not in commercial use but is described in a patent application [34]. The system
has been developed in the first instance as a language learning tool to help non-
native learners of various languages to improve their pronunciation in a target
language. Rather than mapping acoustic features such as Mel-frequency Cepstral
Coefficients to phonemes in a given language directly, the FlexSR speech recog-
nition technology uses a set of 18 phonological features common to all languages
that are linked to the characteristics of the human vocal apparatus (see Lahiri
and Reetz [35], Arora et al. [4]). Whereas phonemes are a set of sound units
that are specific to a particular language, phonological features are universal, in
the sense that all sounds used across all languages can be characterised as some
combination of such features. The FlexSR system initially maps acoustic features
in a speech sample to a vector that represents the presence or absence of each
of the phonological features. The combination of phonological features extracted
from the acoustic features is then mapped to phonemes of a given language in
a second step, in order to identify spoken words. The aim of the approach to
speech recognition incorporated in FlexSR is to achieve high levels of accuracy
in speech recognition whilst also accounting for the high levels of variability in
the pronunciation of words in natural speech. FlexSR uses the TIMIT system
for transcription of phonemes [21].

A speech recognition system based on new insights into human word recog-
nition, such as FlexSR, might have potential security applications in being able
to prevent covert attacks targeting speech recognition functionality. This would
be achieved by ensuring that input not recognised by humans as a valid pronun-
ciation of a target command is not accepted by a voice-controlled system, whilst
simultaneously preserving flexibility and thus usability of the system by allowing
for variation in different human pronunciations of the same words. A system such
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as FlexSR is unlikely to be vulnerable to the same adversarial learning input as
the core machine learning-based speech recognition in a voice-controlled system.

Rather than replacing machine learning-based speech recognition in voice-
controlled systems, a system such as FlexSR would be applied as a security
measure at the dialogue management stage, to filter out input that has been
transcribed by the speech recognition component as a voice command, but that
is in reality unlikely to have been produced naturally by the human vocal sys-
tem, and thus might represent a covert attack. The reason for using a speech
recognition system such as FlexSR in addition to machine learning-based speech
recognition, rather than to replace it, would be that machine learning-based
speech recognition may achieve higher levels of accuracy with regard to in-scope
input. Thus the two different speech recognition systems would be implemented
in tandem as complementary functionalities, with the machine learning-based
system being responsible for handling in-scope input, and the knowledge-based
system being responsible for excluding out-of-scope input. Rather than perform-
ing speech recognition from scratch, a knowledge-based system such as FlexSR
would be used to confirm whether a given audio input is likely to represent a
genuine attempt to vocalise a voice command that has been transcribed by the
core speech recognition system. A voice command identified by the core speech
recognition functionality would be executed only if the knowledge-based system
recognises the input as a legitimate human-comprehensible input. Such an app-
roach would minimize the potential for covert attacks on speech recognition, by
ensuring a closer alignment between machine and human perception of mean-
ingful speech sounds, without affecting the performance of the system in terms
of being able to handle variability in human pronunciations of the same words.

In order to investigate the potential defensive capability of FlexSR in a spe-
cific context, FlexSR’s response to adversarial commands in noise, as demon-
strated by Carlini et al. [14], was tested.7 Specifically, FlexSR’s response was
tested to five adversarial commands in noise that had been demonstrated by
Carlini et al. in black-box attacks on Google Now, as made available by the
researchers.8 The tests used an implementation of FlexSR as a language learn-
ing tool on a smartphone. In this implementation, FlexSR provides feedback on
pronunciation by advising on how the expression of phonological features in a
learner’s speech should be changed in order to achieve correct pronunciation.
If a learner’s vocalisation of a word differs from the correct pronunciation in
a way or to a degree that makes the target word unrecognisable, FlexSR may
instead identify the insertion, deletion or substitution of a phoneme in the user’s
speech. Users are required to enter the word or phrase that they are attempting
to pronounce, and then speak this word or phrase into the phone’s microphone.
FlexSR then compares phonological features extracted from the user’s speech to
the phonological features associated with correct articulation of phonemes in the

7 The authors are grateful to the University of Oxford’s Faculty of Linguistics, Philol-
ogy and Phonetics for providing access to the FlexSR system for the purposes of this
work.

8 See http://www.hiddenvoicecommands.com/black-box.

http://www.hiddenvoicecommands.com/black-box
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target word or phrase in order to provide feedback. The example from Table 1 of
correction of pronunciation of the word ‘Tweet’ as “Feature voice should increase
for T” indicates that the phonological feature ‘voice’ in the phoneme transcribed
as ‘T’ should be articulated more clearly to achieve correct pronunciation.

Details of FlexSR’s response to the adversarial commands in noise demon-
strated by Carlini et al., as well as to a legitimate version of the corresponding
target command in live human speech, are shown in Table 1. The table shows
FlexSR’s judgement as to whether the adversarial and legitimate inputs repre-
sented a correct pronunciation of the target command, and, if not, how many
features were identified as mispronounced, as well which specific features were
identified as mispronounced in what respect. The most significant finding from
these tests was that FlexSR did not recognise any of the adversarial commands
in noise as correct pronounciations of the corresponding target command. In one
case, FlexSR refused to accept the noise command as speech input altogether.
This in itself was not sufficient to separate the adversarial commands from the
legitimate target commands as spoken by a human, as FlexSR also identified
three of the target commands in natural speech as incorrectly pronounced. How-
ever, with the exception of the adversarial command for the ‘Hey Google’ wake
phrase, FlexSR did identify a much larger number of mispronounced features for
the adversarial commands in noise than for target commands in natural speech
for which incorrect pronunciation was identified. This suggests the number of
features identified as mispronounced by FlexSR could be used as criteria for
distinguishing legitimate ‘natural’ input from malicious ‘unnatural’ input in a
bespoke implementation of FlexSR for security purposes. Any bespoke imple-
mentation of FlexSR for security purposes would need to address the issue of
false positives that is evident in the feasibility tests using the implementation of
FlexSR as a language learning tool.

The use of two different speech recognition systems with equivalent but differ-
ent functionality as a security mechanism can be characterised as a cyber mimic
defence. Cyber mimic defence involves using redundant alternative processing
units of different but equivalent functionality to increase the robustness of a sys-
tem to adversarial input. This approach has previously been applied in network
defence to detect zero-day attacks (see for example Liu et al. [38]). The use of a
second speech recognition system to increase the robustness of a voice-controlled
system to attack has parallels to this approach.

4.3 Defences Against Attacks on Natural Language Understanding

Attacks that target natural language understanding functionality in voice-
controlled systems exploit inadequacies in current methods for representing
meaning in such systems. Examples of attacks of this type are the attacks on
Amazon Alexa Skills demonstrated by Bispham et al. [8], in which it was shown
to be possible to mislead a dummy Amazon Alexa Skill to accept an unrelated
utterance as a target command. Current technologies for natural language under-
standing clearly represent only very crude approximations of the ‘true’ processes
of natural language understanding in the human brain. Defences against attacks
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Table 1. FlexSR noise attacks tests - Results.

Target

command

human (non-

adversarial) /

noise

(adversarial)

FlexSR

correctly

pronounced

yes/no

FlexSR no. of

features

mispronounced

Details of FlexSR features

mispronounced

What is my

current

location

human NO 2 1) Feature voice should decrease

for T in what; 2) Feature stop

should increase for T in current

noise NO 5 1) Feature stop should increase

for T; 2) Feature str should

increase for z in is; 3) Feature

nas should increase for N in

current; 4) Feature cor should

increase for T in current; 5)

Feature nas should increase for

N in location

Tweet

goodbye

human NO 1 Feature voice should increase for

D

noise NO 4 1) Feature stop should increase

for T; 2) Feature stop should

increase for T; 3) Feature voice

should increase for D; 4) Feature

labial should increase for B

OK Google human NO 1 Feature RTR should increase for

AX

noise NO 1 Feature cor should increase for

EY

Turn on

airplane mode

human YES 0 none

noise NO n.a. Not recognised by FlexSR as

valid speech input

Call 911 human YES 0 none

noise NO 6 1) Feature nas should increase

for N in nine; 2) Feature nas

should increase for N in nine; 3)

Feature cor should increase for

N in one; 4) Feature rtr should

increase for AH; 5) Feature nas

should increase for N; 6)

Insertion of NG at the end

targeting natural language understanding will need to close the gaps between
human and machine understanding of the meaning of utterances that leave the
system vulnerable to malicious exploitation.

In theory, similar to defences against attacks on speech recognition based
on knowledge of human speech recognition as proposed above, defences against
attacks on natural language understanding could be developed based on knowl-
edge of human construction of meaning from spoken utterances, so as to mitigate
the threat of attacks that exploit differences in human and machine understand-
ing of natural language. In practice, however, much about the human processes
for the construction of meaning remains unknown. At a high level, research from
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neurolinguistics suggests that the human construction of meaning from sentences
emerges from a complex interplay of word meanings and syntax, as shown for
example by Fedorenko et al. [20] and Johnson and Goldberg [28]. Such studies
confirm the compositional nature of meaning construction in the human brain
in general, but do not shed light on this at a level of granularity that might
elucidate the process of meaning construction in specific contexts. It is possi-
ble that future advances in neuroscience and linguistics may identify features
of meaning representation in the human brain that capture the essence of the
specific distinctions of meaning made in human natural language understanding,
and that are capable of replication in machine natural language understanding.
The discovery of such features would enable the natural language understanding
of voice-controlled systems to become more closely aligned with human under-
standing both with respect to in-scope and out-of-scope input, thus minimising
the potential for malicious exploitation of gaps between human understanding of
spoken language and its imitation in artificial systems. However, this possibility
remains futuristic and nebulous at present.

A different approach to defending against attacks targeting natural language
understanding is suggested by the work of Navigli and Ponzetto [42] on an app-
roach to word sense disambiguation using multilingual semantic networks. The
basis of the approach to word sense disambiguation proposed by Navigli and
Ponzetto is that the set of word senses associated with a given word is unlikely
to remain constant across different languages. Different senses of the same word
in one language are likely to be translated as different words in another lan-
guage, and thus the translation of a word as used in a particular context can be
used to determine the correct word sense. This idea might be adapted to detect
covert attacks on natural language understanding in voice-controlled systems by
translating utterances inputted to a voice-controlled system and comparing the
interpretation of user intent from the utterance in different languages. In the
case of a non-malicious command, the interpretation of user intent is likely to
remain constant across languages. However, in the case of malicious input aim-
ing to mislead natural language understanding, for example by crafted use of
homophones, the interpretation of user intent is unlikely to remain constant in
different languages. A defence mechanism based on cross-lingual comparison of
natural language understanding outputs could be implemented at the dialogue
management stage of handling of speech input by a voice-controlled system. In
the event that the intent extracted from a user utterance changes in a different
language, execution of the intent would be blocked.

The potential of such an approach to defend against attacks on natural lan-
guage understanding in voice-controlled systems can be trivially demonstrated
in the context of the ‘word transplant’ attacks on natural language understand-
ing in Alexa Skills and RASA NLU using homophones of target command words
demonstrated by Bispham et al. [9], using the readily available machine transla-
tion technology Google Translate.9 Google Translate uses RNNs for sequence-to-
sequence mapping of input in one language to output in another language (see

9 See https://translate.google.co.uk/.

https://translate.google.co.uk/
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Wu et al. [54]). Table 2 shows the successful adversarial commands used in the
word transplant attacks on natural language understanding in Alexa Skills and
RASA NLU demonstrated by Bispham et al. and their translation by Google
Translate into German. It is evident that, with just one exception, the number of
content words shared between target command and adversarial command drops
significantly in translation, and thus that the interpretation of user intent from
adversarial commands is unlikely to remain constant across languages.

The effectiveness of this approach as a potential defence against word substi-
tution attacks on natural language understanding, as also demonstrated by Bis-
pham et al. [8] in relation to voice-controlled systems as well by other researchers
in related areas, is difficult to test in the absence of a real multilingual voice-
controlled system to use in testing. However, it is reasonable to speculate that
this approach might at least minimise the effectiveness of such attacks, as it
would be less likely for a word substitution attack to be effective across different
languages than in just one language. The defence approach proposed here might
also be used to defend against any attacks using non-grammatical and/or mean-
ingless combinations of real words as a cover medium for covert attacks, i.e.
nonsense attacks targeting natural language understanding in voice-controlled
systems. Again this would be based on the supposition that a nonsensical string
of words would be less likely to mislead natural language understanding in two
languages than just one.

Similar to the use of two different speech recognition systems as a defence
against attacks on speech recognition, performing natural language understand-
ing with respect to two or more languages rather than just one in order to

Table 2. Feasibility test for defence against attacks on NLU based on cross-lingual
comparison.

Target

Command

(original

language)

Adversarial

Command

(original

language)

no. of words

shared

between

target and

adversarial

command

(original

language)

Target

Command

(translation)

Adversarial

Command

(translation)

no. of words

retained

between

target and

adversarial

command

(translation)

tell me the

current

balance

I kept my

balance in the

current

2 Sag mir das

aktuelle

Guthaben

Ich habe mein

Gleichgewicht

im Strom

gehalten

0

show me all

my

transactions

the

transactions

were for show

2 Zeig mir alle

meine

Transaktionen

Die

Transaktionen

waren für die

Show

1

pay a bill for

electricity

bill of an

anchor

1 Strom

bezahlen

Rechnung

eines Ankers

0

think my card

is stolen

your card is

an ace

1 Ich glaube

meine Karte

ist gestohlen

Ihre Karte ist

ein Ass

1
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increase the robustness of this process against malicious input has some com-
monality with the cyber mimic defence approach of using equivalent but different
functionality as a security mechanism as described for example by Liu et al. [38].

5 Conclusion and Future Work

In this paper, we firstly use a modelling framework based on the OODA loop
model to analyse the effectiveness of currently available defences against attacks
via the speech interface. The analysis concludes that current defence mea-
sures are not adequate to prevent all types of attacks via the speech inter-
face, particularly with respect to attacks that exploit gaps between human and
machine perceptions of spoken language. In accordance with this conclusion,
the paper further makes proposals for the development of new defence mecha-
nisms against human-imperceptible attacks which exploit unintended function-
ality in the speech recognition and natural language understanding components
of voice-controlled systems. These defence mechanisms would be implemented
at the dialogue management stage of speech input handling. To counter human-
imperceptible attacks targeting speech recognition, a defence mechanism is pro-
posed based on the use of an alternative speech recognition system as a security
measure, whereby the outputs of the core speech recognition functionality and
the alternative speech recognition system would be compared at the dialogue
management stage. A voice command would be executed only if the alterna-
tive speech recognition system confirms that it is legitimate human-generated
speech. To counter human-imperceptible attacks targeting unintended function-
ality in natural language understanding, a defence mechanism is proposed based
on cross-lingual comparison using machine translation, whereby the interpre-
tation of an utterance by the natural language understanding functionality in
the system’s original language would be compared to its interpretation in trans-
lation to another language at dialogue management stage. A voice command
would be executed only if the same user intent was identified in the translation
of an utterance as in its original language. On detection of a potential attack
targeting speech recognition or natural language understanding, the dialogue
management component of the voice-controlled system would block execution
of the command identified by the core speech recognition and natural language
understanding components, and instead issue a verbal alert to the legitimate
user of the device via its response generation and speech synthesis functional-
ities. Future work should focus on the further development and testing of the
proposals for defence mechanisms outlined in this paper.
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Abstract. Memory acquisition is a tool used in advanced forensics and
malware analysis. Various methods of memory acquisition exist. Such
solutions are ranging from tools based on dedicated hardware to software-
only solutions. We proposed a hypervisor based memory acquisition tool.
[22]. Our method supports ASLR and Modern operating systems which is
an innovation compared to past methods [27,36]. We extend the hypervi-
sor assisted memory acquisition by adding mass storage device honeypots
for the malware to cross and propose hiding the hypervisor using bluepill
technology.

Keywords: Live forensics · Memory forensics · Memory acquisition ·
Virtualization · Reliability · Atomicity · Integrity of a memory
snapshot · Forensic soundness

1 Introduction

Nowadays, cyber-attacks are so sophisticated that it is almost impossible to
perform static analysis on them. Many of the recent attacks have means to detect
debuggers and similar dynamic analysis tools. Upon detection of an inspection,
the malicious software deviates from its normal behaviour, thus rendering the
analysis useless. The malicious software will only activate its destructive parts
if no inspection tool is running.

Furthermore, we are often interested in a forensic analysis of such an attack.
In some case (such as Wannacry virus [31]) such analysis may locate weakness in
the attack. In others (such as Stuxnet [24]) such analysis performed in the post
mortem may inform us about the preparators of the attack. Also, in defence
oriented cases, the origin of the attack may be another nation. In such cases
it is required to know which nation have performed the attack. Furthermore,
sometimes false feedback can be provided to the sender which is also required.
Since dynamic analysis is doomed to failure, the forensic analysis of is divided
into two steps
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Memory Acquisition. An acquisition tool (such as [27,36,37,52]) acquires the
contents of the system memory (RAM). The tool stores the memory on some
file for offline analysis.

Static Analysis. An analysis tool (such as rekall [10] or volatility [26]) is used
on the file that was acquired in the previous step. The analysis tools are
searching for malware and other anomalies.

During the operating system running time, the operating system updates
its data structures and pointers. If the user performs, the memory acquisition
while the system is running, the user may acquire an inconsistent image of the
system memory. For example we examine the common task of creating a new
task. While creating a new task, the operating system performs allocation for
the new task memory in one memory region and also updates the task table in
another memory region.

If the process table is dumped on one chunk and the process itself is dumped
on another chunk them an inconsistency is likely to appear. For example, a task
in the task table that does not point to memory or task that exists in memory
but does not exist on the task table.

Memory inconsistencies look like anomaly and are likely to confuse the detec-
tion process. Therefore, preventing measures must be taken to avoid inconsis-
tencies in the acquired memory image. We present a software hypervisor-based
tool for consistent memory acquisition, [22]. The Hypervisor can also be used
to create tripwires to detect malicious software. We added this feature to the
current work. Furthermore, inspected malicious software can alter its behavior
when inspected. Therefore we added blue pill technology to the hypervisor to
enable the hypervisor to introspect the system and grab the system memory
without being detected.

We use the hypervisor’s ability to configure access rights of memory pages
to solve the problem of inconsistencies as follows:

1. When memory acquisition is started, the hypervisor configures all memory
pages to be non-writable.

2. When any process attempts to write to any memory page (hereby P ), the
hypervisor is notified.

3. The hypervisor copies the contents of P to an internal buffer and configures
P to be writable.

4. The hypervisor performs the dump emptying its internal buffer as first prior-
ity. If no data remains to be copied in the internal buffer, then the hypervisor
sends other pages and configures them to be writable.

5. Writable pages no longer triggers event in the hypervisor.
6. The hypervisor also serves as an honeypot. The hypervisor is now looking

for attacks. The hypervisor is now seducing attacks as some sort of honeypot
[32].

Steps 1 through 4 are described in multiple previous works [27,36].
Three problems arise with the described method in modern systems.
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Multi-cores. Each processor core has direct access to the main memory. Thus
each core can modify any memory page. Therefore, when the hypervisor starts
memory acquisition, it must configure all memory pages, onallprocessors to
be non-writable.

Delay Sensitive Pages. Generally, interrupt service routines react to interrupts
in two steps: they register the occurrence of an interrupt and acknowledge
the device that the interrupt was serviced. The acknowledgement must be
received in a timely manner; therefore, the registration of an interrupt occur-
rence, which involves writing to a memory page, must not be intercepted by
a hypervisor, i.e., these pages must remain writable.

ASLR. Address space layout randomization [45], a security feature employed
by modern operating systems, e.g., Windows 10, complicates the delay sen-
sitivity problem even more. When ASLR is enabled, the operating system
splits its virtual address space into regions. Then, during the initialization of
the operating system, each region is assigned a random virtual address. With
ASLR, the location of the delay-sensitive pages is not known in advance.

We solved the problems mentioned above in [22] in the following method. Our
hypervisor invokes an operating system’s mechanism to perform an atomic access
rights configuration on all the processors. Section 4.3 describes the invocation
process, which allows our hypervisor to call an operating system’s function in a
safe and predictable manner.

We solved the delay sensitivity problem by copying the delay-sensitive pages
to the hypervisor’s internal buffer in advance, i.e., when the hypervisor starts
memory acquisition.

We solved the ASLR complication by inspecting the operating system’s mem-
ory regions map. Thu we have showed how the location of the dynamic locations
of the delay-sensitive pages is obtained. Section 4.2 contains a detailed descrip-
tion of ASLR handling in Windows 10 and our solution of the delay sensitivity
problem in windows.

The contribution of our work is:

– We showed memory acquisition technique on systems with multiple proces-
sors.

– We showed a solution for the delay sensitive data
– We explained how the locations of sensitive pages can be obtained dynami-

cally on Windows 10.

Furthermore, the malware can detect our memory acquisition hypervisor,
proposed in [22]. Modern operating systems such as Windows and OSX are
using hypervisors as part of the system, however the malware may also detect
the hypervisor, suspect an inspection [51] and alter its behaviour.

Therefore, we have add two more contributions to this work

– Summary of recent work on building stealth hypervisors (blue pills) [1].
– we add new feature adding honey pot (trip wire) that will look like an inter-

esting target and attack the malicious code to reveal itself and attack it [4].
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2 Related Work

Windows versions before Windows server 2003sp1 contained a special device,

\\\\Device\\PhysicalMemory

This device map the entire physical memory. This device could be used to acquire
the entire physical memory. However, Microsoft removed this device from modern
windows operating systems [29]. This device can be used by malware as means
to disrupt the memory acquisition process [9]. Furthermore, this method is not
available in recent versions of Windows windows.

One can also use dedicated hardware for memory acquisition. A generic
FireWire adapter can be used to acquire memory remotely [52]. A dedicated PCI
card, named Tribble, is another option [9]. As well as any RDMA hardware. The
advantage of a hardware solution is the ability of a PCI card to communicate
with the memory controller directly, thus providing a reliable result even if the
operating system itself was compromised. However, hardware-based solutions
have three deficiencies:

1. Hardware based solutions require dedicated hardware thus increasing the cost
of the implementation

2. Hardware based solution may be faster then software based solution but still
do not provide atomic memory dump.

3. Microsoft’s device guard [11] prevents using these tools.

Device Guard is a security feature recently introduced in Windows 10. Device
guard utilizes IOMMU ([3]; [50]) to prevent malicious access to memory from
physical devices [8]. When Device Guard is running, the operating system assigns
each device a memory region that it is allowed to access. The DMA controller
prevents any attempt to access memory outside this region, including memory
acquisition. Recently, researchers proposed several hypervisor-based methods of
memory acquisition. HyperSleuth [27] is a driver with an embedded hypervisor.
Hyper-Sleuth hypervisor is capable of performing atomic and lazy memory acqui-
sition. Lazy in terms of memory acquisition is the ability of the system to run
normally while the memory is acquired. ForenVisor [36] is a similar hypervisor
with also act as key logger and monitors hard-drive activity. Both HyperSleuth
and ForenVisor works on Windows XP SP3 with only one processor enabled.
We show how the idea of HyperSleuth and ForenVisor can be adapted to multi-
processor systems executing Windows 10.

3 Background

3.1 Hypervisors

Our primary system component is the hypervisor. We describe the hypervisor
design in Sect. 4. We distinguish between two families of hypervisors: full hyper-
visors and thin hypervisors. Full hypervisors like Xen [2], VMware Workstation
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[47], and Oracle VirtualBox [33]. Can run several operating systems in parallel.
Almost all hypervisors, including ours and all the hypervisors aforementioned
above, use hardware assisted virtualization. Hardware assisted virtualization is
an instruct set providing efficient API to run multiple virtual machines. Intel use
the term VT-x for their hardware assisted virtualization implementation. Run-
ning multiple operating systems efficiently is the primary goal of VT-x [18]. In
contrast, thin hypervisors execute only a single operating system. The primary
purpose of thin hypervisors is to enrich the functionality of an operating system.
The main benefit of a hypervisor over kernel modules (device drivers) is the
hypervisor’s ability to provide an isolated environment, unlike containers (such
as docker [7], kubernetes [16]). Thin hypervisors in the industry have various
purposes including for real-time [5,15] and other purposes. We focus on thin-
hypervisors use for security. Thin hypervisor can measure operating system’s
integrity validation [14,43], reverse engineering prevention [6,20] remote attes-
tation [19,21]; malicious code execution prevention [25,38], in-memory secret
protection [39], hard drive encryption [44], and memory acquisition [36].

Thin hypervisors perform fewer functions than full hypervisors; therefore,
thin hypervisors are smaller than full hypervisors. Thus thin hypervisors are
superior in their performance, security, and reliability. Our memory acquisition
hypervisor is a thin hypervisor that is capable of acquiring a memory image of an
executing system atomically. The hypervisor was written from scratch to achieve
optimal performance. Similarly to an operating system, a hypervisor does not
execute voluntarily but responds to events, e.g., execution of special instructions,
generation of exceptions, access to memory locations, etc. The hypervisor can
configure interception of (almost) each event. Trapping an event (a VM-exit)
is similar to the handling of an interrupt, i.e., a predefined function executes
when an event occurs. Another similarity with a full operating system is the
hypervisor’s ability to configure the access rights to each memory page through
second-level address translation tables (SLAT tables) structure. Intel uses the
name EPT for their SLAT implementation and use the terms interchangeably.
An attempt to write to a non-writable (according to EPT) page induces a VM-
exit and allows the hypervisor to act.

3.2 Lazy Hypervisor Memory Acquisition

Both HyperSleuth and ForenVisor are thin hypervisors and can be summarized
as follows. The hypervisor is idle until it receives a memory acquisition command.
After the command is received, the hypervisor configures the EPT to make all
memory pages non-writable. An attempt to write to a page P will trigger a VM-
exit, thus allowing the hypervisor to react. The hypervisor reacts by copying P
to an internal buffer and making P writable again. Thus, Future attempts to
write to P will not trigger a VM-exit. The hypervisor sends the buffered pages
to a remote machine via a communication channel. The required buffer size
depends on the communication channel bandwidth and the volume of modified
pages. If the communication channel allows sending more data than is the buffer



322 N. J. Zaidenberg

contains, the hypervisor sends other non-writable pages and configures them to
be writable. This process continues until all pages are writable.

3.3 Delay-Sensitive Pages and ASLR

We examine Interrupt Service Routines (ISR). Generally, ISR routines react to
interrupts in two steps: they register the occurrence of an interrupt and acknowl-
edge the device that the interrupt was handled. The acknowledgement must be
received in real-time; therefore, the registration of an interrupt, which involves
writing to a memory page, must not be intercepted by a hypervisor, i.e., these
pages must remain writable. The authors of HyperSleuth and ForenVisor did not
address this issue. We assume that this problem did not occur on single-core Win-
dows XP SP3, which previous works used. Address space layout randomization,
a security feature employed by the modern operating system, e.g., Windows 10,
complicates the delay sensitivity problem even more. When ASLR is enabled, the
operating system splits its virtual address space into regions. Then, during the
initialization of the operating system, each region is assigned a random virtual
address. This behavior is useful against a wide range of attacks [12] because the
address of potentially vulnerable modules is not known in advance. However, for
the same reason, the address of the delay-sensitive pages is also unpredictable.

3.4 Honeypots

Honeypots in the network case have been researched for a long time [4]. A Hon-
eypot is a network device that appears vulnerable to an attack. The malicious
software reveals itself by attacking the honeypot. The system administrator mon-
itors the honeypot, detect the attack and remove the attacker.

Honeypot (and Anti-Honeypots [23]) are well researched [28] in the network
case. Network honeypots are also used in forensics [34].

Our honeypot differs from prior art as we use the hypervisors to create hon-
eypot devices within the machine instead of the network. This innovation allows
us to trigger memory collection just as the malware start operating.

4 Design

4.1 Initialization

We implemented the hypervisor as a UEFI application [46]. The UEFI applica-
tion loads before the operating system, allocates all the required memory, and
initializes the hypervisor. After initialization, the UEFI application terminates,
thus allowing the operating system boot loader to initialize the operating sys-
tem. We note that while the UEFI application that started the hypervisor is
terminated, the hypervisor remains active.

In order to protect itself from a potentially malicious environment, the hyper-
visor configures the SLAT such that any access to the code and the data of the
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hypervisor is prohibited. With this exception, the SLAT is configured to be an
identity mapping that allows full access to all the memory pages (Fig. 1).

The hypervisor remains idle until an external event triggers its memory acqui-
sition functionality. The external event might be the reception of a network
packet, insertion of a USB device, starting a process, invocation of a system
call, etc. In our prototype implementation, we used a special CPUID instruc-
tion, which we call FREEZE, as a trigger. CPUID is an Intel assembler instruction
that the hypervisor must trap (preform VM-Exit) according to the architecture
specification.

When receiving FREEZE, the hypervisor performs two actions:

1. Identifies and copies the delay-sensitive pages.
2. configure the access rights of all memory pages on all cores to be non-writable.

After all pages are marked non-writable the hypervisor reacts to page mod-
ification attempts by making the page writable and copying it to an internal
buffer. (similar to ForenVisor and Hyper Sleuth) The hypervisor exports the
pages stored in the internal buffer in response to another special CPUID instruc-
tions, which we call DUMP. (or another trigger as above)

If the queue is not full, then the hypervisor exports other non-writable pages
and marks the exported pages writable.

Guest Memory Physical Memory

HV

1–1

Fig. 1. Mapping between the physical address space as observed by the operating
system (left) and the actual physical address space. The mapping is an identity mapping
with the exception of the hypervisor’s pages, which are not mapped at all. Originally
appeared at [22].

Algorithm 1 : Memory Acquisition. Originally appeared at [22].

1: file ← Open(. . . )
2: FREEZE()
3: while DUMP(addr, page) do
4: Seek(file, addr)
5: Write(file, page)

6: Close(file)
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Algorithm 1 describes how FREEZE and DUMP can be used to acquire an atomic
image of the memory. First, the algorithm opens a file that will contain the result-
ing memory image. Then, FREEZE is invoked, followed by a series of DUMPs. When
the DUMP request returns false, the file is closed and the algorithm terminates.

The file now contain the entire system memory and can be analyzed by other
tools such as volatility [26].

4.2 Delay

We explained in Sect. 3.3 that certain pages cannot not be configured as non-
writable. Moreover, due to ASLR, the hypervisor has to discover the location
of these pages at run time. The discover process and the Windows 10 data
structures that are used are described here.

Table 1. Windows ASLR-related data structures. Originally appeared at [22].

Offset Field/Variable Name Type
X System Call Service Routine Code
... ... ...
+0xFB100 MiState MI SYSTEM INFORMATION
+0x1440 Vs MI VISIBLE STATE
+0x0B50 SystemVaRegions MI SYSTEM VA ASSIGNMENT[14]
+0x0000 [0] MI SYSTEM VA ASSIGNMENT
+0x0000 BaseAddress uint64 t
+0x0008 NumberOfBytes uint64 t

Windows 10 defines a global variable MiState of type MI SYSTEM INFORMA
TION. The hypervisor can easily locate this variable as it has a constant offset
from the system call service routine, whose address is stored in the LSTAR regis-
ter (Table 1). The MI SYSTEM INFORMATION structure has a field named Vs of type
MI VISIBLE STATE. Finally, the MI VISIBLE STATE structure has a field named
SystemVaRegions, which is an array of 15 pairs. Each pair corresponds to a
memory region whose address was chosen at random during the operating sys-
tem’s initialization. The first element of the pair is the random address and the
second element is the region’s size. A description of each memory region is given
in Table 2. A more detailed discussion of the memory regions appears in [40]. Our
empirical study shows that the following regions contain delay-sensitive pages:

1. MiVaProcessSpace
2. MiVaPagedPool
3. MiVaSpecialPoolPaged
4. MiVaSystemCache
5. MiVaSystemPtes
6. MiVaSessionGlobalSpace

Therefore, the hypervisor never makes these regions non-writable.
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Table 2. Memory Regions. Originally appeared at [22].

Index Name

0 MiVaUnused

1 MiVaSessionSpace

2 MiVaProcessSpace

3 MiVaBootLoaded

4 MiVaPfnDatabase

5 MiVaNonPagedPool

6 MiVaPagedPool

7 MiVaSpecialPoolPaged

8 MiVaSystemCache

9 MiVaSystemPtes

10 MiVaHal

11 MiVaSessionGlobalSpace

12 MiVaDriverImages

13 MiVaSystemPtesLarge

4.3 Multicore

The hypervisor responds to FREEZE, a memory acquisition request, by copying
the delay-sensitive pages to an inner queue and configuring all other pages to
be non-writable. However, when multiple processors are active, the access rights
configuration must be performed atomically on all processors.

Operating systems usually use inter-processor interrupts (IPIs) [18] for syn-
chronization between processors. It seems tempting to use IPIs also in the hyper-
visor, i.e., the processor that received FREEZE can send IPIs to other processors,
thus requesting them to configure the access rights appropriately. Unfortunately,
this method requires the hypervisor to replace the operating system’s interrupt-
descriptors table (IDT) with the hypervisor’s IDT. This approach has two defi-
ciencies:

1. Kernel Patch Protection (KPP) [13], a security feature introduced by
Microsoft in Windows 2003, performs a periodic validation of critical kernel
structures in order to prevent their illegal modification. Therefore, replac-
ing the IDT requires also intercepting KPP’s validation attempts, which can
degrade the overall system performance.

2. Intel processors assign priorities to interrupt vectors. Interrupts of lower prior-
ity are blocked while an interrupt of a higher priority is delivered. Therefore,
the hypervisor cannot guarantee that a sent IPI will be handled within a
predefined time. Suspending the operating system for long periods can cause
the operating system’s watchdog timer to trigger a stop error (BSoD).
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We present a different method to solve the inter-processor synchronization prob-
lem that is based on a documented functionality of the operating system itself.
The KeIpiGenericCall function [30] receives a callback function as a parameter
and executes it on all the active processors simultaneously. We propose to use
the KeIpiGenericCall function to configure the access rights simultaneously on
all the processors.

Because it is impossible to call an operating system function from within
the context of the hypervisor, the hypervisor calls the KeIpiGenericCall func-
tion from the context of the (guest) operating system. In order to achieve this,
the hypervisor performs several preparations and then resumes the execution of
the operating system. Algorithm 2 presents three functions that together per-
form simultaneous access rights configuration on all the active processors. The
first function, HandleCpuid, is part of the hypervisor. This function is called
whenever the operating system invokes a special CPUID instruction. Two other
functions, GuestEntry and Callback, are mapped by the hypervisor to a
non-occupied region of the operating system’s memory.

Algorithm 1 begins with a special CPUID instruction, called FREEZE. This
instruction is handled by lines 2–5 in Algorithm2: the hypervisor maps Gues-
tEntry and Callback, saves the current registers’ values and sets the instruc-
tion pointer to the address of GuestEntry. The GuestEntry function calls
the operating system’s KeIpiGenericCall, which will execute Callback on
all the active processors. The Callback function performs another special
CPUID instruction, called CONFIGURE, which causes the hypervisor to configure
the access rights of all (but the delay-sensitive) memory pages on all the pro-
cessors. This is handled by lines 6–7 of the algorithm, where we omitted the

Algorithm 2 : Simultaneous access rights configuration on all the active processors.

Originally appeared at [22].

1: function HandleCpuid(reason)
2: if reason=FREEZE then
3: Map GuestEntry and Callback
4: Save registers
5: RIP ← GuestEntry
6: else if reason=CONFIGURE then
7: ...
8: else if reason=RESUME OS then
9: Restore registers

10: else if reason=DUMP then
11: ...
12: ...
13: function GuestEntry
14: KeIpiGenericCall(Callback)
15: CPUID(RESUME OS)

16: function Callback
17: CPUID(CONFIGURE)



Hypervisor Memory Introspection and Hypervisor Based Malware Honeypot 327

configuration procedure itself. After the termination of the Callback function,
the control returns to the GuestEntry function, which executes a special CPUID
instruction, named RESUME OS. In response, the hypervisor restores the registers’
values, which were previously saved in line 4. The operation continues from the
instruction following FREEZE, which triggered this sequence of events.

5 Honeypot

We augmented the project by creating an honeypot. We create a virtual mass
storage device. We assume malware such as stuxnet [24] or computer viruses
attempt to detect mass storage device for replication purposes.

We use special device detect device access to the virtual device. In some cases
such device access can serve as FREEZE trigger.

The honeypot is made of two main components

Access Identification Component for Storage Components. The compo-
nent is installed as a Kernel module and extends to a virtual disk operating
system that identifies as a physical component and monitors access to it.
When a process accesses the storage component, the process data enters the
queue of the malicious processes that are waiting for the action of the enforce-
ment component.

Enforcement Component. This component is managed in the user space of
the operating system and is waiting to be called, when it is called it invokes
the FREEZE and DUMP commands.

6 Blue-Pilling

[41] introduced the blue pill. It was with the concept of the blue pill and red pill
that the virtualization concept became so closely related to cybersecurity. The
blue pill is a rootkit that takes control of the victim’s computer [42]. The blue pill
is very hard to detect. Since the blue pill is an hypervisor it is not visible on the
standard task manager or even works in the same address space as the operating
system. Since our interest is in acquiring reliable memory image that includes
any malicious software and since malicious software may hide their presence if
a memory acquisition takes place we recommend that blue pill technology will
be added to the hypervisor. Rotkowska also coined the term red pill. The red
pill is meant to detect and counter the blue pill. The red pill is a hardware or
software tool that is designed to detect such malicious camouflaged hypervisor-
based rootkit.
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Some users start a virtual machine as a sandbox to detect malicious code in
contained environment. When using suspected code they install it first on the
virtual machine on only if no attacks were spotted they move the software to
their physical machine.

To counter the above routine, some malware use simple red pills to detect
hypervisors. These malware will not use their offensive features if an hypervisor
is present. Therefore, it is vital for the memory acquisition hypervisor to also
act as a blue-pill stealth hypervisor.

[1] describes the current status of blue pill hypervisors. We recommend that
these methods will be added to this solution as well.

7 Evaluation

We evaluate the performance of the hypervisor and its memory usage. First,
we demonstrate the overall performance impact of the hypervisor. (We compare
the performance of a normal system to a system with a hypervisor that does
nothing)

Next, we analyze the memory usage of the hypervisor. Finally, we evaluate
the performance of the memory acquisition process.

All the experiments were performed in the following environment:

– CPU: Intel Core i5-6500 CPU 3.20 GHz (4 physical cores)
– RAM: 16.00 GB
– OS: Windows 10 Pro x86-64 Version 1803 (OS Build 17134.407)
– C/C++ Compiler: Microsoft C/C++ Optimizing Compiler Version

19.00.23026 for x86.

7.1 Performance Impact

We demonstrate the performance impact of the hypervisor on the operating
system. We picked two benchmarking tools for Windows:

1. PCMark 10 – Basic Edition. Version Info: PCMark 10 GUI – 1.0.1457 64 ,
SystemInfo – 5.4.642, PCMark 10 System 1.0.1457,

2. Novabench. Version Info: 4.0.3 – November 2017.

Each tool performs several tests and displays a score for each test. We invoked
each tool twice: with and without the hypervisor. The results of PCMark, and
Novabench are depicted in Figs. 2 and 3, respectively. We can see that the
performance penalty of the hypervisor is approximately 5% on average. This
figure is equivalent to similar results achieved by top vendors [17,48,49].
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Total

Essential

Productivity

Digital

3,487

7,799

5,402

2,732

3,390

7,543

5,232

2,680
Without HV

With HV

Fig. 2. Scores (larger is better) reported by PCMark in four categories: Digital Content
Creation, Productivity, Essential, and Total. Originally appeared at [22].

Total

CPU

RAM
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Disk

1,062

546

250

180

86

1,062

542

248

187

85
Without HV

With HV

Fig. 3. Scores (larger is better) reported by Novabench in five categories: Disk, GPU,
RAM, CPU, and Total. Originally appeared at [22].

7.2 Memory Usage

The memory used by the hypervisor can be divided into three main parts:

1. the code and the data structures of the hypervisor,
2. the EPT tables used to configure the access rights to the memory pages, and
3. the queue used to accumulate the modified pages.

Figure 4 presents the memory usage of the hypervisor including its division.
The size of the queue is mainly dictated by the number of delay-sensitive

pages. Table 3 presents the typical size of each memory region.

Pages belonging to the following regions are copied by the hypervisor:

1. MiVaProcessSpace
2. MiVaPagedPool
3. MiVaSpecialPoolPaged
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4. MiVaSystemCache
5. MiVaSystemPtes
6. MiVaSessionGlobalSpace

Their total size is ≈60 MB. The size of the queue should be slightly larger than
the total size of the delay-sensitive pages because regular pages can be modi-
fied by the operating system before the content of the queue is exported. Our
empirical study shows that it is sufficient to enlarge the queue by 60 MB.

Table 3. Memory Regions’ Sizes. Originally appeared at [22].

Index Name Size (MB)

0 MiVaUnused 6

1 MiVaSessionSpace 100

2 MiVaProcessSpace 0

3 MiVaBootLoaded 0

4 MiVaPfnDatabase 0

5 MiVaNonPagedPool 6

6 MiVaPagedPool 0

7 MiVaSpecialPoolPaged 5

8 MiVaSystemCache 52

9 MiVaSystemPtes 0

10 MiVaHal 0

11 MiVaSessionGlobalSpace 0

12 MiVaDriverImages 8

EPT

256

Code and Data

32

Queue

120

Fig. 4. Hypervisor’s Memory Usage [MB]. Originally appeared at [22].
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7.3 Memory Acquisition Performance

We examine the correlation between the speed of memory acquisition and the
overall system performance. Figure 5 shows the results. The horizontal axis rep-
resents the memory acquisition speed. The maximal speed we could achieve was
97920KB/s. At this speed, the system became unresponsive and the benchmark-
ing tools failed. The vertical axis represents the performance degradation (in
percent) measured by PCMark and Novabench. More precisely, denote by ti(x)
the Total result of benchmark i = 1, 2 (for PCMark and Novabench, respec-
tively) with acquisition speed of x; then, the performance degradation di(x) is
given by

di(x) = 1 − ti(x)
ti(0)

. (1)
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Fig. 5. Performance degradation due to memory acquisition. Originally appeared
at [22].

8 Conclusion

Our method is a small improvement over previously described methods with
similar design. We describe five improvements over the previously described
methods:

1. Our hypervisor supports multiple cores and processors.
2. Our hypervisor supports modern operating systems, e.g., Windows 10 and

Linux.
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3. Our hypervisor includes honeypot for malicious hypervisors.
4. We have proposed means to use blue-pill techniques so that malware will can

not detect the hypervisor.
5. Additionally, our new paper also includes a USB honeypot as trip wire that

does not appear in [22].
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Abstract. Nowadays companies have become highly dependent on digi-
tal technology for running their business, regardless their size or domain.
Smaller organisations require a specific attention because of their lower
level of protection, capability of reaction and recovery while they are
increasingly being targeted by cyberattacks. In order to improve their
level of cybersecurity and resilience, a first step is to raise awareness. It
is however not an easy task because it is highly dependent on human
factors, spread across the whole organisation, including managers, busi-
ness users and IT staff. This paper aims at supporting the development
of a cybersecurity awareness program for small and medium enterprises.
In order to build the program on strong foundations, the current state
of awareness of such companies is presented and a SWOT analysis car-
ried out. Different instruments for efficiently supporting the deployment
of the program are then presented. A practical experience carried out in
Belgium to implement some of the proposed instruments is also presented
and some lessons learned are discussed.

Keywords: Cybersecurity · Awareness · SME · Quiz · Assessment ·
Toolkit guidelines

1 Introduction

Small and Medium Enterprises (SMEs) are recognised worldwide as the drivers
of socio-economic development. In Europe, it is estimated they produce between
50 and 60% of the total value added and they employ about two third of the
workforce [46]. Their high level of adaptability and their need for innovation
make them big adopters of digital technologies, which increases their exposure
to cyberattacks. At the same time, it is well-known that SMEs have a low adher-
ence to procedures and standards as they keep their focus on their business goals
[29]. This can result of underestimating the risks related to their cyber secu-
rity exposure or just think they are not worth being attacked given their size.
Unfortunately, this belief is not any more valid nowadays, given a vast majority
of attacks are now targeting SMEs. In the past years, the numbers of attacks
increased dramatically with estimated around 60% and even 70% of attacked
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SMEs [2,41]. Unfortunately, more than half of the hacked SMEs are not able to
recover and are going bankrupt within six month after the attack [47].

It is now well-known that technological tools cannot guarantee alone the
security of a system involving IT components. It is also required to deal with
the human beings within their organisation [34] and thus to consider actions
for improving the awareness of all the people across the organisation. The con-
cept of cybersecurity awareness can be defined as “the degree or extent to which
every member of staff understands the importance of IT security, the levels of IT
security appropriate to the organisation, and their individual security responsi-
bilities” [36]. Awareness is also the first step in building a cybersecurity culture
involving everyone within the organisation from the top-level management to
low-level employees with each employee responsible for their cybersecurity prac-
tices [3].

Fig. 1. Attitude, behaviour and cognition dimensions of cybersecurity awareness [61].

Human beings are complex, and their behaviour is quite influenced by organ-
isational norms and habits through the pressure of their peers, even despite their
knowledge. For example, even if people are told to use strong passwords and not
reuse them, they may not behave like that. While the strength can be enforced
at creation time, avoiding reuse generally relies on the people and potentially
expose the company through personal social networks. To deal with this, aware-
ness must not only rely on knowledge or cognitive aspects (i.e. teachable and
verifiable aspects) but also attitudes (i.e. feelings and emotions in relation to
security activities) and behaviours (i.e. actual/intended activities and risk-taking
actions directly or indirectly impacting security), as depicted in Fig. 1.

The initial motivation of our work is the deployment of a programme aiming
to help Belgian SMEs to better protect themselves against cybersecurity threats
through audit and digital transformation actions supported by specific funding
aids [19,54]. In order to be successful, such a program must encourage SMEs to
realise cybersecurity threats can endanger their business. At this point, they can
engage in actions to assess how well their are protected against cyber attacks



Guidelines and Tool Support for Building a Cybersecurity Awareness 337

and ready to react to them. As a consequence, our work also included actions
to raise awareness.

This paper is an extended version of our initial report describing our learning
path and our experience to setup a cybersecurity awareness programme and to
deploy supporting tools matching our local context [53]. This previous work was
significantly extended in the following ways across the structure of our paper
which is also presented here. In Sect. 2, our study of the SME attitude towards
cybersecurity is deeper: our survey on the current awareness was extended based
on literature and interaction with specialised European organisation and network
[24,62]. It also contains an analysis of barriers and drivers for the adoption of
cybersecurity by SMEs under the form of a SWOT analysis (i.e. strengths, weak-
nesses, opportunities and threats). In Sect. 3, our survey of existing cybersecurity
awareness instruments is much more elaborated, especially to guide in the design
of an awareness program and to deploy specific instruments like personae and
gamification. Next, our own experience to raise awareness in Belgium is reported
more extensively in Sect. 4. More lessons learned are also discussed in Sect. 5.
Finally, our conclusions and perspectives are also refined based on the knowl-
edge gained both from the literature, our interaction with key players and our
practical experience.

2 Current SME Attitude w.r.t. CyberSecurity

This section first reports about the current level of cybersecurity awareness of
SMEs in various domains and parts of the world. In a second part, a SWOT
analysis is carried out in order to help in identifying drivers and barriers to
the adoption of cybersecurity both within the companies (Strengths and Weak-
nesses) and in their environment (Opportunities and Threats).

2.1 Cybersecurity Awareness in SMEs

We review here different reports carried out over the past few years in various
areas to show the global state and evolution of the awareness of SMEs are about
cybersecurity threats.

A survey made in 2014 among UK SMEs revealed interesting facts about how
SMEs deal with cybersecurity, especially about their perception and awareness
[50]. Only 21% of SMEs have shown a low awareness about basic security guide-
lines, 39% have actually done a global risk analysis which included cybersecurity,
and 48% keep the company’s risk analysis, policies and backups up-to-date. The
main reported barrier is the cost for implementing cybersecurity solutions and
standards because they are designed for bigger companies.

In 2016, a survey was carried out by the Zurich Insurance Group across
2,600 SMEs across 13 countries in Europe, the Americas and Asia Pacific [69].
It reported an interesting evolution about the fact of how SMEs think they are
protected by their size: they were 17% believing that in 2015 and only 10% in
2016. It also revealed that theft of customer data and reputation damage are
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the most feared consequences of cyberattacks. Globally only 5% of SMEs have
confidence in their cybersecurity measures. The less aware region of the globe
seems to be South America, while it is improving quickly in some parts of Asia.

A recent survey carried out in North America by the Better Business Bureau
also reported an increase in the awareness to cyberthreats, including the use
of proactive security steps [6]. The awareness could be ranked between 76%
(for fishing) to 93% (larger variety of threats). However, another survey carried
out in Europe and related to the adoption of Big Data, Internet of Things and
cybersecurity (BIC) revealed that the lack of understanding and awareness is
cited in the top three barriers to the adoption of such technologies. While people
in strategic position in SMEs are interested in investing in the right people and
technologies, unfortunately, they often lack knowledge of what they need and
how to obtain it [22].

Concerning developing countries, the adoption of information technology sys-
tems by SMEs has the potential to bring significant benefits and accelerate their
growth. However, it will also expose them to online cybersecurity threats. Core
cybersecurity characteristics identified in developing countries are poor practices,
unique usage patterns (e.g. mobile payments in isolated areas), novice users, use
of pirated software and limited understanding of the attacker’s motivations. The
challenges concern inadequate policies (e.g. limited allowance for encryption),
technical specificities (shared computers, offline mode), business aspect (cheaper
but less safe solutions and processes) and of course education and awareness [8].
In South Africa, a recent study showed that SMEs do not have to face complex
business and legacy system which simplifies the enforcement of cybersecurity.
However they are limited in their ability to improve their cybersecurity due to
internal organisational factors of budget, management support, and attitudes
[38]. A more specific study related to awareness showed that the current initia-
tives are effective and have been able to address cyber security issues although
at a smaller scale [20]. The situation reported in Ghanah is far more worrying
with a lack of adherence to standards and best practices, inadequate security
solutions and systems protection. This result in about 35% SMEs perceiving the
Internet service delivery in Ghana as risky, unsecured and vulnerable to cyber
attacks [67].

The bottom line is that even when SMEs seem to have reached a good level
of awareness, when looking at attack statistics, they still fail to make it effec-
tive. A first explanation is that security measures are perceived by SMEs as
too complex, time consuming and requiring a high level of technical knowledge
about IT systems. Another reason is the difficulty to transition from a step of
initial awareness to the emergence of an internal cybersecurity culture, because
of the lack of resources (money, time, expertise). They are also weak at deploying
policies and defining responsibilities [57]. This last point is also crucial because
security policies are not designed to put burden on the company but to help
them protect their business and hence support their development in the long
run.
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2.2 SWOT Analysis

This section gives a summary of several strengths/weaknesses (internal at the
organisation) and opportunities/threats (external to the organisation) that needs
to be addressed (for negative factors) or used as drivers (for positive factors)
when setting up an awareness program. It is based on a more detailed analysis
of the awareness literature sketched in the previous section together with extra
references, especially related to opportunities that can be mobilised to foster
awareness. For weaknesses and threats, some actions to address them are also
identified at this stage.

Strengths. The main strengths of SME were already identified and are further
commented here:

– Agility and Fast Reaction Time: once SMEs realise securing their business is
critical, they can take action quickly. However this should not happen due to
an attack because in many cases it will be fatal to the company within a few
months [47].

– Business Alignment: SMEs are focused on their business, hence all activities
are directed towards supporting this objective, meaning that the implementa-
tion of cybersecurity will naturally be oriented on minimizing business risks.

– Accessible Management and Willingness to Improve: thanks to their flat struc-
ture, the management is close to the company operation and able to make
the connection with important information being spread in his domain of
operation, e.g. through a cybersecurity awareness program.

Weaknesses. A number of weaknesses are depicted in Fig. 2 under the form of
a fishbone diagram which actually also includes some threats or opportunities,
depending of the environment context. We comment here only SME weaknesses
with some possible actions to cope with them.

– Digital Immaturity: many SMEs, especially growing startups are early tech-
nology adopters. While the technology can support their business growth, it
might not be mastered from a security point of view. This could be related to
the technology itself (see threats) but also to the lack of analysis of security
impact of using a new technology (e.g. moving to smart manufacturing and
getting attacked resulting in a costly production interruption).

– Limited Availability of Resources of different kinds. The competent people
may also be too busy on short term tasks to implement a (see also strategic
planning). The SME may lack technical expertise and may not be able to
develop this skill internally (see last weakness). Often an external expertise
is required, but the company may not have the budget for hiring a specialist
or may have trouble in finding such an expert (see threats).

– Overconfidence: SMEs think they are protected by their small size and little
relative value compared to big corporations. However, this is a wrong belief
with estimates as high as 70% of attacks targeting SMEs [41]. The reason is
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that attackers can count on a large pool of vulnerable SMEs. They can also be
used as entry point to attack larger companies doing business with them, thus
compromising relationship. SMEs are also too confident about their recovery
capability which takes usually longer than expected, resulting in potentially
large business loss.

– Low Adherence to Standards. SMEs generally reject standards and norms
unless it is required by the market. In order to be successfully adopted,
a cybersecurity standard should either be implied by some regulation (see
GDPR in opportunities) or be lightweight and with a clear perception of
its business benefit. Heavyweight standard like the ISO27K are not recom-
mended.

– Skill Management w.r.t. Cybersecurity and more generally emerging technolo-
gies. While people in strategic position in SMEs are interested in investing in
the right people and technologies, unfortunately, they often lack knowledge
of what they need and how to obtain it [22].

Opportunities

– General Data Protection Regulation (GDPR). It has become enforceable on
25 May 2018 and has attracted the attention of many companies, including
SMEs on the need to secure their IT infrastructure for the purpose of personal
data protection. This regulation has a clear positive impact on cybersecu-
rity awareness with many European organisations actually taking actions to
improve their security performance over the past year [18]. In Belgium, a 50%
increase in requests in some consulting companies in Belgium was reported
[7]. For sure, GDPR will remain a strong driver in the next years has many
companies are still on their way to achieve full compliance.

Fig. 2. Main barriers for skills development in SMEs [22].
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– Cyber Security Identified as High Priority in Europe: improving cybersecurity
is now recognised by Europe as a top priority in a world where battles are
now carried out on the Internet. Strategic programs are being developed in
order to structure the field with a European cybersecurity competence centre
relying on networks of national coordination centres [21]. The importance to
cope with SMEs and develop a common labelling scheme is also recognised
and different organisations like ENISA and ECSO are working on this topic
[25,26]. A wider survey of such initiative is presented in [54].

– Local Initiatives: in many countries, cybersecurity and GDPR are also being
pushed by many SME association and sectorial federations which are organ-
ising specific workgroups and awareness events. Those are interesting instru-
ments for SME managers to engage in an improvement process on those
related topics. Specific projects like CYBER are also encouraging the direct
sharing of good cybersecurity practices across regions in Europe [35].

Threats. Despite the actions taken to encourage SME to engage into cybersecu-
rity improvement, a number of environmental limitations remain to be addressed:

– Lack of Cybersecurity Experts: unfortunately there are too few experts in
cybersecurity. Consequently, they are highly demanded and hired by big com-
panies. A solution is to increase the training program both at university level
and through dedicated continuing education in cybersecurity. A number of
such programs are now being proposed as specialised masters in university or
by dedicated international institutes like the SANS Institute [58].

– Fuzzy Recognition of Experts: a direct consequence of the lack of cybersecurity
experts is that people with insufficient skills can try to access the market to
help SMEs looking for those skills. In order to guarantee SMEs can trust some
expert, a form of expert certification can be organised, e.g. in the context of
specific cybersecurity programs like the cyberessentials in UK [63]. Other
similar schemes are reported in [54].

– Emerging Technologies: like Internet of Things or Big Data can have complex
IT architectures with potential security issues. The general lack of standard
in the proposed solution also increases cybersecurity risks. Although such
technologies can contribute to the development of a company, the impact on
risk should also be evaluated before deploying them.

3 Survey of Cybersecurity Awareness Instruments

This section reviews some interesting instruments for raising SME awareness
about cybersecurity. They can be used alone or in combination in the scope of
an awareness campaign. Before introducing specific instruments, the notion of
campaign is elaborated and integrated in the wider context of a cybersecurity
culture (CSC) program. Various awareness instruments are then presented from
most introductory to more advanced ones.
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3.1 Setting Up and Running an Awareness Program

Cybersecurity needs more than a “one time” effort to be and stay efficient. For
this purpose, a specific program should actually be part of a global roadmap to
setup a cybersecurity culture and result in the adoption of information security
considerations in the day-to-day life of the employees of the targeted organisa-
tions. With the right approach, a natural CSC develop over time inside a com-
pany by evolving behaviours and attitudes of employees towards information
assets, resulting in cybersecurity becoming part of a company’s wider organisa-
tional culture [26].

Any awareness campaign or more generally CSC program require a global
strategy defined through the following key steps depicted in Fig. 3 [3,4,66]:

1. analyse the current situation in the target scope
2. clearly defining the awareness goal, target and means to be used
3. identifying and deploying the necessary instruments
4. communicating over the program
5. monitoring the effectiveness of the program and refine it as required

Those steps are further elaborated here but are also summarised in the com-
pact of ten tactics on a poster by the SANS [59].

Current Situation. Security is not often seen a top priority by most organi-
sations so building a good business case is an important step, even for a small
organisation. An initial step is to gather evidence and statistics on cyber threats
inside the organisation and in its sector. They can be evaluated in terms of atti-
tude, behaviour and cognition aspects. Different instruments can be used here

Fig. 3. Main steps for developing a cybersecurity culture program [3].
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to gather such evidence, like assessment, surveys, quizzes, fishing tests (see rel-
evant sections). A specific SWOT analysis is also useful at this step and can be
elaborated based on the generic analysis presented in the previous section.

Defining Goals and Gap Analysis. The long term goal should be to establish
a cybersecurity culture. However, progressing towards this goal is a long journey
with different maturity milestones. A specific campaign should target the next
milestone based on a gap analysis with the current situation. The focus of this
paper is essentially the first milestone of reaching awareness.

A framework like Goal-Questions-Metrics can help in structuring a goals
more systematically and also to define measurable success criteria [45].

The gap analysis between goals and the current situation can be combined
with the SWOT analysis to identify the positive and negative factors that will
help to define and conduct the implementation plan.

Implementation Plan. The implementation of specific actions to close the
identified gaps can rely on a combination of different instruments proposed later
in this section to support awareness raising actions. A balanced CSC program
should of course focus on goals with the high priority considering the risks but
can also include “quick wins” and actions that can have a good visible return
and which can rewards the user for their engagement, keeping them motivated
to also pursue their effort of less visible result.

In order to achieve the best results and implement a resilient CSC, a multi-
pronged approach is required, involving senior management, key employees and
ultimately all employees. A useful technique to build such a plan is the focus
group [68]. Specific roadmaps for SMEs have also been defined, e.g. [28].

Communicating Over the Program. Well-defined communication channels
should be set up and used to inform about the importance of cybersecurity, to
attract attention about specific actions (e.g. passwords, backups, fishing, physical
security, etc) and to give feedback about progress as measured. Those means
can include: emails, social networks, websites and blogs. They can be company
specific or wider but in all cases they need to use trustable channels, especially
if external to the company. For wider campaigns, this can also include relays in
traditional medias (newspaper, radio, television).

An important message is also to convince employees that improving the com-
pany’s resilience against most cyber threats does not impose a large burden on
key business functions.

Program Evaluation. To be effective, the programme must reach its goals
in a measurable way, based on the metrics defined earlier. Considering aware-
ness, it is useful to be able to look for progress in the three key dimensions of
attitude, behaviour and cognition. Means used for assessing the initial situation
may be reused to measure the improvement on a similar scale of evaluation (e.g.
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before/after surveys, observed behaviours) [66]. They can be complemented by
data gathered from specific instruments, e.g. participation rate to some security
event, number of reads of a security news, etc.

3.2 General Information, Posters and Guides

General information is provided by cybersecurity portals that are often proposed
by an organisation supporting the improvement of cybersecurity at different lev-
els: European, national or more local/dedicated security coalitions. At European
level, October was selected as the month for cybersecurity, with a specific web
site that is always available [23]. An example of national portal targeting the
general public is the Belgian SafeOnWeb [56].

Posters are useful introductory material for raising awareness on specific
topics, like phishing as shown in Fig. 4. They are easy to produce and can be
displayed in a variety of places in workplaces, schools or public areas. Some nice
posters are proposed by organisations like SANS and ENISA [27,60].

Guides aim at providing SMEs with an overview of basic and more advanced
cybersecurity measures. Although the implementation depends on specific risks,
quick checklists of generic security controls can be provided and are documented
by several guides for SMEs, like in Belgium [10], in Germany [9] or in the US
[47]. The Center for Internet Security (CIS) developed a set of 20 controls that
are easy to implements by SMEs [12]. It also provides a specialised guide to help
SMEs to implement the controls [11].

Fig. 4. Example of awareness poster about phishing.
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3.3 Personae

Personae are archetypal descriptions of users that embody their goals [13]. Their
focus on typical fictional business users helps in elaborating specific user aspects
that may be missed by other approaches based on generic roles. Related to cyber-
security, personae can be useful for associating specific threats, vulnerabilities
or risks in their environment [42]. Personae have proved very effective and there
is psychological evidence about our natural and generative engagement with
detailed representations of people [32].

This strong identification can be used both for designing training and com-
munication material for raising cybersecurity awareness. At design time, it helps
the trainer to build some concrete cases around the personae with specific charac-
teristics, motivation, business needs, exposure to threads and business impacts.
Based on this, the user can more easily imagine what should be done from an
external point of view. But at the same time, she can realise (by herself or in
a discussion session) that its own case is maybe quite similar to one or several
personae and question its own attitude and behaviour. This process naturally
leads to improvement decisions. As communication support, a persona can be
given some graphical appearance which further allows the end-user identifica-
tion. They can naturally be used in combination with other instruments, e.g. to
illustrate a poster or a quiz.

A key issue is of course the selection process of the relevant personae. The
selected archetypes must cover the broad spectrum of people with different
backgrounds/experience/roles, more or less exposed and cybersecurity risks.
The selected number should be kept minimal (no redundant personae) and low
(because the more personae, the less effective the identification process). In prac-
tice, a handful of personae is usually used. However different dimensions can be
covered independently using combination that makes sense, e.g. a startup com-
pany with a young computer literate at his head, a medium company with limited
computer support but more aged and less computer literate manager.

Figure 5 shows some personae from an awareness raising web-site proposed in
Michigan State, with the support of the U.S. Small Business Administration [61].
It relies on about 10 personae including end users (e.g. a coffee shop owner, a
manufacturer and a plumber) with a good coverage of racial and gender diversity.

Fig. 5. Personae for various SME profiles [61].
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Those have specific goals related to their business. In addition, some personae
are also used to represent “villains”, i.e. some hacker possibly oriented to spe-
cific kinds of threats related to company data, financial transactions, physical
security, etc. This is useful to associate some face and motivation behind threats
and attackers that are most of the time invisible and faceless.

3.4 Gamification

A game can be defined as “a system in which players engage in an artificial con-
flict, defined by rules, that result in a quantifiable outcome” [37]. Gamification is
“the use of game-based mechanics, aesthetics, and game-thinking to engage peo-
ple, motivate action, promote learning, and solve problems” [39]. Gamification
fits well the field of cybersecurity awareness because it must adhere to several of
rules (i.e. security controls). Game situation can develop quite complex scenar-
ios where the player must identify some threat and be able react in an adequate
way. In addition to raising awareness, techniques derived from game-playing can
also be used to upskill the staff in order to better cope with cyber threats [49].
Specific offers have developed in this area such as Game of Threats [55].

The rest of this section details a few interesting gamification techniques for
awareness purposes: general quizzes and dealing with security threats scenarios.
An important point is to encourage the candidate to try the quiz. Different
incentives can be used: the fact it is anonymous (for a web-based quiz), playing
in teams (group effect) or an attractive graphical design.

Fig. 6. SafeOnWeb digital health quiz [16].

Quizzes. A quiz is a game or light form of assessment used in education and
awareness. Players must try to find the right answer to a series of question, either
individually or in team. Quizzes often propose multiple-choice questions usually
over a well-defined topic which enable automated correction and support. They
are also easy to deploy on-line on a website or as mobile application. Those
characteristics make the quiz an interesting tool to propose in a campaign after
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some introductory material to engage the targeted audience in a first assessment
in an entertaining way.

Quizzes generally also provide educational support to help correct wrong
answer but also good ones by educating on the topic covered. They can also pro-
vide a summary and compare the score w.r.t. global statistics. After completing
a quiz, a user might be more aware of the need to learn more and be helped.
Pointers and contacts are typically proposed afterwards.

Many cybersecurity quizzes are elaborated in the above spirit. A representa-
tive illustration is the SafeOnWeb Belgian campaign which includes two quizzes
[61]. One is specifically dedicated to phishing based on different scenarios (email,
social networks), while the other, depicted on Fig. 6 is proposing to evaluate its
Digital Health Index (DHI) based on questions covering updates, backups, fish-
ing and anti-virus. The results are grouped by categories and globally under the
form of a DIH between 0 and 10 which is positioned against the distribution of
all collected DIH as shown in Fig. 7.

Fig. 7. SafeOnWeb quiz result analysis [16].

Other examples of interesting quizzes are the Network and Information Secu-
rity Quiz [23] or the one developed by Lockheed [44], both proposed in the
context of 2018 European Cyber Security Month.

Dealing with Security Threats Scenarios. Gamification can also explore
common threat scenarios that an employee will have to face, for example deal-
ing with passwords or recognising phishing attempts. Although those can be
presented under the form of a quiz, more elaborated gaming supports can be
proposed.

For helping the user to learn how easy a weak password can be broken and
how to build a strong password, password checkers are available, e.g. the Kasper-
sky Lab’s Secure Password Checker [40] and “How Secure Is My Password?” [17]
from Dashlane. Both websites can be trusted and do not advise to use real pass-
word. Figure 8 shows the former with some weakness reported as well as the
estimated time to crack the password compared to daily human activities.

To deal with phishing, different websites propose quiz-based test mixing legit-
imate requests and fishing requests through different media (SMS, social net-
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Fig. 8. Kaspersky password checker [40].

works, email) e.g. [51,61] A more elaborated gaming scenario is the setup of an
internal phishing campaign which will send a fake yet realistic phishing email
to employees and check how many employees are able to recognise the threat.
Such a campaign must of course be endorsed by the management and different
frameworks are available to conduct them, either commercial, e.g. PhishingBox
[51] or Open Source, e.g. GoPhish [31] which is depicted in Fig. 9.

Fig. 9. Typical user interface of a phishing simulator [31].

Of course, after the phishing campaign, awareness activities are organised to
explain the risks and to help in better recognising the threat. Statistics typically
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report 30% of click rate upon a first test campaign but also show it can quickly
improve using such actions [33].

3.5 Self-assessments

Assessments are more advanced and structured form of evaluation. In opposition
to quizzes which can be partial or even random, they cover a whole field at a
certain level of details. They can take some form of audit when performed by a
third-party expert in the field. However, like quizzes, it is also possible to propose
a lighter and automated form of self-assessment generally based on a dedicated
website. The later can be used as introduction for the former.

Fig. 10. Cyber essentials self assessment [64].

In the area of SME cybersecurity, several initiatives across Europe propose
methods including free self-assessment and/or more advanced assessments [54].
Some examples are the Cyber Essentials in the UK [63] or Vertrauen durch
Siecherhiet in Germany [65]. Self-assessments are often quite simple multiple
choices quizzes [15,64] as depicted in Fig. 10. They can also be more elaborated
and involve personae such Small Business Big Threats [61]. Full assessments
which cover classical security controls are paid-for, possibly with some funding
aids by the local authorities.

3.6 Training, Courses and Tool Support

At this level, basic awareness is already reached but more specific actions can be
taken using on-site training by experts but those can be costly. An alternative
is to rely on MOOC (Massive Open Online Courses) which are free and with
largely accessible in terms of prerequisites. An example of very successful MOOC
is the French SecNumacadémie [1].
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More advanced cybersecurity kits are also proposed by various organisations
and groups a set of resources like slides, posters, guides, tools, etc. [14,30].

A few specific tools can be recommended to support raising awareness like
password strength checkers, web-site vulnerability scanners, phishing simulators.

4 Setup of an Awareness Campaign in Wallonia

4.1 Context and Goals

The target of the cybersecurity campaign is SMEs. The goal is to raise awareness
about the importance of deploying adequate cybersecurity measures both at
technical and human levels w.r.t. the high impact an attack could have on their
business. The awareness program is supported by the regional authorities with
the goal to encourage many SMEs to engage in security audits and improvement
through a validated network of security experts. In some countries, SMEs can
benefit from specific funding for this, like the UK CyberEssentials vouchers.

4.2 Program Design

In order to have a good understanding of the current situation and make sure
to have support of the existing actors in the cybersecurity area, specific actions
were carried out over a period of roughly one year:

– with the end-users SMEs mainly through relay organisation like incubators
for starters, usually relying a lot on IT and through sectoral organisation,
dealing with a large variety of SMEs.

– with security experts through a local cybersecurity cluster, typically with
quarterly meetings.

To support the launch of the program and encourage SMEs to keep joining it,
a variety of instruments among those exposed in the previous sections were used
like personae, Frequently Asked Questions (FAQ), a quiz and a self-assessment
questionnaire. The rest of this section details them.

4.3 Frequently Asked Questions

In order to identify with each type of organisation, a first step was to try to
figure out the reaction of both end-user SMEs and of the security experts that
would have to interact with them. This was documented by building a list of
questions either anticipated or collected during our interactions. Structuring
those questions and building the answers contributed a large part of the program
design itself and is still being used as a reference document for evolving it. At
some point, a validated and cleaned form of the list resulted in a published
Frequently Asked Questions (FAQ) used for communication purposes. This is
quite convenient because it splits the description of an elaborated mechanism in
progressive set of smaller and easier to explain questions.
Examples of questions from the end users are:
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– Why should I ask to be checked for cybersecurity?
– What assurance do I have about being secure ?
– How much does it cost ?
– Can I put this forward to my client or prospects ?
– ...

Examples of questions from security experts are:

– What is the process/cost to join the initiative ?
– What check-list of controls should be enforced ?
– How much can I bill an SME ?
– ...

4.4 Personae

Personae were introduced in a second stage, mainly to segment the wide variety
of SMEs. Only two personae were introduced:

– a persona familiar with IT technology from a startup but with little concern
about cybersecurity when launching its Minimal Viable Product

– the other persona is the manager of a bigger SME active internationally with
a low-tech manager that relies on different IT subcontractors with no idea of
how well the business infrastructure is protected against cyber threats.

The personae are only slightly mentioned in the communication at this stage,
but it is our plan to elaborate them. At this point, their main use is for assessing
the security expert as it provides a nice way to propose a concrete situation in
order to check the people expertise and methodology.

4.5 Quiz and Awareness Event

A quiz was developed initially as a support for a cybersecurity awareness event
in the construction sector. The quiz is composed of a set of questions covering
the three key dimensions presented previously:

– attitude and behaviour: in situations like managing password, performing
backups, updates, etc.

– knowledge: more technical questions about key concepts either theoretical
like electronic signature or practical like WIFI protection, what makes a good
password, names of recent major attacks.

The quiz can be configured with a variable number of questions and was
deployed both online using [43] and as a mobile application (see Fig. 11). To keep
the rules simple, questions have multiple choices with only one correct answer.
However, some questions are formulated negatively or can involve a final choice
covering previous possibilities. Those where initially developed for supporting
a cybersecurity awareness event. The mobile app is also available on the Play
Store both in French and in English [52].
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Fig. 11. Mobile application featuring a cybersecurity quiz [52].

4.6 Self-assessment Questionnaire

In order to encourage SMEs to engage into a cybersecurity improvement process,
we developed a self-assessment questionnaire based on the 20 controls of Center
for Internet Security [12] and using Lime Survey [43]. We revisited the grouping
into categories based on priority criteria matching some typical SME profiles
(through the associated persona). For very small companies relying on general
purpose tools, web/email/WIFI aspects are considered first with lower priority
on access control. Some organisational issues forming the last part of CIS20 are
also considered much earlier to start growing a cybersecurity culture. The result
is depicted in Fig. 12 and gives a good idea of what needs to be covered against
what is already done.

A more elaborated version of the questionnaire was also used as a check-
list to build the requirements and evaluation grid for authorising cybersecurity
experts to help SMEs. In this more elaborated version, more structuring was
introduced using the functions of the NIST cybersecurity framework (Identify,
Protect, Detect, Respond, and Recover) [48].

5 Lessons Learned and Discussion

The feedback collected so far shows a good level of awareness in our SMEs during
our interactions. For example, during workshop sessions mixing a dozen of SMEs
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Fig. 12. Self-assessment summary (updated version of [53]).

active in the construction domain, all the participants scored above the 80% in
the quiz with a short cybersecurity reminder. Most SMEs were keen to share
their experience, including negative ones (e.g. ransomware with no/corrupted
backups). Participants also frequently mentioned having being told about GDPR
and of its impact on cybersecurity, confirming the positive impact of GDPR [18].

Our experience is that awareness must be able to rely on bigger initiatives
that have a good dynamics, for example the European Cyber Security Month
was relayed a lot in national campaigns through emails and social networks [23].
Despite its regional scope, our initiative is not isolated and is actively exchanging
with organisations at the Belgian federal level like our national authority (Center
for Cybersecurity Belgium) and the federal cluster of companies (Cyber Security
Coalition). At European level we have been sharing our practice at the European
Cyber Security Organisation (ECSO) [24] and with the CYBER Interreg project
[35]. Through those interactions, we can thus learn what is happening in other
part of Europe and be part of the process to define a more global and unified
way to deal with cybersecurity in Europe, while being able to select the means
that best fits our context.

In order to maximise the success for reaching companies, the support of a
wider organisation in which the SME is actively involved is really recommended.
In our case the workshop co-organised with the construction federation was a
success in terms of interactions and experience sharing. A lesson learned here is
that campaigns must combine both passive channels to reach a wide audience but
also active events where SMEs can meet experts, exchange together and actively
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engage. As mentioned in the Attitude-Behaviour-Cognition reference framework,
focusing on knowledge is far from enough, and more detailed evidence have
been reported in the literature that if knowledge and awareness are necessary
to initiate a change in behaviour, they are however not sufficient to realise it.
Key success factors are a good preparation, not being driven by fear and being
actionable in terms of follow-up (including training and feedback) [5].

About the use of personae: although we mainly use it for evaluating our
experts, they helped a lot in defining typical usage scenarios and to provide an
effective support for elaborating a case. More evolved personae are starting to
emerge for people inside companies with specific threats, like having to deal with
personal health information. Other usage of personae could also be investigated
like complementary profiles inside a company w.r.t. position, level of experience
with cybersecurity, using guidelines from [42].

Designing the quiz is an interesting and non-trivial exercise: questions must
be clear, have a good technical coverage but also address attitude and behaviour.
Our current version does not provide explanation nor introductory material
because they were respectively provided through posters and a debriefing.
Posters also revealed interesting to make available to SMEs for display in their
premises.

6 Conclusion and Future Work

Raising cybersecurity awareness in an organisation is a prerequisite to initiate
improvement actions and to start building a cybersecurity culture on top of a
good knowledge but also with the right attitude and behaviour. If the staff is
known to be a major weakness in cybersecurity, when engaged and correctly
trained, it can become the first line of defence against attackers.

In this paper, we focused on the case of SMEs. After reporting about their
current state of awareness and performing a general SWOT analysis w.r.t. cyber-
security, we surveyed available guidelines and tools to build a cybersecurity pro-
gram and implement it through a variety of awareness raising tools. We also
reported about our experience in conducting an awareness process in Belgium.
This report substantially elaborates over or previous work [53] and although
we do not claim to have performed a systematic literature survey, we believe
we covered all important dimensions of this problem and that this work can be
useful for others engaged in cybersecurity awareness with SMEs.

Our future work will refine the initial and final steps of the building an
awareness program by defining more systematically the strategy based on the
target audience and identifying more precise success factor that can be collected
and monitored on the field over the long term. We also plan to elaborate the
communication phase using more detailed personae. Finally, we keep our work
evolving in parallel with the definition of European labelling scheme in which
we are also actively involved.
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Abstract. The Internet of Things (IoT) is leading to a smartification
of our society: we are surrounded by many smart devices that automat-
ically collect and exchange data of various kinds and provenance. Many
of these data are critical because they are used to train learning algo-
rithms, to control cyber-physical systems or to guide administrators to
take decisions. Since the collected data are so important, many devices
can be the targets of security attacks. Consequently, it is crucial to be
able to trace data and to identify their paths inside a network of smart
devices to detect possible threats. To help designers in this threat rea-
soning, we start from the modelling language IoT-LySa, and propose a
Control Flow Analysis, a static analysis technique, for predicting the pos-
sible trajectories of data in an IoT system. Trajectories can be used as the
basis for checking at design time whether sensitive data can pass through
possibly dangerous nodes, and for selecting suitable security mechanisms
that guarantee a reliable transport of data from sensors to servers using
them. The computed paths are also interesting from an architectural
point of view for deciding in which nodes data are collected, processed,
communicated and stored.

1 Introduction

We are living the Internet of Things (IoT) revolution: we are surrounded by many
interconnected devices (smart objects) equipped with sensors and actuators that
automatically collect and transmit huge amounts of data over the net. Actually,
a typical IoT system is a production chain that starts from raw data collected by
sensors, continues with intermediate devices that perform data aggregation and
ends with servers that store and process these data using learning algorithms.
The results of the computation made on servers are used to take decisions or to
trigger actuator actions in some part of the system.
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Secure transmission of data becomes even more crucial in IoT systems where
devices can be physically attacked and data can be eavesdropped or altered dur-
ing their communication. Therefore it is important that designers and adminis-
trators of such systems are aware of the provenance and the trajectories of data,
especially when they are sensitive or when they impact on critical decisions.

Usually, formal methods offer designers tools to support the development
of systems. In practice, designers build a mathematical model that describes
the system we want to implement at a certain level of abstraction and they
use formal verification techniques to reason about properties of the model, and
consequently of the system it represents.

In this paper, we follow this approach to enable designers reasoning on data
trajectories in IoT systems. Technically, we start from the formal specification
language IoT-LySa, a process calculus recently proposed for IoT systems [5,9].
IoT-LySa allows designers to define a model of a system and fosters them to
adopt a Security by Design development model. Indeed, designers can exploit
the language to describe the network architecture of the system and how its
components (smart objects or nodes) interact with each other. Furthermore, they
can reason about the system correctness and robustness by using the Control
Flow Analysis (CFA) of IoT-LySa.

This static analysis without running the system predicts (safely approxi-
mates) how data from sensors may spread across the system and how objects
may interact. Technically, it “mimics” the behaviour of the system, by using
abstract values in place of concrete ones and by modeling the consequences
of each possible action. By inspecting the results of this “abstract simulation”,
designers can detect possible security vulnerabilities and intervene as early as
possible during the design phase.

Here, we extend the original IoT-LySa CFA [5] for performing a data path
analysis. The goal of this analysis is to predict how data travel across the net-
work from specific data source nodes to data consumer nodes, computing all
possible paths. Using the analysis results, a designer can investigate whether
the trajectories taken from a particular piece of information include nodes that
are considered potentially dangerous or that do not have an adequate security
clearance for the information they are receiving.

Moreover, the trajectories can be used to make decisions on the architecture
of the system by detecting critical nodes where data are collected and stored.
Consequently, the information computed by our analysis may help designers in
making educated decisions, on the exposure of both raw and aggregated data.
Since the CFA over-approximates the behaviour of a given system, if the pre-
dicted trajectories do not show dangerous situations, we can be sure that at run
time they will never happen. If instead they do, this means that there is a (even
small) possibility of these situations to happen, and it can be worthwhile for the
designer to carry out further investigations.

A short and preliminary version of the above results have been previously
presented in [11]. As new contributions, in this paper, we systematise the full
formal development of our data path analysis by presenting all its inference rules
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together with the formal proofs of its correctness. In addition, we introduce
the notion of scored trajectories that enriches the previous notion of simple
trajectories with quantitative information. Finally, we apply our analysis on a
completely new example, a Closed Circuit Television system, based on a visual
sensor network.

Structure of the Paper. The paper is organised as follows. We introduce our
approach, in Sect. 2, with an illustrative example that we use as case study. We
briefly recall the process algebra IoT-LySa, in Sect. 3. Section 4 defines the CFA
for the data path analysis and we show how to compute the data trajectories
from the analysis result. In Sect. 5 we enrich the trajectories with the security
scores on the involved nodes. Conclusions are in Sect. 6.

2 A Visual Sensor Network

In this section, we illustrate our methodology through a simple yet realistic
scenario similar to the ones introduced in [12,13], where we model the problem
of tracking some targets moving in the sensing space in the visual sensor network
of a building for surveillance aims.

2.1 The Scenario

A Visual Sensor Network (VSN) consists of a large number of interconnected
sensor nodes endowed with an imager (photo or video camera) and an embedded
processor that communicate via wireless interfaces. Nodes can be different in
computing power, amount of memory and energy consumption. Each node (or
camera) can directly communicate to the nodes lying in its radio range, here
called physical neighbours. Moreover, since each camera covers a part of the 3-D
space by its conic field of view (FOV), there is a further notion of proximity for
nodes: two nodes can collaborate and work on the same data when their FOVs
intersect, i.e. the corresponding cameras monitor a common part of the space.
Note that they can also be distant from each other. They are here called logical
neighbours. Many applications of VSN address event detection and estimation of
some metrics, based on the combination of different sensor readings, such as light
and temperature sensors, or microphones. Since information is more valuable
when close to its source and sending it is expensive, distributed approaches are
preferable to centralised ones, where visual surveillance tasks are performed by
collaborative groups of one or more camera nodes.

We suppose to have, as illustrated in Fig. 1 and as in [12], a Closed Circuit
Television system in a building like a university department, with 14 corridor
nodes, called of type 1 and 4 room nodes, called of type 2, in the room considered
more sensible. Both kinds of nodes are equipped with cameras and, for the
sake of simplicity, with just one sensor. Moreover, nodes of type 2 have also
alarm buzzers as actuators. According to the given topology both physical and
logical neighbours are statically known. In particular, only two corridor nodes
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with cameras with intersecting FOVs are not physical neighbour, c0 and c13 and
cannot communicate directly. In our model we choose w.l.o.g. that the camera
nodes 2 and 1 serve as forwarder between the two nodes. Furthermore there are
5 aggregator nodes that collect information on a specific area of the building.

Fig. 1. The organisation of nodes in our Visual Sensor Network (modification of the
Fig. 3 in [12]): little rectangles are the nodes with cameras of type 1, having each its
FOV rooted in it and represented as a gray triangle, little diamonds are the nodes with
cameras of type 2 and alarm actuators. Small orange rectangles are the aggregator
nodes. Big rectangles are obstacles, the light green one is Room 1 and little circles are
point of interest. (Color figure online)

In this application, corridor nodes detect intruders, in particular close to the
sensible room Room 1. If one of the corridor nodes detects an intruder and
checks that this one is close to one of the doors of the room, the corridor agent
sends a warning message to the closest camera node inside the room.

2.2 The IoT-LySa Model

Here, we show how the scenario above can be easily modelled in IoT-LySa and
what kind of information our CFA may provide to designers. In our model, the
overall behavior of the network depends on the local processing at each node
and on the inter-node communication, because the duty cycle of each camera
involves only local computations and the exchange of partial approximations
with logical and/or physical neighbors. Furthermore, we abstract away from the
actual tracking algorithm used to reach a consistent view across nodes, and we
model it as collaboration among nodes that exchange information (for further
details see e.g. [12]).

The IoT-LySa model, described in Table 1, consists of a finite number of
nodes running in parallel (this is the meaning of the parallel composition oper-
ator | for nodes). Some of the terms are equipped with annotations (variables
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Table 1. Visual Network System N .
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and function applications) and tags (input prefixes) that support the Control
Flow Analysis in a way that will be clarified in the next section. Each node,
uniquely identified by a label �, consists of control processes and, possibly of
camera, a sensor, and an actuator. Communication is multi-party: each node
can send information to a set of nodes, provided that they are in the same trans-
mission range. The communication patterns in the described scenario are not too
complicate, so the example can serve the aim of illustrating our framework. Out-
puts and inputs must match to allow communication. In more detail, the output
〈〈E1, · · · , Ek〉〉 � L. P represents that the tuple E1, · · · , Ek is sent to the nodes
with labels in L. The input is instead modelled as (E1, · · · , Ej ;xj+1, · · · , xk)XP
and embeds pattern matching. In receiving an output tuple E′

1, · · · , E′
k of

the same size (arity), the communication succeeds provided that the first j
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elements of the output match the corresponding first elements of the input
(i.e. E1 = E′

1, · · · , Ej = E′
j), and then the variables occurring in the input

are bound to the corresponding terms in the output. Suppose e.g. to have a
process P waiting a message that P knows to include the value v, together with
a datum that is not known from P . The input pattern tuple would be: (v;x). If
P receives the matching tuple 〈v, d〉, the variable x can be bound to v, since the
first component of the tuple matches with the corresponding value.

We first examine the camera nodes N1i of type 1:

N1
i = �1i : [P 1

i ‖ C1
i ‖ S1

i ‖ B1
i ],

where �1i is the label that uniquely identifies the node, and B1
i abstracts other

components we are not interested in, among which its store Σ1
i . Each of these

nodes is managed by a control process P 1
i , connected to a camera C1

i that covers
a given FV O1

i and to a sensor S1
i that senses the environment in the area close

to the node. They run in parallel (this is the meaning of the parallel composition
operator ‖ for processes). The node N1

i collects the data of its camera and its
sensor, elaborates them with the help of a filter and pre-processing function p and
then transmits its local result to its physical neighbours in L1

i . In the meanwhile,
the node collects all the local results of its neighbours and analyses them in
order to detect a possible intruder in the observed corridors. If this is the case
the node sends the camera node of type 2 closest to the intruder a warning
message to inform that the intruder may enter the room. In the IoT-LySa
jargon, the camera communicates the picture/video to the node by storing it in
its reserved location 11i of the shared store, while the sensor stores the sensed
data in the location 21i . The action τ denotes internal actions of the sensor we
are not interested in modelling, e.g. adjusting the camera focus. The construct
∗[...]∗ denotes the iterative behaviour of processes and of sensors.

The control process P 1
i : (i) stores in the variables zvi1

i1 and zvi2
i2 (where vi1

and vi2 are the variable annotations) the data collected by the camera and the
sensor, by means of the two assignments: (zvi1

i1 := 1ai1) and (zvi2
i2 := 2ai2); (ii)

elaborates them with the help of a filter and pre-processing function p and (iii)
then transmits its local result to its physical neighbours in L1i, with the output
〈〈p(zvi1

i1 , zvi2
i2 )pi〉〉 � {L1

i }, where pi is the label of the application of the function
p. In the meanwhile the node collects all the local results of its neighbours, with
the inputs (;xvr1

ir1 )
Xr1

i ...(;xvrt
irt )

Xrt
i (where inputs are enriched with tags Xr1

i , ...,
Xrt

i ) and analyses them in order to detect a possible intruder in the observed
corridors, with the detection function d(zvi1

i1 , zvi2
i2 , xr1

1i , ..., x
rt
1i)

d1i . If this is the
case (if detectionv1i

1i is true) the node sends the value to the camera node of
type 2 closest to the intruder to inform that the intruder may enter the room:
〈〈detectionv1i

1i 〉〉 � {�2f}. The part in blue in the pdf describes the communication
for the special nodes N10 and N1

13 that cannot communicate directly and that
rely on the intermediation of the nodes N1

1 and N1
2 . In particular, N1

1 forwards
the data received from N1

0 to N1
13, while N1

2 forwards the data received from
N1

13 to 1
0.
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In the node N2
j , the process Q2

j waits for possible warning messages from
corridor nodes. In case such a message arrives and its is bound to wv2j

j , it collects
the data wv2j1

2j1 and wv2j2
2j2 of its camera and its sensor, processes them with the

help of the function check in order to verify the possible presence of intruder
inside the room. In case the presence is confirmed, the node activates an alarm
buzzer and sends an alarm to its aggregator node, with a label recalling its name.
Each aggregator node Gl controls a subset of the camera nodes of both types.
Again B2

j and Bl abstract other components we are not interested in, among
which their stores Σ2

j and Σl. Some nodes can be attacked and therefore may
alter or tamper data passing from there, thus potentially impacting on the whole
system and making the building vulnerable.

Since our analysis identifies the possible trajectories of data in the system, we
can analyse these trajectories in order to check which are more risky w.r.t. the
involved nodes. To this aim we suppose that operators can provide a security
score for each node that measures its risk of being attacked. Reasoning on the for-
mal model of the system and on the possible trajectories of data can be exploited
to determine possible countermeasures such as redundancy, by introducing some
new components that can mitigate the impact of attacks.

3 Overview of IoT-LySa

We now present a briefly overview of IoT-LySa [5,9], a specification language
recently proposed for designing IoT systems. It is an adaption of LySa [3], a
process calculus introduced to specify and analyse cryptographic protocols and
checking their security properties (see e.g. [16,17]).

Differently from other process algebraic approaches introduced to model IoT
systems, e.g. [19–22], IoT-LySa provides a design framework that includes a
static semantics to support verification techniques and tools for certifying prop-
erties of IoT applications.

3.1 Syntax

Systems in IoT-LySa consist of a pool of nodes (things), each of which hosts
a store for internal communication, sensors and actuators, and a finite number
of control processes that detail how data are to be processed and exchanged
among the node. We assume that each sensor (actuator) in a node with label
� is uniquely identified by an index i ∈ I� (j ∈ J�, resp). A sensor is an active
entity that reads data from the physical environment at its own fixed rate, and
deposits them in the local store of. Actuators instead are passive: they just
wait for a command to become active and operate on the environment. Data
are represented by terms. Annotations a, a′, ai, ..., ranged over by A, identify
the occurrences of terms. They are used in the analysis and do not affect the
dynamic semantics in Table 3. The set of nodes and all the node components are
defined by the syntax in Table 2, that completes the one in [11].
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Table 2. Syntax.

E � E ::= annotated terms M � M ::= terms

Ma annotated term v value (v ∈ V)

with a ∈ A i sensor location (i ∈ I�)

x

{E1, · · · , Er}k0 encryption with key k0 ∈ K
f(E1, · · · , Er) function on data

N � N ::= systems of nodes B � B ::= node components

0 empty system Σ� node store

� : [B] single node (� ∈ L) P process

N1 | N2 par. composition S sensor (label i ∈ I�)

A actuator (label j ∈ J�)

B ‖ B par. composition

S � S ::= sensors A � A ::= actuators

0 inactive sensor 0 inactive actuator

τ.S internal action τ.A internal action

i := v. S store of v ∈ V (|j, Γ |). A command for actuator j

by the ith sensor γ.A triggered action (γ ∈ Γ )

h iteration var. h iteration var.

μ h . S tail iteration μ h . S tail iteration

P ::= control processes

0 inactive process

〈〈E1, · · · , Er〉〉 � L. P asynchronous multi-output L ⊆ L
(E1, · · · , Ej ; xj+1, · · · , xr)

X . P input (with matching and tag)

decrypt E as {E1, · · · , Ej ; xj+1, · · · , xr}k0
in P decryption with key k0 (with match.)

E?P : Q conditional statement

h iteration variable

μh. P tail iteration

xa := E. P assignment to x ∈ X
〈j, γ〉. P output of action γ to actuator j

We assume as given a finite set K of secret keys owned by nodes, exchanged
at deployment time in a secure way, as it is often the case [26]. Terms come with
annotations a ∈ A. The encryption function {E1, · · · , Er}k0 returns the result
of encrypting values Ei for i ∈ [1, r] under the shared key k0. We assume to
have perfect cryptography. The term f(E1, · · · , Er) is the application of function
f to r arguments; we assume given a set of primitive functions, typically for
aggregating or comparing values. We assume the sets V, I�, J�, Kbe pairwise
disjoint.

Each node � : [B] is uniquely identified by a label � ∈ L that may represent
further information on the node (e.g. node location). Sets of nodes are described
through the (associative and commutative) operator | for parallel composition.
The system 0 has no nodes. Inside a node � : [B] there is a finite set of components
combined by means of the parallel operator ‖. We impose that there is a single
store Σ� : X ∪ I� → V, where X ,V are the sets of variables and of values
(integers, booleans, ...), resp.
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The store is essentially an array whose indexes are variables and sensors
identifiers i ∈ I� (no need of α-conversions). We assume that store accesses
are atomic, e.g. through CAS instructions [18]. The other node components are
control processes P , and sensors S (less than #(I�)), and actuators A (less than
#(J�)) the actions of which are in Act.

The prefix 〈〈E1, · · · , Er〉〉 � L implements a simple form of multi-party com-
munication: the tuple obtained by evaluating E1, . . . , Er is asynchronously
sent to the nodes with labels in L that are “compatible” (according,
among other attributes, to a proximity-based notion). The input prefix
(E1,· · ·, Ej ;xj+1,· · ·, xr)X receives a r-tuple, provided that its first j elements
match the corresponding input ones, and then assigns the variables (after “;”) to
the received values. Otherwise, the r-tuple is not accepted. As in [2], each input
in the syntax of processes P has a tag X ∈ X, which is exploited to support
the analysis and does not affect the dynamic semantics. A process repeats its
behaviour, when defined through the tail iteration construct μh.P (h is the iter-
ation variable), intuitively rendered with ∗[...]∗ in the motivating example. The
processdecrypt E as {E1, · · · , Ej ; xj+1, · · · , xr}k0

inP tries to decrypt the result
of the expression E with the shared key k0 ∈ K. Also in this case, if the pattern
matching succeeds, the process continues as P and the variables xj+1, . . . , xr are
suitably assigned.

A sensor can perform an internal action τ or put the value v, gathered from
the environment, into its store location i. An actuator can perform an internal
action τ or execute one of its actions γ, received from its controlling process.
Sensors and actuators can iterate. For simplicity, here we neither provide an
explicit operation to read data from the environment, nor to describe the impact
of actuator actions on the environment.

Operational Semantics

Our reduction semantics is based on the following Structural congruence ≡ on
nodes and node components. It is standard except for rule (4) that equates a
multi-output with no receivers and the inactive process, and for the fact that
inactive components of a node are all coalesced.

(1) (N/≡, |, 0) is a commutative monoid
(2) (B/≡, ‖, 0) is a commutative monoid
(3) μh .X ≡ X{μh .X/h} for X ∈ {P,A, S}
(4) 〈〈E1, · · · , Er〉〉 : ∅. 0 ≡ 0

The two-level reduction relation → is defined as the least relation on nodes
and its components satisfying the set of inference rules in Table 3. For the sake
of simplicity, we use one relation. We assume the standard denotational inter-
pretation [[E]]Σ for evaluating terms.
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Table 3. Reduction semantics (the upper part on node components, the lower one on
nodes), where X ∈ {S, A} and Y ∈ {N, B}.

(S-store)

Σ ‖ ia := va′
. Si ‖ B → Σ{v/i} ‖ Si ‖ B

(Asgm)
[[E]]Σ = v

Σ ‖ xa := E. P ‖ B → Σ{v/x} ‖ P ‖ B

(Cond1)
[[E]]Σ = true

Σ ‖ E? P1 : P2 ‖ B → Σ ‖ P1 ‖ B

(Cond2)
[[E]]Σ = false

Σ ‖ E? P1 : P2 ‖ B → Σ ‖ P2 ‖ B

(A-com)
γ ∈ Γ

〈j, γ〉. P ‖ (|j, Γ |). A ‖ B → P ‖ γ. A ‖ B

(Act)

γ.A → A

(Int)

τ. X → X

(Decr)

[[E]]Σ = {v1, · · · , vr}k0 ∧ ∧j
i=1 vi = [[E′

i]]Σ

Σ ‖decrypt E as {E′
1, · · · , E′

j ; x
aj+1
j+1 , · · · , xar

r }k0
in P ‖ B → Σ{vj+1/xj+1, · · · , vr/xr}‖ P ‖ B

(Ev-out) ∧r
i=1 vi = [[Ei]]Σ

Σ ‖ 〈〈E1, · · · , Er〉〉 � L. P ‖ B → Σ ‖ 〈〈v1, · · · , vr〉〉 � L.0 ‖ P ‖ B

(Multi-com)

�2 ∈ L ∧ Comp(�1, �2) ∧ ∧j
i=1 vi = [[Ei]]Σ2

�1 : [〈〈v1, · · · , vr〉〉 � L. 0 ‖ B1] | �2 : [Σ2 ‖ (E1, · · · , Ej ; x
aj+1
j+1 , · · · , xar

r )X .Q ‖ B2] →
�1 : [〈〈v1, · · · , vr〉〉 � L \ {�2}. 0 ‖ B1] | �2 : [Σ2{vj+1/xj+1, · · · , vr/xr} ‖ Q ‖ B2]

(Node)
B → B′

� : [B] → � : [B′]

(ParN)
N1 → N′

1

N1|N2 → N′
1|N2

(ParB)
B1 → B′

1

B1‖B2 → B′
1‖B2

(CongrY)
Y ′
1 ≡ Y1 → Y2 ≡ Y ′

2

Y ′
1 → Y ′

2

The first two semantic rules implement the (atomic) asynchronous update of
shared variables inside nodes, by using the standard notation Σ{−/−}. Accord-
ing to (S-store), the ith sensor uploads the value v, gathered from the environ-
ment, into its store location i. According to (Asgm), a control process updates
the variable x with the value of E. The rules for conditional (Cond1) and (Cond2)
are as expected. In the rule (A-com) a process with prefix 〈j, γ〉 commands the
jth actuator to perform the action γ, if it is one of its actions. The rule (Act) says
that the actuator performs the action γ. Similarly, for the rules (Int) for internal
actions for representing activities we are not interested in. The rules (Ev-out)
and (Multi-com) drive asynchronous IoT-LySa multi-communications and are
explained as follows. In the first rule, to send a message 〈〈v1, ..., vr〉〉 obtained by
the evaluation of 〈〈E1, ..., Er〉〉, a node with label � spawns a new process, running
in parallel with the continuation P ; this new process offers the evaluated tuple
to all the receivers with labels in L. In the second rule, the message coming from
�1 is received by a node labelled �2, provided that: (i) �2 belongs to the set L
of possible receivers, (ii) the two nodes satisfy a compatibility predicate Comp
(e.g. when they are in the same transmission range), and (iii) that the first j
values match with the evaluations of the first j terms in the input. Moreover, the
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label �2 is removed by the set of receivers L of the tuple. The spawned process
terminates when all the receivers have received the message (L is empty).

The rule (Decr) tries to decrypt the result {v1, · · · , vr}k of the evaluation of E
with the key k0, and matches it against the pattern {E′

1, · · · , E′
j ;xj+1, · · · , xr}k0 .

Concerning communication, when this match succeeds the variables after the
semicolon “;” are assigned to values resulting from the decryption. The last rules
propagate reductions across parallel composition ((ParN) and (ParB)) and nodes
(Node), while (CongrY) is the standard reduction rule for congruence for nodes
and node components.

4 Control Flow Analysis

Here we present a CFA for approximating the abstract behaviour of a system
of nodes and for tracking the trajectories of data. This CFA follows the same
schema of the one in [5] and in particular of the one in [8] for IoT-LySa. However,
here we use different abstract values. Intuitively, abstract values “symbolically”
represent runtime data so as to encode where these data have been introduced.
Finally, we show how to use the CFA results to check which are the possible
trajectories of these data.

Abstract Values. Abstract values correspond to concrete values for sensors, data,
functions, and encryptions, and also record the annotations. Since the dynamic
semantics may introduce encrypted terms with an arbitrarily nesting level, we
have the special abstract values �a that denote all the terms with a depth greater
than a given threshold d. During the analysis, to cut these values, we will use the
function �−d. Its definition is quite intuitive because we recursively visit the
abstract value and cut it when we reach the relevant depth. Formally, abstract
values are defined as follows, where a ∈ A.

V̂ � v̂:: = abstract terms
(�, a) value denoting cut
(v, a) value for clear data
(f(v̂1, · · · , v̂n), a) value for aggregated data
({v̂1, · · · , v̂n}k0 , a) value for encrypted data

For simplicity, hereafter we write them as �a, νa, {v̂1, · · · , v̂n}a
k0

, and indicate
with ↓i

the projection function on the ith component of the pair. We naturally
extend the projection to sets, i.e. V̂↓i

= {v̂↓i
|v̂ ∈ V̂ }, where V̂ ⊆ V̂. In the

abstract value va, v abstracts the concrete value from sensors or computed by a
function in the concrete semantics, while the first value of the pair {v̂1, · · · , v̂n}a

k0

abstracts encrypted data. The second component records the annotation asso-
ciated to the corresponding term. Note that once given the set of encryption
functions occurring in a node N , the abstract values are finitely many.

To extract all the annotations of an abstract value, included the ones possibly
nested in it, we use the following auxiliary function.
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Definition 1. Give an abstract value v̂ ∈ V̂, we define the set of labels A(v̂)
inductively as follows.

– A(�, a) = A(v, a) = {a}
– A(f(v̂1, · · · , v̂n), a) = {a} ∪ ⋃n

i=1 A(v̂i)
– A({v̂1, · · · , v̂n}k0 , a) = {a} ∪ ⋃n

i=1 A(v̂i)

Trajectories. We now introduce the notion of trajectories of data, in turn com-
posed by micro-trajectories representing a single hop in the communication.

Definition 2. Given a set of labels L, a set of input tags X, we define a micro-
trajectory μ as a pair ((�, �′),X) ∈ (L × L) × X. A trajectory τ is a list of
micro-trajectories [μ1, ..., μn], such that ∀μi, μi+1 with μi = ((�i, �

′
i),Xi) and

μi+1 = ((�i+1, �
′
i+1),Xi+1), �′

i = �i+1.

In our analysis, trajectories can be obtained, starting from a set of micro-
trajectories and by suitably composing them in order. Trajectories can be com-
posed if the head of the second trajectory is equal to tail of the first. In this
case the two trajectories can be merged. Technically, we use a closure of a set of
micro-trajectories, the inductive definition of which follows.

Definition 3. Given a set of micro-trajectories S ∈ ((L × L) × X)

– ∀((�, �′),X) ∈ S. [((�, �′),X)] ∈ ClosX(S);
– ∀[L, ((�, �′),X)], [((�′, �′′),X ′), L′′] ∈ S. [L, ((�, �′),X), ((�′, �′′),X ′), L′′] ∈

ClosX(S).

CFA Validation and Correctness. We now have all the ingredients to define
our CFA to approximate communications and data stored and exchanged and,
in particular, the micro-trajectories. We specify our analysis in a logical form
through a set of inference rules expressing the validity of the analysis results.
The analysis result is a tuple (Σ̂, κ,Θ, T, ρ) (a pair (Σ̂, Θ) when analysing a
term), called estimate for N (for E), where Σ̂, κ,Θ, T , and ρ are the following
abstract domains:

– the union Σ̂ =
⋃

�∈L Σ̂� of the sets Σ̂� : X ∪I� → 2V̂ of abstract values that
may possibly be associated to a given location in I� or a given variable in X ,

– a set κ : L → L×⋃k
i=1 V̂i of the messages that may be received by the node

�, and
– a set Θ : L → A → 2V̂ of the information of the actual values computed by

each labelled term Ma in a given node �, at run time.
– a set ρ : X → L × ⋃k

i=1 V̂i is the sets of output tuples that may be accepted
by the input variables X.

– a set T = A → (L × L) × T of possible micro-trajectories related to the
abstract values.
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Note that the component T is new, and also the combined use of these five
components is new and allows us to potentially integrate the present CFA with
the previous analyses of IoT-LySa.

An available estimate has to be validated correct. This requires that it satis-
fies the judgements defined according to the syntax of nodes, node components
and terms. They are defined by the set of clauses presented in Tables 4 and 5.

Table 4. Analysis of labelled terms ( ̂Σ, Θ) |=� Ma.

(i, a) ∈ Θ(�)(a)

( ̂Σ, Θ) |=� ia

(v, a) ∈ Θ(�)(a)

( ̂Σ, Θ) |=� va

Σ̂�(x) ⊆ Θ(�)(a)

( ̂Σ, Θ) |=� xa

∧k
i=1 (

̂Σ, Θ) |=� Mai
i ∧

∀ v̂1, .., v̂r :
∧r

i=1 v̂i ∈ Θ(�)(ai) ⇒ (�{v̂1, .., v̂r}k0d, a) ∈ Θ(�)(a)

( ̂Σ, Θ) |=� {Ma1
1 , .., Mar

r }a
k0

∧k
i=1 (

̂Σ, Θ) |=� Mi ∧
∀ v̂1, .., v̂r :

∧r
i=1 v̂i ∈ Θ(�)(ai) ⇒ (f(v̂1, .., v̂r), a) ∈ Θ(�)(a)

( ̂Σ, Θ) |=� f(Ma1
1 , .., Mar

r )a

The judgement (Σ̂, Θ) |=
�

Ma, defined by the rules in Table 4, requires that
Θ(�)(a) includes all the abstract values v̂ associated to Ma. In the case of sensor
identifiers, ia and values va must be included in Θ(�)(a). According to the clause
for the variable xa, an estimate is valid if Θ(�)(a) includes the abstract values
bound to x collected in Σ̂�.

The rule for analysing compound terms requires that the components
are in turn analysed. The penultimate rule deals with the application of an
r-ary encryption. To do that (i) it analyses each term Mai

i , and (ii) for each
r-tuple of values (v̂1, · · · , v̂r) in Θ(�)(a1) × · · · × Θ(�)(ar), it requires that the
abstract structured value {v̂1, · · · , v̂r}a

k0
, cut at depth d, belongs to Θ(�)(a).

The special abstract value �a will end up in Θ(�)(a) if the depth of the term
exceeds d. The last rule is for the application of an r-ary function f . Also
in this case, (i) it analyses each term Mai

i , and (ii) for all r-tuples of values
(v̂1, · · · , v̂r) in Θ(�)(a1)× · · · × Θ(�)(ar), it requires that the composed abstract
value f(v̂1, · · · , v̂r)a belongs to Θ(�)(a).

The judgements for nodes with the form (Σ̂, κ,Θ, T, ρ) |= N are defined by
the rules in Table 5. The rules for the inactive node and for parallel composi-
tion are standard. The rule for a single node � : [B] requires that its internal
components B are in turn analysed; in this case we the use rules with judge-
ments (Σ̂, κ,Θ, T, ρ) |=

�
B, where � is the label of the enclosing node. The rule

connecting actual stores Σ with abstract ones Σ̂ requires the locations of sen-
sors to contain the corresponding abstract values. The rule for sensors is trivial,
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because we are only interested in the users of their values. The rule for actuators
is equally trivial, because we model actuators as passive entities. The rules for
processes require analysing the immediate sub-processes.

Table 5. Analysis of nodes ( ̂Σ, κ, Θ, T, ρ) |= N , and of node components
( ̂Σ, κ, Θ, T, ρ) |=� B.

(Σ̂, κ, Θ, T, ρ) |= 0

(Σ̂, κ, Θ, T, ρ) |=
�

B

(Σ̂, κ, Θ, T, ρ) |= � : [B]

(Σ̂, κ, Θ, T, ρ) |= N1 ∧ (Σ̂, κ, Θ, T, ρ) |= N2

(Σ̂, κ, Θ, T, ρ) |= N1 | N2

∀ i ∈ I�.i� ∈ Σ̂�(i)

(Σ̂, κ, Θ, T, ρ) |=
�

Σ (Σ̂, κ, Θ, T, ρ) |=
�

S (Σ̂, κ, Θ, T, ρ) |=
�

A

∧k
i=1 (Σ̂, Θ) |=

�
M

ai
i

∧ (Σ̂, κ, Θ, T, ρ) |=
�

P ∧
∀v̂1, · · · , v̂r :

∧r
i=1 v̂i ∈ Θ(�)(ai) ⇒ ∀�′ ∈ L : (�, 〈〈v̂1, · · · , v̂r〉〉) ∈ κ(�′)

(Σ̂, κ, Θ, T, ρ) |=
�

〈〈M
a1
1 , · · · , Mar

r 〉〉 � L. P

∧j
i=1 (Σ̂, Θ) |=

�
M

ai
i

∧
∀(�′, 〈〈v̂1, · · · , v̂r〉〉) ∈ κ(�) : Comp(�′, �) ⇒

(
∧r

i=j+1 v̂i ∈ Σ̂�(xi) ∧
(�′, 〈〈(v̂1, · · · , v̂r〉〉) ∈ ρ(X) ∧ ∀a ∈ A(v̂i).((�, �′), X) ∈ T (a)

∧(Σ̂, κ, Θ, T, ρ) |=
�

P )

(Σ̂, κ, Θ, T, ρ) |=
�

(M
a1
1 , · · · , M

aj
j

; x
aj+1
j+1 , · · · , xar

r )X . P

(Σ̂, Θ) |=
�

Ma ∧ ∧j
i=1 (Σ̂, Θ) |=

�
M

ai
i

∧
∀{v̂1, · · · , v̂r}b

k0
∈ Θ(�)(a) ⇒

(∧r
i=j+1 v̂i ∈ Σ̂�(xi) ∧ (Σ̂, κ, Θ, T, ρ) |=

�
P

)

(Σ̂, κ, Θ, T, ρ) |=
�
decrypt Ma as {M

a1
1 , · · · , M

aj
j

; x
aj+1
j+1 , · · · , xar

r }k0
in P

(Σ̂, Θ) |=
�

Ma ∧
∀ v̂ ∈ Θ(�)(a) ⇒ v̂ ∈ Σ̂

�
(x) ∧ (Σ̂, κ, Θ, T, ρ) |=

�
P

(Σ̂, κ, Θ, T, ρ) |=
�

xax := Ma. P

(Σ̂, κ, Θ, T, ρ) |=
n�

P

(Σ̂, κ, Θ, T, ρ) |=
�

〈j, γ〉. P

(Σ̂, Θ) |=
�

Ma ∧
(Σ̂, κ, Θ, T, ρ) |=

�
P1 ∧ (Σ̂, κ, Θ, T, ρ) |=

�
P2

(Σ̂, κ, Θ, T, ρ) |=
�

Ma?P1 : P2

(Σ̂, κ, Θ, T, ρ) |=
�

B1 ∧ (Σ̂, κ, Θ, T, ρ) |=
�

B2

(Σ̂, κ, Θ, T, ρ) |=
�

B1‖ B2

(Σ̂, κ, Θ, T, ρ) |=
�

0

(Σ̂, κ, Θ, T, ρ) |=
�

P

(Σ̂, κ, Θ, T, ρ) |=
�

μh. P (Σ̂, κ, Θ, T, ρ) |=
�

h

An estimate is valid for multi-output, if it is valid for the continuation of P and
the set of messages communicated by the node � to each node �′ in L, includes
all the messages obtained by the evaluation of the r-tuple 〈〈Ma1

1 , · · · ,Mar
r 〉〉.

More precisely, the rule (i) finds the sets Θ(�)(ai) for each term Mai
i , and (ii)

for all tuples of values (v̂1, · · · , v̂r) in Θ(�)(a1)×· · ·×Θ(�)(ar) it checks whether
they belong to κ(�′) for each �′ ∈ L. Symmetrically, the rule for input requires
that the values inside messages that can be sent to the node �, passing the pat-
tern matching, are included in the estimates of the variables xj+1, · · · , xr. More
in detail, the rule analyses each term Mai

i , and requires that for any message
that the node with label � can receive, i.e. (�′, 〈〈v̂1, · · · , v̂j , v̂j+1, . . . , v̂r〉〉) in κ(�),
provided that the two nodes can communicate (i.e. Comp(�′, �)), the abstract
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values v̂j+1, . . . , v̂r are included in the estimates of xj+1, · · · , xr. Furthermore,
the micro-trajectory ((�, �′),X) is recorded in the T component for each anno-
tation related (via A) to the abstract value v̂i, to record that the abstract value
v̂i coming from the node � can reach the node labelled �′, in the input with tag
X. For instance, if v̂i = (f((vi1, ai1), (vi2, ai2)), ai), then the micro-trajectory is
recorded in T (ai), T (ai1) and T (ai2). Finally, the ρ component records the sets
of output tuples that can be bound in the input with tag X.

The rule for decryption is similar to the one for communication: it also
requires that the keys coincide. The rule for assignment requires that all the
values v̂ in the estimate Θ(�)(a) for Ma belong to Σ̂

�
(x). The rules for the inac-

tive process, for parallel composition, and for iteration are standard (we assume
that each iteration variable h is uniquely bound to the body P ).

Given a term E annotated by a, the over-approximation of its possible trajec-
tories is obtained by computing the trajectory closure of the set composed by all
the possibly enriched micro-trajectories ((�, �′),X) or ((�i, �

′
i), (φ(�i), φ(�′

i)),Xi)
in T (a).

Trajectories(Ea) = ClosX(T (a))

Therefore, our analysis enables traceability of data. For every exchanged
message 〈〈v1, . . . , vr〉〉, the CFA keeps track of the possible paths of each of its
components vi and, in turn, for each vi it keeps recursively track of the paths of
the possible data used to compose it.

Example 1. To better understand how our analysis works, we apply it to the
following simple system, where P ′

i and Bi (with i = 1, 2, 3) abstract other com-
ponents we are not interested in.

�1 : [〈〈va1〉〉��2. P
′
1 ‖ B1] | �2 : [(;xb2

2 )X2 .〈〈f(xbx
2 )m〉〉��3.P

′
2 ‖ B2] | �3 : [(; yc3

3 )Y3 .P ′
3 ‖ B3]

Every valid estimate (Σ̂, κ,Θ, T, ρ) must include at least the following entries,
with d = 4.

Θ(�1)(a1) ⊇ {va1}
κ(�2) ⊇ {(�1, 〈〈va1〉〉}
ρ(X2) ⊇ {(�1, 〈〈va1〉〉}
Σ̂�2(x

b2) ⊇ {va1}
T (a1) ⊇ {((�1, �2), X2)}
Θ(�2)(b2) ⊇ {f(va1)m}
κ(�3) ⊇ {(�3, 〈〈f(va1〉〉)m}
ρ(Y3) ⊇ {(�2, 〈〈va1〉〉}
Σ̂�3(y

c3) ⊇ {f(va1)m}
T (a1) ⊇ {((�2, �3), Y3)}
T (m) ⊇ {((�2, �3), Y3)}

Indeed, an estimate must satisfy the checks of the CFA rules. The validation
of the system requires the validation of each node, i.e. (Σ̂, κ,Θ, T, ρ) |= Ni and
of the processes there included, i.e. (Σ̂, κ,Θ, T, ρ) |=

�i
Pi, with i = 1, 2, 3. In

particular, the validation of the process included in N1, i.e. 〈〈va1〉〉 � {�2} holds
because the checks required by CFA clause for output succeed. We can indeed
verify that (Σ̂, Θ) |=

�
va1 holds because va1 ∈ Θ(�1)(a1), according to the CFA
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clause for names. Furthermore (�1, 〈〈va1〉〉) ∈ κ(�2). This suffices to validate the
output, by assuming that the continuation P ′

1 is validated as well. We have the
following instantiation of the clause for output.

va1 ∈ Θ(�1)(a1)

(Σ̂, Θ) |=
�

va1
∧ (Σ̂, κ,Θ, T, ρ) |=

�
P ′
1 ∧

va1 ∈ Θ(�1)(a1) ⇒ (�1, 〈〈va1〉〉) ∈ κ(�2)

(Σ̂, κ,Θ, T, ρ) |=
�1

〈〈va1〉〉 � {�2}. P ′
1

Instead (Σ̂, κ,Θ, T, ρ) |=
�1

(;xb2
2 )X2 .〈〈f(xbx

2 )m〉〉 � �3.P
′
2 holds because the checks

for the CFA clause for input succeed. From (�1, 〈〈va1〉〉) ∈ κ(�2), we can indeed
obtain that ρ(X2) ⊇ {(�1, 〈〈va1〉〉}, Σ̂�2(x

b2) ⊇ {va1}, and that T (a1) ⊇
{((�1, �2),X2)}. The other entries can be similarly validated as well. Finally note
that from T (a1) ⊇ {((�1, �2),X2) and T (a1) ⊇ {((�2, �3), Y3)}, we can obtain the
trajectory [((�1, �2),X2), ((�2, �3), Y3)], by applying ̂ClosX to (T (a1)). Note that
the second component of each micro-trajectory records the input in which the
communication of the value may take place and can help in statically backtrack-
ing the data path. Given the score of each node, the cost of the corresponding
scored trajectory amounts to φ(�1) + φ(�2) + φ(�3).

Example 2. Consider now our running example on the visual sensor network in
Sect. 2. Every valid estimate (Σ̂, κ,Θ, T, ρ) must include at least the following
entries, assuming d = 4, and m �= i, with m and i indexes of nodes that are
neighbours.

Θ(�1i )(ai1) ⊇ {1ai1}, Θ(�1i)(ai2) ⊇ {2ai2}
Σ̂�1i

(zvi1) ⊇ {1ai1}, Σ̂�1i
(zvi2) ⊇ {2ai2}

κ(�1m) ⊇ {(�1i , 〈〈p(1ai1 , 2ai2)pi〉〉}
ρ(Xi

m) ⊇ {(�1i , 〈〈p(1ai1 , 2ai2)pi〉〉}
Σ̂�1m

(xi
m) ⊇ {p(1ai1 , 2ai2)pi}

Σ̂�2j
(confirmw2j

2j ) =

check(d(1ai1 , 1ai2 , p(1ar11 , 2ar12)pr1 , ..., p(1art1 , 2art2)prt)d1i , 1d2j1 , 1d2j2)c2j

T (pi) � ((�1i , �
1
m), Xm

i ), ((�1m, �2j ), W
2
j ), ((�

2
j , �l), A

l
j)

T (d1i) � ((�1i , �
2
j ), W

2
j ), ((�

2
j , �l), A

l
j)

Our analysis respects the operational semantics of IoT-LySa, as witnessed
by the following subject reduction result. It is also possible to prove the existence
of a (minimal) estimate, as in [5]. The proofs follow the usual schema and benefit
from an instrumented denotational semantics for expressions, the values of which
are pairs 〈v, v̂〉, where v is a concrete value and v̂ is the corresponding abstract
value. The store (Σi

� with an undefined ⊥ value) is accordingly extended. The
semantics used in Table 3 just uses the projection on the first component.

The following subject reduction theorem establishes the correctness of our
CFA, by relying on the agreement relation � between the concrete and the
abstract stores. Its definition is immediate, since the analysis only considers
the second component of the extended store, i.e. the abstract one: Σi

� � Σ̂� iff
w ∈ X ∪ I� such that Σi

�(w) �= ⊥ implies (Σi
�(w))↓2 ∈ Σ̂�(w).
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Theorem 1 (Subject reduction). If (Σ̂, κ,Θ, T, ρ) |= N and N → N ′ and
∀Σi

� in N it is Σi
� � Σ̂�, then (Σ̂, κ,Θ, T, ρ) |= N ′ and ∀Σi

�
′ in N ′ it is Σi

�
′
�

Σ̂�.

Checking Trajectories. We now show that by inspecting the results of our CFA,
we detect all the possible micro-trajectories of the data produced in the system
of nodes that, put together, provide the overall trajectories.

The following corollary of subject reduction shows that we do track the tra-
jectories of IoT data. The first item guarantees that κ and ρ predict all the
possible inter-node communications, while the second item shows that our anal-
ysis records the micro-trajectory in the T component of each abstract value
possibly involved in the communication.

Corollary 1. Let N
〈〈v1,...,vr〉〉−−−−−−−→�1,�2,X N ′ denote a reduction in which the

message sent by node �1 is received by node �2 with an input tagged X. If

(Σ̂, κ,Θ, T, ρ) |= N and N
〈〈v1,...,vr〉〉−−−−−−−→�1,�2 N ′ then it holds:

– (�1, 〈〈v̂1, . . . , v̂r〉〉) ∈ κ(�2) ∧ (�1, 〈〈v̂1, · · · , v̂r〉〉) ∈ ρ(X), where v̂i = vi↓2 .
– ((�1, �2),X) ∈ T (a), for all a ∈ A(v̂i), for all i ∈ [j + 1, r].

4.1 Proofs

In this subsection, we provide the formal proofs of the results presented above.
The reader not interested in the technical details of this formalisation, can safely
skip this subsection without compromising the comprehension of the rest of the
paper.

We recall that for the proofs, we resort to an instrumented denotational
semantics for expressions, the values of which are pairs 〈v, v̂〉 where v is a concrete
value and v̂ is the corresponding abstract value, and that the store and its
updates are accordingly extended.

Lemma 1 (Congruence). If N ≡ N ′ then (Σ̂, κ,Θ, T, ρ) |= N iff
(Σ̂, κ,Θ, T, ρ) |= N ′.

Proof. It suffices to inspect the rules for ≡, since associativity and commutativity
of ∧ reflects the same properties of both | and ‖, and to recall that any triple is a
valid estimate for 0. Note that for the case of iteration, the following definition of
limited unfolding suffices �μh. P 0 = P{0/h} and �μh. P d = P{�μh. P d−1/h}.

Theorem 1 (Subject reduction). If (Σ̂, κ,Θ, T, ρ) |= N and N → N ′ and
∀Σi

� in N it is Σi
� � Σ̂�, then (Σ̂, κ,Θ, T, ρ) |= N ′ and ∀Σi

�
′ in N ′ it is Σi

�
′
�

Σ̂�.

Proof. Our proof is by induction on the shape of the derivation of N → N ′

and by cases on the last rule used. In all the cases below we will have that (*)
(Σ̂, κ,Θ, T, ρ) |=

�
Σi, as well as that (**) (Σ̂, κ,Θ, T, ρ) |=

�
B1 and B2, so we

will omit mentioning these judgements.
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– Case (Multi-com). We assume

(Σ̂, κ,Θ, T, ρ) |= �1 : [〈〈v1,· · ·, vk〉〉 � L. 0 ‖ B1] |
�2 : [Σi

2 ‖ (E1,· · ·, Ej ;xj+1,· · ·, , xk)X .Q ‖ B2]

that is implied by

( ̂Σ, κ, Θ, T, ρ) |=�1
[〈〈v1, · · · , vk〉〉 � L. 0 ‖ B1] and by

( ̂Σ, κ, Θ, T, ρ) |=�2
[Σi

2 ‖ (E′
1, · · · ;xj+1, · · · )X .Q ‖ B2]

that have been proved because the following conditions hold:

Comp(�1, �2) (1)
∧k

i=1
( ̂Σ, Θ) |=�1

vi (2)

∀v̂1, · · · , v̂k :
∧k

i=1
v̂i ∈ ϑi ⇒

∀�′ ∈ L : (�1, 〈〈v̂1, · · · , v̂k〉〉) ∈ κ(�′) (3)
( ̂Σ, κ, Θ) |=�1

0 (4)
∧j

i=1
( ̂Σ, Θ) |=�2

Ei (5)

∀(�′, 〈〈v̂1, · · · , v̂k〉〉) ∈ κ(�2) :
∧j

i=1
v̂i ∈ ϑ′

i ⇒ (6)
∧k

i=j+1
v̂i ∈ Σ̂�2(xi) (7)

∀(�′, 〈〈v̂1, · · · , v̂k〉〉) ∈ ρ(X) (8)
∀a ∈ A(v̂i).((�, �

′), X, w) ∈ T (a) (9)
( ̂Σ, κ, Θ, T, ρ) |=�2

Q (10)

Note that ∀i (Σ̂, Θ) |=
�1

vi implies v̂i ∈ ϑi, where v̂i = ([[vi]]iΣi
�2

)↓2 , and that

�2 ∈ L because N → N ′. We have to prove that

(Σ̂, κ,Θ, T, ρ) |= ,�1 : [〈〈v1, · · · , vk〉〉 � L′.0‖B1]
| �2 : [Σi

2{vj+1/xj+1, · · · , vk/xk}‖Q‖B2]

where L′ = L \ {�2} that, in turn, amounts to prove that

(a) (Σ̂, κ,Θ, T, ρ) |=
�1

〈〈v1, · · · , vk〉〉 � L \ {�2}. 0 ‖ B1

(b) (Σ̂, κ,Θ, T, ρ) |=
�2

Σi
2{(vj+1, v̂j+1)/xj+1, · · · } ‖ Q ‖ B2

We have that (a) holds trivially because of (2–4) (of course L \ {�2} ⊆ L),
while (b) holds because of (8). We are left to prove that Σi

�2

′
� Σ̂�2 . Now,

we know that Σi
�2

′(y) = Σi
�2
(y) for all y ∈ X�2 ∪ I�2 such that y �= xi. The

condition (Σi
�2
(xi))↓2 ∈ Σ̂�2(xi) for all xi holds because of (7).

– The cases (ParN), (StructN), and (Node) directly follow from the induction
hypothesis, and the case (CongrN) from Lemma 1.
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Corollary 1. Let N
〈〈v1,...,vr〉〉−−−−−−−→�1,�2,X N ′ denote a reduction in which the

message sent by node �1 is received by node �2 with an input tagged X. If

(Σ̂, κ,Θ, T, ρ) |= N and N
〈〈v1,...,vr〉〉−−−−−−−→�1,�2 N ′ then it holds:

– (�1, 〈〈v̂1, . . . , v̂r〉〉) ∈ κ(�2) ∧ (�1, 〈〈v̂1, · · · , v̂r〉〉) ∈ ρ(X), where v̂i = vi↓2 .
– ((�1, �2),X) ∈ T (a), for all a ∈ A(v̂i), for all i ∈ [j + 1, r].

Proof. By Theorem 1, we have that (Σ̂, κ,Θ) |= N ′, so we proceed by induction
on the shape of the derivation of N → N ′ and by cases on the last rule used.

– Case (Multi-com). If this rule is applied, than N is in the form

(Σ̂, κ,Θ, T, ρ) |= �1 : [〈〈v1,· · ·, vk〉〉 � L. 0 ‖ B1] |
�2 : [Σi

2 ‖ (E1,· · ·, Ej ;xj+1,· · ·, , xk)X .Q ‖ B2]

with �2 ∈ L. Since (Σ̂, κ,Θ, T, ρ) |= N we have (Σ̂, κ,Θ, T, ρ) |=
�1〈〈v1,· · ·, vk〉〉 � L. 0 and the required (�1, 〈〈v̂1, · · · , v̂k〉〉) ∈ κ(�2).

From (Σ̂, κ,Θ, T, ρ) |=
�2

(E1,· · ·, Ej ;xj+1,· · ·, , xk)X .Q, we can obtain instead
the required (�1, 〈〈v̂1, · · · , v̂k〉〉) ∈ ρ(X), and ∀a ∈ A(v̂i).((�1, �2),X,w) ∈
T (a).

– Cases (ParN), (StructN), and (Node) directly follow from the induction
hypothesis, and for the other rules the premise is false.

5 Scored Trajectories

We now extend the notion of trajectories by associating a score φ(�) to each
node with label �, representing some quantitative and logical information: in our
case with a measure of the risk of node, in a style reminiscent of [1].

Trajectories can be compared on the basis of their overall score.
We assume that a table of scores is known that associates a score φ(�i) to

each node label �i. As a consequence we can decorate micro-trajectories with the
scores of the nodes involved:

((�i, �
′
i), (φ(�i), φ(�j)),Xi),

resulting in scored micro-trajectories. The corresponding scored trajectories can
be obtained as follows, by using the suitable extended closure function ̂ClosX .

Definition 4.

– ∀((�, �′), (φ(�), φ(�′)),X) ∈ M . [((�, �′), (φ(�), φ(�′),X)] ∈ ̂ClosX(M);
– ∀[L, ((�, �′), (φ(�), φ(�′),X)], [((�′, �′′), (φ(�′), φ(�′′),X ′), L′′] ∈ M .

[L, ((�, �′), (φ(�), φ(�′),X), ((�′, �′′), (φ(�′), φ(�′′),X ′), L′′] ∈ ̂ClosX(M).

We now need a function to extract the overall cost of each trajectory, given
the sequence of crossed nodes.
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Definition 5.

– Cost([((�, �′), (φ(�), φ(�′)),X)]) = φ(�) + φ(�′);
– Cost([L, ((�, �′), (φ(�), φ(�′)),X), ((�′, �′′), (φ(�′), φ(�′′)),X ′), L′′]) =

Cost(L) + φ(�) + φ(�′) + Cost(L′′).

We can now using the enriched trajectories to reason on which of them are
more risky.

Example 3. Back to our example, by using the analysis, we can determine some
of the possible trajectories of data, e.g. the ones of the term annotated with d1i,
i.e. Trajectories(d1i) that includes [(�1i , �

2
j ),W

2
j ), ((�

2
j , �l), Al

j)].
This allows us to check which are the nodes the data may pass from, in this

case and which are the corresponding inputs. The communication pattern here
is admittedly simple in order to illustrate our approach. It is easy to verify that
the above CFA results reflect the dynamic behaviour.

Now, given a security score for each node, we can analyse the trajectories of
each piece of data of the analysed system, in order to determine the more vulnera-
ble ones. We can also inspect the paths possibly followed by sensible data and also
be suspicious about data produced or passed by unreliable nodes. For the sake
of simplicity, we can use only two values for φ, by partitioning nodes in less (0)
or more (1) secure. The less secure nodes are the ones put in an open and public
area of the building, whereas the more secure nodes are the ones placed in areas
with restricted access. In our scenario, suppose that all the nodes are secure apart
from the node N1 13 that is in an open area. Under these hypotheses, our analy-
sis points out that the data that arrive to alert the node of type 2 in Room1 use
a possibly vulnerable trajectory, i.e. [(�1m, �1i ),X

m
i ), ((�1i , �

2
j ),W

2
j ), ((�

2
j , �l), Al

j)]
with i = 13 has a cost 1 whereas with i �= 13 the cost is 0. As a consequence, it
could be the case to use a videocamera more difficult to tamper, or, alternatively,
to add a new video camera in the restricted area.

We could instead classify links and making a similar reasoning, by associ-
ating weights to each of them in micro-trajectories, as in ((�1, �2),X,w). Given
a classification of the “dangerous” links, we can analyse the trajectories of each
piece of data and the way they are transmitted. This is particularly crucial in
a setting where encryption and other security mechanisms can be costly and
power consuming.

Another possibility to exploit our analysis is to detect possible illegal or bad
flows from one point to another based on security levels, by investigating our
trajectories, along the lines of [4]. Suppose for instance that nodes are classified
according to a hierarchy of clearance levels for nodes (encoded in a value), and
that a no read-up/no write-down policy is required. A node classified at a high
level cannot send (write) any value to a node at a lower level, while the converse
is allowed. The constraint can be restricted to least sensible data. In any case,
by inspecting the possible trajectories, we can check for the presence or not
of micro-trajectories (�1, �2), where the corresponding nodes do not respect the
policy.
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Note that each kind of enrichment of trajectories with quantitative infor-
mation can be added after the analysis, making its results useful for different
purposes.

6 Conclusions

We proposed a data path analysis, based on the CFA of IoT-LySa specification
language, for tracking the propagation of data and for identifying their possible
trajectories.

The results of CFA can be exploited in an early phase of system design, as a
supporting technique. The analysis is quite general because the underlying idea
is that its results can be used as a starting point for many different investigations
on a given system behaviour. On the one hand, a designer can answer whether
the provenance of the data that are processed or stored in a particular node
offers sufficient security guarantees, e.g. these data traveled only along nodes
that are considered robust. Furthermore, we can also check whether a system
respects policies that rule information flows among nodes, by allowing some
flows and forbidding others, e.g. data traveled only across nodes with a certain
level of clearance. Answering to these questions can give some confidence to
designers about the quality of the data managed by the considered system and
how much secure are the data which are essential to take critical decisions. By
using this information designers can detect the potential vulnerabilities related
to the presence of dangerous nodes, and can determine possible solutions and
mitigation.

On the other hand, analysing the trajectories may allow discovering patterns
in data, e.g. there are pieces of data that always move together or in a similar
way, thus, allowing designers to determine possible emerging features of the
system behaviour. Furthermore, we can find which are the paths or segments of
paths that are more used, and therefore may need special attention and suitable
security mechanisms.

An approach close to the present one is that of [10], where Control Flow
Analysis is used to over-approximate the behaviour of KLAIM processes and to
track how tuple data can move in the network.

Our approach is quite flexible and can be adapted to different purposes, just
by enriching the trajectories obtained from the analysis’ results with different
kinks of quantitative information. We would like to resort to other possible met-
rics. An interesting option is the one introduced in [1,23], where each node is
associated to a value that quantitatively represents the effort (in terms of cost)
required by an attacker to compromise the node. This allows the authors to rea-
son on the dependencies among nodes and to identify the minimal set of nodes
that must be compromised in order to impair the functionalities of a given target
node. In the same paper, further metrics are proposed. In the first case, they
suppose that the edge (or perimeter) nodes are easier to be compromised, and
the effort becomes higher while moving to inner nodes of the graph. As a con-
sequence, they assign costs to the nodes based on their depth in a given graph.
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The second proposed security metric associates as a priority to the nodes that
require utmost attention. In the third one, the metrics includes budget consider-
ations, in order to provide a balance between the efforts required by an attacker
to compromise critical nodes and the cost required to fix them.

Another future direction of investigation consists in integrating our present
analysis with the taint analysis of [8]. In that analysis, data are marked as tainted
when sensitive, and are marked as tamperable when coming from places where
they can be tampered. The analysis statically predicts how marked data spread
across an IoT system.

We further plan to study how to ensure a certain level of quality service of
a system even when in the presence of not completely reliable data, by linking
our approach to that used in [24,25]. In those paper authors introduce the Qual-
ity Calculus that allows defining and reasoning on software components that
have a sort of backup plan in case the ideal behaviour fails due to unreliable
communication or data.

Finally, since in many IoT system the behaviour of node adapts to their
computational context, we aim at extending IoT-LySa with constructs for rep-
resenting contexts along the lines of [14,15], and to study their security follow-
ing [6,7].
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Abstract. In this paper we consider the problem of protecting files, possibly
stored using remote storage services, on a device running different and indepen-
dent third party applications. We present a general architecture that, by exploiting
the inherent security of Trusted Execution Environments, and by requiring mini-
mal secure storage onboard the device, is able to provide a general purpose, dis-
tributed storage system that allows the cooperation among different applications
domains. Our system exposes APIs that can be invoked by other trusted appli-
cations, using the standard TEE IPC. Furthermore, we discuss a middleware that
allows legacy applications to transparently access secured files.

Keywords: Trusted Execution Environments · BYOD · Cloud storage · Secure
storage · Enterprise rights management

1 Introduction

An Enterprise Right Management (ERM) system features a set of tools, techniques
and practices that allow to share and deploy corporate documents and data while pro-
tecting their confidentiality. Such protection is ensured throughout the data lifecycle,
regardless to where they are stored or are transferred through, within the corporate’s
boundaries [12]. To this end, ERM systems specify and enforce fine-grained access
control policies over corporate information at fruition time. Such systems typically rely
on centralised authorities that are responsible for access control specification while
user authentication and policy enforcement are guaranteed by corporate applications
installed on trusted devices (i.e., belonging to the company itself and used only for the
sake of its internal processes).

In this context, it is becoming a common scenario the one in which: on one hand, the
company (the customer) may outsource some processes to third party contractors, and,
on the other hand, such contractors may serve multiple customers at the same time. In
such a particular instance of the so-called “Bring Your OwnDevice” (BYOD) paradigm,
contractors use their own mobile equipment to access the internal data repositories and
services of every customer. To this end, contractors use the dedicated applications along
with the access credential every customer released when the contract was signed.

A preliminary version of this paper appeared as [11].
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In the above scenario, it is crucial that the contractor device keeps the workloads
of every customer strictly separated from each others. This often entails that every cus-
tomer requires the contractor to deploy its whole self-contained ERM workload (i.e.,
the ERM application suite along with user and device credentials, encryption keys,
data, etc.) into an isolated partition of the device computational resources.

Due to the traditional “vertical” and “closed” of ERM systems nature, this app-
roach often leads to a considerable waste of resources as several ERM functionalities
are made redundant. Amongst such functionalities we identify: (a) secure local storage
management and (b) fine grained, data-independent and interoperable mechanisms for
Access Control Policy definition and enforcement. In our proposal, such features are
provided by the contractor’s platform to the installed ERM workloads, as system-wide
services.

In a previous work [12], we addressed the ERM scenario by presenting a remote
maintenance infrastructure which features secure on-site documentation cross-domain
delivery and ensures fine-grained access control throughout the documentation life-
cycle. To this end, the infrastructure features an interactive communication protocol
for the sake of key management and policy enforcement in which: policy evaluation is
up to the data owner while the workload deployed on the local device is in charge of
policy decision enforcement and multi-factor user authentication. In [13], we extended
the system to allow non-interactive protocols for access control enforcement based on
biometric templates [28]. In both cases, data is secured by encryption and its access is
granted by unlocking the corresponding decryption key. As pointed out above, every
process in the data lifecylce (user authentication, policy decision, data encryption and
storage) is accomplished by the manufacturer’s ERM applications. The prevention of
information disclosure or abuse, on the maintainer devices, is ensured through the con-
finement of any sensitive information within the boundaries of the manufacturer’s ERM
workload. The latter aspect is the only which is up to the maintainer device OS.

In [11] we presented a solution for enforcing access control over sensitive data gen-
erated by independent third party applications and locally stored on a mobile device. In
this paper we extend such a solution and we go one step further. We consider the case
in which such data can be locally or remotely stored, and consider the problem of guar-
anteeing the same security level while improving the scalability in contexts in which
multiple content providers deploy their private data through common/shared platforms.
In order to do so, we had to rethink the whole solution starting from the high level
description of the service to the low level specification of the data structures used in our
implementation. Our proposal is to extract common components of every ERM system:
secure file storage and policy enforcement, and put them under the “responsibility” of
the contractor’s device OS while inherently proprietary features (e.g., related to pro-
prietary file format, on-site diagnostic tools) remain still part of the customer’s ERM
suite.

On the contractor’s device, Common ERM components (services) are provided by
means of a set of trusted applications. Proprietary ERM applications are designed to
access such services by means of a set of ERM common API.

Our solution is intended for mobile devices compliant with the GlobalPlatform’s
Trusted Execution Environments (TEE) specifications [19]. TEE-powered devices pro-
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vide hardware-based mechanisms to keep separated the untrusted regular “rich” oper-
ating system (and its applications) from security-sensitive trusted applications (TAs)
which run in a trusted enclave (the TEE itself). Communication between the different
components (if allowed) can take place only through strictly defined protocols and APIs.
Communication between TAs are accomplished using the TEE Internal Core API, while
communication between TAs and application running in the “Rich OS” (Rich Applica-
tions or RAs) are carried out through the TEE Client API.

The core of our system is a number of Trusted Applications (TA) that implement
our ERM service layer. Provided services are: Policy Management, Key Management
and Secure File System. Briefly speaking: the secure file System stores encrypted files
along with their security meta-data and access policy. It makes available the files to any
requestor through a file system shaped interface. Only authorized entities having the
proper key can access files content. The Key manager releases the file encryption keys
to the authorized entities. The Policy manager takes file access control decisions for
requesting entities according to a set of RBAC policy rules.

Protected data are transferred to the contractor device in encrypted form either over
the network, through a secure communication, or by means of mobile storage devices
such as “pendrives” and memory cards. Files’ encryption key, sticky policy and meta-
data are encrypted with the public keys of intended destinations, within a customer
domain-wide public key infrastructure.

In certain circumstances the aforementioned transmission mechanisms may not be
suitable. This might be the case in which, customers and contractors need to exchange
large amounts of data. A possible solution is asking the sender to set up a temporary
file sharing facility possibly leveraging any third party (or public) cloud based storage
service. This approach is being followed in the design of several mission-critical appli-
cation including medical record databases and government services due to the high reli-
ability of nowadays cloud providers. Nevertheless, cloud storage raises several security
issues. Being maintained by a third party, stored data might be subject to theft and
fraudulent corruption. In order to mitigate this threat, the cloud-of-clouds approach has
gained a growing interest. Here, data is somehow split in several portions and stored on
multiple clouds. Data encryption and striping algorithms can be used to improve data
security and reliability.

Our architecture features Cloud shared files. To this end, encrypted files can be split
into one or multiple shares. Meta-data include the instruction concerning where and
how the shares can be retrieved and how the whole file must be rebuilt and/or accessed.
With this mechanism, endpoints just exchange (through the “traditional” media) small
file portions containing meta-data, whereas the remaining data are made available over
the cloud. Our proposal pursues the neutrality with respect the file striping algorithm.

2 Related Works

One of the first solutions presented in the literature for securing data over possibly net-
worked storage systems is represented by cryptographic file systems [6,10,21]. The
key idea exploited by cryptographic file systems is to embed the security layer under-
neath the virtual file system layer. In this way, each application has transparent access to
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secured files, independently from the specific data type it manages. Although this app-
roach is effective, it is bound to the model “trusted client” versus “untrusted server”
and a single security authority enforces essentially discretionary file access control
policies. This approach has been extended in several directions, including the capa-
bility to store encrypted files on cloud storage facilities and passive mobile storage
devices [9,14,30,35].

The Proof-Carrying File System (PCFS) [17,18,27] use formal proofs to enforce
file access control that can take into account variables like time or current system state.
This approach is effective in enforcing access control policies though writing policies
turns out to be an error-prone procedure. Furthermore, such systems have a rather inva-
sive interface, making their integration hard to implement.

A full featured cryptographic file system for Android is presented and analysed
in [33]. It essentially aims at protecting data stored on micro SD cards exchanged
amongst different devices and does not natively support any trusted computing facil-
ity to protect encryption keys.

Android OS provides two different possibilities, named Full Disk Encryption
(FDE), initially introduced by Android 4.4, and File Based Encryption (FBE), starting
from Android 7.0. FDE encrypts the whole user-data partition in a disk using AES-
CBC and a randomly generated 128-bit key. The encryption key is password protected.
Thus, the user needs to unlock the whole disk partition before any data on it can be
read. In contrast, the FBE protects each file independently from the others by using dif-
ferent keys. This allows the apps to unlock each file independently. On the other hand,
the usage of FBE requires the applications to be aware of the encryption layer. Both
in FDE and FBE, the encryption keys are managed by means of a TEE and may be
hardware-backed. In all cases, data stored on external devices such SD cards cannot be
encrypted and should be stored unencrypted.

Android is by far the mobile OS that provides the more flexible multi-user support.
Starting from Android 5, the OS allows a device to be used by multiple users, each pos-
sibly having multiple profiles. There exists three types of profiles, normal, restricted
and managed. A user typically creates a normal profile, that allows her to have “com-
plete” access to the device. In a restricted profile, typically used for parental control,
the profile creator can restrict the capabilities of the user, e.g., deciding which apps
can be executed or which contents can be visualized on the device. A managed pro-
files is created and managed by a company and allows the storage of applications and
company-sensitive data on the user device. In the latter case, the access control policy
to sensitive data is defined by the company.

The combination of trusted computing and virtualization technologies has been used
for example in [12,13] where the authors use biometric identification and key binding
in conjunction with workload isolation in order to enforce the security of documents
over a system comprising multiple devices owned by different actors.

The architecture of VPFS [34] feature an insecure and a trusted compartment. The
former is devoted to run user (untrusted) application whereas the latter offers a trusted
environment and secure data storage to sensitive applications. Although encrypted file
system lies on the platform’s hard disk, it is hidden to the untrusted compartment view
by the virtualisation layer.
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The ARM TrustZone [3] technology offers hardware support to strongly implement
such separation between compartments. DroidVault [22] leverages TrustZone to pro-
vide a trusted storage area (suitable to contain small amounts of sensitive data) within
an untrusted Android-powered platforms, whereas SBD [20] implements an encrypted
block device available to applications running in the normal TrustZone world within the
ANDIX OS [16].

Unlike the last two proposals, our solution provides a full featured cryptographic
file system for applications running in both trusted and untrusted compartments and is
intended to be fully compliant with the GlobalPlaftorm TEE standard [19].

Sharing corporate files through third party cloud based storage services is a practice
that has known an impressive success in the last decade, though it still raises several
concerns related to data confidentiality [31] and reliability [23]. Plenty of solution have
been proposed in order to cope with both. A well established approach consist of intro-
ducing an intermediate layer between data owners and data storage which offers to file
owners a file system-like interface to their data (front-end) while manages actual files
storage on multiple cloud providers (back-ends) by introducing data encryption and
redundancy. Amongst the earlier solutions we mention BlueSky [32] and DepSky [5].
These architecture feature a network proxy (aggregator) which uses old-fashioned file
sharing protocols such as NFS and CIFS to wrap the back-ends’ access API calls. More
recent proposals, emphasize the security aspects such as: protecting the data confiden-
tiality with respect to the aggregator (Storekeeper [26]) and hardening the security of
the file system front-ends as in RockFS [24].

We highlight that these solutions aim at providing an almost full file system-like
interaction. Instead, as we show in the following, the purpose of our proposal is provid-
ing occasional file deliverying amongst different entities within the same domain.

3 Preliminars

In this section we describe some preliminary notions that will be used in the following
sections.

3.1 Policy Definition

Mobile devices and applications require the possibility of highly flexible, dynamic and
extendible access control policy specifications. Flexibility and dynamicity allow the
possibility of designing policies that are able to adapt to typical application scenarios
that occur when dealing with mobile devices, i.e., situations that may vary over a num-
ber of variables like time, location, environmental factors, etc. Extendibility guaran-
tees the possibility of “forward-portability”, i.e., to adapt the policy evaluation process
without the need of dramatically restructuring the different software components that
implement it.

The classical RBAC model has been introduced in [29] and consists, basically, of
the following components: A set of users, which we call entities, a set of roles, a set of
permission and a set of sessions. A user in is a human or artificial agent, that can execute
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operations in the systems, each of which requires a specific set of permissions. A non-
empty set of operations defines a job within an organization. A role can be seen as a set
of permissions that are needed to execute a given job within an organization. Finally,
sessions associate users to roles. After the authentication phase, the system creates a
new session during which the user can require the activation of the roles she is allowed
to play. Role activation is successful only if the required role is enabled and the user is
entitled to activate it. In this case, the user is granted all the permissions associated to
the activated role. The model comprises a number of functions defined below. The user
assignment (UA) and the permission assignment (PA) functions are used to associate
users and permissions to roles, respectively. As stated above, a user can be associated
with many roles and every role can be played by many users. Similarly, a permission
can be associated with many roles and a role can include many permissions. In our
system access control is modelled by using extensions [2,4,8] of the Role Based Access
Control (RBAC) model.

3.2 Entities and Roles

In this section we assume that a secure communication infrastructure which comes with
a domain-wide PKI and linking all entities for every interaction: mutual authentication,
policy enforcement, key management and data transfer. The design of this infrastructure
is out of the scopes of this paper. Nevertheless, we point out that several well established
solution are on the shelf. In particular, we highlight that naturally fits the scenarios
proposed in the IETF’s forthcoming model of interaction within TEE ecosystems: the
TEEP (Trusted Execution Environment Provisioning) Architecture [25].

Specifically, we aim at implementing a file-level fine-grained access control mecha-
nism. Each access request to any file on the file system, submitted by any entity running
on the device, will be evaluated according to a set of rules specified by the policy. Notice
that we explicitly avoid the term user, in order to stress that the device might or might
not be used by different users but we assume there exist multiple stakeholders, each
running, possibly multiple, entities. Each entity is the actor that performs access to data
and each entity should be considered as a unique user in the standard RBAC model.
As usual, each entity can activate multiple roles. Our system defines three default roles,
owner, administrator, and guest but allows the definition of new ones. Furthermore,
it is possible to refine them per-domain, per-service and/or per-file. This means, for
example, that it is possible to define domain administrators or single file administrators
(owners). Finally, the set of permissions consists of the classical file read, write and exe-
cute. In our terminology, an entity is an instance of an application running on the device
on behalf of some subscriber. We note that this definition of entity naturally inherits
the existence of multiple stakeholders sharing the same device. Each entity is identified
by composing a Domain ID, that identifies the subscriber, and at least one amongst: (a)
the UUID of the application; (b) the unique device identifier (e.g. a hardware-bound
serial number, the mac-address) the application is running on; and (c) the subscriber
credentials of the user is running the application.

Entity and role identifiers are described with a Uniform Resource Name (URN) [15]
formed as in Table 1.
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Table 1. Entity and role identifiers.

Entity identifier urn:entt:<domainID>:<deviceID>:<subsID>:<appUUID>

Role identified urn:role:<domainID>:<deviceID>:<fileID>:<roleID>

In order to enforce access control, we use public key encryption. Specifically, we
associate to every role a public-secret key pair, or role key pair in short. Each file is
encrypted with a random file key and each file key is encrypted using the public keys
associated to roles that can access their associated file. Intuitively, a role can perform an
operation on a given resource only if it is allowed to sign the associated data structures.

Domains constitute a key ingredient in our architecture. Briefly speaking, a Domain
defines an unambiguous namespace within which roles and entities are defined. We
provide to every Domain member, e.g., a device, an application, a subscriber, a unique
identifier, the related digital credentials and, possibly, a set of domain-wide role key
pairs.

A user is a device owner or a device operator. She is registered as subscriber and
she is associated to a subsID and to her authentication credentials, (e.g. PIN/password,
biometric templates, crypto-tokens, etc.) We note that every device within a domain
has its own authentication credentials, typically a digital certificate along with the cor-
responding secret key. Clearly, the way in which secret information are loaded into a
device depend on the specific technology. For example, credentials could be saved on
a SIM, or “burnt” as a firmware update. Applications IDs and credentials are assigned
according to their registration “scope”: either device-wide or domain-wide.

Applications are registered with an AppID which pertains to the place they are
deployed to (usually, software developers release their applications adopting corpo-
rate naming/versioning criteria). This leads to vendor-unique application UUIDs. Simi-
larly, UUIDs of application deployed to the domain’s devices (along with their domain-
wide credentials) are assume to be “domain-unique”. Third party applications (and their
UUIDs) should be registered to the Domain Authority prior to be deployed.

Role keypairs, IDs and credentials are stored locally on each device at registration
time. For certain entities, this choice is inherently static. For example device identi-
fiers and credentials are deployed by the equipment manufacturer in the factory; trusted
applications may be installed in the device firmware, along with their private data, once
and for all. On the other hand, the choice of subscriber identities and domain-wide
roles to be active on any device is likely to change over times. To this end, our architec-
ture provides a mechanism to securely import/export keys and credentials from/to other
devices.

Permissions and roles revocation are not straightforward. On one hand, users can
trustworthily erase local roles and identities from the device they own. On the other
hand, once a role keypair has been deployed on plenty of devices, it is quite hard for
the domain authority to force all of them to remove (or possibly update) it. So that, we
adopt a lazy revocation approach [14]. Whenever certain entities or roles are no longer
enabled to access information from any data source, new roles and role-bindings are
issued and upcoming data are encrypted using new role keys. So that, new data can
be accessed only by new/updated entities whereas, revoked entities can still access old
data.
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3.3 File System Encryption

In order to guarantee policy enforcement, our system uses symmetric key encryption.
Specifically, each file is encrypted with a file key that can be recovered only by entities
that have activated specific roles, using a mechanism we describe later. Each file has
its own access control policy that is stored along with file metadata. Classical secu-
rity properties of confidentiality, integrity and authenticity are guaranteed by means of
standard cryptographic tools, respecitvely, encryption, MAC and digital signatures.

The proposed file system is implemented as a standalone file server that stores
encrypted files, along with the associated metadata, on a local storage system, on a
removable device or on a cloud storage system. Every time an entity needs to access
some information on protected file system, it issues a request using a file-system-API
shaped IPC protocol, that will be described Sect. 4.3 in details.

Encrypted files are composed of two main parts: the file header and the file envelope.
The former carries information needed to enforce file access control and to verify the
file integrity. The latter features: file’s general information (e.g., plaintext length, file
type, char-set); the instructions to retrieve and compose every (required) file share in
order to get the whole file. Finally, the file envelope ends with the original file’s local
share. Figure 1 summarizes the layout of information featured by an encrypted file.

Fig. 1. File format.

File Header. File header is partitioned into three sections: preamble, section 1 and
section 2. The preamble is in clear and contains the ID of the DomainD the file belongs
to and the length (in bytes) of following header sections 1 and 2.

Section 1 contains two sets of role IDs which contain, respectively proprietary and
additional role IDs. Roles of both sets are allowed to access the file according to its
access policy. However, only proprietary roles are enable to modify the access policy
itself. This part also includes crypto-specs, i.e., the signature, encryption and MAC
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algorithms specifications and parameters; the ID, say IDlast, of the last entity that
modified the file, the timestamp of the last modification the whole header’s signature
which is computed with the private key associated to IDlast. Section 1 is encrypted with
a domain key Dk. Every entity which joined the domain Dk receives such a key. As an
example, we can think of the domain Dk as the one associated to a specific customer
and, thus, each application associated to this customer, belongs toDk and has access to
its domain key.

Section 2 contains a copy of the file key k for every role listed above. Each copy is
encrypted with the public key of the corresponding role. When opening the file, entitled
roles decrypt k with her own secret key and use it for the sake of any further access
to the file contents. The header ends with the file access policy specification and files’
Message Authentication Code, encrypted and computed using k.

File Envelope. This part is entirely encrypted with k. It contains a record for file gen-
eral info; the file shares directory, that is the list of references to the shares the file is
split into along with the specification of the file reconstruction function. Eventually, if
any, local shares follow.

Fig. 2. Cloud “shared” files.

Accessing Cloud Shared Files. In order to open a cloud shared file (both for read or
write operations) the terminal needs to retrieve all its share and reconstruct the original
file. At the end of this process, the whole encrypted file is present on the local storage.

More precisely, any open invocation is accomplished through the following steps
(detalis key mananagent and policy enforcement are discussed in Sect. 4.3). In particu-
lar, the system:
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1. Extracts from the header: the file shares directory and the file composer function
whose description is in the header;

2. fetches each share from its corresponding repository;
3. reconstructs the file from its shares by using the composer;

At this point, a full copy of the encrypted file is present on the device. The File
System Backend (see Sect. 4.3) accesses the file on behalf of the requestor.

Nothing particular happens when an unmodified or read/only file is closed. Instead,
in case its content has been modified, the file content is split into its shares and, eventu-
ally, shares are written back to their respective storage place.

Figure 2 depicts three possible encryption file layouts. File file 1 is entirely
stored on the local file system. The composition function we denote with Identity/1
returns the same text it received as input. Files file 2 and file 3, both feature two
shares each. The former is split in a local and remote share, whereas the latter is com-
posed of two remote shares. In our example, both files are rebuild by computing the
bitwise xor of their shares.

We point out that Identity/1 and XOR/2 are just two possible sample of compo-
sition functions. In facts, our architecture is thought to be neutral with respect such a
feature.

4 System Architecture

In this section we describe the architecture of the proposed ERM system, whose overall
structure is reported in Fig. 3.

Fig. 3. System architecture of contractors’ devices [11].

In our ecosystem we identify two different sets of applications. The first one is a set
of applications implementing the system itself. Since our system is built on top of TEE
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specifications, the ERM system consists of a number of Trusted applications running in
the Trusted OS.

The second set of components consist of the applications accessing the protected
file system. Each operator uses a front-end application, a rich application running in the
rich OS, to interact with the resources on the device. These applications can be parti-
tioned into TEE-aware applications and legacy ones. The former, by construction, have
been designed with the TEE model in mind. This means that each front-end applica-
tion has a corresponding back-end one, a TA running in the Trusted OS and accessing
the component private data. The communications between the front-end and the corre-
sponding back-end occur via TEE APIs. The back-end application can interact directly
with the TAs implementing our system by using the TEE Internal APIs. Note that, since
these applications are TEE-aware, they need to know with whom they communicate
and, thus, they need to be aware of the file system they are using and the corresponding
interfaces. The latter set of applications are the legacy ones, e.g., browsers, editors, etc.
These are rich applications, running in the rich OS, that are not aware of the features of
the file system they are accessing. In order for these application to properly operate over
protected data, we need to intercept the read/write requests issued using standard file
system interfaces and redirect them to our ecosystem of TAs. To this aim, we provide a
file-system front end through which the application can access protected files after the
user/subscribed has been successfully authenticated and authorized. Authentication and
Authorization operations are performed by means of an ad hoc interface.

In the following we describe in details the different components of the ERM system.
We recall that in the Trusted OS, access control over private data (e.g. keying mate-

rial) is enforced on the basis of the TA identity. Indeed, private data are cryptograph-
ically bound to the TA they belong to, and can be shared between different instances
of the same TA while cannot be shared between different TAs. On the other hand, any
RA can access the same data only by establishing a session with the appropriate TA, as
long the RA is authorized either according its identifier (e.g., its UUID) or by means of
an authentication protocol taking place through a trusted channel.

4.1 ERM User Services

The usability of the proposed system strongly depends on the possibility that legacy
applications can transparently access secured data. Clearly, this possibility conflicts
with the need of providing ad-hoc protection mechanisms that may require user inter-
action for the authentication phase.

The AA Interface. One issue to be addressed is user/operator authentication. Indeed, in
the TEE model, TA can only respond to RA requests. On the other hand, since RA can-
not be considered to be trusted, there is the need of securely identifying a user/operator
to a TA through an insecure RA. To this aim, we can either exploit to different pos-
sibilities. On one hand the user can directly entry her PIN or password by means of
the TEE Trusted UIs, that creates of a secure channel between the user and the TA.
A second option is the usage of cryptographic hardware based authentication systems.
Once the user is successfully authenticated, she starts her session that lasts until she
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logs out. Throughout the session, protected data available to the user are made available
through the file system front-end, and legacy application access such files enjoying the
privileges of the user’s active roles.

File System Front-End. Application-wise, transparent access to protected files trans-
lates in the need of transparent wrapping of read/write file system operations. In order to
provide such type of access, we use a virtual file system layer that intercepts read/write
system calls, wraps them properly using the TEE Client APIs, and forwards the requests
to the file system back-end. In our prototype, this component is implemented with a
FUSE file system layer [1].

4.2 ERM Workloads Layer

ERM back-end applications along with their private data take place in the ERM Work-
loads layer. Such applications are designed to trustworthily interact with their owners’
premises in order to carry out their tasks. As TAs, ERM back-ends communicate with
the user and remote facilities through the TEE APIs and the secure network protocols
and are provided of a private local storage for e.g. temporary data and keying materi-
als. Moreover, such applications handle secured files lying in the File System Backend
related services by means the APIs they expose. Through such interfaces, different ERM
back-ends are enabled to access and share their secure files with other TAs, according
to arbitrary policy rules. Legacy TAs may co-exist with ERM workloads.

4.3 ERM Service Layer

In this section, we describe the TAs that constitute the core of our architecture: the
policy manager, the key manager and the file system backend.

The Policy Manager. The first TA in our architecture is the Policy Manager (Poli-
cyMGR). As stated in the introduction, we use extensions of the Role Based Access
Control (RBAC) policies. Because of the dynamic and mobile nature of the applica-
tion scenarios, we consider extensions of the basic RBAC model that include temporal,
spatial and/or environmental conditions, e.g., [7].

The PolicyMGR maintains a database that stores roles, identities and access poli-
cies. At startup time, domain-wide and application-wide roles and identities are loaded
into the database. This information is typically static as it can only be modified by the
domain administrator is specific cases, e.g., a new version of an application. Appli-
cations running on the device are allowed to create new “local” roles and entities by
means of a management API. The scope of new entries is limited to the device itself
and concerning the definition of policy rules for local files. File access policy specifi-
cation is contained into file metadata. Whenever a file is opened for the first time, its
access policy is loaded into the policy database by the PolicyMGR and it is used for
subsequent requests.
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The policy manager implements the policy decision point, i.e., it is responsible for
granting or denying the access to every received request. For efficiency reasons, Poli-
cyMGR keeps track of the set of roles each entity has activated, i.e., the roles that are
operational in the current execution context. In our implementation, this TA exposes
the following APIs:

– check role(entity-id, role-id): Returns true whenever (a) the entity
has activated role-id or (b) the entity is allowed to play that role due to some occur-
ring events or environmental conditions.

– check policy(policy,role-id): Returns a bit-string denoting the granted
access mode (like the unix-like octal digit representing read, write and execute per-
mission) that the policy rules allow to the role role-id.

The Key Manager. The Key Manager (KeyMGR) is the TA that handles the crypto-
graphic keys on behalf of every entity and role in the system. Specifically, the KeyMGR
uses, on behalf of entities, their private keys for encryption/decryption and signatures.
Furthermore, it provides APIs for the generation of key-pairs for locally-defined roles
and entities.

Private Key Management. Role keys are physically stored (indexed by role-id) in
the Key Repository, which is a private storage area cryptographically bound to the
KeyMGR. This type of storage guarantees that keys are only accessible through the
KeyMGR interfaces.

The KeyMGR provides the APIs needed to manage the whole keys lifecycles, that
is key and key pair generation, storage import/export and removal. As stated above, key
pair generation is needed in order to provide fresh locally certifiable keys to locally
created roles. This is typically needed whenever the users are allowed to define new
“local roles” and ad-hoc access policies. Of course, there must exists a TEE-aware
application that provides this functionality that, on one hand interacts somehow with
the user and, on the other hand, properly interacts with the KeyMGR.

The import functionality can occur at different times and has the effect of adding
new role/role key pairs to the Key Repository. At device registration time, domain and
device authorities can populate the Key Repository with the key pairs related to every
pre-defined roles according to every installed application and pre-loaded files and data.
In addition, at any time, the user can import a newly generated key pair from an external
source. External sources include mainly Secure Elements as defined by the GlobalPlat-
form standard, such as a smart-card, or nearby trusted devices, connected through NFC.

Key Pair Generation. Key pairs generation can be accomplished according different
strategies. In the simplest one, the application vendor provides at least the key pair
for the domain-wide reserved role of a given application. This guarantees the highest
possible portability of encrypted contexts. On the other hand it also allows, in principle,
the vendor to access the data generated by every single installation of its application.

Protected files can be transferred between device (e.g., through the network or by
means of SD cards). Whenever none of the roles enabled to access the files are present
on the receiving device, it is necessary to transfer the related key pairs between the
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devices. In this case, the endpoints have to establish a trusted channel through which
the key are exported.

Rich Applications accessing encrypted files through the file system front-end are
collectively identified by a single predefined and reserved untrusted role, since we have
no way to reliably distinguish and identify different Rich Applications. To this special
role the system associates a default pre-loaded key pair and a default file access policy,
specifically tailored for untrusted applications.

File Key Recovery. One of the most important functionalities provided by the KeyMGR
is the file key extraction from the file header. Access control is implemented by means
of a combination of symmetric and asymmetric cryptography. Each file is encrypted
using a random file key. Such key is encrypted using the public keys of all the roles that
have access to such a file and, as described in the previous Section, encrypted file keys
are stored in the file header. Thus, file key needs to be decrypted using the requiring
entity private key that is store by the KeyMGR.

Whenever an entity requires to open a protected file the KeyMGR returns to the
requesting entity, the file key only if the access policy allow to. In order to so, it receives
a request containing the file header and the list of roles activated by the requesting entity.
At this point the KeyMGR executes the following steps:

1. Decrypt Sect. 1 of the header using the domain key Dk.
2. Recover the file key from the file metadata using the requesting entity private key.

This step is mandatory whenever the entity requires access for the first time in order
to verify that the requesting entity has indeed access to the specific file.

3. Interact with the PolicyMGR to check whether or not the access should be granted.
If access is denied, return an error and stop.

4. Caches the association requesting entity-file key for subsequent requests.
5. Return the ket k to the trusted application that requested the open.

Notice that, since only trusted applications can interact with the KeyMGR, file and
file key security is guaranteed.

Clearly the KeyMGR always executes steps (3) and (5), while steps (1–2) and (4) are
executed only once, for each entity requiring to open the file. In addition, role keypairs
are used to sign/verify file data and header. In order to fulfil such tasks, the KeyMGR
API provides the following functionalities: filekey encrypt/decrypt and data sign/verify.

The File System Back-End. The file system back-end (FSB) implements the Policy
Enforcement Point, or PEP, in the access control terminology. FSB is a TA that interacts
directly with other TAs in the ecosystem, including ERM backends, via a number of
interfaces implemented by means of the entry points defined in the TEE internal API.
It receives access requests from TAs in the system that use a library which resembles
the standard file system calls open, read, write, along with the functions devoted to
entity authentication and authorization. Such a library wraps the TA client API and it
is intended to provide a high level interface to the FSB for third party TA application
developers.

Access requests for encrypted files make the ERM system services components
interact each others through the APIs introduced above.
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In a nutshell, the FSBworks as follows: Upon receiving the request to open a file, the
FSB interacts with the KeyMGR to recover the file key. At this point, if the encrypted
file is shared among different locations, it is reconstructed locally, by downloading its
shares from the different providers and properly recombining them. The handle to the
encrypted file is returned after its integrity has been verified. From this point on, each
read/write operation is executed by the FSB that properly decrypts/encrypts every file
block. Once the requesting entity requires to close the file, the FSB, recomputes the
MAC over the encrypted file, reconstructs and signs the header by interacting with the
KeyMGR.

Notice that the FSB does not decrypt the file. At the end of the open procedure, there
exists an encrypted copy of the original file, locally stored on the device. Furthermore,
file integrity is evaluated on the encrypted version of the file. The FSB decrypts a file
block only when it receives an access request to the specific block.

We show, as an example, the interaction occurring during a file open(.) operation
for a file F . Figure 1 summarizes the metadata involved in serving the call.

1. Retrieves the role set R assigned to the requesting entity.
2. Send a file key extraction request to the KeyMGR, with parameters F and R.
3. If receive an error message, stop.
4. Let k be the received file key.
5. Use the key k to decrypt the file envelop and extract the directory section.
6. If the file is shared among different providers, download its shares and reconstruct

it using the composer function.
7. Let H be the handle of the encrypted file.
8. Verify file integrity. On error, stop.
9. Send the triple (F , H , Policy) to the PolicyMGR.
10. Cache the triple (F , H , k).
11. Return H to the requesting entity.

Once the file has been opened, the subsequent read/write requests will force the FSB
to interact with the PolicyMGR. Indeed, in a mobile scenario, the response to an access
request may depend on the specific context in which the request occurs. Thus, for each
read/write operation, the FSB uses the file key only if the access policy grants access to
the entity in the specific context.

Finally, whenever the file is closed, the FSB recomputes the file MAC, properly
modifies the header and interacts with the KeyMGR to sign the new file header. If
needed, the file is shared among the different providers and the triple (F , H , k) is
removed from the cache.

The open function returns a virtual file descriptor to the invoking entity. The entity
uses it for every further operation to be done on the file it points to. A virtual file
descriptor is a handle which connects the file as it is viewed by the entity (through
the filter determined by its roles and the privilege it enjoys) to the same file as it is
represented by the FSB.

The FSB features a file system-like interface to encrypted data stored on its pri-
vate storage. Through this layer, data are organized and made available as logical files.
The way in which any logical file, along with its metadata and status information is
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structured, handled and made available underneath of such an interface, depends on the
nature of the underlying OS (the Trusted OS).

Our FSB mimics some of the data structures currently available in the underlying
file system. Specifically, it maintains the open files table (OFT) and the Virtual File
Descriptor table (VFD).

The OFT keeps track of files that are currently open by at least one entity in the sys-
tem. Indeed, whenever an entity opens a file, the FSB keeps track of all the information
related to the file. Notice that, in the context of operating systems, the only information
stored by the OFT are “operational” ones, i.e., the logical file descriptor, the current file
offset, flags and a pointer to the data structure containing information on the low level
file, e.g., a v-node. In our case, the OFT needs also to store the appropriate header’s
information including: the file key, the shares directory (to be used at close time).

The second data structure is the Virtual File Descriptor (VFD) table keeps track of
the binding between an open file and a specific entity that has opened it. More precisely,
this data structure stores a reference to the OFT that points to the low level file, the file
key, that has to be used to access the file, the current role-id and credentials of the
entity that is using the file and, finally, the access mode information. The information
described above are reported in Fig. 4.

Fig. 4. Filesystem back-end data structures.

5 Prototype Implementation

Our prototype has been implemented over the OpenTEE platform. This platform is
essentially a software emulator of a GlobalPlatform compliant TEE environment for the
Linux operating system. The advantage of developing a prototype using such solution
is that it allows to focus only on the feature and the difficulties related to the develop-
ment of TEE-enabled applications. OpenTEE guarantees a high level of compatibility
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with real TEE-enabled solutions but it keeps apart the problems related to specific hard-
ware deployment platforms. On the other hand, because it has been thought for being
a generic platform for fast prototyping, OpenTEE cannot be taken as a reference w.r.t.
performance of the final application.

The Open-TEE environment is composed of two stand-alone servers and a set of
dynamic libraries which implements the GlobalPlaftorm APIs. Rich Applications are
native Linux Applications written in C/C++, whereas Trusted Applications are dynamic
shared objects registered with the launcher and executed in separated threads. It is clear
that Open-TEE only reproduces the development environment but does not fulfils any
security requirement addressed by GlobalPlatform specifications. This means that TAs
execution in the OpenTEE environment is not secure whilst their execution in an actual
TEE environment is.

6 Performance Evaluation

This section describes the set of experiments we have carried out to verify the feasi-
bility of the proposed solution. We point out that, the tools we have used for setting
up the proof-of-concept of our solution, namely OpenTEE and FUSE do not consider
optimization a primary concern as they are valuable tools for fast prototyping. Further-
more, the actual running time depends on a number of variables and it is related to the
efficiency of different components like file system frontend, mapping of file metadata
into underlying filesystem metadata, especially in the case of large policies and so forth.
Finally, there exists a variable that is completely independent from the efficiency of the
whole solution that is the complexity of the access policy evaluation procedure; the
more complex is the policy, the higher is the evaluation time.

Currently, our results are far from the plain ext4 filesystem since (a) we build on top
of the filesystem and (b) the tools we have used do not focus on optimization.

In this discussion, the term block, (or allocation block) will refer to the basic data
allocation unit used by the file system. Moreover, physical block will refer to the block
used by the underlying filesystem (ext4, in our case) while logical block will refer to
the block adopted by our FSB. In our implementation we chose a logical block size of
4 KB, coinciding with the physical block size of ext4. The cipher used to encrypt file
content and its policy is AES, while for signature and encryptions of file key we used
RSA. For the MACs we used HMAC-SHA1.

In our preliminary evaluation we have measured the impact of the block size over the
throughput of the file system. As stated above, we have implemented our system on an
ext4 file filesystem by its extended attributes for storing file metadata. The complexity of
the access policies is another variable that strongly depends on the specific policy. Since
we needed to evaluate the usability of our system, we have run the first experiments
using ‘flat’ spatio-temporal policies, i.e., allow everytime-everywhere. We note that
complex access policies verification may have a huge impact on the open operation.
On the other hand, once the file is opened, the status of the policy condition can be
asynchronously monitored by the PDP in order to reduce the response time for each
subsequent request.
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We have run the following tests:

– Read: This test measures the performance of reading an existing file.
– Randomized Read: This test measures the performance of reading an existing file at
randomly selected locations.

– Write: This test measures the performance of writing a new file.
– Randomized Write: This test measures the performance of writing an existing file at
randomly selected locations.

Each test only considers the time needed to execute read/write operations in files
and does not consider the time needed to open or close the file.

Fig. 5. Performance of read (left) and write (right) operations.

Fig. 6. Performance of random read (left) and random write (right) operations.

In Figs. 5 and 6 we report the performance of our filesystem in for the read, write,
random read and random write operations, respectively, into files with size ranging from
64KB to 512MB. The performance of the read and write operations are similar to the
corresponding randomized versions and are omitted.

7 Conclusions

In this paper we have proposed a general-purpose architecture that simplifies the coop-
eration among different applications in a multi-domain Enterprise Right Management
system
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The basic tool we use for this purpose is the integration between the Trusted Exe-
cution Environment and the (possibly distributed) underlying file system. On one hand,
our system exposes APIs that allow other trusted applications to interact with the secure
file system using the standardized TEE communication framework. On the other hand,
legacy applications, can transparently interact with our system by means of a middle-
ware that intercepts all classical open/read/write/close systems calls.

Our prototype shows that the proposed architecture is effective in realizing such
blending of technologies.
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Abstract. This paper presents two security models for document-based
databases which fulfill three security requirements that are confiden-
tiality, querying over encrypted data, and flexible access control. The
first model which we refer to as dynamic is based on a combination of
CryptDB [16] and PIRATTE [15] concepts. While CryptDB consists of
a proxy between one user and a database for encrypting and decrypt-
ing data according to user queries, PIRATTE refers to a proxy wherein
encrypted files are shared using a social network between the number
of users and the data owner with the files being decrypted using the
proxy key on the user side. The second model which we refer to as
static is based on CryptDB concepts as well as CP-ABE [6]. CP-ABE is
public key encryption which offers fine-grained access control regarding
encrypted data and set of attributes that describe the user who is able
to decrypt the data provided within the ciphertext. These two models
enhance CryptDB security while also helping with data sharing with
multi-users using CP-ABE or PIRATTE concept that helps in verifying
authentication on the database or application level.

Keywords: Fine-grained access control · Querying over encrypted
data · Document database · CryptDB · CP-ABE

1 Introduction

Databases tend to involve sensitive data including government and personal
information. For such data, the security must be able to handle threats that are
internal as well as external. Although external threats are reduced generally by
applying access control, external as well as internal (such as by curious adminis-
trators) data leaks can be prevented by encryption. It should be noted, however,
that using encryption has its own problems. For querying encrypted data, they
either should be decrypted making data leaks possible or special techniques
have to be implemented to query encrypted data which have limited querying
power and efficiency. According to the authors of [9], there are three require-
ments for securing databases which are (i) confidentiality, (ii) enforcement access
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control, and (iii) querying over encrypted data. There have been numerous sys-
tems that have been developed which satisfy one or more of these requirements.
Regarding relational databases, the confidentiality and querying over encrypted
data requirements are addressed by the CryptDB system [16], whereas all three
requirements are addressed by DBMask [18]. In the past few years, numerous
NoSQL data models and DBMSs have become popular [1] because they can effec-
tively store as well as process substantial amounts of unstructured and structured
information. NoSQL databases can be classified into four types which are key-
value store, document-based store, column-based store, and graph-based store.
Concerning NoSQL databases security, the first and third requirements are dealt
with for example, in [3] (Graph DB) and in [20] (document-based DB), whereas
[4](document-based DB) addresses all three requirements and proposes SDDB
design that adds more types of encryption methods to securely achieve more
queries operations over encrypted data than in [20].

In the paper [4], the dynamic SDDB design, (called there just SDDB) utilizes
the precise access control functionality provided by PIRATTE approach [15]
with a particular benefit of preventing re-encryption data cost in the case of
user revocation. This paper expands [4] as follows:

– We present the detailed description of the dynamic model from [4].
– We present novel Static Secure DataBases(S-SDDB) model. In short, in S-

SDDB, PIRATTE is replaced by CP-ABE and in that case, the access control
is achieved by using Attribute-Based Encryption in the layered encryption
onions. This allows decreasing computations cost when applied to fixed data
attributes which do not require users revocation feature.

– We compare dynamic and static SDDB models which provide flexible access
control at application and database levels, respectively.

– We describe sets of MongoDB queries supported by two models.
– We report on experiments with an initial prototype of S-SDDB utilizing one

layer of Attribute-Based Encryption.

The rest of the paper is organised as follows. Section 2 provides the back-
ground of CryptDB, PIRATTE, and CP-ABE systems. Sections 3 and 4 examine
the Secure Document Database (SDDB) scheme and SDDB workflow, respec-
tively. Sections 5 and 6 present comparisons between static and dynamic mod-
els, and security analysis, respectively. Section 7 defines a case study concerning
SDDB scheme application. Section 8 discusses performance and security regard-
ing the SDDB. Section 9 discusses a prototype implementation and Sect. 10
presents the related work. Section 11 provides the conclusion.

2 Background

This section provides the background regarding CryptDB, PIRATTE, and CP-
ABE concepts. CryptDB [16] can be considered as the first practical database
system supporting SQL queries over encrypted data. It is a proxy between the
user and the database as it rewrites a query so that it can execute it over
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encrypted data on DBMS while not revealing plaintext and passing on the
encrypted result it receives from DBMS to the user once decryption is done.
Various types of encryption techniques are used based on the type of data and
required operations. These include Deterministic (DET) and Random (RND)
types of encryption. Onion layers are used to compose these techniques as shown
in Fig. 1. CryptDB is unable to implement specific access control regarding
columns and cells. It can only use a proxy-based reference monitor to implement
row access because of encrypting every column data using one key. Moreover,
CryptDB users are unable to share their data with user groups.

Fig. 1. Onion encryption layers in CryptDB [16].

For reducing CryptoDB limitations as well as adopting for the case of the
document-based DB, implementing advanced cryptographic primitives includ-
ing cipher-policy attributed based encryption (CP-ABE) [6] is that we propose.
Attributes Based Encryption (ABE) is a public key cryptographic method in
which encryption as well as decryption are based on the attributes. Restrictions
on data access as per data owner imposed attributes are defined as access pol-
icy. ABE can be classified into Ciphertext-Policy AttributeBased Encryption
(CP-ABE) and Key-Policy Attribute-Based Encryption (KP-ABE).

KP-ABE refers to the access policy which is labelled in the private key and
the attributes are labelled in ciphertext whereas the reverse is true for CP-ABE.
It provides a feature particularly for users who are able to decrypt the data
specifically regarding the applications. Hence, it will be implemented in this
paper to ensure specific access control for data. CP-ABE refers to public key
encryption which offers fine-grained access control regarding encrypted data and
can be considered to be similar to Role-Based Access control. Further, it identifies
users who are authorized to decrypt data as per Access Policy including a set of
attributes provided within the ciphertext. A set of attributes describes the user
who is also issued a relevant private key. The user is able to decrypt the data
only when private key attributes fulfil access policy regarding the ciphertext.
Furthermore, there are four algorithms in CP-ABE as follows:

1. Setup: This algorithm includes only the implicit security parameter input
while outputting the public parameters PK as well as a master key MK.

2. Key Generation (MK, S): This algorithm includes the master key MK as
well as a set of attributes S describing the key as input while outputting a
private key SK.
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3. Encrypt (PK, A, M): This algorithm has the public parameters PK, an
access structure A, and a message M concerning the attributes as input. The
algorithm encrypts M while developing a ciphertext CT because of which
only a user who has a set of attributes fulfilling the access structure can
decrypt the message. It should be assumed that A is implicitly included in
the ciphertext.

4. Decrypt (PK, CT, SK): This algorithm includes the public parameters
PK, a ciphertext CT containing an access policy A, as well as a private key
SK that is a private key regarding a set S of attributes as input. In case of
the set S of attributes fulfilling the access structure A, the algorithm is able
to decrypt the ciphertext as well as return a message M.

Jahid and Borisov proposed the PIRATTE scheme [12] wherein CP-ABE and
user revocation mechanism are integrated through a proxy which takes care of
attributes as well as user revocation for enabling dynamic users. While a proxy
key and secret keys are issued by the data owner in PIRATTE, only the proxy
key regarding user revocation is updated.

3 SDDB Overview

This section provides SDDB’s overview concerning both dynamic and static vari-
ants, including system requirements, threat model, Entities, and SDDB Models.

As illustrated in Fig. 2, SDDB allows Document DB to perform the queries
over encrypted data regarding particular operations depending on access policy
restrictions that the data owner imposes. Using user secret key, proxy can decrypt
secret keys concerning encrypted data as well as determine encryption layers that
can be adjusted.

Fig. 2. SSDB design.
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There are two models included in SDDB which are a static model a dynamic
model [4]. Dynamic principle model is based on CryptDB concept including
PIRATTE concept and fulfils fine-grained access control regarding application
level that PIRATTE has on the proxy. On the other hand, static principle model
is based on CryptDB concept including CP-ABE and fulfils fine-grained access
control concerning database level as it encapsulates every onion into CryptDB
by CP-ABE. Figure 2 presents four entries whose interactions in both models
are as follows:

1. Data Owner (DO) refers to the authority that establishes access privileges
concerning her/his data which this paper will call access policy (AP). DO,
for example, can be a user sharing their data using applications. They may
also use various keys for encrypting diverse aspects of the data based on
the AP while uploading them to the DBMS server. This leads to the secret
keys being created for every AP which are then distributed to the users. The
authenticated user able to access the data is then verified using proxy in
dynamic model or using DBMS in static model.

2. User Applications refer to users requesting data sharing regarding the DO.
Here, the users’ attributes are sent to the DO and their secret keys are received
that helps in identifying themselves regarding the DBMS or proxy to gain
access to parts of the data and to conduct queries.

3. Proxy refers to the intermediate server existing between DBMS, user appli-
cation, and DO and helps verify the appropriate access regarding every user
when dynamic model as well as rewriting queries should be executed concern-
ing the encrypted data.

4. DBMS server concerns a server that offers database services including storage,
retrieval, or verification of access control regarding static model. This also
helps in storing encrypted data as well as conducting query while, if possible,
not showcasing the plaintext data.

In both models of SDDB, processing query is conducting in six steps. The
first step involves the user issuing the query as the data owner obtains the secret
key. The second step involves the proxy rewriting the query of the user and
replacing the anonymised fields, collection, and documents while encrypting the
constants as per the necessary operation. In the third step, the proxy verifies the
user query and determines whether it is able to execute regarding the current
layer, failing which the proxy issues the update query for decrypting the current
layer in case of the user being authorized for accessing such data. The fourth
step involves the query being sent by the proxy to MongoDB which then sends
the encrypted result to the proxy. In the fifth step, the results are decrypted by
the proxy and sent to the user. In the sixth step, proxy re-encrypts the previous
layer to ensure further security.

3.1 SDDB Requirements

SDDB design fulfils the requirements [4] given below such that both models fulfil
c1–c4 while only the dynamic model fulfils c5–c7.
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– C1: Querying Over Encrypted Data: This scheme can conduct opera-
tions as well as queries over encrypted data while not revealing the data.

– C2: Flexible Access Control: This grants users access to data parts as
per data owner’s policy which can be altered if required.

– C3: Multi-user Sharing Support: Depending on the policy of the data
owner, numerous users can access data.

– C4: Security and Performance Trade-off: This scheme enables better
security or performance to be developed.

– C5: User Revocation Support: This scheme can, as per requests by data
owners, revoke the users and restrict them from accessing data.

– C6: No Re-encryption Data: There is no need for data re-encryption when
user revocation has occured.

– C7: No Re-distributed Key: There is no need for keys to be re-distributed
when user revocation takes place.

3.2 Threat Model

– DO: This is trusted and is offline following encryption and uploading of the
encrypted data. It then distributes the keys to users except when a new user
asks for permission or when the owner removes user access rights.

– User Applications: This is untrusted, and hence, the proxy has to verify
them prior to allowing access and querying data. DO and Proxy and user
applications do not share decryption keys.

– Proxy: This is semi-trusted and gains encrypted keys as well as is unable to
decrypt data by itself.

– DBMS Server: This is semi-trusted and hence is unable to gain the keys
for decrypting inner layer.

3.3 Document-Aware Encryption

This section examines encryption techniques that layers, security level, and
onions use along with their work concept.

1. Access Control (AC): Here, encrypted value includes access policy which
identifies which users have been authorized for accessing the data in which
CP-ABE algorithm is implemented [6]. This does not provide any computa-
tion operations regarding the encrypted value. Further, as it does not reveal
data information, it ensures optimum security as per Decision Bilinear Diffie-
Hellam (DBDH).

2. Random (RND): Here, Blowfish-CBC or AES-CBC encrypt the same val-
ues regarding various values for numeric or string data, respectively, using
a random initialization vector (IV). It appears to be similar to Access con-
trol layer which does not provide any computation operations or reveals any
information. Further, it grants optimum security as per indistinguishability
concerning adaptive chosen-plaintext (IND-CPA) [5].
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3. Deterministic (DET): Here, AES-CBC and Blowfish-CMC [11] encrypt
two equal values as the same value by concerning string and number data,
respectively, with zero-IV. It results in leaking equivalent values, and hence,
one is able to conduct equality operations on the encrypted data including
equality predicate, Count, and Group. Moreover, it grants reduced security
compared to AC while being effectively secure.

4. Order-preserving Encryption (OPE): Here, data encryption is done an
OPE algorithm, such as Boldyreva’ algorithm [7], and hence, it leaks data
order as well as enables comparisons predicates including Order by, Min, and
Max. It also offers less security compared to DET.

5. Homomorphic Encryption (HOM): Here, encryption of two same values
is done to two different values and is able to conduct arithmetic operations
concerning numeric data using Fully Homomorphic Encryption while being
expensive and ineffective. On the other hand, partially Homomorphic encryp-
tion can support particular operations, such as summation or multiplication,
that is less expensive and more effective. For instance, Pailier’s algorithm
[14] is implemented for supporting summation operations using Further, it
provides similar security regarding AC layer.

6. Word Search (WS): Here, data encryption is done using Song’s proto-
col [19] which supports LIKE Operator. Song’s protocol is used to encrypt
keyword in the user’s query by proxy, while MongoDB searches aspects of
encrypted data which includes the same encrypted keyword. Moreover, it does
not leak information to a server, and hence ensures close security concerning
AC.

3.4 Adjustable Query-Based Encryption

Every technique can support particular operations that include RND and AC
regarding queries with no computations, OPE concerning comparison operations,
DET concerning equality operations, WS concerning LIKE operator on string
data, and HOM concerning summation (and other arithmetical operations) on
numeric data. Every technique can offer different level of security. Hence, such
techniques are arranged in the form of layers and onions as per types of data
and operations. Further, the outmost layers provide optimum security while
inner layers reduced security. For supporting data access restrictions as well as
encrypting data using diverse keys using every technique as per who has access
to data, AC technique is used to encapsulate the onions in the static model, as
shown in Fig. 3(A), or to maintain CryptDB onions in the dynamic model, as
shown in Fig. 3(B), while implementing PIRATTE on an application level.

Thus, when adjustable query-based encryption is used, the layers of encryp-
tion protecting the data has to be adjusted to allow to perform the required
operations. For sharing data as well as restricting data access, the data owner
provides a unique encryption key to every layer and onion regarding every access
policy. The proxy verifies the access rights as well as clause within the query for
identifying the suitable layer, onion, as well as field for encryption. Then, it issues
the updated query which includes user-defined functions (UDFs) that should be
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Fig. 3. Layers of onions in models.

executed on document DB. The user, for example, issues the query that includes
equality operation, including checking ID = 23. The user also holds access rights
with no regard to the query type. Regarding adjustable query-based encryption,
the process in both models is as follows. Execution of this query is not possible if
the outermost layer RND or AC. To decrypt the ID field’s outermost layer con-
cerning Onion Eq, the update query that must be on DET layer is issued. Proxy
then rewrites user query which is executed on document DB. Proxy issues the
update query to return to the outermost layer such as RND or AC to maintain
further security.

3.5 Data Format and Query Language

It is possible to implement SDDB scheme for different document-based DBs,
MongoDB environment is regarded as the major target. The data storage for-
mat [4] is defined along with the query language concerning MongoDB but we
will define it here again with more details to understand the remainder of the
paper. A binary coded format known as BSON is used for the representation of
MongoDB data. BSON can be regarded as a form of JSON that has further data
types, including binary and date, as well as embedding feature. It offers efficient
encoding as well as decoding using various languages, further information for
which can be found at http://bsonspec.org. Further, a particular data query
language is not used by MongoDB although it adhered to simple query syntax
which is appropriate for data representation by JSON which will be referred to
as MongoDB Query. MongoDB Query syntax consists of calling database db fol-
lowed by Collection-name and then operators such as find(), insert() and may be
followed by any data condition in the case of request a representative in JSON
and maybe also followed by functions such as sort() or count(). An example for
this is given below:

db . c o l l e c t i o n −name . f i nd ( ’ name ’ : 1 ) . s o r t ( ) ;

http://bsonspec.org
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Table 1 presents MongoDB queries’ common forms as per MongoDB docu-
mentation while ensuring the execution on this model’s layers and the layers
which are possible to adjust to ensure execution.

As shown in Table 1, there are three categories of MongoDB queries that
possible in both models.

1. Executing query on the encrypted data while not including adjustable layers.
Such as 1, 2 that be executed on the AC layer directly Following is how this
group is executed:
(a) The query is sent by the user to the proxy which is written on the Mon-

goDB query.
(b) The proxy encrypts the collection name because it is known in the upload-

ing phase and then transfers it to Query router server.
(c) If there is a find, the encrypted results are sent by the Query router server

to the proxy, which then decrypts numerous times as per the number of
onions or layers, such as first decrypting RND or AC layer and then the
DET layer and providing the user with the result.

Insertion Example:

(a) The user issues I query

db . mycol . i n s e r t ({ ’ t i t l e ’ : ’MongoDB ’ } ) . . . ( I )

(b) The proxy encrypts ’MongoDB’ on onion equal as well as onion order and
sends II query to Query router server.

db . mycol . i n s e r t ({ t i t l e −eq : ’ ghftygdyubnbc ’} ,
{ t i t l e −ord : ’ tyuui iowosak ’} ,
t i l t e −search : ’ xcbvbmnswe ’ ) . . . ( I I )

(c) The query is executed by the query router by adding a new document
which includes three fields as there is a string type title field.

Finding Example without Any Operations:

(a) The user issues I query

db . mycol . f i nd ( { } ) . . . ( I )

(b) The query is sent by proxy to Query router server.
(c) Query router server sends fields-eq and Id such as id:7df78ad8902c and

title-eq:’ghftygdyubnbc’.
(d) Proxy decrypts the result by first peeling off RND or AC layer followed

by DET layer for gaining ’MongoDB’ value and forwarding it to user.

2. Query is executed over encrypted data using adjustable layers, including 3,
4, 7, 8, and 9 which are executed on inner layers. Following is how this group
is executed:
(a) The query is sent by the user to the proxy which is written on a MongoDB

query.
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(b) Proxy peels off RND or AC layer through issuing update query regard-
ing operation field only and then sending to the Query router server for
updating this field to make a comparison with the user’s query value.

(c) The user query is then rewritten by the proxy and is sent to Query router
server.

(d) Encrypted results are sent by the query router server to the proxy which
then decrypts numerous times as per the number of onions or layers, and
the results are sent to the user.

Finding Example with Equal Operation:

(a) The user issues I query

db . mycol . f i nd ({ ’ t i t t l e ’ : ’ MongoDB ’ } ) . . . ( I )

(b) This query cannot be executed on the current layer (AC), and thus, proxy
issues update query (II) for peeling off AC layer.

db . mycol . updateMany ({} ,{\ $ s e t :{ ’ t i t t l e −eq ’
: decrypt−AC(K, t i t t l e −eq ,Ksw))}} in s t a t i c model . . . ( I I )

or

db . mycol . updateMany ({} ,{\ $ s e t :{ ’ t i t t l e −eq ’
: decrypt−RND( t i t t l e −eq , IV ))}} in dynamic model . . . ( I I )

This query includes the comparing field as well as key which was used on
encrypting value for decrypting this field on DET layer.

(c) The proxy rewrites the existing user query for executing on encrypted
data by encrypting [’tittle’:’MongoDB’] as per the encrypted data on DET
layer as III query.

db . mycol . f i nd ({ ’ t i t t l e −eq ’ : ’ werwdgdjhhkjiu ’ } ) . . . ( I I I )

(d) Query router server compare the value (‘werwdgdjhhkjiu’) on tilttle-eq
fields and send all field on these documents contain this value to proxy.

(e) The result is decrypted by proxy by first peeling off the RND layer using
field-IV or the AC layer using after which the DET layer is peeled off to
gain plaintext value which is forwarded to user.

3. Querying is not supported over encrypted data. As existing encryption tech-
niques are unable to support such queries, two solutions are recommended.
Following is how this group is executed:
(a) Executing a part of the query that provides support to the existing

encryption techniques and eliminates parts which cannot be executed,
after which when the results are received by proxy and decrypted, user’s
queries are executed as per the result to gain the necessary results.
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4 SDDB Workflow

This section examined how access control can be verified and a query can be
executed on SDDB regarding both models. PIRATTE concepts are used by the
dynamic [4], model concerning Proxy and DO for verifying access control by
allowing decrypting keys which are stored on the proxy. Hence, in case of the
user’s inability to obtain keys, user query is rejected. CP-ABE as encapsulation
is used by the static model on every onion on DBMS. Thus, if the user does not
hold right to access, the proxy rejects query. The two models are similar as given
below apart from minor differences.

– DO-DocumentDB Connection:
1. DO develops Policy Access (PA) including ((Doctor and L hospital) or

Administer).
2. DO conducts setup function for every encryption technique for gaining

symmetric key concerning every policy. This key differs from other access
policies.

3. Regarding the Static Model, DO executes CP-ABE-Setup for gaining
public key(pk) as well as master key(mk) for policy access. Regarding
Dynamic Model, DO executes PIRATTE-Setup for gaining public key(pk)
as well as master key(mk) along with Proxy Key-setup for developing
proxy key to ensure policy access.

4. DO conducts Enc-Layer for encrypting value for every document field
through key from step 2.

5. For Static Model, DO executes Enc-CP-ABE algorithms for encrypting
value from step 3 through pk and PA.

6. DO uploads encrypted documents in DBMS.
– DO-Proxy Connection:

1. DO sends the keys(pk,mk, symmetric keys for encryption techniques,
Proxy Key (Dynamic Model)) regarding every policy to proxy which
encrypts them using Enc-CP-ABE (Static Model) or Enc-PIRATTE
(Dynamic Model) as in case of a proxy attack, the adversary will fail
to gain access to data on DBMs.

– User-DO Connection:
1. User sends user attributes to DO.
2. DO verifies which user attributes belongs to which policy access AP.
3. DO executes CP-ABE-KeyGen (Static Model) or PIRATTE-KeyGen

(Dynamic Model) for gaining secret key (skw) using master key.
4. Do sends secret key to user.

– User-Proxy Connection:
1. User sends attributes (skw) and Query (Q).
2. Proxy verifies which attributes belong to which policy access and exe-

cutes Dec-CP-ABE(Static Model) or Dec-PIRATTE(Dynamic Model) for
decrypting keys through skw for gaining secret keys for policy access.

– Proxy-DocumentDB Connection:
1. Proxy verifies whether operation on query is able to be executed on CP-

ABE or RND layer. If it can, step 2 is done, and if it cannot, step 3.
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2. Proxy alters the outermost layer through issuing update query by skw
concerning the intended Onion.

3. Proxy rewrites Q and then replaces the constant with encryption using
existing layer for sending query to DocumentDB.

4. DocumentDB forwards encrypted result to proxy.
5. Proxy decrypts the result by conducting Enc-ourmost-layer and then

decrypts it again through Enc-inner-layer and forwards the result to user.

5 Static Model VS Dynamic Model

This section focuses on the crucial differences between dynamic and static mod-
els. Concerning the static model, every onion’s top layer includes Access control
technique using CP-ABE, as illustrated in Fig. 3A. For allowing data sharing,
diverse keys are provided to inner layers as per the top layer, and only the user
who holds the access right can decrypt the data. Hence, if the user does not
have access, the user query is rejected. Thus, this model is unable to allow user
revocation, in which case re-encryption of data or keys distribution is needed.
Regarding the Dynamic model [4], layers and onions regarding CryptDB, as
shown in Fig. 3B, are used, and PIRATTE is used for allowing data sharing
as well as access enforcement for enabling data encryption using various keys.
Hence, data can only be accessed by the user who is from that group. Access
control fulfils the application level between the user and proxy with no need for
Database sharing. In case the user is not given access, the query is refused by
proxy. This model allows user revocation with no need for re-encryption data or
keys distribution. The two models are compared in Table 2.

Table 2. Static model VS dynamic model.

Dynamic model Static model

AC technique PIRATTE CP-ABE

AC level Application Database

Onion and layers As CryptDB AC technique as outermost layer for onions

Unauthorized user Rejecting query Rejecting query

User revocation YES NO

6 Security Analysis

Regarding the proposal design, as shown in Fig. 2, as well as the encryption
techniques types, the design offers protection against two types of threats:

1. DBMS Threats: DBMS threats are intended here ADB curious and external
threats against full access and data leaks:
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(a) Full access is hindered as encryption keys are not shared with ADB.
(b) On the encrypted data, query is executed for offering confidentiality so

that data leaking can be prevented, whereas the leakage level is based on
the encryption techniques that are used, as depicted in Table 3. OPE, for
example, is the weakest security as it leaks order as well as duplicates
and can be part of the plaintext along with DET providing more security
which only leaks duplicates. Then are AC, RND, HOM, and WS which
have no leakage.

Table 3. Leakage information level for encryption techniques.

Encryption technique Leakage

AC or RND None

DET Duplicates

OPE Order, duplicates + partial plain-text

HOM None

WS None

2. Arbitrary Threats: Arbitrary Threats are intended here any attacks on
users, proxy and DBMS. If there is an attack on the proxy, the keys will be
accessible to the attacker for detecting the stored data while also gaining full
access to database. This can be prevented using CP-ABE so that full access to
data can be prevented because of various keys being used for data encryption
as well as keys encrypted on proxy as per access policy. This, however, does
not prevent data leakage of a group which is part of the logged-in user if there
is an attack. It also helps in preventing collision resistance threat if users or
entities collide.

7 Case Study

This section assumed that the DO includes a data set that has a collection which
includes two documents, both of which have two fields, ID and Name, which are
integer and string data type, respectively. The execution of Q1 is done using
MongoDB querying language to execute query through SDDB model and not
using SDDB [4].

Q1 : ( db . c o l l e c t i o n −1. f i nd ({ ID :23} ,
{name : 1 } ) )

7.1 Without SDDB

This scenario is implemented when the system fails to offer data encryption or
access verification. The data is uploaded by DO in DBMS as Plaintext, while
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it is assumed that access privilege is provided to users by providing them with
password (PW). Hence, the Q1 and PW is used by the user through user appli-
cation which sends it to the DBMS server for execution, the results of which are
sent to the user and Name = Alice is matched to ID = 23 [4].

7.2 With SDDB

This scheme can be classified into cases as per computation classes needed by
the application’s queries. In this case study, for example, because the application
needs queries (insert, delete, update, select) that have equality operation, the
encryption of data is done using onion equality (DET), as depicted in Fig. 4, in
the dynamic model or between DET and AC, as depicted in Fig. 5, in the static
model.

Fig. 4. Dynamic model [4].

There are two major processing stages:

1. Encrypt and upload data
(a) DO chooses AP for these two documents: AP: (Doctor AND Surgery

Department).
(b) DO runs Setup functions to obtain PK, MK, LK-RND (dynamic model),

LK-AC (static model), LK-DET, PXYK (dynamic model).
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Fig. 5. Static model.

(c) In dynamic, DO encrypts data by LK-RND and LK-DET. While, in
static, DO encrypts data by PK, LK-DET.

(d) DO uploads data on DBMS.
(e) DO sends encrypted keys by PK to proxy.

2. Verify access control and execute the query
(a) User sends attributes(Doctor and surgery department) to DO.
(b) Do sends secret key(ski)
(c) User sends ski and attributes and query Q1 to proxy.
(d) in case of dynamic model, Proxy check attributes and decrypt keys if ski

is correct, go to next steps, if it is incorrect the query rejects. In case of
static model, proxy does to next setps.

(e) Proxy check operation of query in this example is equality operation there-
fore, outermost layer adjust by LK-RND for dynamic or ski for static
model by update query Q2.

Q2−dyanimc : ( db . c o l l e c t i o n −1.updateMany (
$ {} ,{ $ s e t=F1−Eq =DECRYPT RND(
k , F1−Eq , F1−IV } ) )
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Q2−s t a t i c : ( db . c o l l e c t i o n −1.updateMany (
$ {} ,{ $ s e t=F1−Eq =DECRYPT AC(
sk i , F1−Eq} ) )

(f) Proxy rewrites query Q1 to Q3 and sends to DBMS:

Q3−dynimc : db . c o l l e c t i o n −1. f i nd ({F1−Eq=
xe243 } ,{F2−IV : 1 , F2−Eq : 1} )

Q3−s t a t i c : db . c o l l e c t i o n −1. f i nd ({F1−Eq=
xe243 } ,{F2−Eq : 1} )

(g) DBMS sends result to proxy which is in dynamic (F2-IV=x82d1,
F2,x52d8) or in static (y37f2).

(h) proxy decrypts the result twice in RND and DET (dynamic) or in AC
and DET (static) and sends to user.

(i) Proxy come back to outermost layer to more security by issue opposite
query in step (e).

Q4−dyanimc : ( db . c o l l e c t i o n −1.updateMany (
$ {} ,{ $ s e t=F1−Eq =Encrypt RND(
k , F1−Eq , F1−IV } ) )

Q4−s t a t i c : ( db . c o l l e c t i o n −1.updateMany (
$ {} ,{ $ s e t=F1−Eq =Encrypt AC (
sk i , F1−Eq} ) )

8 Discussion

This section will examine the security as well as performance of the two models
in this case study along with the studies that it inspired [4]. This scheme will
also be compared with existing works.

Regarding security, in case of the without-SDDB model, in case of the DBMS
server’s exposure to curiosity or compromise, it will show plaintext data as it
is not encrypted. Further, the adversary may also gain the password as well as
impersonate the data owner so that they can manipulate the data. Hence, a
secure channel is necessary for exchanging it [4].

Concerning the with-SDDB, the information is revealed by the DBMS server
only if it is identified as per the encryption algorithm in the existing layer used,
including equal in DET. Thus, the decryption layer is sent back to high-security
layers except CryptDB. Concerning SDDB, encryption keys also do not need to
be shared as various keys are used for user authentication as well as data encryp-
tion, as per access privileges except CryptDB. For the user, PIRATTE executes
data decryption and cannot be trusted. Hence, this permission is provided to the
proxy in the dynamic model, while for the proxy or DBMS, CP-ABE executes
data decryption in the static model. If the adversary can gain the keys, they
will be unable to impersonate the data owner by connecting the keys with the
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Table 4. Comparison of our scheme with some existing work [4].

[16] [20] [3] [18] [9] [15] Dynamic

model [4]

Static model

C1 � � � � � X � �
C2 � � X � � � � �
C3 X � � � � � � �
C4 � X � X X � � �
C5 � � � � � � � X

C6 � � � Only

users

group

belong

� � � X

C7 � � � Only

users

group

belong

� � � X

DB Relational

DB

Document

DB

Graph

DB

Relational

DB

Relational

DB

� Document

DB

Document

DB

PS � � � � X � In the future In the future

Notes: Satisfies (�), Does not satisfy (X), Out of scope (�).

user attributes or with the Proxy Key. In addition, if the proxy is compromised
or is exposed, data leakage will not occur as it is unable to decrypt keys in the
dynamic model or gain accurate results in the static model.

Regarding performance, the without-SDDB model is able to execute any
query type or computations at a high speed. The with-SDDB model, on the other
hand, offers necessary queries as per the algorithm type because of decreased
number of layers in CryptDB for attaining the sensitivity level of the data
owner as well as the application requirements. Moreover, concerning the dynamic
model, the encrypted data size remains constant compared to PIRATTE which
increases dependence on AP. In this scheme, the PIRATTE concept is used to
verify access and not for data encryption. In the static model, there will be a
decrease in the communication cost between the DO and proxy as it will not
need a connection for updating the keys which occurs in the dynamic model.
Thus, SDDB grants a trade-off between performance and security.

Table 4 [4] depicts the scheme’s properties compared to existing works which
Section examines in detail. In the reported properties, C1-C7 the database type
(DB) as well as practical status (PS) are included which depicts scheme being
implemented and evaluated.

9 Implementation

The prototype of the simplified static variant of SDDB has been implemented.
It includes a simplified model for data encryption using one layer (CP-ABE) so
that flexible access control, querying over encrypted data as well as confiden-
tiality could be ensured and tested in the Document Database. Further, this
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implementation is written in Java as a monolithic code (no separation between
user and data owner components, as yet) and executes on Windows 10. It allows
experimenting with the proposed design and assumed workflows. In particular
a scenario is implemented in which document fields(name, salary and Credit
Card number) and the user name as well as password are first checked, following
which user attributes are verified so that they satisfy policy access. Once access
is granted, the following list of queries is executed:

– Q1- Insert 100 documents (No computation)
– Q2- Find 100 documents (No computation)
– Q3- Delete 100 documents (No computation)
– Q4- Enter one document (Equality computation)
– Q5-Insert one document (Equality computation)
– Q6- Delete one document (Equality computation)
– Q7- Update one document (Equality computation)

In the query Q4–Q7, the user is asked to enter the value for a particular field
to compare encrypted value for it by CP-ABE by data stored then find or delete
or update documents in the case of equality. The exeperiments were conducted
using Local MongoDB server and a client, implementing user and data owner
functionality. Each case was executed 15 times. Then, average execution time
is taken as shown in Table 4. As shown in Fig. 6, a significant time increase is
observed in Q1, Q2, and Q5, with minimal increase in the remainder of the
queries. This performance sacrifice, however, provides enhanced security which
will be explored and further verified in the future work (Table 5).

Fig. 6. Result analysis.



422 M. Almarwani et al.

Table 5. average execution time of seven queries.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

With-CP-ABE 350.8 40.9333 60.2667 173.4 40.1333 3.6667 4.5333

Without-CP-ABE 157.8667 0.4667 58.4 157.8667 3.9333 3.1333 4.3333

10 Related Work

CryptDB [16] refers to a secure system that is executed as per relational database
concerning SQL queries over encrypted data. Regarding its security, for a proxy
attack, only that data is at risk of being leaked which belongs to users logged in
then.

Concerning NoSql, CryptMDB [20] refers to a practical encryption system
regarding MongoDB using an additive homomorphic asymmetric cryptosystem
for data encryption. It implements the proxy concept at MongoDB’s top so
that it only perform an additive operation concerning encrypted data. Crypt-
GraphDB [3] refers to a system which conducts queries over encrypted data
that are stored within a graph store, such as Neo4j database, using CryptDB-
like technique. Further, it uses dynamically adjusting encryption layers to offer
traversal-aware encryption adjustment which is coordinated with the query exe-
cution, thus providing enhanced security [2].

Previous studies have examined confidentiality as well as querying concerning
encrypted data whereas [9] and [18] emphasise access control regarding relational
database. The study by [9] shows that the data owners use SQL-aware encryption
regarding CryptDB for data encryption while not requiring a proxy which is then
stored as relational database over a cloud. The encryption keys are provided to
Database administrator authorised for accessing all the data over the cloud while
also passing the keys to users as per legitimate access.

Further, DBmask [18] refers to a system which provides fine-grained access
control based on Attribute-Based Group Key Management (AB-GKM) scheme
wherein users’ attributes fulfil data policies for providing access as well as exe-
cuting SQL queries over encrypted data according to user permissions. The
architecture of the system is based on CryptDB while implementing the proxy
which refines clause queries which are unable to execute over encrypted data
rather than executing on in-memory concerning the proxy. Two schemas have
been used for conducting the DBmask system which are DBmask-SEC provid-
ing maximum security and DBmask-PER providing optimum performance. Here,
the restriction concerns the access policy groups belonging to every cell being
revealed to DBMS. An additional column is added by AB-GKM corresponding
to every column in the table for identifying the group which belongs to a cell.
For this, a fixed data structure format is needed because relational database
and an adversary for database attack helps in determining the cells that are
part of the same group. Hence, determining a suitable mechanism is important
regarding non-relational database as it offers property for not revealing access
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control concerning the database. In 2005, however, an attribute-based encryp-
tion (ABE) [17] was suggested by Sahai and Waters referring to a form of public
key encryption in which user identity is used for data encryption and decryption
concerning access control of document data. Moreover, ABE can be classified
into ciphertext-policy-ABE (CP-ABE) and key-policy-ABE (KP-ABE). Goyal
created KP-ABE [10] in 2006 and noted that there is an association between the
ciphertext and a set of attributes that have secret key related to AP. It is possi-
ble for a user to decrypt data in case of the ciphertext’s corresponding attributes
fulfilling the user key AP. Here, the limitation concerning such type of ABE con-
cerns the Data Owner being unable to identify which users are able to decrypt
the data. Hence, KP-ABE is inapplicable regarding applications in which data
is shared. In 2007, however, Bethencourt created CP-ABE [6] and noted that
there is a relationship between cipher-text and AP and the secret key concerns a
set of attributes for surpassing the limitations of KP-ABE and further suitable
for applications. KP-ABE as well as CP-ABE do not include user revocation
mechanism. Although existing studies including [8,13,15] note that revocation
mechanism is added to CP-ABE, data re-encryption or key re-distribution is nec-
essary. Moreover, in 2012, the PIRATTE scheme [12] was suggested by Jahid and
Borisov concerning the limitations previously stated in the background section.

11 Conclusion

This paper examines the primary idea regarding the Secure Document Database
(SDDB) scheme which fulfils three major security database requirements that are
flexible access control, confidentiality, and querying over encrypted data regard-
ing a document-based store. The dynamic and static models are used for pre-
senting SDDB. The dynamic model fits dynamic applications which can need
changing users’ attributes who are able to access data while not re-encrypting
data as well as distributing keys. On the other hand, the static model is suitable
in static applications which do not alter users’ attributes necessary for accessing
data. We reported also on the experiments with the simplified prototype imple-
mentation of the static model. In future work, we are going to implement both
models using MongoDB as a document store, and evaluate trade-offs between
performance and security.
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