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Preface

MobiHealth 2019 was the 8th in a series of scientific conferences seeking to bring
together transdisciplinary expertise from the technological, physiological, medical, and
AI domains among others. The conference took place on the campus of University
College Dublin (UCD), Ireland, during November 14–15, 2019. Many timely and
pertinent mHealth topics covered included: activity recognition, wearable devices,
Apps, and sensor platforms, among others. The conference compromised 6 sessions
incorporating 26 papers and attracted over 40 attendees from all over the world.

The MobiHealth conference series has been in existence for almost a decade; its
commencement closely aligned with the launch of the smartphone and it has continued
to remain aligned with many vital developments during this time, in particular sensors
and wearable computing. This current time juncture may be especially auspicious for
future mobile healthcare paradigms; 5G networks are being launched and offer sig-
nificant potential to successfully usher in a new era of innovative mobile health ser-
vices. Such a profound development will undoubtedly give rise to new technical,
ethical, legal, and social challenges. Looking forward, future meetings of MobiHealth
must seek to keep abreast of these developments, as well as promote innovate pathways
for the realization of impactful research and solutions in the mobile health space.

All accepted papers underwent a triple-blind review process, involving members
of the Technical Program Committee (TPC) and other external experts. This highly
selective review process increased the scientific level of all papers accepted for pre-
sentation and subsequent publication. This current volume includes all papers pre-
sented during the conference in Dublin.

The editors wish to express their gratitude to the European Alliance for Innovation
for their sponsorship and to UCD for hosting the event. The efforts of the TPC in
reviewing manuscripts in a timely and professional manner was indispensable to the
quality of the conference, and these proceedings. The dedicated efforts of the Local
Organizing Committee members for the efficient operation of the conference is
acknowledged. We wish to thank all the participants for their efforts in preparing and
revising their manuscripts and then making their way to Dublin to present and discuss
their work. The editors are acutely aware of the effort expended by the authors,
reviewers and Organizing Committee, and consider the publication of these proceed-
ings the culmination of a creative but collaborative journey. It is our fervent hope that
these proceedings will serve as an invaluable resource for community and society on
the state of the art in mHealth technologies. Finally, we wish to thank the local UCD
team on the ground – Eleanor, Nestor, and Karl – for their dedication and efforts to
ensure the smooth operation of the conference on the day.

December 2019 Michael O’Grady
Gregory O’Hare

Patrick Henn
John O’Donoghue
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Remote Testing of Usability in Medical Apps

Janina Sauer1,2(B), Alexander Muenzberg1,2, Laura Siewert1, Andreas Hein2,
and Norbert Roesch1

1 University of Applied Sciences Kaiserslautern, Kaiserslautern, Germany
{janina.sauer,alexander.muenzberg,norbert.roesch}@hs-kl.de

2 Carl von Ossietzky University of Oldenburg, Oldenburg, Germany
{janina.sauer,alexander.muenzberg,andreas.hein}@uni-oldenburg.de

Abstract. Usability tests play an important role in any kind of software, as they
limit errors and misunderstandings. Especially in the growing market of medical
applications it is indispensable, but time-consuming and expensive. In order to
improve the quality of medical applications and remove obstacles for develop-
ers, a method has been developed that simplifies testing the usability of mobile
medical applications and provides additional data on compliance and effective-
ness. Because this test method is remote-controlled and asynchronous, finding
examiners is simplified. It also allows more subjects to be found and more data
to be collected. This increases user experience and achieves more natural results
as study participants act in their natural environment. In order to decide whether
the app developed is suitable for this remote testing method, a questionnaire was
developed to assist in the decision-making process. The described method will be
tested in a study.

Keywords: Medical app · Usability · Remote testing · App testing ·Mobile
health

1 Introduction

The market for mobile healthcare has grown steadily in recent years and continues
to grow. In 2017, 325,000 health, fitness and medical apps are available in all major
app stores. Last year, 78,000 new health apps were launched in the major app stores.
Estimated 3.7 billion downloads of health apps in 2017 [1].

Within the European Union (EU), medical apps have to be considered as medical
device and are entitled under the European Medical Device Regulation (93/42/EEC) if
the intended use is linkedwithmedical purposes. But even in other cases, comprehensive
tests are mandatory to improves product quality, reduce user errors, increase customer
loyalty and satisfaction. It’s also reduces support costs and increases the recommendation
rate [2].

Regarding the United States (US) market and according to the US Food and Drug
Administration, most errors are only discovered at the end of development, so special
attention should be paid to formative testing during development. Regardless of when
the tests are performed, the type of test is crucial.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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4 J. Sauer et al.

Therefore, usability planning should be considered from the beginning. There are dif-
ferent guidelines for this, also special ones for apps in the health sector. After comparing
several existing guidelines, the following aspects occur frequently:

• “Representation of Elements” (I, II, III, IV, VI, IX)
Information should be presented effectively and clearly formulated. In some cases,
images and icons are more appropriate than words, as long as they are unambiguous.

• “Learning facilitation and support” (I, II, III, IV, V, VII)
The app should be intuitive to use and contain a logic in the process.

• “Consistency and predictability” (I, II, III, V, X)
All parts of the app should look and feel the same. The action of different buttons
should be predictable.

• “Giving feedback” (I, II, V, VII)
The user should always be informed of what is happening and should always be given
the opportunity to correct possible errors.

• “Clarity and Functionality” (I, II, III, IV, VI)
The app should be as simple as possible and make all important functionalities clearly
visible to the user.

• “Metaphors” (I, II, III)
Virtual objects and actions should be represented as metaphors from the real world.

• “Self-description” (I, III, X)
The user should always know where he or she is. The navigation of the app should be
uniform and comprehensible.

• “Effective Use of Language” (I, III, IX)
Developers should use short phrases with simple words.

• “Fastest way” (I, V, IX)
The user should always be clearly offered the fastest way to the desired destination
and clearly represented.

• “Direct manipulation” (II, III, X)
Direct manipulation of onscreen content engages people and facilities understanding.
Icons from the real world are helpful.

• “Give the user control” (II, III, V)
Users have control without receiving unwanted outcome.

• “Use platform specific functions” (III, IX, X)
The developers must be aware of the platform or platforms for which they are
developing.

The following guidelines and principles were taken into consideration:

I. HIMSS Guidelines [3]
II. iOS Design Principles [4]
III. Android Principles [5]
IV. MARS [6]
V. Sheiderman’s Eight Golden Rules of Interface Design [7]
VI. UX Planet Principles [8]
VII. The Startup Principles [9]
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VIII. Principles in the Design of Mobile Medical Apps [10]
IX. Mobile Health Consumer App Design Aspects [11]
X. Ergonomics of human-system interaction - Part 110: Principles of dialogue design

(ISO 9241-110:2006)

Furthermore, the Food and Drug Administration declares: “Usability is often con-
fused with design, human factors engineering is a better term. Usability is not just chic
color and trendy design elements.”

Strict and often complex regulations are a major constraint on the digital healthcare
market. Regulation is often cited as one of the main reasons for the slow development
of digital healthcare solutions. A survey conducted by mHealth App Economics in 2017
showed that 18% of digital healthcare players are reluctant to develop apps due to
uncertain regulatory frameworks [1].

The healthcare sector is subject to intensive regulation. Both digital and non-digital
healthcare solutions that could pose a risk to patient safety must be approved by an
official regulatory body such as the Food and Drug Administration in the United States.
Currently, many medical apps are of poor quality and sometimes potentially dangerous
[12]. Also, the great potential is not used.

In July 2017, the Food and Drug Administration announced a new approach to the
approval of digital healthcare solutions, the Digital Health Innovation Plan. Instead of
approving individual digital products, entire companies could be approved, and digital
products approved by these pre-selected companies would not have to go through a reg-
ulatory process for each of their product approvals. This development is still new, but the
Food and Drug Administration appears to be initiating a paradigm shift in the regulation
of digital healthcare solutions. This could serve as a blueprint for other countries to
follow [1].

At present, however, a medical app still has to undergo comprehensive, time-
consuming and cost-intensive certification processes. One factor that must be exten-
sively tested in this context is usability. In the European Union, the standard IEC 62366
Medical devices - Application of usability engineering to medical devices is to serve as
support. This standard is closely linked to ISO 14971 Medical Devices - Application of
RiskManagement toMedical Devices. It follows that usability is primarily seen as a risk
factor. According to the Food andDrugAdministration, more damage is caused by incor-
rect operation than by technical errors. In the IEC 62366-1:2007 standard, usability is
described as a characteristic of the user product interface that encompasses effectiveness,
efficiency, as well as the user’s ability to learn and satisfaction. Also, here a usability
file is promoted, which covers the following points: Extended purpose including user
specification and usage context, core tasks and pre and post conditions and subtasks,
usage requirements, user product interface specification including main functions, veri-
fication results, validation plan and validation results. Since the new version of the 2015
standard, the standard compliance requirements are very similar to the Food and Drug
Administration requirements.

The standard requires that usability be extensively tested and documented. However,
the user experience is not considered.

The standard requires the testing of usability. This means that the medical device
must perform various tasks in an environment of representative selected test persons
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from the user group under observation without help, but with a test leader. As Jakob
Nielsen points out, testing with potential users is the most effective way to identify
usability problems [13]. These tests are documented and evaluated.

IEC 62366-2 assumes that with six testers approx. 80% of the errors are found
(recommended for formative tests), with 15 test subjects approx. 90% of the errors
(recommended for summative tests). Both the IEC 62366-2 and the Food and Drug
Administration agree that the figures can only be read per target group.

The good usability of the products enables users to perform tasks quickly and
correctly. The usability measures are effectiveness, efficiency and user satisfaction.

2 Methods

With remote testing, testers can use the application asynchronously in their natural
environment according to their needs and the requirements of the app. These activities
can be stored by little additional programming effort and sent to the developers without
affecting the test subjects.

Depending on the functionality of the app, timestamps can be set at important points
in the app. A flowchart is helpful for this, because so it is possible to see the whole
procedure of the app. If these are then set in a predefined flow context, it is easy to see
where the user’s handling problemswere. So, the whole activity can be tracked by simple
button events and an analysis of the runtime behavior can be created. Each timestamp
needs a unique name so that the evaluator knows exactly which button belongs to which
timestamp and can place it in the correct sequence [14].

In addition, it is possible to record the entire screen in order to be able to reproduce
the behavior in even more detail. Audio recordings can also be documented, if the test
persons are animated to think aloud, i.e. to pronounce all thoughts, positive as well as
negative, questions, etc., the developers can give the best insight. However, this datamust
also be evaluated manually, which is difficult to achieve with a large group of testers and
requires more time and money due to the additional effort.

Remote testing has the advantage that the testers do not only have to fulfill the given
task, but mostly all areas of the application have to be tested automatically including the
main and secondary functions, as well as to be defined for certification.

Since the testing is carried out in the everyday life of the users, many testers do not
notice any more that they are testing a medical app because the test environment is not
present.

In the case of a large group of testers, it is advisable to determine the optimal way to
complete a task, the so-called happy path. For this purpose, the buttons that are required
for this have to be defined so that they can be automatically compared later with the
timestamps or their sequence. In addition, it is possible to define the time range between
two buttons. This not only makes it possible to evaluate whether the effective way was
found, but also whether it was found quickly.

Further functionalities of the smartphone can also be used, for example to determine
the location of use.

Furthermore, no professional trainer is required, as the test persons use and test the
app asynchronously according to their needs in their familiar environment. A test leader
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is only required when the test results are evaluated. However, he or she can also act
asynchronously.

However, it can be an advantage that the test persons fill out questionnaires after
the test phase has been completed, depending on the requirements of the app and its
developers. These can be standardized, such as the System Usability Scale [15] and the
User Experience Questionnaire [16], or individually adapted to the requirements of the
app and its developers.

The advantages and disadvantages of the usability laboratory and the remote variant
are listed in Table 1.

Some of the disadvantages of remote testing can be eliminated with regular online
meetings. Here the test coordinator and the respondent have the opportunity to exchange

Table 1. Usability laboratory with remote tests in comparison

Usability laboratory Remote usability tests

Advantages:

• Certainty that the test person will carry out
the task conscientiously

• Direct observation of the entire test situation
• More details can be observed

• Size of the tester group can be extended
• Larger selection of test subjects
• Tester is located in its natural environment,
so it feels more comfortable and a more
natural result is created

• Lower expenses
• More usability problems can be detected as
more cases and applications are tested with
the app

• Less strenuous for the test persons, as the
test environment is less present

• Possibility of automated evaluation of
results

• Test persons can test the app more freely,
according to their needs. This results in
much more diversified results

• Less costs (resources, space, travel expenses
…)

• Comfort, better in everyday working life
• It is easier to find test persons because they
are often more likely to take part in a test in
which they do not have to travel

• Simplified finding of test persons through
recruitment via the Internet

• Suitable if the target group is difficult to
reach (at different locations)

• Not fixed location
• Not time-bound
• Simplified recruitment of usability experts

(continued)



8 J. Sauer et al.

Table 1. (continued)

Disadvantages:

• Complex recruitment of test persons
• Uncomfortable for test persons, as they are
in a test situation and in an unfamiliar
environment

• It is time-consuming to plan the recruitment
and the execution of the tests

• Expensive (recruitment, provision of
usability laboratory and resources),
depending on the budget not many users can
be checked and developers only meet the
required minimum requirements

• No direct observation, one does not directly
see the reactions of the user, some problems
may remain undiscovered because gestures
and facial expressions of the user are
missing and therefore the entire emotional
reaction is missing

• Code of the test app must be slightly
adjusted

• It is unknown whether the test persons really
test the app carefully and seriously

• It is more difficult to interact, interview,
train and observe the participants

• If hardware is to be provided, some logistics
are required to distribute it to the
participants and collect it again. In the case
of pure software applications, regular
installation support is required

• Confidentiality during screen sharing; it
must be ensured that no confidential data of
the test person is displayed

• Technical problems can occur more
frequently. Under certain circumstances
help can only be offered after some time

ideas, the test coordinator can ask specific questions to the satisfaction and draw first
results and the respondent can convey his or her first impressions and get possible ques-
tions about handling answered. This also provides the respondent with an opportunity
to perform certain tasks set by the test leader so that the test leader can directly perceive
the facial expressions and gestures of the proband. However, there are disadvantages
that cannot be avoided in the usability laboratory. The respondent is taken out of his
natural environment and thus becomes aware of the test situation. He or she no longer
acts as usual. Therefore, the execution of synchronous tasks is only recommended in
exceptional cases.

It is also important tomention that various studies have already shown that the results
of remote usability are at least comparably good with the results of classic usability tests,
such as a usability laboratory [17–19].

The study by Tullis et al. [20] has shown that test subjects are more willing to
participate in a remote test than in a laboratory test. In this study 108 people agreed
to participate in a remote test, while only eight people could be found for a test in the
usability lab. One reason for this is the lower effort a remote test entails compared to a
laboratory test for the test subjects [21].

Studies comparing a laboratory test with a remote test show that both synchronous
and asynchronous remote usability tests produce quantitative and qualitative comparable
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results. The number and severity of the found usability problems could not be determined
significantly either [17]. Often even more usability problems were detected by a remote
test [16]. The impression of the test persons is also of great importance. The remote test
situation is usually positively received. In the study by Brush et al. [17], seven out of
eight participants found the remote tests more pleasant than the situation in the usability
laboratory. Of these eight test persons, four preferred the remote test, but no test person
preferred the test in the laboratory.

In order to decidewhich type of testing is appropriate, a questionnairewas developed:

1. Doesn’t the app fall under the MDD or MDR according to its purpose? If so, is the
app already certified?

2. Has the app been developed for long-term use?
3. Does the app have more than five main and secondary functions?
4. Are the users people without medical qualifications?
5. Is the app used by private individuals in their private environment?
6. Is there a wide range of users?
7. Are the test persons at different locations, widely distributed?
8. Can the test persons use their own smartphones, or is the use of a private smartphone

advantageous?
9. Can the testing be carried out without additional hardware?
10. Isn’t the respondent’s facial expressions and gestures of decisive importance in the

evaluation?

If most of the above questions are answered with “YES”, remote testing is rec-
ommended. The financial factor is not to be despised, but it is strongly dependent on
individual framework factors. In the same way, time can still influence the selection of
the test, but here this point has to be considered very individually, too.

With the presented method not only, the usability and the user experience can be
tested, the entire compliance can be evaluated. Measurement parameters such as fre-
quency of use, duration of use, completeness, continuity and regularity can be easily
collected. In this case the developer can quantify these metrics with a range in order to
compare the results of the tests, too. Or he or she does not give a range and interprets
the evaluation freely in order to draw his conclusions. This depends strongly on the
requirements of the application and developer and the group size of the testers.

It can be assumed that an increase in usability quality will also increase compliance.

3 Results

In order to find weak points and difficulties regarding usability in the mobile app, it was
decided to assign timestamps to different buttons. The following questions were defined
in advance:

“How long does the user spend in our app?”
“How long does a user need to complete a certain process (e.g. adding food)?”
“When does the user abort a process or delete his entries?”
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“Where does the user call up the help function?”

In accordance with these questions, the buttons in the app are provided with times-
tamps to measure the time intervals between and during the various processes. After the
evaluation, the measured time can be used to identify the processes in which the user
needs longer, or deletes or aborts them more frequently, and to identify where further
usability problems exist and analyze them. An alpha test is then performed to determine
standard times and optimum values for comparison with the users and to detect devia-
tions. Furthermore, by measuring the total time the user has spent in the app, compliance
can be tested to determine whether the users are all using the app regularly, as prescribed,
and conscientiously.

To see where to set timestamps, it is helpful to create a simplified flowchart which
shows all main and secondary functions as shown in Fig. 1. In this way, the best points
for time stamps can be found easily and individually, so that the best possible evaluation
is available.

The diagram should provide a precise overview of what is relevant for processes and
what happens in them. The red dashes are actions like add, fill in text fields, select or save
settings and so on. The trash can always indicate the point in time at which individual
elements are to be deleted in the process. The red X indicates the period in which the
process can be aborted and the green question mark indicates the period in which the
user has the possibility to call up the help function.

Note that an individual minimum number of timestamps is required for compre-
hensive results, but too many measurement points can complicate interpretation and
possibly even falsify it. This figure is based on the developer’s own alpha test to control
the process, as shown in the appendix.

The app developed in the DiDiER project (Digitization of Services in the Nutritional
Counselling Process) funded by theGerman FederalMinistry of Education andResearch
(grant 02K14A150) is used here as an illustrative example. The purpose of this mobile
app is to make it easier for the patient to keep a diary by documenting all distorted foods
and their symptoms, fromwhich the diagnosis of possible food intolerances and allergies
can be made by professional nutritionists [22]. As part of this study, 25 test persons will
receive a smartphone including the DiDiER App over the period of their diagnosis (two
to six weeks), on which they must record all nutrition-relevant data, such as distorted
foods, symptoms, including strength and possible cofactors. For this purpose, the study
participants are providedwith various smart services, such as aFood InformationService,
which also enables the scanning of food barcodes so that all ingredients can be stored
directly. The Food Information Service is a collection of existing food databases that
are enhanced by various quality optimization algorithms [23]. It is also possible to
photograph symptoms and foods, as well as search by text input in the Food Information
Service. The developed standards are expected to lead to a significant increase in the
quality of nutritional advice for patients and nutritionists.
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Fig. 1. Sequence diagram to find the appropriate buttons for timestamps (Color figure online)

Currently, the entire system, consisting of patient app and consultant platform, is
being tested in a study. The study protocol was reviewed and approved by the Ethics
Committee of the Carl von Ossietzky University Oldenburg, Germany.

The questions already presented, as to decide whether remote testing would be
appropriate, were answered as follows (Table 2):

Table 2. Answering the questionnaire to decide if remote tests are suitable for the DiDiER App

No. Question: Answer:

1. Doesn’t the app fall under the MDD or
MDR according to its purpose? If so, is the
app already certified?

Yes, the app does not fall under MDD/
MDR because of its purpose, so far, the app
itself is a pure tool for documentation,
therefore no certification is necessary

2. Has the app been developed for long-term
use?

Yes, at the moment the app should be used
for a period between two and six weeks.
Later the app will be used even longer

3. Does the app have more than five main and
secondary functions?

Yes, the mobile app has several main and
secondary functions

4. Are the users people without medical
qualifications?

Yes, the users of the app come from many
different backgrounds and do not need
medical training

(continued)
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Table 2. (continued)

No. Question: Answer:

5. Is the app used by private individuals in
their private environment?

Yes, it is used by private individuals in
everyday life

6. Is there a wide range of users? Yes, the users, both during and after the
study, should use the app by various users

7. Are the test persons at different locations,
widely distributed?

Yes, the app can be used from anywhere
and is not location-bound. However, the test
persons are in the vicinity of their
nutritionists during the study

8. Can the test persons use their own
smartphones, or is the use of a private
smartphone advantageous?

Yes, the app can be used from any
smartphone. But during the study, the
subjects receive a smartphone

9. Can the testing be carried out without
additional hardware?

Yes, no additional hardware is required

10. Isn’t the respondent’s facial expressions
and gestures of decisive importance in the
evaluation?

Yes, facial expressions and gestures do not
play an important role in the evaluation

A timestamp on the login and logout button can be used to determine how long the
respective user has been using the application. Since a button event is also saved on the
different view options, for example on the calendar views, a statement can then be made
as towhich view is preferred. Furthermore, a start point and one or two end points (saving
the entered data and canceling the entry) have been defined for each sequence. So, it can
be tracked exactly how long the tester needs for a sequence, if he or she confirms it or
when this task is aborted. Each help button is provided with a tracker so that it is clear
where the user needs special help and is unsure how to use it.

The collection of button tracks makes it possible to track the entire usage without
any gaps.

At the end of each test phase, the entire data is displayed pseudonymized in tables
for evaluation. Different events are grouped so that the evaluation is simplified.

No audio or screen recordings are made during the study. This is not required here.

4 Conclusion and Outlook

In many countries within Europe, the population is accustomed to insurance paying for
most health-relatedmatters. It is therefore difficult to get users to pay for a health app. So,
developers need to use other ways to cover the costs of development and certification and
make a profit. At themoment there is a trend for developers to contact different insurance
companies, so that these insurance companies include the app in their offer [1].
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This has to be considered for distributors, because they either have to get in contact
with many different health insurance companies or convince the user directly. In both
cases,more than just certification is often expected.Usability is one of themost important
factors, and even more so is the overall user experience. Because if the app is not easy to
use, it is not popular to use and the potential increase in quality of life remains unused.

With the presented concept apps can be tested completely and comprehensively
regarding their usability. With this easier way, they can identify and reduce possibly
risk factors. The test persons can be easily found in remote testing, since no effort and
costs are incurred for the journey. Earlier studies have already shown that the results
of remote tests and in the usability laboratory are comparable or even more errors are
found in remote tests.

Timestamp can be used to collect all relevant information on specific buttons without
influencing the test persons. Additional information can be obtained through further pos-
sibilities, such as screen- and audio monitoring and consultation hours with experts. The
evaluation of the collected data can take place time-independently and can be automated
by previously defined happy path.

The test method is currently used in the study for testing the DiDiER App. The
developed questionnaire demonstrates that the DiDiER App is suitable for this purpose.
Usability results are expected by the end of 2019. The data to be evaluated will then
also be examined for compliance and compared with the previously defined compliance
area. The creation of the automated evaluation with the help of the happy path is one of
the next steps.

If the results are as positive as currently expected, the presented concept will be
adapted to further apps in the health sector and further investigated, for example with
regard to the effectiveness of the smartphone application.

It is expected that the new remote tests will lead to an enormous increase in quality
and a decrease in risk, even though themedical app has already been certified according to
the EUdirective. The IEC 62304Medical device software - Software life-cycle processes
(IEC 62304:2006 + A1:2015) also requires permanent validation.
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Abstract. Celiac disease affects an estimated 1% of the population. The
only existing treatment is a strict gluten-free diet but there are myriad
aspects of managing the disease that affect the lifestyle of both the CD
patient and those close to them. The goal of this study was to design,
develop and test a prototype of a mobile application to promote wellness
and support for individuals with CD. The proposed application’s aim is
to serve as a platform for CD patients and members from their social
circle, to help with sharing general and specific information about four
lifestyle aspects: social, emotional, food, and wellness. The application
aids with the management of a gluten-free diet from the social circle per-
spective for the specific CD patient. Perceptions towards the usability of
the application were gathered from 22 participants and analyzed via a
USE questionnaire. The results from the survey reported overall satisfac-
tion of the prototype and useful insights were gathered for subsequent
versions. The general expected benefit of this evidence-based applica-
tion is improved quality of life for the CD patient due to their social
circle being well informed about the management of the disease and its
potential complications.

Keywords: Mobile application · mHealth · Celiac disease · Medical
informatics · Gluten-Free

1 Introduction

Autoimmune diseases (AID) include a wide variety of illnesses targeting different
parts of the human body. The American Autoimmune Related Disease Associ-
ation (AARDA) has classified more than 100 AID, making it the third most
common type of disease in the United States. The AARDA identifies AID as a
major health problem affecting up to 50 million individuals in the United States
alone, which translates to an alarming 15% of the population. Some AID are
within the top 10 leading causes of death among women aged 65 and older, and
75% of Americans with AID are women. According to the AARDA website, AID
are responsible for more than 100 billion US dollars annually in direct healthcare
costs and most AID patients see four doctors over three years before a correct
diagnosis [8].
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Many autoimmune diseases seem to vary in incidence by region or ethnicity.
For instance, Southern European and Asian countries have a lower incidence of
type 1 diabetes and multiple sclerosis than do Northern European countries. This
variation may be caused by the irregular prevalence in specific ethnic groups of
a gene associated to a particular AID. Likewise, dissimilarities in diet or in the
existence of a triggering pathogen or chemical agent due to geographic factors
may affect the frequency of an AID [22]. Regardless of the public health scale
of the problem, the unknown aetiology of AID, the complexities involved in
diagnostics, the increased costs, and the unavailability of cures, scientific research
has focused on a small portion of more than 100 known AID [12].

Celiac Disease (CD) is an AID that requires effective self-management in
adherence to a strict gluten-free diet (GFD), which is the only existing treatment
for the disease. The list of symptoms that CD patients have is extensive and
varies from childhood to adulthood. Some of the symptoms that are commonly
experienced by children are abdominal pain and stunted growth issues. Moreover,
symptoms that adults can experience are diarrhea, fatigue, anemia and reduced
bone disease, among many others [27]. The proportion of people with CD varies
among regions in the world. The reported prevalence of CD in South and North
America was 0.4%–0.5% whereas the value for Asia was 0.6%. However, the
prevalence in Europe and Oceania was slightly higher at 0.8%.

One of the authors of this study has CD and understands the importance of
technological support for the management of the condition. As with any chronic
disease, support is a team effort in conjunction with the social circle of the
patient. With CD, the patients find themselves having to explain their condition
numerous times, and providing the same CD information repeatedly. Therefore,
a one-stop platform that centralizes accurate and readily-available information,
personalized to each CD patient and their social circle, is of utmost importance.
With feedback from other CD patients and analysis of well-reputed CD web-
sites, we designed and developed a prototype of a mobile application to promote
wellness and support for patients suffering from CD. A total of 22 CD patients
and members from their social circle tested the initial prototype of the mHealth
application and responded to a survey after the trial. The survey acquired percep-
tions towards the features of the app and usability of the design. The prototype
contains general CD information due to the broad spectrum of CD symptoms.
However, in future versions, the app will include information personalized to each
patient. The patients will, therefore, be able to share individual pre-approved
food and restaurants with their social circle, along with preferences and infor-
mation about the disease and other psychological disturbances that accompany
the disease, for each specific case.

The remaining sections of the study are as follows: Sect. 2 entails information
about CD and how social support can aid the patient managing the disease thus
explaining the problem statement and the need for the mHealth app. Related
mobile applications for gluten intolerant people and CD patients are described
in Sect. 3. In Sect. 4, the design of the application is visualized and explained in
detail. The results from the survey are reported and analyzed in Sect. 5. Finally,
Sect. 6 details the findings along with potential benefits, limitations of this study,
and future work.
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2 Problem Statement

In countries like the United States, the United Kingdom, and Germany, approx-
imately 20% of the population has been reported to experience adverse reactions
to foods such as wheat, nuts, fruits, and milk [13]. Historically, wheat-related
disorders have been identified as CD and wheat allergy or non-celiac gluten sensi-
tivity [23], referred as gluten intolerance in this study. Gluten-related conditions
vary significantly in aetiology, but adherence to the GFD is of utmost importance
for CD patients due to gluten reactivity involving autoimmune mechanisms [28].

Celiac disease is a systemic autoimmune disorder activated by gluten in
genetically-predisposed individuals and affects an estimated 0.5 to 1.0% of the
population worldwide [19]. Gluten is a protein found in cereals such as wheat,
rye, and barley. CD is characterized by an extensive range of symptoms, a spe-
cific serum auto-antibody response, and variable damage to the small intestinal
tract. Diagnosing CD can be difficult because some of the symptoms overlap
with myriad other diseases, such as irritable bowel syndrome, chronic fatigue
syndrome and depression. Since CD is hereditary, it is recommended that family
members get tested as well. The longer the individual remains undiagnosed and
untreated, the greater the chances of developing complications [15].

The treatment for CD is a lifelong GFD. However, some people do not
improve on this diet and face additional health complications due to their deteri-
orating health. The adherence to this strict dietary regime varies among patients
and is the main cause of persistent symptoms [15,18]. Therefore, it is advised to
develop effective strategies to help patients follow a strict GFD, manage their
various symptoms, and deal with all the implications of CD [16]. Participation of
a close support group for the CD patient has been associated with higher qual-
ity of life scores, especially when face-to-face interaction may improve long-term
quality of life and health outcomes [25]. Therefore, we recognize the need for a
mobile application that helps CD patients manage their specific condition with
support from their immediate social circle. We leave aside the search functional-
ity through a catalog of gluten-free (GF) foods, because the majority of mobile
health (mHealth) applications on the market today for CD patients are focused
on finding GF food.

Following a strict GFD has a significant negative impact on quality of life
in social settings for CD patients. Particularly related to social aspects such as
traveling, eating out, and family life. Lee et al. [24] reported that CD patients,
even though they know it will cause damage, typically cheat on their GFD
because: 46.3% think the diet limits their social life, 55.3% perceive the diet as
embarrassing, 24.9% say dining out is too difficult, 30.8% say the diet is socially
isolating, and 33.3% report family and friends do not understand the need to
follow the diet. Social support is therefore crucial for adherence to the GFD.
Some solutions suggested by Lee et al. [24] are accommodation by family and
friends, school and community support, group support, and others in their circle
following a GFD.
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3 Literature Review

The identified related work are mHealth applications that allow patients to self-
regulate their health and diet in real time. Most applications aid in understand-
ing the nutritional content of food consumed and focus on regulating lifestyle
choices and diet. Within those applications, there are additional functionali-
ties for identifying GF food for gluten intolerant individuals or CD patients
[17,21,29]. However, there are CD specialized applications available on the mar-
ket which contain more functionalities to monitor symptoms and the disease
itself, such as MyHealthyGut [16] and Eat! Gluten-Free [2]. Additionally, a mobile
tool for automated text messaging was identified in the literature, it aims at
improving CD patient engagement and ultimately the quality of life [20].

3.1 mHealth Applications for Gluten-Free Diet

The Gluten-Free Living Association recommends several user-friendly mHealth
applications which aid gluten intolerant individuals adhering to a GFD. Whether
it is to find a GF product or restaurant or even if the GF requirements need to
be communicated in a different language, these applications are a mean to assist
in daily life [29]. Nonetheless, extra precautions need to be taken by the CD
patient to ensure the foods are not only GF but also safe for individuals with
CD due to cross-contamination in the kitchen. The vast majority of the reported
mHealth applications in the section can be found in the list of recommendations
from the association. Additionally, identified scientific literature is provided for
two of the applications. In Table 1, the identified mHealth applications for gluten
intolerance and CD are listed along with a short description of each application.

The Find Me Gluten Free application is for individuals that have gluten intol-
erance of any kind and patients with CD. The application contains information
and reviews from members of the GF community of approved restaurants, gro-
cery stores and cafes [3]. AllergyEats is a similar application that locates allergy-
friendly restaurants in the United States and users can read reviews about the
recommended restaurants and make their decisions accordingly [1].

The barcode-scanning technology is common in mHealth applications for
understanding in a quick and easy way whether the product contains gluten and
other nutritional values that are of interest for patients with CD and other gluten
sensitivities. Applications that operate with this technology and recommended
by Gluten-Free Living association are The Gluten Free Scanner [7], Sift Food
Labels [11], ShopWell Diet [10] and Is that Gluten Free? [5].

Dunford et al. [17] describe the FoodSwitch application that uses barcode-
scanning technology. The app operates with a large database of branded food
which includes information on energy, protein, sugar and fiber. It provides users
with nutritional information of packaged food in an easy language and suggests
healthier alternative products if applicable. The initial launch of the application
proved to be highly successful and in response to that the GlutenSwitch func-
tionality was implemented later on. With the added functionality, people could
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receive recommendations and information on GF food, targeted mainly to CD
patients and gluten intolerant individuals [17].

Handel [21] reviewed several mHealth applications of good quality that pro-
vide “information, strategies, and tracking capabilities related to patient self-
management, health and wellness approaches”. The mHealth application Is That
Gluten Free? was one of these good quality applications that was discussed in
the article [21] and recommended by the Gluten-Free Living Association as men-
tioned earlier [29]. The selection was based on several quality criteria such as
ease of use, scope of information, recommendations and professional expertise.
Is That Gluten Free? is an application that includes a large amount of verified
GF products targeted for CD patients and other gluten intolerant individuals.
The database includes comments from the manufacturers of the GF products
and information regarding cross-contamination [21].

Education in mHealth applications is also of importance for individuals strug-
gling with food intolerance, allergies, digestive-related problems, and CD. The
main purpose of the mySymptoms Food Diary application is to educate about
various diseases and discover patterns that relate consumption of food and symp-
toms. The users can not only track the food but also medication, exercise and
emotions. Additionally, the application has a multi-user platform, meaning that
every family member or other members in the social circle can have their own
personalized page and share between one another [9].

3.2 mHealth Applications Specialized for Celiac Disease

The Celiac Disease Foundation is a leading disease advocacy group for CD in
the United States. The foundation introduced an mHealth application in 2015,
Eat! Gluten-Free, specialized for CD patients. The application contains a large
digital hub of GF products along with pictures, recipes and details about the
manufacturers. Additionally, CD patients are provided with the latest news and
research concerning their disease [2].

Dowd et al. [16] developed a theory-basedmHealth application,MyHealthyGut,
for individuals to effectively deal with CD through self-management and subse-
quently improve their gut health. Perception and desired functions were gathered
from CD patients and healthcare professionals through questionnaires and focus
groups. Ninety percent of the participants reported a need for an app to help them
manage celiac disease and that the most determining factors for using the app were
“ease of use, available functions, nutritious GF recipes and cost”. Additionally,
participants considered the functionalities tracking the GFD and symptoms, sup-
plements for healthier gut and cooking instructions, to be valuable for managing
the disease and increase their quality of life.
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Table 1. Available mHealth applications for gluten intolerance and CD patients.

Category Name of application Description Price Source

Dining out Find Me

Gluten Free

Locates GF restaurants, bars,

grocery stores, cafes, etc. Users can

additionally find information about

the menus and contact information

Free [3]

AllergyEats Users can find allergy-friendly

restaurants in the US and search

based on their personal food

restrictions

Free [1]

Gluten-Free

Restaurant Cards

The application contains 40 card

images from CeliacTravel.com. Those

cards can be shown to the staff of

the restaurants and can be found in

many languages

Free [6]

Grocery

Shopping

Fooducate Healthy

Weight Loss &

Calorie Counter

With the use of Barcode scanning

technology, the user can find easily

accessible nutritional information

about products in the grocery store

Free, (gluten

functionality

needs to be

purchased)

[4]

The Gluten Free Scanner Users can scan in products and each

product that is scanned gets graded

based on its nutritional value

$3.99 [7]

Is that Gluten Free? Large database of verified GF

products and information about the

manufacturers

$7.99 [5]

Sift Food Labels Barcode scanning technology and

user-given easy, broken down

information about the nutritional

value

Free [11]

ShopWell Diet,

Allergy Scanner

Barcode scanner with large,

database. Additionally, to gluten the

app provides allergy alert for

example peanuts and soy

Free [10]

FoodSwitch Bar-scanning technology and the

GlutenSwitch functionality can be

found within the application that is

specifically for the GFD

Free [17]

Gluten-Free

Education

mySymptoms Food Diary Track food that is consumed,

symptoms and bowel movements for

CD patients and food intolerance

patients

Free [9]

3.3 Automated Text Messaging Tool for CD Patients

The effectiveness of Text Message Intervention (TEACH) as a pragmatic app-
roach for engaging CD patients was studied among adolescents in a randomized
trial. The purpose of the tool was to aid younger patients suffering from CD due
to the fact that they are more likely to not follow the strict GFD compared to
other groups. The tool sends automated text messages and its intention is to
educate and increase the engagement among young adults. The reported results
from the study indicated a significant improvement in patient activation and
quality of life for the adolescents in the TEACH intervention group [20].
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3.4 Deficiencies of mHealth Applications

Some deficiencies were identified among mHealth applications for CD disease and
gluten intolerance. The focus of the proposed mHealth application of this study
is CD patients whereas the vast majority of the applications focus on gluten
intolerance and CD. As was reported by Sapone et al. [28] the two conditions
vary greatly, where CD is the “only clinical form of gluten reactivity involv-
ing autoimmune mechanisms.” The adherence to a strict GFD is therefore ever
more important for the CD patient. The mySymptoms Food Diary is the only
identified application that provides multi-user functionality [29], which demon-
strates the need for an mHealth application where CD patients can share lists of
GF food and restaurants they trust and other important information about CD
with their social circle. This can improve their overall quality of life and adher-
ence to the GFD [24]. Lastly, psychological disturbances, such as anxiety and
depression, have been associated with CD [14]. None of the identified mHealth
applications address mental health of CD patients. The proposed application of
this study includes information and common symptoms of mental health illnesses
that CD patients might experience after being diagnosed with the disease, the
goal with subsequent prototypes is to customize this information for the specific
CD patient using the app.

4 Methods

The goal of the app is to serve as a platform for interaction between the CD
patient and their social circle, namely the target users of the application. The
app is to be used as a centralized place to exchange relevant information and
gain understanding needed for social interactions, but more importantly, to give
the patient a sense of safety and belonging. As reported by Lee et al. [24], social
support is crucial for the CD patient in terms of accommodations by family and
friends. That support can ultimately improve the patient’s quality of life [25].

4.1 Design of the Prototype

The prototype was designed, built and deployed with the JustInMind1 toolkit.
This is a free, all-in-one prototyping tool for web and mobile apps. The toolkit
provides a comprehensive library of UI components, objects and controls for
Android and iOS mobile prototypes. With this tool, the developer can build a
simple wireframe and interactive prototypes.

The initial prototype consists of 21 screens divided into four main sections:
Social, Wellness, Food and Emotional. See Fig. 1 for the thank you screen for
testing the prototype, the main menu of the app and the main screens of the
aforementioned four sections. A sample screen from each of the four sections of
the app can be seen in Fig. 2.

1 https://www.justinmind.com/.

https://www.justinmind.com/


Mobile Application for Celiac Disease Patients’ Wellness and Support 25

To design these four sections, we interviewed a CD patient, gathered feedback
through the celiac.com website, and did an analysis of the sections included in
well-reputed websites such as beyondceliac.org, gluten.org, and celiac.org. The
CD patient expressed that they would like an app that has information about
“our symptoms, a food section and traveling tips!” On the celiac.com forum, we
received insights on having a food list such as:

“Many of us have various food intolerance issues and have a whole list of
foods we can not have, because I hate having to practically repeat my list to
the family. Like a catalog. So family knows which prepackaged products we
like and they can bring. Family traditions often involve bringing something
over food wise. If they have the ability to know what they can bring, I think
it could offer a way to deepen interactions and get the family involved.”

Lastly, from the three main well-reputed websites mentioned above, we were
able to identify the most common topics they cover (other than finding GF
foods, which is not the focus of the app), which are: symptoms, testing and diag-
nosis, living with CD, community, concerns, GFD, recipes, food safety (cross-
contamination), diet and nutrition, health and wellness, lifestyle, restaurants,
children with CD, living GF, meals, dining GF, and social eating. We incorpo-
rated most of these topics in our first prototype. Keeping in mind that the main
goal of the app is social circle support, it is important to acknowledge that the
target group are CD patients alongside their social circle.

The Four Sections of the Prototype. The first section of the app is the
Social section. It contains four subsections: Celiac 101, Socializing, Dating, and
Traveling. The Celiac 101 section is designed to provide a snapshot of CD by
supplying statistics about the condition. Moreover, this subsection explains that
CD is a chronic, genetic disorder that affects the CD patient’s lifestyle. The
second subsection, Socializing, explains the dynamics of dining out and gives
a list of questions to ask when eating at restaurants; it also gives advice on
what to do, such as always carrying snacks. The third subsection, Dating, covers
dating by giving tips and ideas for sharing information with potential and current
partners, such as which questions to ask, communicating, and planning ahead.
The last subsection, Traveling, gives traveling tips and advice since finding GF
options can be difficult in a foreign country with a foreign language.

The next section of the app, Food, covers dietary aspects, by means
of four subsections: Restaurants, Grocery List, What To Watch For (cross-
contamination), and Quick Guide. The Restaurants subsection has a list of
restaurants approved by the CD patient, because of experience or preference,
making it easy and stress-free to decide where to eat when dining out, with
a Google Maps component. The Grocery List is similar to the restaurant list
because it features a customized grocery list that helps both the CD patient
when shopping for groceries, as well as friends and family when trying to decide
which groceries to buy for a social gathering. The third subsection, What to
Watch For, features a list of common sources of cross-contamination, which can
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Fig. 1. Thank you screen, main menu and four sections of the mobile app: Social,
Wellness, Food, Emotional

be very hard to manage because there are many sources and ways in which
food and environment can become contaminated with gluten and make the CD
patient ill. The last subsection offers a Quick Guide to easily distinguish GF
foods from unsafe foods, answering the question: “What can you eat?”
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Fig. 2. Sample screens from each of the main sections of the app
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General information about how good sleeping habits are maintained, increas-
ing well-being with practices such as meditation, the varied symptoms of CD and
the benefits of exercise are provided in the Wellness section of the application,
by means of the following four subsections: Meditation, Symptoms, Sleep, and
Exercise. In Fig. 2, the list of possible CD symptoms are shown as designed in
the prototype.

Lastly, the Emotional support section brings up the importance of being
aware of how mental health can be affected once diagnosed with CD. Symptoms
(that the patient should pay close attention to) are listed, such as “crying a
lot for no particular reason” and “feeling worthless or extremely guilty”, in the
Mental Health subsection. Special attention is put towards education on general
anxiety in the subsection Anxiety in the application, due to the numerous CD
patients who experience symptoms of anxiety disorder after being diagnosed.
Fast facts are given in the subsection What You Should Know, see Fig. 2, such
as it is hereditary and it robs you of spontaneity of traveling freely. The Impact
subsection contains information about how CD can impact the CD patient. For
example, an alarming 80% of CD patients believe CD is a burden in their lives
or that women with CD are significantly more likely to miscarry or give birth
prematurely than other women.

4.2 Method

By means of a survey, the perception of usability of the prototype was gathered
from the app target: CD patients and their family and friends, along with which
functionalities they would modify or include in future versions of the mobile
app. There were two types of participants: informed CD patients and informed
social circle. The participants were notified that they could withdraw from the
survey at any time and remain anonymous. The survey was adapted from the
USE Questionnaire [26] and measured participants’ usability perception towards
four categories: Usefulness, Ease of use, Ease of Learning and Satisfaction, on
a five point Likert scale. Additionally, the survey acquired information about
overall satisfaction of the four main sections of the app, open-ended questions
about the sections and subsections, as well as additional comments.

5 Results

In order to analyze the results from the USE Questionnaire, averages were cal-
culated for the scores per the following categories: Usefulness, Ease of Use, Ease
of Learning and Satisfaction. The results were then scaled to 100% from a five
point Likert scale, ranging from Strongly Disagree to Strongly Agree. The overall
response rate was 100% due to all questions being marked as required, with the
exception of the two open-ended questions for which eight and seven answers
were received respectively. A total of 22 people participated in the testing of the
prototype and answering the survey. The results per category were as follows:



Mobile Application for Celiac Disease Patients’ Wellness and Support 29

Usefulness. The overall perception of the Usefulness of the application was
positive amongst the participants, ranging from 3.73 to 4.73 in the five point
Likert scale, see Fig. 3. The lowest score (3.73) was reported in “The app does
everything I expected it to do”, this is well reflected in the various suggestions
provided by the participants for more functionalities that ought to be included
in future versions of the application, such as “recipes” and “restaurant cards”.

Fig. 3. Category Usefulness results

Ease of Use. In the category Ease of Use, the participants found the applica-
tion easy to understand and manipulate. However, the majority of the partici-
pants reported the flexibility and recovering from mistakes in the application as
“Neutral”. See Fig. 4 for the reported numbers for each question in the category.

Fig. 4. Category Ease of Use results
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Ease of Learning. The reported ability to learn ranged from 4.23 to 4.55 in
terms of how quickly and easily the participants learned to use the application,
see Fig. 5.

Fig. 5. Category Ease of Learning results

Satisfaction. The participants reported overall satisfaction of the design, rang-
ing from 3.68 to 4.55 in various subcategories, see Fig. 6 for all reported values.
The participants indicated that they “felt they would need the app” and they
“would recommend it to a friend”, where both subcategories were reported as
4.55 (Agree).

The results from the four categories of the USE questionnaire report overall
positive perceptions towards the usability of the application, indicating that CD
patients are willing to share with their social circle the general information about
the disease and thereby decreasing the social anxiety that comes with the feeling
of exclusion. Additionally, the social circle is willing to actively participate in the

Fig. 6. Category Satisfaction results



Mobile Application for Celiac Disease Patients’ Wellness and Support 31

management of wellness and support for CD patients, recognizing the important
role their involvement plays in a CD patient’s improved quality of life.

The average result per category can be seen in Table 2. The reported values
for the four categories were somewhat similar, from 4.02 to 4.41. The Satisfac-
tion category reported the highest perception (4.41) amongst the participants,
however, the regard to the usefulness of the design was reported the lowest (4.02)
of the four.

Additionally, questions on overall satisfaction rating of the four app sections
were gathered and the reported median for the all the categories were 4, see
Table 3. It is important to mention that the Wellness section had four out of
22 responses marked as 2 on the five point Likert scale, meaning that they were
dissatisfied with this section.

Table 2. Summary of results per category from USE Questionnaire using Likert scale

Category Average score Scaled to 100 Likert scale

Usefulness 4.02 80.33 Agree

Ease of Learning 4.16 83.18 Agree

Satisfaction 4.41 88.18 Agree

Ease of Use 4.21 84.16 Agree

From analyzing the answers to the open-ended questions that were included
in the survey, categories were identified via clustering by affinity of topic, Fig. 7
presents a word cloud summarizing the findings. The open-ended questions were
optional, thus we consider respondents of these questions as “key users” or users
that demonstrated an increased interest in development of the app. From the sug-
gestions by the key users, the following were determined as the most important
benefits they expect from the app: appealing user interface, gluten-free restau-
rants list, lower stress from explaining the GFD, family stories/testimonials,
buying GF items, help with different languages, GF recipes, medical informa-
tion, fast performance, and interactive/customizable design.

Table 3. Median scores of overall satisfaction of four app sections - results from USE
Questionnaire

App section Median score Likert scale

Social 4 Agree

Wellness 4 Agree

Food 4 Agree

Emotional 4 Agree

Regarding the user interface, respondents said: “nice construction”, “fantas-
tic”, “very cool”, “great design”; one respondent pointed out that the text was
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“small”. Regarding GF shopping, one respondent made the following statement,
“I would add a section of other items that contain gluten, such as makeup,
toiletries, etc. I would also add a recipe section, as I find it’s one of the most
challenging aspects of being celiac: what to eat on a daily basis.” Lastly, another
respondent added, “This would help with going on vacation, without having
stress to find an explanation anywhere on the internet.”

Fig. 7. Word cloud summarizing the findings from open-ended questions.

6 Discussion

6.1 Findings

The majority of the respondents perceived the usability of the application as
useful, easy to learn, satisfying and easy to use. The reported average scores in
the previously mentioned categories ranged from 4.02 to 4.41 (Agree), on a five
point Likert scale, see Table 2, Which indicates a positive attitude of the inter-
action of the app and its’ potential for future releases. Additionally, participants
were satisfied with the four sections of the application: Social, Wellness, Food
and Emotional, where the reported median scores were 4 (Agree) for all cate-
gories, see Table 3. The overall perception of the application was well-conceived
where participants reported the design as appealing and user friendly.

Like Handel [21], who based the selection of quality mHealth applications on
several criteria such as ease of use and aesthetically pleasing applications, the
reported findings also indicate that the proposed application can be considered
of high quality due to high scores of the perceived usability.
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Finally, some suggestions for future development of the applications were
provided from the respondents such as diversity of languages, a recipe section,
a testimonials section, and a list of non-food items containing gluten.

6.2 Potential Benefits

The potential benefits of the proposed application for CD patients, which in turn
could improve the patients quality of life, are:

– Potentially decreasing limitations in personal and social life, such as traveling
and participating in celebrations.

– Possibly providing better GFD support and knowledge from social circle, such
as having GF and celiac-safe options for CD patients at all social gatherings.

– Likely decreasing anxiety related to the fear of falling ill from food consump-
tion and inconvenience of finding GF options when dining out.

– Enabling the GFD to be less socially isolating and more inclusive by providing
appropriate and accessible information easily and quickly to the social circle.

– Supplying enhanced understanding of the overall impact of the condition from
family and friends, not just in terms of physical health but also mental health
and lifestyle choices.

6.3 Limitations

Failing to find enough suitable subjects willing to test the app prototype is a lim-
itation in this study. Therefore, the sample size was small. There were two types
of participants for the survey: 1) informed CD patients and 2) informed social
circle. The target group for participating in the study were CD patients who are
aware of their symptoms and have experience managing their condition through
lifestyle changes and following a strict GFD. The social circle of these particular
CD patients has to be willing to be helpful and understand how important social
support and overall wellness is for the CD patient. If they are not aware of this
factor, then the mobile application will not seem useful to them. The latter can
be an important limitation to this study because these type of subjects are diffi-
cult to find in large numbers. Creating enough incentives for users to frequently
use the app could be another limitation, but more testing needs to be performed
to determine user loyalty.

6.4 Future Work

Scientific publications on mHealth applications for CD patients are scarce and
only one study was identified in the literature that described an application for
managing CD exclusively [16]. Consequently, there are multiple opportunities
to perform research on the topic. Potential future work and future versions of
the prototype include expanding the range of target users of the application.
The application has great potential of helping other patients with food intoler-
ance issues and who are interested in managing their diet for medical reasons
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because sharing it with their social circle would positively impact their qual-
ity of life. Additionally, the application can be modified for adhering to the
needs of children in future versions. Finally, valuable data was gathered from
the survey, where the participants provided suggestions for potential features
for future versions of the application. Remarks mentioning a more interactive
design and personalization are paramount because these are core benefits the
app will offer in the final version and a competitive advantage, contrasting with
other mHealth apps. Additionally, further prototypes could be adapted and used
for other long-term conditions that require similar strict diet management such
as food intolerance and allergies, i.e. fish, peanuts, tree nuts, milk, eggs, shellfish,
wheat, soybeans, etc.
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Abstract. Objective: Cerebral edema, as a common secondary disease after
stroke, can result in brain hernia and even death, effectively monitoring the pro-
cess of cerebral edema do benefit the prognosis of stroke patients. While current
methods have their inherent drawbacks, we utilized a novel frequency shift (FS)
method to reflect the severity of cerebral edema. Method: In this paper, 12 rabbits
(10 rabbits for experimental group and 2 rabbits for control group) were enrolled
in the 24 h monitoring experiment. Those rabbits underwent monitoring utiliz-
ing a novel flexible conformal coil sensor, for which the FS induced by changed
equivalent impedance of brain was extracted as the evaluation index. Findings:
The results showed that this novel coil sensor can effectively monitor the process
of cerebral edema. This innovative method has great potential in clinical usage
which can assist medical staff conducting timely treatment in terms of its early
warning capability.

Keywords: Cerebral edema · Frequency shift · Coil sensor · Electromagnetic
induction · Real-time monitoring

1 Introduction

Cerebral edema is a common secondary disease after stroke disease (Savitsky et al. 2016),
which has a negative impact on the rehabilitation and prognosis of patients. Patients with
severe cerebral edemamay even cause brain hernia and death. Therefore, the monitoring
of cerebral edema is necessary and good intervention helps to improve the prognosis.
At present, cerebral edema monitoring for clinical patients mainly includes ICP method
and CT/MRI imaging (Ristic et al. 2015). Yet ICP is an invasive way and those imaging
instruments require extra transit and diagnostic time. Literally, a novel non-invasive
monitoring method are desperately needed. The microwave method utilizing sensors
such as patch antenna and the electromagnetic induction method using coil sensors have
been widely studied (Qureshi et al. 2016; Yan et al. 2017; Chen et al. 2017). In this paper,
we designed a novel flexible conformal coil sensor to monitor the process of cerebral
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edema in rabbits by electromagnetic induction. The results showed that this sensor can
effectively monitor the development of cerebral edema and the FS signal is positively
correlated with the severity of cerebral edema.

2 Methodology

The biological tissues in brain have different dielectric properties where the permitivities
and conductivities of different biological tissues (such as gray matter, white matter,
blood, etc.) are different at a specific frequency (González and Rubinsky 2006). When
brain lesions occur, the cranial contents’ distribution and metabolism change, thereby
changing the intracranial average permitivity and conductivity (Sun et al. 2014; Yan
et al. 2017; Chen et al. 2017).

In order to detect changes in intracranial dielectric properties caused by cerebral
edema lesions, a newly designed flexible conformal coil sensor was used to detect the
equivalent impedance change according to the two-port network test principle (Griffith
et al. 2018). The system consists of the novel coil sensor, a vector network analyzer
(VNA, Agilent E5061B, USA), and a gas anesthesia machine, as shown in Fig. 1. The
frequency range of the VNA is 1–100 MHz and the sensor was attached directly above
the head of the rabbits. The frequency shift (FS) of the sensor’s resonance frequency is
extracted, which is caused by the disturbance of the physiological changes of the rabbit.

12 New Zealand white rabbits were enrolled in this experiment (experimental group:
n= 10, control group: n= 2). In experimental group, cerebral edema model was estab-
lished by epidural freezing method via liquid nitrogen freezing (Kawai et al. 2003). In
this scenario, the severity of cerebral edema gradually deepens with time (Li et al. 2017).
Rabbits in control group received same procedure except freezing. After procedure, all
rabbits were monitored for 24 h with the novel coil sensor and the sampling rate was 12
times per hour.

Fig. 1. Physical map of the detection system
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3 Results

Figure 2 shows the FS data in the experimental group and the control group (mean±SD).
It can be found that the trends were significantly different between the FS signal in those
two groups. In the experimental group, FS showed an upward trend with aggravated
cerebral edema, reaching 1.08 ± 0.25 MHz at 24th h. In contrast, the FS in control
group slightly increased and then fluctuated around 0.18 MHz (0.18 ± 0.01 MHz),
in which the slight drift may be caused by the surgery on the scalpe. The data of the
experimental group and the control group showed significant difference from the 5th h
(t-test, p< 0.05), indicating that FS can effectively monitor the pathological changes of
cerebral edema.

Fig. 2. Results of FS in experimental group & control group

4 Conclusions

Based on the principle of two-port network test, this paper uses a new flexible conformal
coil sensor to detect changes in brain dielectric properties caused by cerebral edema.
The results showed that this method can effectively monitor the pathological changes
of cerebral edema. Compared with control group, experimental group’s FS could show
significant difference at early stage (2th h after procedure). This indicated that FS can
be used as a novel non-invasive monitoring indicator to assist the medical staff giving
timely adjustment and implement of the treatment program. Still, this novel sensor for
cerebral edema monitoring still needs optimization of the parameters so as to elevate the
reliability and sensitivity. Eventually, we hope to improve its early monitoring ability
and improve its effectiveness.
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Abstract. This study examined the perception of end-users regarding
the monitoring process offered by an innovative cardiac self-care system.
The main goal was to assess the efficacy of the process implemented
by a smart device designed to support people for real-time monitoring of
cardio-vascular parameters in everyday life, thereby encouraging patients
to be more proactive in heath management. Most participants showed
positive response about the potential benefits of the proposed self-care
solution and were willing to adopt the system despite some concerns
related to trust and privacy.

Keywords: Ambient assist living · Personal healthcare · Pervasive
monitoring · Remote diagnosis

1 Introduction

More than half of all deaths across the European Region are caused by Cardio-
vascular disease (CVD). In 2017, the European Parliament Heart Group iden-
tified CVD as the major cause of death, killing over 2 million people each year
in Europe alone1. In principle, CVD patients can lead a normal life as long as
they are continuously monitored and alerted to the emergency services in case
of abnormal situation. Hence the regular monitoring of vital signs, such as heart
rate, is the basis to detect a risk level of cardiovascular disease [1].

In recent years the development of self-care monitoring solutions have shifted
the monitoring process from the traditional event-driven mode (i.e., when a
specific change in patient condition leads to a medical intervention, such as
admission to hospital) to a new scenario where the patients use personal self-
care devices to monitor continuously their vital parameters directly at home,
through smart-home technologies [2–4]. The use of self-monitoring systems can
provide assistance without limiting or disturbing the patient’s daily routine,
giving greater comfort and well-being. Moreover, this enables the patient to be

1 European Parliament Heart Group (EHN) (2017) Cardiovascular Disease Statistics.
http://www.ehnheart.org/cdv-statistics.html (March 14, 2019).
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more proactive in heath management, and allows the healthcare providers to
make more informed decisions on the basis of real-time data [5].

Many mobile platforms currently support software enabling self-management
of cardiovascular disease and capable of collecting cardiovascular data [2]. How-
ever, cardiovascular disease most commonly affects older adults, and these indi-
viduals have the greatest barriers to mobile healthcare solutions [6]. Hence more
engaging self-care solutions that avoid mobile devices should be designed in
order to provide the necessary level of support for patients of different ages thus
creating a significant behavioral change in population.

Along with this new proactive paradigm for personal healthcare, in [7] we
have recently proposed an intelligent monitoring system based on a smart mirror
for contact-less estimation of main cardiovascular parameters as well as for the
prediction of cardiovascular disease. The underlying idea is to allow the patient to
monitor his cardiac status at home, with perfect integration in his daily routine
and avoiding the use of additional (mobile) devices. The only effort required to
the patient is a very natural action, i.e. looking at himself in front of a mirror
for 1 min. The proposed solution is a cheap mirror-based device that is very easy
to use, hence it is suitable not only for personal use but also for telemedicine
applications.

So far we have tested the efficacy of the smart mirror in terms of accurate
measurement of vital signs and reliable assessment of cardiovascular risk. Now,
we want to further develop understanding of the benefits and functionalities of
our solution that end-users deem as either desirable, undesirable, or inadequate.
To this aim, in this paper we present the results of a preliminary study about
perception of end-users (health people, cardiopathic patients and caregivers)
towards the self-care monitoring process accomplished through the proposed
healthcare system.

2 Related Works

The study of the users’ needs and perceptions is fundamental to understand their
willingness to accept or reject a new technology. The factors that could affect the
user acceptance of a new technology have been detected and formalized in several
models and frameworks [8], such as the Technology Acceptance Model (TAM)
[9], or its evolution the Unified Theory of Acceptance and Use of Technology
(UTAUT) [10], that have been widely used in a variety of contexts.

In the healthcare field, more than in others, the users’ acceptance and trust of
the new technologies is of primary importance. We need to take into account the
human characteristics and the social background to avoid a mismatch between
the users’ expectations and the services available [11].

Several works focus on the users’ perception of the new technologies in health-
care. Electronic medical records (EMR) systems have been recently adopted in
different part of the world. Interest of the researchers has been the study of
opinion by both the practitioners and the patients [12–16].

The users’ concerns about security and privacy related to healthcare services
affect their risk perception and attitudes toward using IoT-based medical devices



Evaluating End-User Perception Towards 45

[17,18]. Particularly in [19] the authors focus on users’ perception of biometric
authentication technologies.

Safety and acceptability are critical issues when people interact with robots
in healthcare [20]. Kim et al. compare the users’ reactions to different kind of
robotic arms and fingers’ touch, whilst Ahn et al. gathered young people’s per-
ceptions about healthcare service robots for old people [21]. Pal et al. propose a
theoretical framework to detect the core factors affecting the elderly users’ accep-
tance of smart home services for healthcare [11]. They conducted an empirical
evaluation across four Asian countries to test the framework. Agrell et al. focused
on patients’ perceptions of home telecare [22]. Febriani et al. designed a smart
health chair for car driver’s seat, that is able to monitor health vital signs. In
their study they analyze the usability and the user satisfaction in interacting
with the smart health chair [23].

Health care administrators look at technological innovative solutions to
improve the servic quality. Several works discuss the acceptance of information
technology in the context of Health Information Management (HIM) [24–26].

Mobile health (mHealth) services are a new frontier for tele-medicine. Zhang
et al. investigate the factors that influence individuals’ acceptance of mHealth
services [27]. Similarly Velez et al. propose a mobile health application for Rural
Ghanaian Midwives and study its users’ acceptance [28]. Elloumi et al. studied
patient and caregiver’s perception regarding pervasive cardiac healthcare tech-
nology [29].

All the above mentioned works show that a critical issue in designing new
healthcare solutions is to assess their acceptability relying on the users’ percep-
tions towards benefits and risks. For this reason, once developed a first prototype
of our self-care system [7] we tried to analyze the end-users’ attitude and per-
ceptions about the innovative monitoring process introduced by the proposed
solution. The rest of the paper is devoted to briefly describe the developed self-
care system and to present the results of our study about end-user perceptions.

3 The Proposed Self-care Monitoring System

The proposed self-care system is an intelligent mirror designed to detect some
vital parameters without the use of contact sensors [30]. The mirror is equipped
with a camera that captures the video frames of the patient who is looking at
himself in the mirror. Each frame is processed in real time to extract the remote
photoplethysmography signal [31] that measures the change of cardiovascular
tissue coming from some regions of the face, in our case the forehead. In fact,
the impulse of cardio-vascular wave that flows through the body periodically,
stretches the vessel walls, with consequent fluctuations in blood volume. These
fluctuations modulate the absorbency of light passing through a given volume of
tissue, so it is possible to evaluate the variation of light during a normal cardiac
cycle. These changes originate a waveform that resembles the changes in the
pulsatile arterial blood in the tissue [32]. Hence by processing the photoplethys-
mographic signal we can estimate values of cardio-vascular parameters, namely
heart rate, breathing rate, and blood oxygen saturation.
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Fig. 1. Hardware architecture.

Our solution differs from other existing contact-less solutions to monitor
vital parameters since it integrates a decision-making component that supports
medical diagnosis of cardiovascular disease. This component is based on fuzzy
IF-THEN rules that were defined with the help of a physician. Starting from
these rules the system is able to infer a level of cardiovascular risk starting from
the vital parameters acquired by the smart mirror [33]. The output of the fuzzy
rule-based system represents an immediate feedback for the patient about his
health status, as well as valid support for clinicians in the diagnosis of possible
cardiovascular diseases.

Moreover, the use of the device to monitor vital parameters every day enables
the collection of a large amount of data about the health status of patients.
These data can be checked by the physician who can analyze the accumulated
information in a timely manner and provide additional feedback.

3.1 HW Architecture

The device has been designed to be low-cost, immediate to use and easy to be
integrated in any home environment. It includes few low-cost basic hardware
components (Fig. 1). It is made of a see-through mirror 1© with a 12”12” 3 mm
thick acrylic film that is partially reflective and partially transparent. The pecu-
liarity of this mirror is that the light can pass equally in both directions, however
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when one side of the mirror is brightly lit and the other one is kept dark, the
darker side becomes difficult to see from the brightly lit side because it is masked
by the much brighter reflection of the lit side. Behind the mirror is a monitor
that allows users to display information. An illuminated environment ensures a
higher quality in the process of detection of vital parameters. To improve the
lighting conditions in the environment two strips of LED lights 2© 3© have been
integrated into the sides of the frame. Each strip includes 18 LED lights having
these characteristics: 12 V, 6.0 W, 0.5 A and 120 beam angle. A HD camera 4© is
assembled with the see-through mirror to record high-quality video frames. We
used the Microsoft LifeCam (3.44” length, 1.57” width) provided with autofo-
cus. A HD 1080p sensor enables acquisition of high quality images. The system
is composed of a client/server architecture. The client is a Raspberry pi board
5© with CPU Quad Core 1.2 GHz Broadcom BCM2837 64bit, 4 USB ports, 1 GB
RAM, Micro SD for the boot of the operating system and data storage. In the
current prototypical version of the system, the server 6© is a desktop computer
equipped with CPU Intel(R) Core(TM) i5–5200 2.20 GHz 64 bit, 4 GB RAM
and 500 GB hard disk.

3.2 SW Architecture

The proposed system includes a front-end module that manages the graphical
interface and the user-system interaction, and a back-end that processes data
coming from the front-end and outputs the results.

The front-end was developed using the engine template Jinja2 that allows
creation of HTML or XML files that are sent to the client via HTTP. Using the
scripting languages we capture the video frames from the camera and compose
the POST request to send data to the Web Service. The Web Service provides
the result in JSON format.

The back-end is a Web Service implemented in Flask which is a micro web
framework compatible with Python 3.6. Flask is based on the toolkit Werkzeug
and the template engine Jinja2, both based on the BSD (Berkeley Software Dis-
tribution) open source license. The tool Werkzeug provides several utilities for
WSGI (Web Server Gateway Interface) applications and a transmission protocol
that establishes and describes communications between servers and web appli-
cations. The Client/Server communication is developed using the Ajax scripting
language that, combined with the HTML language, enables the exchange of data
in background between the browser and the Web Service.

3.3 Application Scenarios

The proposed mirror-based system is intended to be used in the field of personal
healthcare (Fig. 2). It was designed as smart device to be installed mainly in a
home environment, especially in rooms that are typically equipped with a mirror
(bathroom, living room, bedroom). A possible scenario in home environment is
the following. Emma is a middle-age lady who is affected by hypertension. For
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Fig. 2. Application scenario of the proposed healthcare device

this reason she needs to monitor her vital parameters regularly. Every morn-
ing, once woken up, she goes to the bathroom to carry out daily actions such
as brushing her teeth or combing her hair. While making these natural actions
Emma can monitor her vital signs by just looking at herself in the mirror, with
no need of additional devices. The possibility to check the personal health status
through a simple gesture like looking at oneself in a mirror is especially com-
fortable for elderly people who may have difficulty to self-monitor their vital
parameters through the use of contact devices such as the pulse oximeter, or
through mobile devices such as smartphones.

The proposed smart mirror could be well employed in public environments
such as pharmacies where other monitoring and prevention services such as
weight control are frequently offered. Using the smart mirror every customer
entering in the pharmacy could easily and quickly check his health status by
looking in the mirror, with no need of any contact device.

4 Evaluating End-User Perception

In this section we report the results of a preliminary study on end-user perception
about the developed system. Our focus was primarily in identifying the concerns
and attitudes that patients of different ages might have of the concept, as well
as exploring potential barriers to acceptance, such as different computer skills
and technology awareness. Broadly, the aim of the study is to generate useful
feedback for the subsequent deployment of the system.

We defined six main research questions about the factors that could affect
the users’ acceptance of a our new healthcare technology:

A) What are the social and demographic factors that influence the user’s accep-
tance?

B) Do users perceive the benefits of the self-care monitoring system?
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C) Do users see any risk or privacy violation in using the system?
D) Is the system easy to use?
E) Are the users willing to actually employ the system?
F) Do users find the system really innovative?

These points were detailed in a questionnaire that was submitted to each par-
ticipant at the end of the test session. In each test we used the smart mirror to
detect the vital parameters (heart rate, breath rate and blood oxygen saturation)
while the subject was sitting in front of the mirror for 1 min. Each subject was
required to mirror himself, resting in state of spontaneous breathing. Besides
collecting the answers to the submitted questions after test, we also collected
general information about the overall reaction and feeling of each user. To this
aim the conductor who supported the users during the test took notes on the
opinions expressed by some users.

4.1 Social and Demographic Factors

The study involved 30 users, including 21 males and 9 females. The prevalence of
male subjects is justified by the fact that, according to different studies [34,35]
men are more likely to be at risk for heart attack much earlier in life than
women. The sample covered different age groups: young, adult, middle-aged and
elderly participants were involved in the study, with ages ranging from 21 to 81
years old. The level of education varied according to the age, but most of the
users (27/30) had a high education level and some of them (21/30) were grad-
uate or undergraduate students. Beside the demographic factors, we collected
information about the lifestyle (smoke, alcohol, sport) of users in order to find
possible correlations between the attention to health and the positive percep-
tion towards the self-care process. We observe that most of the subjects lead a
healthy lifestyle: 25/30 do not smoke, 24/30 do not drink or moderately drink
and 18/30 practice sport. Furthermore, we wanted to evaluate whether subjects
with cardiovascular problems, or with cardiac problems in their family history,
are more sensitive to adopt the self-care monitoring system. Few participants
(7/30) had cardiovascular problems, whilst half of the sample (15/30) had at
least one relative who suffered from it. It is interesting to note that participants
were not always able to discover if they had a history of cardiac conditions in
their family or they did not seek for such information. Table 1 summarizes the
distribution of social and demographic factors among the considered sample.

4.2 Benefits

To evaluate the users’ perception about the benefits that the self-care system
could bring in the all day life, we considered the following three questions:

q-b1 Do you think that using this system can lead to a reduction in health care
costs?

q-b2 In your opinion, does the use of this system strengthen the concept of
prevention?
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Table 1. Social and demographic factors

Factors Frequency

Gender Male 21

Female 9

Age 21–30 15

31–40 5

41–60 8

61+ 2

Education Primary school 1

Secondary school 2

High school 6

University 14

Ph.D 7

Smoke No 25

Less than 5 time per day 2

Between 5 and 10 time per day 0

More than 10 time per day 3

Drink alchool No 12

One per week 12

Twice per week 6

More than 4 time per week 0

Practice sport No 12

Less than 3 times per week 8

3 times per week 7

More than 3 time per week 3

Cardiovascular Yes 7

Problems No 23

Family history Yes 15

Cardiac problems No 15

q-b3 Do you feel that monitoring your state of health on day-to-day can bring
benefits?

When asked these questions, the majority of patients (28/30) felt that the tech-
nology could lead to a reduction in healthcare costs because the daily health
monitoring could help the prevention of cardiovascular diseases (29/30) and as
a consequence could improve their well-being (28/30). These findings are illus-
trated in Fig. 3. It is clear that almost all the users perceive the benefits of using
the self-care system in terms of all the three research variables, i.e. health cost
reduction, prevention increasing and daily monitoring.
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Fig. 3. Distribution of the users’ answers to questions related to benefits.

We further analyzed these results in terms of age and gender of the users.
We observed that the majority of the male subjects (15/21) perceives the use of
the monitoring system as a benefit, but they do not completely agree with the
questions. Actually 2 male subjects gave a neutral answer to question q-b1, thus
showing some doubts about the possibility to reduce healthcare costs. Actually
they were all young men who had never had serious personal healthcare problems
and hence they probably were not able to fully appreciate the economic advan-
tage of using a self-care system with respect to standard checkup procedures.
Arguably for the same reason, 2 young male subjects expressed a neutral answer
to question q-b3. Conversely, the female subjects gave all agreements answers
thus showing to appreciate the benefits of a self-care monitoring solution. Only
one middle-age female subject was in complete disagreement on question q-b2.
This could be probably due to misunderstanding of the question.

On the overall, these results demonstrate an open-minded and positive atti-
tude to the self-care concept. This is supported by the following comments drawn
from some transcripts during the test:

“I don’t have much time for regular checkups. Sometimes getting a doctor’s
appointment is very difficult. If you can monitor your parameters at home that
would be great.”

“I suffer from cardiovascular diseases and I am forced to check my parameters
every day through the pulse oximeter, but this brings me pain in my finger. It
would be great to have a device that measures my values without hurting or
touching me.”
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4.3 Risks and Privacy

Another objective of this study is to understand the perceived security when
using the medical device. Two main topics were identified, privacy violation
and risk perception. On the basis of these topics, the following questions were
formulated:

q-r1 Do you think that the use of the system could affect your privacy?
q-r2 Do you perceive the use of the system as risky?
q-r3 Do you think that the automatic forwarding of your vital parameters to your

doctor may involve risks or privacy violation?

The distribution of collected answers is shown in Fig. 4. As it can be seen,
most of the examined subjects consider the self-care system to be fairly safe,
hence they do not think that it could be risky in terms of privacy (agreement
answers to q-r1 were 17/30). However, it is worth to note that many neutral
answers were received, demonstrating that most users were in doubt about the
guarantee of privacy. In particular, during the real-time tests we observed that
the web camera integrated into the mirror gave rise to a number of concerns,
such as:

“Will the web-cam record my video continuously?”.
“Is it possible that someone uses the cam for spying me?”.
“Who ensure me that the webcam data would not be sent to unauthorized

parties?”

Conversely, almost all participants did not see any risk in using the sys-
tem (complete disagreement answers to q-r2 were 26/30). In spite of that, some
doubts about the system were collected during the test:

“You should not exclusively rely on the output of the software”.
“Wrong results could panic the patients.”
“An automatic monitoring system could lead to a self medication, eliminating

the benefits of prevention. Automatic sending of data to the physician could avoid
this risk.”

Finally, the totality of the patients thought that the automatic sending of
the data to their physician does not involve risks (disagreement answers to q-r3
were 30/30). In fact, some participants highlighted the following advantages:

“Great! My doctor will immediately control my state of health.”
“I will be able to avoid long queues in the waiting room.”

Finally, from the analysis of age and gender, we observed that surprisingly,
male adults trust more in the system than male younger subjects.
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Fig. 4. Distribution of the users’ answers to questions related to risks.

4.4 Usability

To evaluate how much the system is ease-of-use, these questions were formulated:

q-u1 Did you find the interaction with the system easy to use?
q-u2 Do you positively rate your experience with the monitoring system?
q-u3 Did you find the interaction with the system comfortable and not invasive?

The results illustrated in Fig. 5 clearly show that almost all users consider
the system easy to use. Actually, the majority of the subjects (26/30) provided
agreement answers to question q-u1. Users also expressed their opinion on the
use of the device and many of them stated that they found the system very easy
to use. During the tests we witnessed that the participants easily followed the
given instructions and there were no problems during the measurement phase.
Only four subjects evaluated difficult the use of the system, but this was due
to the fact that during the test session a finger pulsoximeter was used to acuire
standard values to be compared to the values measured by the mirror-based
system. The pulsoximeter was wrongly considered as a part of the monitoring
system, and therefore the whole system was considered unconfortable. Only after
compiling the questionnaire these subjects discovered that the pulsoximeter was
used only for comparison.

The overall user experience with the system was positive for almost all the
participants. Indeed (26/30) subjects gave agreement answers to question q-u2.
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Fig. 5. Distribution of the users’ answers to questions related to usability.

Finally, almost all the users (24/30) declared that they found the system com-
fortable by giving agreement answer to question q-u3. Some of them were even
surprised by the speed with which the system returns the measured parameters.
Their main comments were the following:

“I thought it would take more time to detect my vital signs.”
“Already finished! I thought it would take longer!”

Moreover, as it could be expected, younger subjects, and those with higher
education were more confident in using the new technology than the others.

4.5 Acceptance

Finally, we evaluated how much users would be willing to adopt the system at
home and also how much they would be willing to spend for such a device. To
this aim, the following questions were submitted:

q-a1 Would you adopt the self-care system in your home environment?
[YES/NO]

q-a2 How much would you be willing to spend on this device? [less than 400e,
400e, more than 400e]

We estimated 400e as reference price taking into account both the cost of
HW equipment (see-through mirror, monitor, HD camera, strips of LED lights
and Raspberry pi board) and the cost of the know-how for software development
and engineering of the entire system.
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Fig. 6. Distribution of answers to question q-a2.

All the 30 participants answered YES to question q-a1 thus stating a global
willing to adopt the system in home environment. Moreover almost half of par-
ticipants (16/30) consider 400e to be an appropriate price for the system. The
remaining (13/30) subjects would spend less and only (1/30) subjects would be
willing to spend more than 400e, as shown in Fig. 6.

4.6 Innovation

The final research variable of our study was the innovation of the system per-
ceived by users. A single direct question was submitted in this case, namely: Do
you think that the mirror-based system is a really innovative solution?

All the subjects answered positively to this questions, since they were all
impressed by the novelty of the proposed monitoring technology. Actually during
the tests many participant were amazed by the mirror-based device. Even if most
of the users usually interact with electronic devices, they could not conceive
how a simple mirror could evaluate vital signs without any contact with the
skin. All the users were very surprised about the potential of the mirror-based
device. Moreover, at the end of the test, many users claimed to be happy to have
discovered that there was a new way of measuring parameters, which they did
not know at all before.

5 Discussion

Overall, participants in this study showed a positive attitude toward the use of
the new self-care monitoring process. Figure 7 summarizes the average percep-
tion of users in regards to the three main factors (benefits, risk and usability)
expressed as an average agreement score given for each factor. To compute the
average agreement score, we assigned a score to each answer as follows:

– Complete Agreement: 5
– Agreement: 4
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Fig. 7. Averaged perception of users about the main considered factors.

– Neutral: 3
– Disagreement: 2
– Complete Disagreement: 1

It can be seen that a high score was achieved in regards to the potential
benefits of the self-care monitoring process. In general positive responses were
related to the benefits of continuous, real-time monitoring of a range of param-
eters related to health condition and the possibility to receive quick feedback in
case of potential problems. As concerns usability, the high average score confirms
that the mirror-based solution was correctly designed to be easy-to-use, comfort-
able and not invasive at all. Users see in the mirror an object of daily use, and
therefore they find very natural to interact with the mirror-based monitoring
device.

A low score was obtained for the negative factor of risks, still indicating an
overall positive perception by users’. Actually only some users expressed doubts
related to trust and privacy. As concerns the trust, users were immediately con-
vinced about the reliability of the system since the measurements made by the
device were comparable to the measurements of the pulse-oximeter used during
tests. However they trusted less the response of the intelligent component of the
system that suggests a level of cardio-vascular disease according to the estimated
parameters. Indeed some users were not completely aware about the decision-
support nature of the system that is obviously intended only as a support to
the clinician. By no means it is intended to substitute the final decision of the
medical expert. Furthermore, aspects of risk or lack of privacy were highlighted
by some users for the presence of the web cam and the internet connection.
However, most users were not particularly concerned by these aspects since they
were aware that these issues are indispensable in any smart connected device.

6 Conclusions

Proactive healthcare systems are aimed to provide users with healthcare solu-
tions to be used directly at home. In this work we have presented a study
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about end-users’ perception toward an innovative solution specifically designed
for proactive monitoring of the cardiac status. It is a mirror-based device capable
to measure vital parameters in a contact-less fashion. The results of this study
showed that there is a general positive feeling towards our self-care monitoring
solution, both among young and old people. Despite the encouraging positive
results, a deeper analysis should be carried out in order to better explore all
the factors that may hamper the acceptance of the self-care monitoring process
introduced by the smart mirror. Further work is in progress to collect more data
about users’ perception so as to provide a solid groundwork describing relation-
ships that people tend to develop with our technology. This will be fundamental
to foresee the potential success of our new solution before its actual adoption. To
conclude, we believe that this work may also contribute to spread and reinforce
the idea of a proactive healthcare model representing patients as being more
actively involved in the managing of their healthcare.
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Abstract. Walking has been attracting attention as an important
means for prevention and improvement of lifestyle diseases, such as high
blood pressure and diabetes. However, walking at a continuous pace with
high load can be challenging, and health benefits cannot be expected
when walking with low load. A walking pace support system is necessary
in order to achieve effective walking. Hence, we are developing Beat-
Sync, a smartphone application that realizes the induction of a natural
and accurate walking pace by the rhythm of music. This application can
select songs from a user’s music library. However, some songs, such as
songs with a fast (slow) rhythm or complex beats, are not suitable for
walking pace induction. In the present paper, we consider the speed and
clarity of music rhythm to be an important factor in selecting a song that
is suitable for walking pace induction and make an index and clarify its
effect on walking pace induction. In the present study, BPM is used as
an index of rhythm speed, and RhythmValue (RV) is proposed as an
index of rhythm clarity. In order to verify the effectiveness of the index,
we conducted walking pace induction experiments using 30 songs with
different speeds and clarities (two sets of 15 songs) with 14 participants.
As a result, the experiments confirmed that the proposed index can dis-
tinguish songs that are suitable or unsuitable for walking pace induction
and can select songs that are suitable for walking pace induction.

Keywords: Music · Walking pace induction · BPM · RhythmValue ·
Smartphone application

1 Introduction

In recent years, walking activity has been highlighted as a major solution to pre-
vent lifestyle diseases, such as high blood pressure and diabetes [13]. However,
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walking at a continuous pace with high load can be challenging, and health ben-
efits cannot be expected when walking with low load [4]. It is important to walk
the correct route at the right pace in order to improve an individual’s health.

A number of walking support systems have been developed to solve this
problem [7,9,16]. In a previous study, we developed a walking support system
based on heart rate prediction [7,16]. This system suggests a walking route and
pace for each walker according to his/her request (target calorie usage, walking
time, etc.) and conditions (gender, age, exercise habit, etc.). However, the sys-
tem only provides suggestions, such as “Please walk at 5.2 km/h.” Therefore,
it is difficult for the user to adjust to the walking pace. It is necessary to have
a support method for the user to adjust to the walking pace presented by the
system. Several studies have already developed walking pace adjustment sys-
tems [9,11,19,20]. In order to adjust walking pace, there is a method of advising
increased or decreased walking speed through a screen and/or voice of a smart-
phone, but this method cannot accurately adjust the speed of the walker to the
target speed. Moreover, in this method, walkers need to watch their smartphones
while walking, which may lead to accidents.

Therefore, we decided to use music to induce walking pace in a natural,
accurate, and fun manner. Several studies have shown that music affects body
movement [1,3,5,6,8,14,15,18]. Fraisse and Noorden et al. reported that people
tend to prefer to match their body movements to music [1,18]. Hence, we are
developing an application called BeatSync [12] (Fig. 2), which realizes natural
and accurate walking pace induction by adjusting the walking pace to the rhythm
of music. This application can select a song from the user’s music library. How-
ever, there are some songs that are not suitable for walking pace induction. For
example, when a song’s rhythm is too fast (slow) or complex, it will be difficult
to adjust the walking pace of the user to the pace of the music. For the induction
of the walking pace, it is necessary to select a song of appropriate rhythm speed
and clarity.

In the present paper, we consider the speed and clarity of the rhythm of the
song are major factors affecting walking pace induction. Therefore, BPM is used
as an index of rhythm speed, and RhythmValue (RV) is proposed as an index of
rhythm clarity. Hence, we consider that the selection of songs that are suitable
for walking pace induction becomes possible by these two indexes. In order to
investigate the effectiveness of the indexes, a walking pace induction experiment
was conducted using 30 songs with different speeds and clarities (two sets of 15
songs) with 14 participants. As a result, it was confirmed that a song suitable
for walking pace induction could be selected by the proposed index. Concretely,
it was confirmed that for a BPM of 90–120, walking pace induction is possible
regardless of RV, and, at other BPM values, the range in which walking pace
induction is possible narrowed as RV decreases.

2 Previous Research

This section describes applications and research about walking support systems.
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Fig. 1. Previous research application (created by the author based on [7]).

2.1 Existing Walking Support Systems

RunKeeper1 and iSmoothRun2 are currently used as walking support appli-
cations. In these applications, the heart rate meter and the smartphone are
connected by Bluetooth, and the heart rate is displayed on the smartphone.
Therefore, if the heart rate becomes too high, the walking speed can be reduced
in order to lower the heart rate. However, in these systems, when a heart rate
meter is not attached, it is not possible to confirm the heart rate. Furthermore,
even when a heart rate meter is attached to the user, the present heart rate is
displayed, but the future heart rate cannot be predicted. Therefore, the Runk-
eeper app can only decrease the walking pace when the heart rate becomes too
high.

On the other hand, we are developing a walking support system based on
heart rate prediction using smartphones [7,16]. This application predicts the
heart rate while walking using walking pace, road gradient, and user information
(height, weight, exercise habits, etc.) and shows the walking route and walking
pace that are suitable for conditions such as time limit, target calorie usage,
and maximum heart rate (Fig. 1). However, realizing an interface to accurately
adjust the user’s walking pace has been problematic. Hence, it is necessary to
induce a walking pace through some method.

1 Runkeeper https://runkeeper.com/.
2 iSmoothRun http://www.ismoothrun.com/.

https://runkeeper.com/
http://www.ismoothrun.com/
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Fig. 2. Image of the BeatSync application.

2.2 Walking Pace Induction System

Watanabe et al. developed a walking pace induction system using a shoe-shaped
interface [19]. They clarified that constant-walking-pace induction is possible
by generating vibrations in the instep of the foot using a shoe-type device and
changing the pace of these vibrations. However, this method requires special
devices and is not widely adopted.

MPTrain [11] and the IM4Sports music system [20] can be induced to the
target walking pace by following the rhythm of the music. These are systems that
select the song of the optimum speed in proportion to the heart rate and goal
before the music ends and choose the next song. However, in order to change the
song itself, the induction was either delayed, or many songs had to be retained.

Tajadura-Jimenez et al. reported that modified walking sounds change one’s
own perceived body weight and affects the user’s walking pattern [17]. Walk-In
Music [9] uses this effect and generates music based on the walking pace and
induces the walking pace. Walk-In Music has the advantage whereby there is no
need to prepare songs. However, the generated music is composed of monotonous
drum sounds, and so is not preferable to the user. Nagashima reported that
boredom and habituation to monotonous rhythms reduce the attentiveness of
participants [10]. We considered that it is important to use the user’s preferred
song rather than monotonous sounds, such as a drum, to induce the walking
pace.
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Fig. 3. Volume component for each frame of the song (first 2,000 frames).

Therefore, we proposed a method by which to induce a walking pace using
only a single (or a few) song(s) by controlling the reproduction of the speed
of music, which can be easily used by everyone [12] (Fig. 2). Concretely, an
application capable of inducing a walking pace with a limited number of songs
by using the “Superpowered” library with less deterioration of tone quality,
even by changing the reproduction speed of music (time stretching processing),
was developed for smartphones usable by everyone. As a result of the walking
induction experiment using song data prepared in advance by six participants
using this application, the walking pace of all participants could be adjusted in
the range of 102 to 120 steps per minute. However, in this experiment, it seemed
easy to adjust the walking pace to the rhythm of a song, because the musical
piece was close to the walking pace of the examinee and the beats were clear.
In the real environment, it is preferable to use a song that the user likes, but
the speed and clarity of the rhythm are different for all songs. Hence, it is not
always easy to adjust the walking pace to the music.

Therefore, in the present study, the speed and clarity of rhythm are made to
be an index and are used as parameters for song recommendation. The number
of beats per minute (BPM) is an index that indicates the speed of the rhythm.
However, there is no index for the clarity of rhythm. Therefore, we index the
clarity of song rhythm (degree of clarity of the periodic beat) as the Rhythm-
Value (RV). By indexing, the system can choose a suitable song for walking pace
induction.

3 Proposed Index

This section describes how to index the speed and clarity of the rhythm of a
song.
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Fig. 4. Volume component for each BPM (BPM 60–240).

3.1 Indexing the Speed of Rhythm: uBPM

Regarding the speed of the rhythm of a song, there is an index called BPM,
which indicates the number of beats per minute. Many songs have a specific
BPM that can be obtained by analyzing the frequency of audio waveform data
of songs. In the present paper, a song’s specific BPM is described as the unique
BPM (uBPM). Here, uBPM is calculated as follows:

– Step 1-1: Divide a song’s waveform data into frames. The volume (effective
value) of each frame is then obtained (Fig. 3).

– Step 1-2: Calculate the volume increment between adjacent frames.
– Step 1-3: Calculate the volume component for each BPM by analyzing the

frequency component of the volume increase (Fig. 4).
– Step 1-4: The BPM with the largest volume component is defined as uBPM.

In Step 1-1, in order to reduce the calculation amount, the song’s wave-
form data is divided into frames (one frame includes 512 samples, approximately
0.01 s), and the volume (effective value) of each frame is obtained. In Step 1-2,
the volume increment between adjacent frames is calculated. This is because
most of musical instruments have the common feature that the volume increases
rapidly at the moment of sound emission. On the other hand, the appearance of
the volume decreases differently depending on the type of instrument. In Step
1-3, the volume increment is analyzed by analyzing the frequency component in
order to determine the volume component for each BPM. Since the uBPM of
many songs is within the range of 60–240, the volume component is calculated
for each BPM in this range. In Step 1-4, the BPM of the largest volume com-
ponent of BPM 60–240 is selected as the uBPM. The waveform shown in Figs. 3
and 4 is the analysis result of “original smile” by SMAP, a J-POP song.
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Fig. 5. Volume component for each BPM of songs with clear rhythms (left) and songs
with complex rhythms (right). Left: SMAP Original Smile (J-POP), RV: 94, Right:
Beethoven’s 5th Symphony, RV: 79.

3.2 Indexing the Clarity of Rhythm: RV

Currently, since the clarity of the rhythm has no index, we devise a method to
index the clarity. The rhythm of music consists of the size of the periodic volume
(beat strength), and it is easy to walk when the rhythm of song is clear.

Summary of Indexing. Between songs with clear and complex rhythms, a
difference appears in the volume component for each BPM of the song obtained
in the previous section in Step 1-3. Figure 5 shows the volume component per
BPM in songs with clear or complex rhythms. The volume components of each
BPM are normalized to be 1 at the maximum in order to index different songs
by the same standard. In songs with clear rhythm, the volume component of
uBPM becomes much larger than other BPM volume components (Fig. 5 left).
In contrast, in songs with complex rhythms, the volume components of BPMs
other than the uBPM become large (Fig. 5 right). In the present study, we use
this tendency as an indicator of the clarity of rhythm. RhythmValue (RV) is
defined as the clarity of the rhythm indexed by 0–100. The closer RV is to 100,
the clearer the rhythm is. The closer RV is to 0, the less clear the rhythm is.

Process of Indexing. To calculate RV, we first determine the volume compo-
nents for each BPM beforehand (Steps 1-1 to 1-3 of the previous section), then
apply the process of indexing, Steps 2-1 to 2-3 shown below.

– Step 2-1: Normalize each BPM volume component to a maximum of 1.
– Step 2-2: Calculate the average of the normalized volume components (V OLa)

excluding uBPM.
– Step 2-3: Output values up to 0–100 using Eq. (1) below.

RV = (1 − V OLa) × 100 (1)
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Fig. 6. Experimental situation.

In Step 2-1, in order to make it possible to compare songs with different sound
levels, the volume components for each BPM obtained are normalized to be 1 at
maximum (Fig. 5). In Step 2-2, calculate the average of the volume components
(V OLa) excluding uBPM. Since the volume components are normalized in Step
2-1, the magnitude of volume components other than uBPM can be expressed in
the form normalized by 1 at maximum by calculating the average value. V OLa

approaches 0 if the rhythm of the song is clear and approaches 1 if the rhythm
is complex. In Step 2-3, Eq. (1) is used to give index values of up to 0–100.

4 Evaluation Experiment

Evaluation experiments are conducted to confirm the effectiveness of uBPM and
RV and their effects on the induction of walking pace. This section describes the
experiments and experimental applications.

4.1 Summary of the Experiment

The purpose of this experiment is to clarify the effect of differences in uBPM and
RV on the induction range of walking pace. If the uBPM and RV of a song with a
large walking pace induction range can be specified, these values can be used for
song selection in the walking pace induction. An experiment was carried out with
14 participants (men and women) in their 20’s in a flat place without a slope.
A walking pace induction experiment (5 to 15 min) and a survey (1 min) were
conducted using one song. This experiment was approved by the Ethics Review
Committee (Approval Number 2018-I-8) at Nara Institute of Science and Tech-
nology. In order to express the differences among songs, 15 categories were cre-
ated based on uBPM (five categories) and RV (three categories) (Table 1). Two
songs are selected for each category, and a total of 30 songs are used (Table 2).
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Fig. 7. Image of walking pace induction.

The experiment took a long time (150–450 min) because it was necessary to
repeat the set of the walking pace induction experiment and the survey for 30
songs. Since walking for a long time may cause exhaustion, the maximum num-
ber of songs per day was limited to six (up to 90 min), and sessions were divided
into several days according to the participant’s convenience. The contents of the
experiment were explained to the participants before the experiment, and the
application for the validation, Bluetooth bone-conduction earphones, and waist
pouches were distributed (Fig. 6). A Bluetooth bone-conduction earphone was
used to ensure safety by enabling people to listen to ambient sounds while walk-
ing and listening to music. In addition, a waist pouch was distributed to enable
people to walk empty handed and to cope with unexpected accidents such as
falls.

4.2 Details of Walking Induction Experiment

The playing speed of music is dynamically changed during the walking pace
induction experiment. In the present paper, the BPM of the music being played
is described as mBPM (Music BPM)3. Figure 7 shows an image of walking
pace induction. First, mBPM is played according to the walking pace (steps
per minute: SPM), and then the paces of the song and the walking speed are
synchronized (Fig. 7 Synchronizing). The number of steps per minute (SPM) is
then induced by slowly varying mBPM (Fig. 7 Inducing). In this experiment,
1 mBPM is changed every two seconds. The induction ends when the walking
pace does not follow the pace of the music (more than seven differences between
mBPM and SPM) for more than three seconds continuously. The difference in
mBPM from the beginning of induction to the point at which it becomes impos-
sible to follow is defined as the step induction width. The upper and lower limits

3 mBPM can be different from uBPM since the music playback speed can be changed.
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Fig. 8. Screenshot of the application used for the experiment.

of the inducible walking pace are different depending on the user, but it is pos-
sible to simply compare the inducible range of the walking pace by using step
induction width.

We considered that the clearer the rhythm, the easier it is to adjust to the
rhythm of the song, and the wider the step induction width is. Furthermore, in
the survey carried out at the end of each set, it was confirmed that it was easy
to walk with music, as well as the reason thereof.

4.3 Details of the Survey

The participants answered the survey after each walking pace induction experi-
ment (Fig. 8 Right). The survey was based on whether it was easy to walk with
the music, as well as the reason thereof. The survey items are as follows.

Table 1. uBPM and RV categories.

RV uBPM

60–90 90–120 120–150 150–180 180–210

Less than 80 A D G J M

80–90 B E H K N

90–100 C F I L O
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Table 2. Songs used in the present study.

Song name uBPM RV Category Song name uBPM RV Category Song name uBPM RV Category

Song-1 74 74 A Song-11 164 82 K Song-21 106 94 F

Song-2 78 86 B Song-12 166 95 L Song-22 136 79 G

Song-3 74 93 C Song-13 199 71 M Song-23 130 82 H

Song-4 106 67 D Song-14 190 88 N Song-24 135 94 I

Song-5 106 86 E Song-15 194 96 O Song-25 177 79 J

Song-6 105 95 F Song-16 74 79 A Song-26 160 88 K

Song-7 135 71 G Song-17 74 89 B Song-27 170 92 L

Song-8 130 88 H Song-18 75 93 C Song-28 186 75 M

Song-9 135 93 I Song-19 100 76 D Song-29 200 82 N

Song-10 156 79 J Song-20 100 88 E Song-30 194 94 O

– Was it easy to walk with music?
• Five levels: 1 to 5 (1: Difficult to walk, 5: Easy to walk)

– Q2 Reason for selecting Q1.
• A1 The rhythm was clear
• A2 I know this song well
• A3 I like this song
• A4 The rhythm was not clear
• A5 I didn’t know this song well
• A6 I don’t like this song
• A7 Other (free description)

If the answer to Q1 is 4 or 5, the selectable answers to Q2 will be A1, A2
and A3. Furthermore, when the participant chooses 1 or 2 as an answer to Q1,
A4, A5 or A6 become selectable. If the answer to Q1 is 3, A1–A6 can not be
selected. Then, A7 is always descriptive.

4.4 Experimental Application

The developed verification application is equipped with the function of walking
pace synchronization, induction, induction finish decision, and a survey for car-
rying out the experiment of the previous section (Fig. 8). The application was
developed as an iOS app and implemented in the Swift programming language.
For the playback of music and change of the mBPM, the Superpowered library
(see Footnote 2), which can only change the reproduction speed while maintain-
ing the sound height (pitch) without damaging tone quality, as far as possible, is
used. The user’s walking pace (SPM) is detected in real time using acceleration.
During the walking pace induction experiment, mBPM and SPM are recorded
every second. For each set of experiments, the application works as follows. When
the application is started, a menu screen (Fig. 8 Left) is displayed first. Users tap
“Start Experiment” to go to the experiment screen (Fig. 8 Center). When walk-
ing starts in this state, a walking pace induction experiment is started. When
the walking pace induction experiment ends, the survey screen (Fig. 8 Right)
is displayed. After responding to the survey, the menu screen (Fig. 8 Left) is
displayed again.
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5 Results

This section describes the experiment results and discusses the proposed index.

5.1 Walking Experiment Results and Discussion

Although there was difference in individual results, the difference in the step
induction width was generated by the difference between uBPM and RV of the
songs. Table 3 shows the average step induction width of all participants tab-
ulated for the uBPM and RV of each song. In all uBPM categories, the step
induction width increases as RV increases. For example, when the uBPM cate-
gory is 60–90 and the RV category is less than 80 or 90–100, the step induction
widths are 13.89 and 20.21, respectively. Furthermore, in all RV categories, when
the uBPM category is 90–120, the step induction widths become the largest. As
shown in Table 3, in each uBPM category, the step induction width increases as
the value of RV increases. Since RV represents the clarity of the beat of the song,
we considered that the higher the value of RV, the easier it was to walk with the
rhythm of song. Moreover, in any RV category, the category of uBPM 90–120
has the largest step induction width. Ishizaki et al. reported that the listener
feels uncomfortable when the playback speed of the music is changed greatly [2].
Therefore, the maximum step induction width was observed when the category
of uBPM was 90–120, which is closest to the general walking pace of around
SPM100. In addition, as the uBPM category moves away from 90–120, which is
close to the walking pace, i.e., as the playback speed greatly changes from the
original speed of the song, the effect of RV appears remarkably. Compared with
songs having clear rhythms, songs having complex rhythms with small RV were
found to be difficult to induce the walking pace when the playback speed was
changed.

Therefore, when these results are applied to BeatSync app, songs will be
recommended a priory from the RV category 90–100 and uBPM category 90–
120 according to Table 3, and then the surrounding categories are recommended.
Moreover, it is also feasible to use a new index, which is calculated by multipli-
cation of RV and uBPM for the song recommendation.

5.2 Survey Results and Discussion

Table 4 shows the results of the survey (Q1). Similar to the results shown in
Table 3, we found that the closer the uBPM category is to 90–120, the easier
walking in rhythm is. When uBPM and SPM are close to each other, there
was little sense of incongruity and walking to the rhythm of music was easier,
because the reproduction speed of music does not change greatly from the speed
particular to the song. Therefore, when the uBPM category is 90–120, it is easy
to walk in rhythm, regardless of RV. In categories other than uBPM category
90–120, the effect of RV is remarkable. When the RV category was 90–100, the
uBPM category was 60–180, and the answer (answer is over 3) for which music
was easier to walk was obtained. However, when the RV category was less than
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Table 3. Average (Standard Deviations) of the step induction width for 14 partici-
pants.

RV uBPM

60–90 90–120 120–150 150–180 180–210

Less than 80 13.89 (7.51) 21.27 (11.65) 18.46 (9.02) 16.79 (12.73) 14.01 (7.08)

80–90 15.16 (7.36) 21.86 (14.03) 19.79 (12.06) 19.58 (10.34) 16.63 (7.41)

90–100 20.21 (13.60) 23.20 (17.69) 20.22 (9.72) 19.79 (12.45) 19.57 (9.50)

Table 4. Average (Standard Deviations) of Survey Q1 (Ease of walking with rhythm
of music) [1: Difficult to walk - 5: Easy to walk].

RV uBPM

60–90 90–120 120–150 150–180 180–210

Less than 80 3.00 (1.05) 3.86 (0.89) 2.68 (1.19) 2.36 (1.13) 2.21 (1.10)

80–90 3.43 (1.07) 4.00 (1.05) 3.29 (1.27) 3.04 (1.29) 2.61 (1.23)

90–100 3.86 (0.89) 3.96 (1.00) 3.79 (1.07) 3.46 (1.26) 2.89 (1.13)

80, the response that it was easy to walk with music was obtained only for a
limited range, where the uBPM category was 60–120. Table 5 shows the results
of Q2 (Reason for Q1) of the survey. In Q2, the reason for Q1 was selected from
specified items. Table 5 shows the item, the number of items selected, and the
results of average the step induction width of the all participants and all songs
for the selected item. A difference of approximately 5.7 steps appears on the
step induction width depending on whether the song is known or unknown. In
other words, the range of steps that can be induced by a known song is larger
than that of an unknown song. It seems to be easy to walk in accordance with
music, because the rhythm of the song is grasped in advance. However, in this
experiment, the effect of the song preference on the step induction width was
not observed.

Table 5. Results of Survey Q2 (reason for choosing Q1).

Item (reason of Q1) Number of selections
(out of 420)

Average step induction
width

The rhythm was clear 164 20.4

I know this song well 91 21.2

I like this song 23 21.9

The rhythm was not clear 95 15.7

I didn’t know this song well 75 15.5

I don’t like this song 6 22.7

Average of all songs – 18.7
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6 Conclusion

We have developed a walking support application called BeatSync, which runs
on a smartphone, with the aim of inducing walking pace naturally and accurately
to a target by focusing on the rhythm of music. This application uses song data
stored in the smartphone, however these songs depend on the individual, so there
are songs that are suitable or not suitable for walking pace induction. Then, in
the present paper, we considered that the speed and clarity of the rhythm of
the song greatly affected the walking pace induction, and made an index using
these characteristics. Specifically, we used BPM as an index of the rhythm’s
speed and proposed the RhythmValue (RV) as a new index of the rhythm’s
clarity. Furthermore, a walking experiment and survey were carried out with 14
participants using two sets of 15 songs (total 30 songs) with different BPMs and
RVs. The results of these experiments confirmed that the proposed index can
discriminate songs that are suitable or unsuitable for walking pace induction
and can select songs that are suitable for walking pace induction. Concretely, it
was confirmed that for a BPM of 90–120, walking pace induction was possible
regardless of RV, and, at other BPM values, the range in which the walking pace
induction was possibly narrowed as RV decreased.
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Abstract. Nowadays the design of interfaces on mobile devices in the field of
mental health is being studied to be applied in the functional criteria related to
usability and user experience (UX). This article presents a methodological and
conceptual development of an innovative telematics application oriented to con-
trol and management relapse prevention in bipolar disorder patients created by
the Psychiatry and Clinical Psychology Unit of La Fe Hospital and the Polytech-
nic University of Valencia. Application called e-therapy aims to control affective
diseases in bipolar disorder through the use of computer-assisted tests related to
depression andmania among others. Its development and design took into account
aspects of functionality and visual usability aimed at people with affective dis-
eases related to mental health. Therapists, psychologists and doctors can monitor
and verify patient’s mood in real time as well as detect changes in their vital and
affective trajectory that allows early intervention and relapse prevention.

Keywords: Mental health · Bipolar disorder · mHealth · Relapse prevention ·
Affective diseases · User experience

1 Introduction

In 2015, the Global Observatory for Health defined mHealth as the use of mobile and
wireless devices for medical practice and as support for public health. TheWorld Health
Organization, WHO developed in 2009 a global survey about mHealth in 112 countries
concluding several aspects that have been premonitory today and are still working on
them:
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– The emergence of mHealth is undergoing significant changes in many private and
public health environments. Its implies national health policies must include in their
governmental Public health programs projects, future research related to the strategic
implementation of new applications based on large scale mHealth environments.

– Some of the barriers found in the implementation of mHealth are related to the control
and evaluation of the effectiveness and profitability of Public mHealth applications.

– Although the level of m-Health activity is growing, the evaluation of such activities
in the Member States is still very low (21%).

– Security data and privacy of citizens are factors that require legal and political attention
to ensure that users are adequately protected.

– States will continue progress in mHealth implementation if they share or develop
global standards and architecture of Information and Communication Technologies.

Mental health sector started to develop interactive applications to helps in patient ther-
apies that improve cognitive functions such as attention, perception, executive functions,
etc. have derived mainly in creation of applications capable of controlling, monitoring
and evaluating the behaviour and mood of the patient to detect symptoms of relapse and
thus avoid them.

Nowadays, interactive online applications on mobile devices can improve aspects of
educational and social rehabilitation in patients with mental disorders and more specifi-
cally with patients with chronic bipolar disorders. In this way, bipolar disorder patients
have a better self-understanding of their disease, which will be able have a positive
impact on the way of dealing active and consensual way and motivating the sense of
monitoring and control from the patient point of view.

As an important part of the psychoeducation and social interventions that patients
with a bipolar disorder need is to detect affective diseases related to mania, depression
to avoid relapses, hospitalizations or even suicides.

In this way interactive applications related to bipolar disorder have been combined
to create control, monitoring and evaluation applications including measurable aspects
within the behaviour and mood of the patient to know in real time.

2 BipolarDisorder

Bipolar disorder can be defined as a psychiatric pathology whose control parameters are
focused on its level of severity, chronicity, inheritance and progressive status. A mental
disorder is considered to be severe when it has a prolonged duration and ultimately leads
to a social and cognitive functional disability is important to the patient.

Bipolar people experiences a permanent oscillation of mood that leads the person
to lose the reference point of their habitual mood and emotional psychotic states occur
punctually.Altogether, affectsmainly to social and affective environment around him [1].
There are three variables related to bipolar disorder: clinical diagnosis, duration and level
of disability according to the illness state [2]:

– ClinicalDiagnosis considers a severemental disorderwhen there are periodic episodes
of psychosis. There is an alteration fact in the ability to relate to the social and/or
family environment, there is inappropriate behavior or there is an inappropriate or
uncontrolled affectivity.
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– Disease durations can be considered as severe or chronic when it lasts two or more
years. This causes a progressive cognitive and social deterioration point out by the
functional control that has been carried out previously for 6 months. National Insti-
tute ofMental Health, NIMH, proposes in this dimension criteria more conditioned by
functionality than by duration that include aspects as:

– Receive psychiatric treatment of a greater intensity than standard patient treatment,
at least once.

– Receive continued residential support and other than hospitalization for a sufficient
time to create a significant disruption of the person’s life situation.

– Disability of some kind understood as a personal, family, social and labour dysfunc-
tion is generated with a moderate to severe intensity over time.

– Bipolar disorder produces a mood regulation and affectivity are altered and moods
appear low (depressive episode), exalted (manic episode) or mixture of both (mixed
episodes), beyond normal (longer duration or intensity). States among which affective
disorders are distributed are [3]:

– Depression. End or lower state (mood inhibition).
– Mania. Upper end state (mood exaltation).
– Euthymic state or normal state.

3 BipolarDisorder and Social Integration

People with severe and long-termmental disorders like bipolar disorders needs to build a
meaningful social and personal life despite suffering serious limitations [4]. Bipolar dis-
order produces an important change in social and cognitive patient’s functionality, espe-
cially in their well-being. These changes produce episodes (manic or depressive) with
intermediate periods of normal emotional stability or euthymia.

An important aspect that is generated collaterally to the detection and premature
relapse prevention in bipolar disorder is the vital change that occurs in the closest environ-
ment of the bipolar person that directly affects the family. The need to remain socially and
emotionally connected to the environment despite affective disease becomes a key point
for patient stability and follow-up. Self-control and awareness about the mental problem
helps to therapies, doctors, family and friends becomes an anchor point so as not to be
treated as a disabled person and therefore marginalized by society.

According to Appleby, mental health services tend to go beyond traditional clinical
care and help patients reintegrate into society, redefining recovery to incorporate quality
of life: a job, a decent place to live, friendships and a social life [5].

SocialRecovery thatmany therapists encourage, serves to ensure that bipolar disorder
patient normalize his/her social, family and professional environment despite the illness.
Social cognition through affective diseases evidences management can provide mecha-
nisms that allow to interact better in certain contexts. With patient’s self-reports, thera-
pist can detect any change in their behaviour or in their mood to avoid relapses. There is a
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strong correlation between social activity and affective control of the patients in a mental
illness. For example, patients with mania are much more communicative than usual, and
can make more calls or send more messages. In the same way, patients with depression
leave home less, send fewer messages or the duration of their calls are much shorter.

Mobile-assisted therapies in mental health applications should help to control social
integration of bipolar patient from an effective monitoring of the public health system. In
fact, online applications to create self-reports allows real-time communication with the
patient including status information through a series of questions related to their mood,
social relationships, consumption of medicines, etc. in real time. In this way, doctor or
therapist can create behavioural profiles and trends for a controlled follow-up.

Self-report is an essential tool in psychiatric research of relapse prevention with
Bipolar Disorder patients. Self-assessment, control and mood monitoring tools, com-
binedwith user-centered health care systemsmotivate patient feels closer to their doctors
due to the immediate response in case of relapse [6]. In fact, this tools are instruments
that help patients with Bipolar Disorder to better understand their disease and motivate
their empowerment. It allow teach patients to recognize the early signs of recurrence of
episodes affective, and allow the individualized mood characterization [7].

There are applications available formonitoring and control ofBipolarDisorderwhich
require the active participation of the patient [8, 9].New technological approach formood
self-control of patients with a Bipolar Disorder is managed through Ecological momen-
tary assessment, EMA [10]. Use EMA techniques through mobile devices allows indi-
vidual’s status information to be collected in real time, during a given period and with a
low level of intrusion into the patient’s daily life [11]. The use of such devices for patient
monitoring and control, allows a collection data automatically generated daily (for exam-
ple, number of text messages, number of phone calls, GPS data, voice functions, etc.…),
which reflectbehavioural activities thatmaybe related topsychopathologyand thatwould
not be easily accessible in any other way [12].

4 User Experience (UX) in Mental Health Interactive Applications

User experience (UX) in digital world focuses on internal and external recognition
processes of everything that happens to a user when interactingwith amobile application
or with a website, including all experiences or evidences that user perceives and feels
while using it.

User experience, UX is the result of the interaction evidences among the user, the
digital product and the device, influenced by personal, social, environmental, cultural
factors for instance that influence the perception of the digital product. The experience is
formalized at the user’s cognitive level as a positive or negative perception where digital
interaction is one of the most important parts that influence the design of the application.

User experience is defined by the International Organization for Standardization
(ISO), in ISO 9241-210 as:

“The perceptions and responses of a person that result from the anticipated use
or use of a product, system or service…” [13].
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Preece indicated that the user experience comprises a set of evidential quality criteria
[14] that include three types of criteria; the classic usability criteria such as efficiency,
control capacity or learning capacity; the heuristic criteria oriented to stimulation, fun,
novelty, emotions [15, 16] and finally the functional criteria based on the aesthetic and
visual graphic design of the application [17].

The origin of the methodologies aimed at evaluating the user experience arose in
the twentieth century in the field of digital marketing and related to brand perception in
digital environments such as the Internet, as an intangible but evaluable aspect, by the
user when accessing a specific website or digital application for the purchase of products
or services online [18].

Today, patients with a mental illness find that online web environments can limit
their capabilities. The use of the internet is considered a very demanding activity from
the cognitive point of view that requires not only a good knowledge and understanding
of the characteristics of the web, but also the ability to analyse, synthesize, quickly
evaluate and apply the information presented, while avoiding the inconsequential details
(announcements) and unreliable information, so abundant in digital world [19].

Several cognitive aspects, including attention, perception, memory and executive
functioning are often affected in people with a mental illness. These deficiencies may
be linked to difficulties in the use of the Web, for example, when searching the Web,
changing tasks, retaining and retrieving information, and ignoring distractions to focus
attention.

People with mental disorders have received little attention from web accessibility
research and user experience. Thus, an exhaustive review of the literature related to
the barriers that people with mental illness face when using the web or applications
for mobile devices is necessary to ensure that it is inclusive for this type of group.
The available knowledge will help professionals to make informed decisions about the
removal of barriers that affect people with a mental illness in general, and with bipolar
disorder in particular. And if this is not possible, instead facilitation measures can be
provided to accommodate this population group.

Emotional aspects play a fundamental role in the user’s interactionwith an interactive
product, because emotional states affect cognitive processes that influence the user’s
relationship with the application. Psychology provides essential elements to understand
and therefore be able to generate empathy. Thought influences the attention, perception
and interpretation of any experience.

5 Conceptualization andDesign of anApplication forMonitoring
Affective Status of a PatientwithBipolarDisorder, E-Therapy

Mobile applications in Mental Health offer the possibility of collecting a significant
amount of patient information,which should be used, not only to improve and assess their
social integration, mood and health, but also to control and even preventMental illness in
general [20].Aspects to consider in the design and implementation of applications related
to Mental Health focuses on:

– Creating periodic self-reports by the patient.
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– Analyse guidelines and states of affective diseases by automatic sampling of patient
data.

– Affective diseases recognition through patient behaviour patterns.
– Visualization and graphic interpretation of the data obtained from the patient.
– Communication and therapeutic feedback among patient, doctor and/or therapist.

E-Therapy application developed by the Unit of Psychiatry and Clinical Psychology
of theHospitalLaFeand thePolytechnicUniversityofValencia allows relapseprevention
through affective disorders control in patients with bipolar diseases type I and II. At the
present anewmobileapplicationofPCversionofe-Therapyallowspatients tobeanactive
part of early crisis detection. Through amobile phone application, youwill be able to con-
trol patient’s emotional state and detect early symptoms to promote early intervention.
E-therapy allows the management of the following functionalities:

– The self-report.
Informationprovidedby thepatient throughself-report is essential for the treatmentof

most mental disorders. Self-report is mainly designed based on the technology available
on the mobile device, (speed, interactivity, touch screen, voice recognition, etc. …).

– Automatic sampling of patient data.
Since behaviour is a central factor in mental disorder and the ability to monitoring

is crucial. Data on physical behaviour, in terms of activity and mobility, can be sampled
through sensors incorporated in the mobile device like accelerometer and location sen-
sors for instance. In addition to automatic physical behaviour sampling, smartphone is
also a perfect platform for sampling social behaviour and mood data. Scientifics reviews
confirms that there is a strong correlation between social activities and disease status [21].

– Behaviour pattern recognition.
In general, high-level behaviour patterns analysis, activity recognition based on auto-

matic and self-reported data, can be a great value in mental affective disorders treatment.

– Visual and graphic data interpretation obtained from the patient.
There are different approaches to data visualization for control, monitoring and eval-

uation applications of patients with a Bipolar Disorder based on smartphones. The most
basic approach is simply to display the display of raw data, applied in a linear, circular,
bar or number chart. This approach is often feasible, since patients are familiar with the
visualization of data from paper self-assessment forms.

– Communication and therapeutic feedback.
Since the treatment ofmental disorder is based on a combination of pharmacotherapy

and psychological treatment, the smartphone can become a therapeutic platform. Adher-
ence tomedication is essential in the treatment ofmental disorders in general and Bipolar
Disorder in particular, since it is often a pre-requisite to stabilize the disease. For this rea-
son, some applications incorporate support for the prescription ofmedications by the psy-
chiatrist, and to get the patient to adjust to thesemedical prescriptions. By using an appli-
cation through a smartphone, the pharmacological treatment can be adjusted in a much
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more precise way, because by continuously monitoring the parameters of the disease and
compliance with the medication, the doctor can continuously adjust the prescriptions.

Another therapeutic approach that continues to support the use of smartphones and
applications in mental illness in general, and in Bipolar Disorder in particular, is to rein-
force therapy, basing it on the community and on peer-to-peer support groups. Incorpo-
rating aweb browser can provide access tomany online communities, where patients can
share experiences and practical advice.

Direct communication between the patient and his doctor is a fundamental part of the
treatment and care of patients with mental illness. Again, the smartphone and its applica-
tions become solid tools that allow real-time remote communication through text, images
and video. The literature shows that simple SMS used as a reminder for patients with a
serious and chronic mental disorder can have a positive impact on treatment [22].

Nowadays e-Therapy is designed to notify patient throughmessages, once a week, to
complete the information requested in the questionnaires. These data are sent to a virtual
archive that analyses information automatically and informs the psychotherapist about

Fig. 1. E-therapy funcionalities (Gallach-Solano 2019)



82 S. P. Gomar et al.

the risk of relapses of the patient, facilitating that the professional can intervene early,
contacting by telephone if he needs it.

Evidences are indicators of aspects such as emotional stability or possible alterations
of the patient, and increase the flow of control and communication with the doctor. Cur-
rently, it is estimated that about 450 patients with Bipolar Disorderswill be able to use the
new application (Figs. 1 and 2).

Patients who are using this diseases tool have a number of specific characteristics to
be able to be part of this type of therapy:

– Diagnosis of Bipolar I/II Disorder.
– Patient follow-up at the Hospital la Fe.
– Clinical stability and relapse prevention using the application.
– Commitment to psychotherapeutic care and adherence to psychiatric follow-up.
– Owner of a mobile device with Internet access.
– Be familiar with the use of mobile applications.

Fig. 2. E-therapy mobile screenshots (Gallach-Solano 2019)
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6 Conclusions

MHealth has highlighted the importance of use smartphones becoming an ideal platform
to support health care services for patients with a Bipolar Disorder. Information and
Communication Technologies, ICT have revolutionized the world in just 20 years. The
way of communicating, accessing information and relating to each other has changed,
affecting all sectors of today’s society, such as economic, educational or health.

Factors such as the emergence of the internet and its increasing use by users, better
and faster connectivity between devices and the network, mobile applications for all
types of utilities or smart devices more adapted to the daily users’ needs are just some
of the advances that technology has given us to improve our quality of life in general,
and that of people with a serious and chronic mental disorder, in particular.

Health sector has seen an important reef in these advances to adapt them to patient
needs in a wide variety of health fields. Mental health applications aimed patient reha-
bilitation with a serious and chronic mental disorder oriented to affective diseases and
relapse prevention control. Patient will be able tomaintain cognitive functions (attention,
memory, perception, executive functions, etc.), and/or enhance others to replace those
affected by the disease. Control, monitoring and assessment tools can manage affective
diseases, behavior and mood of the patient detecting relapse symptoms and avoid them.
Self-reports are essential tools in psychiatric research, and various graphic instruments
of mood are used for self-control in the management and monitoring of depressive and
manic symptoms in patients with Bipolar Disorder. Self-assessment, control and mood
monitoring tools, combined with user-centered health care systems, have the potential to
reach more patients more efficiently, to obtain data on the mood they are in. the patient at
all times, and therefore, reduce their suffering, since the patient feels clothed and closer
to his doctor due to the immediacy of response in case of relapse.

More than 80% of patients who have tried this application so far, value it very posi-
tively, highlighting its usefulness and ease of use. Other advantages that this application
represents for the patient, is that it facilitates better monitoring, and easier access to
information, and alerts if their therapeutic values are decompensated. In addition, the
patient’s adherence to pharmacological and psychological treatment is facilitated, thus
underlining the commitment to his own recovery.

In addition to the advantages for the user, e-therapy also offers facilities for profes-
sional healthcare to control affective diseases patient’s follow-up. It can access to the
information easily and receive alerts in case that therapeutic evaluation are given outside
the range. In this way, the application makes it possible to improve patient monitoring
and perform early detections and interventions with the consequent reduction of risks,
and significantly improving the patient’s quality of life.
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Abstract. Everyday life is driven by a wide range of mental processes organized
in cognitive, emotional and executive functions. The assessment of these abilities
could be improved thanks to the rising of Virtual Reality (VR) technologies, that
show a more ecological validity in respect to the artificial laboratory settings.
Moreover,mental processes can be investigated via electrophysiologicalmeasures,
due to the modulation of deep structures controlling the autonomic system, and
in turn peripheral organs activity. According to scientific literature, measurements
could derive from sensors over periocular area, that is the same area covered by a
typical VR headset.

The aim of this paper is to introduce the PERFORM prototype, a wearable
mask with embedded sensors able to collect biomedical signals in a non-obtrusive
way for the assessment of online cognitive abilities in VR scenarios. We show
that PERFORM can collect data related to cardiac pulse, galvanic skin response,
movements and face temperature during cognitive tasks in VR. Thanks to the
specific electrode placement and the employment of VR scenario, PERFORMwill
be an ecological tool to assess psychophysiological correlates of online cognitive
performances.

Keywords: Cognitive functions · Virtual reality · Psychophysiological signals

1 Introduction

Herein we present the PERFORM prototype, a wearable mask with embedded sensors
intended to collect biomedical data in a non-obtrusive way. This mask could be used for
assessing real-time cognitive functioning during tasks, putatively performed in virtual
reality (VR) environments. The PERFORM prototype would allow studying cognitive
functions in naturalistic-like scenarios of VR. The concept of PERFORM prototype is
based on previous psychophysiological studies that we summarize in the following. On
these bases, we identified the most effective sensor placements to collect signals in a
non-obtrusive way for detecting the physiological correlates of cognitive functioning.
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1.1 Cognitive Functions: A Brief Overview

Cognition is involved in everything a human being might possibly do; that every psycho-
logical phenomenon is a cognitive phenomenon. Cognition refers to all the processes by
which the sensory input is transformed, reduced, elaborated, stored, recovered, and used
[1]. Cognitive functions comprise a variety of mental processes including attention,
memory, decision making, perception and language comprehension: however, cogni-
tive abilities are strongly sustained by executive functioning, driving people to achieve
everyday goals [2–4]. Classically, cognitive functioning is assessed in the laboratory
with a neurocognitive approach that measure scores and time during the execution of
specific tasks; however, investigating parsed and isolated components of cognitive func-
tioning has also limitations [5, 6] since they might not reflect the integrated abilities
during real-life in which the focus of attention has to cope with the complexity of real
scenarios [7].

1.2 Virtual Reality: An Ecologic Alternative to Laboratory Setting

Virtual reality (VR) is an evolving technology that allows the immersion in and the
interaction with near-realistic 3D scenarios [8, 9]; it leads to the development of the
“sense of presence” by means of a constant interaction and manipulation of the virtual
scenario [10, 11].

Thanks to its characteristics, VR can be used to study cognitive functions in ecologic,
naturalistic-like scenarios, allowing overcoming classical limitations of neurocognitive
assessment and thus scientific advances in the direction of assessing cognitive abilities
such as attention [6], spatial abilities [5, 12], memory [13] and executive functions
[14, 15] in real-life [16, 17].

1.3 Central and Peripheral Electrophysiological Markers of Cognitive Functions

Most of the cognitive and executive functions involve brain structures located in the
frontal lobe, from which volleys of activity modulate deep structures controlling the
autonomic system, the heart rate, the skin blood flow and sweating activity [18].

Compared to cognitive correlates directly from brain activity (via electroencephalog-
raphy), more robust against movement artifacts [19] and thus more robust for ecologic
studies (freely behaving, etc.). Actually, from these signals, the following cognitive
correlates can be derived:

– Galvanic Skin Responses (GSR): the changes of the electrical conductance of the skin
in response to pulsatile sweat secretion. GSR is a correlate of sympathetic nervous
system activity [20];

– Heart Rate (HR): the inverse of the frequency of heartbeats. Changes in HR has been
related to cognitive/emotional activations;

– Heart Rate Variability (HRV): indices of HR variability as a function of time of
frequency. The indices correlate with the activity of different components of the
autonomic nervous system;
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– Skin Temperature (T): the face skin temperature is an indirect indicator of a subjective
cognitive state. The physiological replication of increasing blood flow to the facial
skin is triggered by the autonomic nervous system [21];

On this basis, we conceived a device able to collect in a non-obtrusive way peripheral
physiologic signals with correlating the cognitive functioning in VR environment. A
suitable solution that we explored was the integration of all the sensors into a single
wearable headset, in order to record real-time biomedical signals during cognitive tasks
in VR without constraints related to multiple body sites of recording (electrode wiring
issue, etc.).

2 Methods

In order to assess real-time cognitive functioning, we chose to record specific psy-
chophysiological parameters (i.e. GSR, HR, T, movement) that are susceptible to cog-
nitive abilities. The choice of the wearable mask in which the sensors are embedded in
is intimately linked to the need of recording signals in non-obtrusive way, in order to
avoid confound or side effects related to an invasive signals collection. Moreover, the
placement of the sensors above the periocular area is highly motivated by the need of
projecting a headset to wear during VR task.

2.1 Where to Place Sensors?

The idea is to place the sensors within a wearable headset. We verified the feasibility of
the idea on scientific literature that confirmed that sensors placed over periocular area
could be valid tool for collecting physiologic peripheral signals:

– Forehead is one of the most reactive body sites to collect GSR, due to its high sweat
gland density [22];

– Glabella (the small area between the eyebrows and above the nose) is a valid site to
collect pulse signal thanks to the thinning of cranial bone. For this reason, in respect
to the gold standard measures (i.e. clinical setting monitoring), it is less invasive [23];

– Forehead, as well as peri-orbital region, represent two face sites for the collection of
skin face temperature [24, 25];

2.2 How to Collect Signals?

Despite the great flexibility among the systems currently marketed for the acquisition
of biomedical signals, some limitations such as GSR sensor placement, no-dry ECG
electrodes, not available sensors to collect the surface temperature in order to perform
differential measurements have to be highlighted.

For this reason, we chose a personal computer as signal processing device, while for
the hardware platform we decided to use Arduino Nano for the collection of biomedical
parameters.
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We also developed a tailored software (compatible with Windows 10 O.S.) for data
acquisition from PERFORM system. The software is able to real-time visualizing and
recording the signals from PERFORM.

In order to design a sensorized headset, signals will be collected by a set of seven
dry electrodes placed as describe in the follow:

– four sensors for temperature: two over the forehead and two over the zygomaticus
muscle;

– two sensors over the forehead for recording GSR signal;
– one central sensor over the glabella for recording HR signal;
– 3-axial accelerometer placed on the left side of the mask for recording movements;

Locating all the sensors in the periocular space allows integrating them into a wearable
mask suitable for the detection of selected parameters during cognitive performance
(Fig. 1).

Fig. 1. PERFORMmask prototype: on the left sensor placement in the foam, on the right a front
view of the wearable mask.

In the PERFORM prototype, the multiple signals recording has been based on two
Arduino Nano 3.x electronic boards, and as biosignals we adopted the following:

– GSR: sensore Grove – GSR (Seeed Technology Co., Ltd.);
– HR: PulseSensor (World Famous Electronics llc);
– Temperature: digital sensors DS18B20 (Maxim Integrated);
– Accelerometer: 3-Axis Analog Accelerometer; Axis Analog Accelerometer (Seeed
Technology Co., Ltd);

For bio-signal collection, two Arduino Nano are used:

– Arduino 1 for GSR, Pulse sensors and Accelerometer.
– Arduino 2 for T sensors.
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Fig. 2. Schematic description of the PERFORM prototype.

Both Arduino 1 and 2 are wired to a software station via serial communication
interface (Fig. 2). This software is conceived for the real-time monitoring of biomedical
signals, as well as their processing and storing.

3 Results

The actual prototype of PERFORM can acquire and store the data from sensors ranging
from GSR, to heart pulse, movements and skin temperature during the performance of
cognitive task. All the sensors are embedded in a foam of a common VR headset. In
Fig. 3 the signals (10 s) from different sensors are shown. We are validating PERFORM
recording signals while undergoing different cognitive tasks implemented on PEBL

Fig. 3. Ten seconds window of real-time signals from temperature, Pulse, GSR sensors and
accelerometers.
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software [26]. The cognitive assessment comprises tasks for multicomponent evaluation
of: attention (divided, focused, sustained attention); executive functions such as risk
taking, decisionmaking, problem solving; visuo-spatial abilities. The sensorswill collect
signal variations during the task performance associated to the psychophysiological
correlates of cognitive functioning. In Fig. 4 an example of one task with the recorded
temperature time course is shown.

Fig. 4. Panel A. The Balloon Analogue Risk Task (BART) is a cognitive test for measuring risky
decisionmaking, i.e. how the potential for reward versus loss is balanced. In the task, the participant
is presented with a balloon and earns money by incrementally inflating the balloon, however, at
some threshold, the balloon is over inflated and explodes; at this point the participant loses all
previously earned money. The participant must decide when to stop inflating and save the earned
money. Panel B. Monitoring skin face temperature during the task showed an increasing trend.

4 Conclusion

VR offers an ecological and integrated assessment of cognitive functions. For the elec-
trophysiological assessment of cognitive abilities, the investigation of peripheral activity
- GSR, HR, T- is more suitable and ecological than electroencephalography and, herein
we demonstrate that all these parameters can be feasibly collected from periocular area.
Based on the current lack of ecologic settings for signal collection during cognitive
functioning, we present the PERFORM prototype, a wearable mask embedding multi-
ple sensors aimed at collecting biomedical data for assessing real-time cognitive abilities
during task in VR. This wearable headset, with GSR, T, Pulse and Movement sensors
integrated into the foam of common VR headsets, can be a solution for the “ecologic
validity issue” related to classical neuroscientific investigation of cognitive abilities.
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Abstract. Healthcare delivery in rural America poses additional chal-
lenges than its urban counterpart. Rural locations more commonly face
shortage of physicians, a lack of high-paying jobs with adequate insurance
benefits, transportation, health literacy, a stigma with health conditions
due to lack of anonymity and difficulties accessing specialty care. Rural
communities see higher rates of suicide, heart diseases, respiratory dis-
ease, stroke, social isolation, and public health crisis such as the opioid
epidemic. More than 46 million Americans, or 15% of the population,
live in rural areas within the United States.

Communities play an important role in the health of their residents, as
social and economic factors, physical environment, and healthy behav-
iors make up 80% of an individual’s overall health, while clinical care
accounts for only 20%. Chronic disease doesn’t occur in isolation. Con-
ditions such as diabetes, asthma, heart disease, and obesity are all tied
very closely to the environments, culture, and behaviors that surround
individuals. Therefore, a significant amount of human health is deter-
mined beyond clinical care. For many individuals who are at an elevated
risk of developing chronic disease, episodic care that begins and ends
inside a hospital or clinic is not adequate to accurately treat the patient.

We propose a holistic mHealth community model for residents to over-
come significant barriers of care in rural America by providing an appli-
cation capable of integrating multiple health and safety data sources
through a mobile digital personal health library application. Users are
able to securely share their health data with others (e.g. primary care
physician, caregiver). Artificial Intelligence (AI) algorithms can strategi-
cally connect residents to community resources and provide customized
health education aimed at increasing the health literacy, empowerment,
and self-management of the user. Communities can use de-identified pop-
ulation health data from this model to improve decision-making and
allocation of community resources.

Keywords: Interoperability · Machine learning · Personal health
library · Medical privacy and security
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1 Introduction

Healthcare delivery in rural America poses additional challenges than its urban
counterpart. Rural locations more commonly face shortage of physicians, a lack
of high-paying jobs with adequate insurance benefits, transportation, health lit-
eracy, a stigma with health conditions due to lack of anonymity and difficulties
accessing specialty care [1]. Rural communities see higher rates of suicide, heart
diseases, respiratory disease, stroke, social isolation, and public health crisis,
such as the opioid epidemic [2]. More than 46 million Americans, or 15% of the
population, live in rural areas within the United States [3].

Communities play an important role in the health of their residents, as social
and economic factors, physical environment, and healthy behaviors make up 80%
of an individual’s overall health, while clinical care accounts for only 20% [4].
Chronic disease doesn’t occur in isolation. Conditions such as diabetes, asthma,
heart disease, and obesity are all tied very closely to the environments, culture,
and behaviors that surround individuals [5]. Therefore, as a significant amount
of human health is determined beyond clinical care for many individuals who are
at an elevated risk of developing chronic disease, episodic care that begins and
ends inside a hospital or clinic is not adequate to accurately treat the patient.
Advanced technologies aimed to significantly lower these barriers of care provide
an opportunity for a substantial positive impact in rural healthcare.

Past work has investigated the association of patient empowerment with
improved health [6], and the negative impact of powerlessness [7]. According to
work conducted by Shulz and Nakamoto, they found patient empowerment to
be desirable due to three variables stemming from traditional thought [8]. First,
the increase of personal autonomy in patients regarding decisions made in their
health. Second, there is a growing interest in patient empowerment with the view
that citizens should participate and take responsibility for their health care in
efforts to help control healthcare costs [9]. Third, patient empowerment is advo-
cated as improving health outcomes [10]. The increase in patient empowerment
is also linked to increasing one’s health literacy, which carries the potential to
not only positively affect the individual, but also the community. An example
of a lack of health literacy can be seen in the refusal of parents to vaccinate
their children against infectious diseases, leading to serious health consequences
for not only the child but also the community. By improving the mechanisms
in which users feel empowered in managing their health, while simultaneously
providing enhanced health literacy knowledge and the communication within the
environment in which they live, health outcomes can be improved for individuals
and the community population as a whole.

We propose a holistic mHealth community library model to overcome sig-
nificant barriers of care in rural America by proposing a solution capable of
coordinating data for a user’s physical health, behavioral health, social and eco-
nomic factors information, healthy behaviors, and physical environment infor-
mation. Our proposed model permits users to securely share their health data
with others (e.g. primary care physician, caregiver). Communities can use de-
identified population health data from this model to improve decision-making
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and allocation of community resources. The model also serves as an open-source
platform to develop tools for accurate assessment of individuals or populations
in areas such as disease progression, risk stratification, care management, bio-
survelillance, telemedicine, etc. Machine learning algorithms can be developed to
accomplish many of these tasks, including to strategically connect residents to
community resources and provide customized health education aimed at increas-
ing the health literacy, empowerment, and self-management of the user.

2 Related Work

Over recent years, discussions having been prevalent regarding research and
development of patient facing applications with the ability to exchange health
information and improve the self-management an individual’s health. This
ecosystem has seen self-interest and participation from both commercial organi-
zations and academic institutions.

Commercially, an importance has been placed on providing the patient with
their own data and its impact to improve health outcomes, literacy, engagement
and empowerment. The field continues to attract more developers to this space,
including large and well-known commercial companies. Apple Health Records
API for example, permits users to aggregate health data where the company
has established partnerships with EHR vendors and health providers to allow
patients to store their health records collectively [11].

Academically, there exists numerous papers describing the need and the-
oretical elements of such a model for patients to access their health data and
descriptions of the value of incorporating patient generated health data (PGHD)
within this system [12–14]. However, we could find no publications that present a
holistic mHealth community library model, containing inclusive data surround-
ing the integration and mapping of health data from multiple sources, identity
management provisions, privacy protections, and proposed scalability methods.

3 Background: Integrated Data Source Health
Information Exchange and Security

Interoperability, security, and privacy has been widely recognized as an integral
requirement for the success of healthcare information exchange. While linking
data across various sources within a health system is a challenge, added com-
plexity results when integrating data from multiple systems and devices. Creat-
ing an architecture capable of successful interoperability, security, and privacy
delivers economic value and more importantly a form of patient safety, as the
clinical value of information is enhanced when the best information is available
for treating patients [15]. To help ensure a consistency and interoperability of
health data, the United States’ federal government has taken steps over the past
decade to outline requirements and standards in third-party platforms which are
critical in the development of proposed models such as ours.
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3.1 Interoperability

The Health Information Technology for Economic and Clinical Health (HITECH)
Act of 2009 presented incentives for providers to invest in EHRs with a defined
minimal set of standards, known as Meaningful Use (MU), in which incentive pay-
ments would offset a substantial part of the cost of these systems. As a result,
EHR adoption with MU standards exceeds 97% of the United States’ hospitals and
74% in physician practices [16]. Stipulations from MU encouraged interoperabil-
ity between systems along with patient access to their medical records. MU was
developed in three stages. The first required patients seen by a provider within a
reporting period to have access to an electronic clinical summary in a reasonable
amount of time. The second stage required patients to have the ability to view,
download, or transmit their health information to a third party. The third and cur-
rent stage, requires patients to have the ability to connect third-party applications
to their medical records through Application Programming Interface (API) tech-
nology. APIs are a tool for software appliations to communicate with EHRs and
other sources of healthdata [17].The 21stCenturyCuresAct of 2016, extends inter-
operability further, as it “enables the secure exchange of electronic health informa-
tion with, and use of electronic health information from, other health information
technology without special effort on the part of the use” and provides an explicit
API set of requirements for EHRs to obtain certification [18].

As a result of the 21st Centruy Cures Act, Health Level Seven (HL7) released
the International Argonaut Project in 2017. The project included major EHR
vendors who released industry-developed open APIs built on HL7’s latest version
called Fast Healthcare Interoperability Resources (FHIR). Shortly after, the U.S.
Department of Veterans Administration, along with a consortium of providers
and vendors, signed the Open API pledge to expand the set of data resources
available to patients, physicians, and care teams through APIs standardized by
the HL7 Argonaut Project.

The Office of the National Coordinator (ONC) for Health IT is responsible
for EHR certification criteria, which includes requirements for APIs. The ONC’s
Common Clinical Data Set (CCDS) includes 21 data fields for clinical data,
such as demographics, medication lists, lab results, and problem lists [19]. The
CCDS does not currently include key data, such as provider notes, imaging,
appointment information and cost or payment information.

3.2 Security

Data security and patient privacy requirements for health provider organizations
is fairly well-known. While implementation may have more degrees of freedom,
the specific laws and regulations, such as HIPAA, are more clear. However, when
patients are able to obtain and store their own health information outside of the
provider organization, security regulations and monitoring are not as clear. As
an example, HIPAA’s privacy rule does not include consumer applications, social
media, fitness trackers.
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With patient’s authorized release of their digital health data from the EHRs
of provider organizations to third-party applications, the provider organizations
relinquish liability to secure, monitor, and audit that data. Many health applica-
tions struggle to have consistent security and privacy policies. And some have no
policies regarding privacy of data. While this is problematic even in cases where
the patient’s data is an isolated subset of their health, such as a BlueTooth glu-
cose monitoring application for a diabetic user, this problem gets much worse
when patient health data from varying sources is integrated, with the aim of
providing a longitudinal record of the patient. Therefore, it is critical, not only
for security and privacy, but also for data accuracy, that a robust, secure, and
scalable identity management solution is used to ensure security and privacy,
monitoring, and auditing of user’s data.

4 Model Design and Development

In this section we describe the proposed model, its architecture and its elements
of health data exchange, interoperability, security and access. We then provide
a discussion regarding the model’s replication to other communities within the
United States.

4.1 Proposed Methodology in Overcoming Barriers to Care
in Rural Health

To help overcome barriers of care we link challenges in rural healthcare to one’s
health factors. This overlapping of health factors to the challenges of rural health
care in Fig. 1, illustrate the importance of providing a platform which can holis-
tically offer health and safety information to the patient and the community.

Data integration, including information regarding a user’s health behaviors,
physical environment, clinical care, PGHD, and social and economic factors, are
key in holistically assessing the user and determining correct course of action.
Figure 2 depicts the application’s holistic approach to health and safety data
integration.

Our model creates a personal health library (PHL) for each resident who
downloads and registers with the application. A individual’s PHL connects the
user to their different data sources of care via secure APIs to retrieve information.
For health factors which do not contain previously stored information, such as
healthy behaviors and social determinants of health for example, the application
requests this information using straight-forward questions. Users are provided
the opportunity and are encouraged to update this information as needed.

Participating community health organizations, such as provider organiza-
tions, police and fire, food banks, shelters, and local public health departments,
are able to keep residents updated on available education and resources, such as
free screenings for breast cancer and dental, fire safety and workshops regarding
healthy eating on a budget. Participating health and safety organizations are
able to review HIPAA compliant de-identified data within this model to better
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Fig. 1. Rural health challenges and Roadmap to solve these challenges through
mHealth community library model

Fig. 2. Coordination of health and safety information for community residents

understand the community population, helping to better utilize their resources
and meet the needs of its residents.

AI techniques, such as machine learning, can be used on the collected data
to provide insightful information. We have begun developing customized health
education algorithms that utilize the National Library of Medicine’s MedlinePlus
API [20] to provide customized health and safety education reflective of each
user’s collected data.
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4.2 Data Coordination and Interoperability

The open-source mHealth community-centered library application consists of an
interoperable backend database server structure to ensure the organization and
security of user’s health data, and a front-end application server, available as
a mobile application and web interface for users to access, share, analyze, and
select which data sources they wish to include within their PHL. Figure 3 depicts
an example community architecture.

Fig. 3. mHealth community library architecture example

Interoperability exists through within the open-source eXist backend exten-
sible markup language (XML) database mapping mechanism we have developed.
Health and safety information received from the APIs or directly from the appli-
cation’s user front-end (e.g. social determinants of health) are placed into the
individual’s secure table where XML transform algorithms are able to tag each
document header to establish accurate mapping of data and ensuring interop-
erability. Data stemming from the clinical APIs are in the form of Continuity
of Care Document(CCD), as most EHRs are required to produce a CCD. An
example CCD in raw form can be seen in Fig. 4.

FHIR has emerged as the standard mHealth applications and EHRs are now
working to be in compliance with this standard. Scripts were created within the
eXist database to map CCD data into the new FHIR standard using guidelines
provided by the ONC’s CCDS, allowing user’s to see an organized, readable,
and user-friendly interfaces of their data and providing them the capability to
gain much more insight through the development of software tools to accomplish
such tasks as customized education, drug to drug alerts, medication adherence
reminders, and local community resources available to them.
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Fig. 4. Example continuity of care document in Raw format

4.3 Security and Privacy

Security and privacy elements have been implemented to protect the confiden-
tiality and integrity of user’s data. While authorization and access to the appli-
cation can be achieved using standard username and strong passwords, there is
an option to use biometrics as part of the identify management within the appli-
cation. The lead author of this paper has developed a biometric solution called
Unique Medical Biometric Recognition of Legitimate and Large-scale Authen-
tication (U.M.B.R.E.L.L.A.), which developed an algorithm over touchless fin-
gerprints to produce and secure a unique health identifier (UHID) for each indi-
vidual [21]. Facial recognition is then used as the second factor of identification.
As a result, usernames and passwords are not required but can still be used
if needed. Figure 5 demonstrates using UMRELLA’s biometric solution within
the application for identity management. The UHID for an individual has a the
potential to be cross-matched to the internal master patient identifier (MPI)
of a healthcare organization, enhancing the accuracy of identifying the correct
patient’s data, while also increasing the efficiency of exchanging data. It can be
used on most devices(e.g. smart phones, tablets, PCs, laptops) with cameras as
it is hardware agnostic.

Fig. 5. UMBRELLA’s biometric identifcation solution
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User information, its privacy, and integrity are managed through attribute-
based access control (ABAC), which consists of an authorization policy engine
and a RESTful authorization server. The Java API provides an extensible con-
trol markup language (XACML) policy decision point (PDP) engine, while the
Web API uses an HTTP/REST API and PDP and policy administration points
(PAPs) to manage policies and request authorization decisions. Throughout this
architecture, access and control is enforced to establish strong user authorization
and authentication techniques to achieve security and privacy of user data. To
accomplish this, we incorporate elements of open-source AuthZForce into our
solution [22].

5 Experimental Setup

To test the model, we established a front-end interface and used the architec-
ture design illustrated in Fig. 3 to assess the application’s functionality. We used
a variety of servers and virtual machines to simulate both physical and cloud
attributes and their respective API connections to the data sources. A view of
the application’s front-end graphical user interface can be seen in Fig. 6. Blue-
tooth blood pressure cuffs and smartwatches were used, along with a mhealth
mood tracker smartphone application to simulate patient generated health data.
Test CCD documents were added to simulate the clinical environment. Users
testing the system completed social and economic determinants of health, envi-
ronmental factors, and health behavior questions upon downloading and logging
into the application for the first time. A total of 50 participants were asked to
test the system and complete a user satisfaction survey after ten hours of use.

Fig. 6. Application Front-End displaying User’s Secure sharing of Health information
they wish to share in the MyCircle feature
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The population of users testing the system were between the ages of 19 years and
72 years. Ten were primary care physicians, ten were population health quality
improvement (QI) personnel, and thirty were students associated with the uni-
versity where the study was being conducted and used to simulate patients. All
participants evaluated the model’s application from a patient’s perspective. Addi-
tionally, primary care physicians and population health QI personnel provided
feedback regarding their respective roles in the clinical field.

6 Results and Discussion

To determine users’ satisfaction with various aspects of this model’s applica-
tion, we asked all 50 respondents, in the role of patients, to indicate their level
of agreement or disagreement with each of the following 10 general functional-
ity statements, using the scale Strongly Agree, Agree, Neutral, Disagree, and
Strongly Disagree. Below are the patient survey statements used:

1. The mHealth Library Community Model application is easy and intuitive
to use.

2. I felt comfortable with choosing from the list of available API connections
to link the test application’s health data.

3. The method of obtaining a patient’s social and economic factors, physical
environment, and healthy behaviors data was reasonable.

4. I would feel comfortable with my own health data on this platform.
5. I like having a choice of using biometrics and not having to use usernames

and passwords.
6. I feel my data is more secure using biometric authentication and authoriza-

tion.
7. I would use the share data functionality to share my health data with my

primary care physician.
8. I can better track and manage my own health through this application.
9. By using this application, I feel more engaged in community health.

10. I feel more empowered in addressing my health using this application.

Results from the survey are summarized in Table 1. Overall, the user satisfac-
tion results from the users were positive. In terms of using the application to
manage health, it is interesting to note that 72% Strongly Agreed in feeling more
empowered about addressing one’s own health. While 62% Strongly Agreed they
would be able to better track their health with the functionality of this appli-
cation. A total of 76% either strongly agreed or Agreed on the application’s use
of increasing community engagement. In terms of security, a combined 58% of
Strongly Agreed and Agreed to a comfort level of placing their own health data
on the application. When evaluating whether the user felt more secure using the
biometric option, 88% of users Strongly Agreed.

Primary care physicians were asked to complete an additional physician users’
satisfaction survey, using the scale Strongly Agree, Agree, Neutral, Disagree, and
Strongly Disagree. Below are the physician survey statements used:
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1. As a physician, the application is intuitive in letting me see my patients’ data.
2. I trust data from other sources.
3. Having data from other health factors, beyond clinical care, is important to

holistically diagnose and treat the patient.
4. Patients using this application will be better aware of community health and

safety resources available to them.
5. This application will help patients better self-manage their health.

Results from the survey are summarized in Table 2. Primary care physician user
satisfaction was overall positive. In the category of using other health factor
data (i.e. environmental, social and economic, and healthy behaviors), 80% of
physicians Strong Agreed. This reinforces the problematic nature of only using
clinical care data to diagnose and treat patients. Reflecting on this application’s
ability for patients to better self-manage their health, 70% Strongly Agreed while
20% Agreed. An area of concern is the overall trust of data from other sources.
40% of responses were either Disagree or Strongly Disagree, signaling there is
still much work to be done in this domain to provide physicians confidence in
using data from other sources.

Table 1. Patient satisfaction survey results by percentages.

Patients’ Survey
Statements
Abbreviated

Strongly
Agree
%N = 50

Agree
%N = 50

Neutral
%N = 50

Disagree
%N = 50

Strongly
Disagree
%N = 50

1. Easy and intuitive 28% 44% 26% 2%

2. Comfort level
connecting data

36% 28% 22% 10% 4%

3. Reasonable time to
obtain additional
health factors

32% 38% 26% 4%

4. Comfort level with
placing own health
data on system

22% 36% 38% 2% 2%

5. Like choice of
biometric security

68% 18% 12% 2%

6. Feel biometric option
is more secure

88% 8% 4% 2%

7. Use share option 54% 32% 8% 2% 4%

8. Better track own
health

62% 24% 8% 6%

9. Increased
engagement in
community health

34% 42% 16% 6% 2%

10. More empowered in
addressing my health

72% 24% 2% 2%
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Table 2. Physician satisfaction survey results by percentages.

Physicians’ Survey
Statements
Abbreviated

Strongly
Agree
%N = 10

Agree
%N = 10

Neutral
%N = 10

Disagree
%N = 10

Strongly
Disagree
%N = 10

1. Appliacation is
intuitive

10 70% 10% 10%

2. Trust data from
other sources

20% 30% 10% 20% 20%

3. Patient data beyond
clinical care is
importent

80% 10% 10%

4. Improved patient
awareness of
community health and
safety resources

30% 40% 20% 10%

5. Improve patient
self-management of
health

70% 20% 10%

Finally, we asked population health QI personnel to complete an additional
user satisfaction survey pertaining to the model’s evaluation in population
health,using the scale Strongly Agree, Agree, Neutral, Disagree, and Strongly
Disagree. Below are the population health QI personnel survey statements used:

1. Data from this application provides strong potential to improve community
population health monitoring.

2. I would trust data from this application in population health assessment.
3. Data from this application will provide an enhanced mechanism in planning

and distributing community health and safety resources.
4. This application’s data will improve defining strategic public health initiatives

in our community.
5. This application can provide improved methods of communication for public

health emergencies.

Survey results reflect a an optimistic outlook on use of the model to improve
community population health. QI personnel, like physicians, responded with
similar concerns regarding the trust of data from other sources for population
health assessment with 20% who Disagree and 10% who Strongly Disagree. Users
reported 70% in the category of Strongly Agree the model’s use of improving
community health and safety initiatives, and 40% of Strongly Agree in improving
the communication of public health emergencies to citizens (Table 3).
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Table 3. Population Health QI Personnel satisfaction survey results by percentages.

Population Health Qls’
Survey Statements
Abbreviated

Strongly
Agree
%N = 10

Agree
%N = 10

Neutral
%N = 10

Disagree
%N = 10

Strongly
Disagree
%N = 10

1. Improved view of
community population
health

30% 20% 30% 20%

2. Trust data for
population health
assessment

20% 40% 10% 20% 10%

3. Enhanced
mechanism for
community health and
safety

40% 30% 20% 10%

4. Improve community
health and safety
initiatives

70% 20% 10%

5. Improve methods of
communicating public
health emergencies

40% 30% 20% 10%

7 Conclusion

In this work we presented the design and testing of a mHealth community library
model to assist in overcoming barriers to care in rural America and to empower
residents and their community to better manage their health and safety. Innova-
tivemethodsofdata retrieval, interoperability, securityandprivacywerediscussed.
Development of the modelwas done using open-source software, helping this model
to be replicated in other communities. Patients, primary care providers, and popu-
lation health QI personnel reported overall positive experiences using the model’s
application. Specifically, a high percentage of patients felt empowered to track and
manage their health, while also increasing their community engagement. A large
percentage of physicians surveyed felt health factor information, beyond clinical
care, was important to treating and diagnosing patients and that patients would
overall benefit in the self-management of their health.Clinical personnel associated
with population health QI were favorable to the application’s potential to improve
communication of health emergencies and community health and safety initiatives.
The highest concern from the survey results was trust of outside data sources.

8 Future Work

Due to the responses regarding trust of health data resulting from other sources,
one initiative of future work is to investigate methods which can be used to
validate data to the users of the system. Since there remains a significant per-
centage of the population of both rural and urban environments that do not
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have access to technology, such as smartphones, computers, or Internet access,
this model and its application does not directly help them. As almost 96% of
America’s population has close proximity to public libraries, which are typically
equipped with technology to access a mHealth application such as ours. We feel
there is a tremendous opportunity to provide an access point to those who do
not have this technology through the public library medium. Our future work,
includes working with the National Library of Medicine and public libraries to
create an initiative to provide this service to communities across the nation.
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Abstract. Anxiety-related disorders have a strong impact on our qual-
ity of life. With their epidemiological prevalence, across the population,
highly exceeding the capacity for treatment in health facilities, new ways
of delivering therapies are needed. The wide availability of mobile tech-
nologies, e.g., smartphones, has provided an accessible and ubiquitous
platform for delivering psychological therapies and many mobile health
(mHealth) systems have been proposed to support users in managing
their levels of anxiety. However, many of the available tools provide fea-
tures without evidence-based support of their adequateness and effective-
ness. Furthermore, several tools are designed without specifically consid-
ering the users’ needs and motivations, resulting in poor adherence or a
lack of motivation for systematic use, hindering any positive effects.

Considering the need to more closely focus on the motivations of the
target users, this article describes how the efforts of a multidisciplinary
team are contributing to support a user-centred approach to design and
develop a tool to support anxiety management in the context of an Aca-
demic Campus. As a first materialization of this ongoing work, a proof-
of-concept application is proposed (StopAnxiety), developed by adopting
an iterative approach, and already providing a set of clinician-approved
anxiety management techniques.

Keywords: Anxiety · mHealth · Mental health

1 Introduction

The prevalence of mental health disorders across the population has been rising
at an alarming rate, having an impact not only in people’s lives, but striking a
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major hit in worldwide economy. One of the main reasons of this economy burden
is the fact that mental health disorders are not an isolated problem, being in
many cases, the cause of diseases in other medical areas, such as cardiology [11].

Considering the spectrum of mental health illnesses, anxiety is one of the
most common, having a stronger impact on disability and impairment than many
chronic medical disorders [12,16,24]. Apart from those that are diagnosed with
pathological cases of anxiety, healthy individuals also feel the impact of anxiety
on their daily activities, their relationships, and their general mood [5,11,14].
Even though several mental health therapies have already been developed to
deal with this issue, many individuals suffering from anxiety disorders do not
have access to them, in health facilities, either because they cannot afford it
or because of the effects that are inherent to their condition, such as the lack
of emotional self-awareness (not allowing them to express what they are feeling
since they cannot figure it out by themselves) or the fear of social contexts
[12,16]. Nevertheless, even disregarding these considerations, with the growing
epidemiological prevalence of anxiety-related disorders, it would not be possible
for the health services to provide face-to-face therapy to those in need. Thus,
the proposal of methods that could help individuals manage and reduce their
own anxiety, in a more independent manner, is of the utmost relevance.

Mobile technologies have provided a promising platform to support people
in a wide variety of contexts and mobile Health (mHealth) tools have been
proposed to help people in various scenarios, improving their awareness about
their condition, providing continuous support, and fostering independent living.
In this regard, mHealth approaches for anxiety management have also been
proposed. However, while there is a wide range of such tools, most of them
are proposed without involving users in their design, providing therapies that
lack scientific grounds and evidence of efficacy, and failing to engage users for a
long-term use.

To propose novel approaches and methods to tackle these issues, we adopt
a multidisciplinary user-centered approach to the design and development of a
novel anxiety management system—StopAnxiety—,by working with psychology
professionals and potential users and by putting a strong effort in understand-
ing user motivations and in providing evidence-based practises. Without loss
of generality, and considering the prominence that anxiety has in the academic
context, we consider students and teachers as the targeted audience.

The remainder of this document is organized as follows: Sect. 2 provides a
brief overview of current work regarding the proposal of support systems to
tackle anxiety; Sect. 3 describes the work carried out to identify the needs and
motivations of several users dealing with anxiety, in an Academic Campus; Sect. 4
provides an overview of the accomplished iterative design and development of
StopAnxiety, a proof-of-concept mHealth application for anxiety management;
finally, Sect. 5 presents overall conclusions and provides several ideas for future
work.
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2 Mobile Applications for Anxiety Management

With a wide spectrum of available technologies with potential to support anxi-
ety management [9], smartphones have been the main choice due to their high
ownership rates (+2 billion owners worldwide), and to the fact that they consist
in a portable, ubiquitous and fairly accessible platform [2].

Regarding mental health, several applications have been proposed to provide
different levels of support, such as exposure exercises, progressively exposing
users to their inner fears, psycho-educational, where the users learn about the
existing disorders and how to deal with them, at an early stage, or those sug-
gesting psychological intervention techniques, through which users can manage
and reduce their own anxiety levels by performing exercises.

To gather an overall view of the most recent and best considered mobile
apps for tackling anxiety, based on community feedback, a review of anxi-
ety management applications was conducted. From the reviewed apps, it was
possible to verify that most of them were developed targeting any age, apart
from FearFigther [8], WhatsMyM3 [10], Happify and WoeBot [9] that specifi-
cally targeted adult individuals. Most of the reviewed apps considered cognitive
behavioural therapy principles [1,3,7], one of the most common and best studied
forms of psychotherapy, as the base of their proposed interventions. Related to
how important the usability factor is, in order to engage the user until the conclu-
sion of the treatment, many features were considered by the reviewed apps, such
as in WoeBot [9], where a chatbot is used for the interaction and treatment deliv-
ery process, and ThisWayUp, where a comic book style approach is explored.
Two positive aspects that were observed, were that all of the reviewed apps,
except for AnxietyCoach, were validated in studies regarding their effectiveness,
and that all of them proposed therapies that were supported on scientific evi-
dence. However, one of the main problems is that, even though all the apps that
were assessed involved a domain expert, in their design and development phase,
most of them disregard both the involvement of the patient, and the possibility of
communication with the health provider through the application. Additionally,
while the reviewed applications are well recognized by the community, adher-
ence continues to be an issue. And the panorama beyond these top applications
rapidly gets worse, in a number of aspects, even for those that are commercially
available.

Overall, the general conclusion is that even though mHealth applications
have an incredible potential for granting additional access to mental health care,
there is a significant gap between their commercial availability and the data
regarding their efficacy and effectiveness. In this regard, several challenges can
be identified:

– Inappropriate treatments and Lack of Evidence—One of the most
common problems amongst the majority of the commercially available appli-
cations for tackling anxiety is the wrong suggestion of treatments, being most
of them inappropriate and not even scientifically proven. This is a serious
problem that needs to be dealt with since it could actually worsen the health
status of the users rather than bring them the health benefits they need [23];
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– Lack of adherence/User engagement—User engagement is another
aspect that should as well be accounted for, since most users that look for
these types of applications tend to download them and only use them for
a few hours before uninstalling them. This can happen either because they
feel that the application does not provide them with the satisfaction of use
they desire or the health benefits they need. This way, many users do not use
applications long enough to feel the benefits [17];

– Lack of user involvement in establishing the requirements—The dis-
regard of the patients in the requirement elicitation phase is something that
is very common to happen in the development of anxiety management sys-
tems (and mHealth applications, overall), generally due to how important
time constrains and commercialization aspects are for the development com-
panies. Unfortunately, this is not an isolated problem since it also has a neg-
ative impact in other aspects, such as user engagement and the appropriate
proposal of treatments [18].

– Application efficacy is not clear, and lack of long-term assessment—
Despite the evolution and widespread use of these mHealth apps, there is
still a lack of data regarding their efficacy and effectiveness. Many are even
released to the market categorized as medical aids, but lack any evidence of
their impact [21].

3 Users, Context, and Requirements

The first stage of our work consisted on the identification and characterization
of the potential users. To this end, a multidisciplinary team was formed, includ-
ing psychologists, software, human-computer interaction, and mobile computing
engineers, university teachers, and university students.

3.1 Personas

Personas depict fictional characters with the purpose of representing different
user types that might use the application, and although they do not actually
represent real people, they are based on real data collected from different indi-
viduals. These representation profiles can help the developing team to step out
of themselves and recognize that different people may have different needs and
expectations, allowing the team to focus their attention in what really needs
to be designed and further developed, enabling users to properly achieve their
own goals [6]. One additional advantage of using Personas, in this process, is that
their narrative form helps on multidisciplinary dialogue, improving the outcomes
of the discussions [22].

In a first stage, to characterize the users that could benefit from an anxiety
management aid, in the academic campus scenario, the team resorted to a brain-
storming session, grounded on the anxiety literature, and on the experience of
the team elements, regarding anxiety issues in the academic context. The data
collected in this session led to the identification of different target groups and
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Table 1. Persona of Rute, an undergraduate student.

Image adapted from
pxhere.

Rute is 20 years old and is currently completing the second
year of her degree in Nursing, at the University of Aveiro.
She spends much of her time studying for her exams, which
is something that always made her very anxious. Although
Rute spends a large part of her day trying to study, she often
faces blockages that prevent her from progressing, eventually
becoming even more anxious than she already is. Despite the
adaptation struggles that Rute was faced with, in her first year
of college, she still considers that the evaluation periods are
the hardest. During her studies, and moments before the start
of her exams, Rute normally begins to sweat from her hands,
to tremble, and she feels an heavy chest. Sometimes, during
the course of her exams, these symptoms are accompanied by

blanks, which consequently prevent her from applying the knowledge she knows
she has.

Motivation: Rute would like to get the grades that she so hardly worked for by
learning how to deal with her anxiety attacks during the course of her exams.

initial versions of Personas were proposed. To further extend these first ver-
sions of the Personas, and to validate the initial team considerations, three focus
groups were carried out: one with academy students, another with professors,
and another with psychologists working with students suffering from anxiety.
These discussions enabled a more accurate identification of user motivations
and of the main aspects that triggered anxiety issues.

With all the data that was gathered, from both the focus groups and the team
brainstorming sessions, five Personas were deemed relevant for a proper charac-
terization of the context of the anxiety management tool to be developed: (a)
three primary Personas for different college student profiles (first year students,
students in evaluation periods, and students suffering from social anxiety); (b)
one primary Persona for a university professor; and (c) one served Persona for a
clinical psychologist. From those, and given their extent, only two are provided
here, in more detail, for illustrative purposes: the Persona of Rute, an undergrad-
uate student, mostly suffering from anxiety during evaluation periods (Table 1);
and Carlos, the Persona of a college teacher (Table 2). Rute is an undergraduate
student who is unable to obtain the desired academic performance due to the
extreme anxiety she goes through during her evaluation periods. As such, she
would like to learn about some possible techniques that would help her remain
calm, especially, during times of greater stress. Carlos is a teacher whose main
source of anxiety is his inability to manage its own schedule in an efficient way.
As such, he would like to have a way to access relaxation techniques so he could
relieve the stress of his daily life, and manage his schedule.
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Table 2. Persona of Carlos, a University Professor.

Image adapted from
pxhere.

Carlos is a 47 year old college teacher who has taught at the
University of Aveiro for 10 years. During his free time he enjoys
doing activities, such as spending time with his children, trav-
eling, going to the gym, reading the newspaper, and socializing
with his family and friends. Typically, at the end of each day,
due to the stress that comes from his work, he arrives home
very tired. Carlos feels that he is overwhelmed by an immense
amount of work, which occupies most of his time, and he feels
his work is not valued enough.
Motivation: Carlos would like to learn about some techniques
and procedures that could help him deal with his daily anxiety
and stress, particularly in a way that could be available during

is daily routines.

3.2 Context Scenarios

Context scenarios can be seen as a way to describe how the envisaged support
system can be used to achieve a specific goal, in a certain context, and how it
integrates the user’s activities and for how long [6]. With this in mind, to per-
ceive the different ways in which the anxiety management tool could be used,
several context scenarios were developed. The scenarios were built based on the
literature for the different ways to deal with anxiety (e.g., respiratory exercises),
covering the contexts reported, by the users, during the focus groups and val-
idated by clinicians to guarantee their validity and appropriateness. Although
several context scenarios have been proposed to properly guide the development
of the application, given their extent, and for the sake of brevity, only one of
them is provided. This scenario represents a situation in which the application
detects an increase of Rute’s anxiety and proposes the execution of a diaphrag-
matic breathing exercise.

Rute performs diaphragmatic breathing a few moments before an
exam—The last exam of this semester will start in 15min. Given the accumu-
lation of tiredness, anxiety and study content that is required for this frequency,
the application acknowledges that Rute is very anxious and consequently proposes
the execution of a diaphragmatic breathing exercise, a technique that is frequently
performed by Rute before any of her frequencies. Before the technique’s initia-
tion, the system asks Ruth to sit comfortably, and prepares her for a series of
inspiration and expiration cycles. In order to facilitate the realization of this
technique, the system emits vibratory signals, given that she is in a crowded and
noisy place, so that Rute can feel and understand the transition of each breathing
cycle. At the end of each breath, Rute feels more and more relaxed and confident
to complete the exam. After the end of this frequency, the student verified that
she did not have any brain fade during its course, and that she was capable of
answering to all its questions.
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It is important to note that the vibratory alerts were selected instead of the
audible ones due to the fact that Rute is in a public space. Also of note are the
underlined parts of the scenario, highlighting relevant actions that the system
will have to provide, i.e., the requirements.

3.3 Requirements

As a result of all the information gathered about the users, their motivations,
and how the system should perform to help them, documented in the scenarios,
a first list of requirements was established and is presented in Table 3. For each
requirement, a priority level was defined, thus, providing the developers with a
grasp on how to select them for the iterative development stages, as explained,
ahead, in this document.

It is worth noting that, even after several development iterations, the eval-
uations that were carried out did not motivate changing any of these initially
proposed requirements, but only the way in which they were being accomplished,
which further confirmed the validity of the captured user necessities.

Table 3. Requirements subset

Prio. Subset of elicited requirements

1 1. Implement relaxation techniques

2. Identify users emotional states

3. Create safe and highly available users data models

2 4. Allow time scheduling

5. Present users progress statistics

6. Adapt application to the user’s context

7. Learn about user preferences

3 8. Allow users to register their thoughts (wav, txt,...)

9. Provide psychoeducation notifications throughout app usage

10. Provide psychoeducation section for learning purposes

11. Enable communication between patients and clinicians

12. Enable communication among peers

4 Design and Development of StopAnxiety

An iterative User-Centered Design approach was considered for the development
of the proposed anxiety management system. Considering the initial subset of
requirements, several iterations were performed, and each of the developed pro-
totypes was evaluated by users, resulting in a prototype deemed adequate to
undergo first evaluations in more ecological settings. In what follows, we provide
a summary of the various iterations carried out, to illustrate how the process
evolved, and pay a more detailed attention to the current StopAnxiety version.
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4.1 Low-Fidelity Prototype

Paper prototyping is a widely used method in user-centered design approaches,
helping developers to prototype systems that meet their user’s expectations and
needs. Its great advantage is that it allows making quick and cheap changes to
the prototype rather than to the system already developed. In light of these con-
siderations, the initial step was to build a paper mockup of the interface layouts
that would enable fulfilling the requirements. A few examples are depicted in
Fig. 1.

Fig. 1. Paper prototype example

The paper mockup was discussed in a brainstorming session including all
elements of the multidisciplinary team, with overall good feedback about the
devised approach. One of the suggested modifications concerned how the user’s
progress in the different activities would be presented. It was suggested that suc-
cessful completion of exercises would result in advancing their score, but they
would not be penalized for those they were not able (or did not want) to com-
plete. So, at most, their stats would remain the same. By doing so, their motiva-
tion would not be negatively influenced and their progress would be continuous,
although at a slower rate in case of unsuccessful usage.

4.2 First Functional Prototype

The first functional prototype implemented a refined version of the approved
paper mockup, leaving out the full implementation of the exercises. The main
goal was to have a first iteration of the overall interaction approach for a first
usability evaluation. Figure 2 presents some illustrative screen layouts for this
initial version.
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Fig. 2. First illustrative layouts

Regarding the early stage of development, the first prototype was then sub-
jected to an heuristic evaluation, considering Nielsen’s heuristics [19], so that
potential usability problems could be detected and inform further developments.
Five evaluators, three males and two females, aged between 22–24 years old,
computer science students, with previous experience in applying heuristic eval-
uations, analyzed the prototype assessing each violation of the heuristics with a
score from 0 (no usability problem) to 4 (major problem preventing the use of
the application). Additionally, the evaluators were also asked to suggest possible
solutions to solve the detected issues.

Taking into account the identified usability problems, that resulted from this
evaluation, the most concerning ones were related to the lack of provided feed-
back, in cases where input fields were incorrectly filled in or when the user’s
personal information was updated. The need for additional guiding information
was also identified, to allow users to understand some of the system’s features.
Additionally, it was verified that some core features for dealing with errors and
customizing use were missing, such as the possibility of undoing information
changes, selecting the alarm type of the techniques, and logging out of the appli-
cation. In terms of facilitating aspects, it was also deemed useful to have shortcut
buttons allowing users to skip guiding information that they already knew.

4.3 Second Functional Prototype

Among the changes considered for the second prototype, the most prominent
included the implementation of notifications, with the intent of providing the
user with appropriate feedback in each of its action executions, and of new
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features that were missing, such as logging out of the application or accessing
additional information regarding the several existing techniques. Depicted in
Fig. 3 are examples that illustrate some of the implemented changes.

Fig. 3. Implemented changes example

For the second functional prototype, since it already provided a considerable
amount of features, the main intent for the evaluation was to discover usabil-
ity problems made evident while using the application to reach concrete goals.
As such, a Think Aloud protocol was applied, asking users to perform specific
tasks by using the application, while giving feedback of what they thought and
the difficulties they were faced with. For this evaluation, five participants were
considered, different from those performing the heuristic evaluation, four males
and one female, aged 22–25, all computer engineering students with experience
in mobile applications development.

During this session, the participants were asked to perform 10 tasks (see
Table 4) and the following variables were measured: the success/unsuccess of
the tasks, the time to completion, in seconds, and the number of errors and
unforeseen events during their execution. In addition to the proposed tasks, at
the end of the evaluation, each participant answered a SUS [4,15] and a PSSUQ
[13,20] questionnaire. While there is an overlap between some of the outcomes
provided by both questionnaires, we considered that applying both would provide
a richer set of information.

Regarding the obtained results, although all the participants were capable of
successfully completing the 10 tasks, some difficulties were still encountered.



122 D. Ferreira et al.

Table 4. Tasks performed by users during the usability evaluations.

Tasks

1. Register in the application

2. Log in to the app

3. Edit and complete your profile

4. Get more information about the Muscle Relaxation Technique

5. Setup the Diaphragmatic Breathing Technique for a duration of 7 min

6. Select the mute option in the Diaphragmatic Breathing Technique menu

7. Perform the Technique for approximately 1 min

8. Return to the menu of the Diaphragmatic Breathing Technique and perform
it with sound

9. Perform the Muscle Relaxation Technique by contracting and relaxing one of
the indicated muscle groups

10. Log out of the application

Despite that, the performed SUS and PSSUQ assessments revealed average
scores of 75 and 2.176 respectively, which classifies the application as already
having a good level of usability, however, still with space for improvements.

4.4 Current Version of Stop Anxiety

Considering the outcomes of the last evaluation, the development of a third
version of the prototype ensued. This time, the focus was to further improve
usability, and provide a complete implementation of the provided techniques,
not only to further validate the application, but also to enable a first assessment
of their impact in dealing with anxiety. In what follows, we provide an overall
summary of the currently supported set of features.

4.4.1 Main Features
After signing in, the user can access the various features that are present in
StopAnxiety from the home screen, where a message is displayed saying “Hi,
Daniela! Tell me, it’s time to...”, followed by the options: “Relax”, “Plan”,
“Learn”, “Think”, and “Socialize”. Note that this way of presenting the user
with the different options derives from the fact that we wanted to put the user
at the center of the action. It is what he wants that matters, instead of just
providing options, such as “Relaxation Exercises”, “Schedule Planning”, and
“Psychoeducation”.

Depicted in Fig. 4 are the initial steps that are required for the user to perform
in order to successfully access the application.

Regarding the system’s main features, when the user chooses to “Relax”, sev-
eral techniques are available for him to perform, such as Mindfulness, Diaphrag-
matic Breathing, and Progressive Muscular Relaxation. After selecting one of
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Fig. 4. Required steps for the initial login and the home screen from where the main
features can be accessed.

the available techniques, the system provides him with the corresponding tech-
nique’s procedure, where the user can inform himself before starting its execu-
tion. Throughout the technique’s progress, the system keeps the user updated
with information regarding the steps to perform to successfully complete it. For
example, by selecting one of the Progressive Muscle Relaxation Techniques, the
system immediately displays its corresponding procedure, using a slideshow, and
subsequently provides him with instructions of when and which muscle group
needs to be contracted or relaxed. While the muscles and the instructions are
presented in the screen, a voice guide is also available for cases when the user
simply wants to enjoy its experience without having to look to the screen (Fig. 5).

4.4.2 Evaluation
In order to verify the system’s usability improvement after the implementation of
the changes that were deemed necessary, for the current version, both the same
tasks and evaluation instruments were selected. For this evaluation, five new
participants were considered, three females and two males, aged between 21–26
years old, all computer science engineering students. This time, the participants
did not have any problems in accomplishing the tasks that were proposed which,
since that was not the case in the previous evaluation, might be indicative of an
improvement in the usability levels of the application.

In fact, average values of 90.5 and 1.608 were obtained for the SUS and
PSSUQ scales, respectively, which demonstrates a notorious improvement com-
pared to the values of 75 and 2.176 from the previous usability evaluation. It
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Fig. 5. Progressive Muscle Relaxation Technique. From left to right: the instructions
screen, the instruction to contract the muscles in the arms, and instruction to relax
the head and neck muscles.

should be noted that the obtained results categorize the assessed application as
having a quite satisfactory level of usability, allowing its users to have a highly
intuitive and pleasant navigation process.

With the achievement of these results, the current version is deemed ready
for an evaluation regarding the impact that the available techniques have in the
users anxiety levels.

5 Conclusions and Future Work

This article presents first results of a multidisciplinary user-centered effort to
propose support tools for anxiety management. To this end, there was a need
to consider methodologies that allowed a more efficient and effective multidisci-
plinary teamwork and a complete specification of user’s needs, motivations and
scenarios of use. As such, tools like Personas and Context Scenarios were used,
to both foster an easier communication between the team members, and enable
an appropriate elicitation of the requirements that served as the foundation to
the correct development of the anxiety management system.

Considering the particular case of anxiety management in the academic cam-
pus, a proof-of-concept application was developed, adopting an iterative User-
Centered Design and development approach, which ensured that the resulting
system met the goals and needs of the target users. The resulting application
incorporates several evidence-based techniques, such as, Mindfulness, Diaphrag-
matic Breathing and Progressive Muscular Relaxation. Nevertheless, at this
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time, we are designing an experimental protocol to assess the actual impact of
the anxiety management techniques provided by StopAnxiety in tackling anxiety.

Regarding further evolution of StopAnxiety, a few notable aspects should
deserve prompt attention. It would be important to provide a time management
feature that suggests schedules adapted to the tasks and biological rhythms
of the users, since this is an issue that was transversely identified, during the
focus groups, as being one of the main promoters of anxiety in both students
and teachers. It would also be highly beneficial to evolve the psychoeducation
section, allowing users to learn about the main symptoms of the existing con-
ditions and teaching them how to deal with them, at an early stage, possibly
preventing them from developing into real disorders. And, naturally, the user
emotional state and context (e.g., time of day, task, location) can be a valuable
set of information to adapt the application’s response to the user, enabling, for
instance, a prompt action when an anxious state is imminent (e.g. suggesting
an anxiety management technique adequate for a public place). In this regard,
work is ongoing regarding the integration of the emotional state and context of
the user.
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Abstract. The concept of an Integrated Clinical Environment can be
implemented by a fully connected operation room containing devices from
different manufacturers. An exchange architecture and protocol for this
kind of environment is defined by the IEEE 11073 Service-oriented Device
Connectivity family of standards. Therein, a Domain Information and Ser-
vice Model is bound to the Medical Devices Communication Profile for
Web Services, which is the specification for the information exchange tech-
nology. It is employed as the communication layer in the software library
SDCLib/J that implements an Integrated Clinical Environment. In order
to demonstrate that the functionality of SDCLib/J is independent of the
underlying transport technology, its communication layer was replaced
with an implementation of the Data Distribution Service. Therefore, its
publish-subscribe pattern needed to be redesigned and transformed so
that it matches the library’s request-response principle.

Keywords: IEEE 11073 SDC · SOMDA · DDS · ICE ·
Publish-subscribe · Request-response

1 Introduction

Interconnecting point-of-care medical devices from various manufacturers has
been shown to enable technological and economic benefits [8]. Apart from
data exchange, remote control is of great importance when connecting medi-
cal devices [12]. By monitoring parameters like heart rate or blood pressure and
using remote control, functions depending on their current values can be con-
trolled, e.g. pausing the injection of a drug when the patient’s vital signs drop
out of a previously defined safe range.

Unfortunately, in most cases, a device can only be connected efficiently to
another device if it is from the same vendor [5]. In case devices from mixed manu-
facturers are introduced, additional interfaces are required. Therefore, users have
a high dependency on the availability of devices from the same manufacturer.
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The Integrated Clinical Environment (ICE) describes a clinical workplace
such as an operation room, where devices can communicate even if they are
from different manufacturers [9]. However, the concept needs to be implemented
with specific software technologies. In the IEEE 11073 Service-oriented Device
Connectivity (SDC) series, a communication protocol is described that aims
to fulfil the requirements of an ICE and can be implemented as a software
library [12]. Such a library acts as a communication layer under the application
layer and provides components for the data exchange in distributed systems of
medical devices.

SDC uses the Medical Devices Communication Profile for Web Ser-
vices (MDPWS) as its underlying transport technology. It is thus implemented
as the communication layer in the SDC implementation SDCLib/J. Other ICE
implementations, like OpenICE, use the communication protocol Data Distribu-
tion Service (DDS) and demonstrated it to be generally appropriate in a medical
context [1].

As the design of the SDCLib/J reflects the loose coupling of the IEEE 11073
SDC standards, the transport technology is exchangeable. The interconnection
of medical devices based on the IEEE 11073 data model is therefore not bound
to MDPWS. In this work, SDCLib’s communication layer is extended so that
devices can communicate over DDS, broadening the variety of devices being able
to exchange information through the library. To integrate the new communica-
tion protocol, DDS’ publish-subscribe pattern needed to be mapped to SDCLib’s
request-response principle.

2 IEEE 11073 SDC

The IEEE 11073 series of standards aims for the interoperability of medical
devices and information systems [3]. Three recent additions to it are known as
the SDC sub-series [6]:

20701 Service-Oriented Medical Device Exchange Architecture and Protocol
Binding (SDC)

10207 Domain Information and Service Model for Service-Oriented Point-of-
Care Medical Device Communication (BICEPS)

20702 Medical Devices Communication Profile for Web Services (MDPWS)

2.1 20701: Architecture and Protocol

SDC specifies the technical interface for interconnected medical devices at a
clinical workplace, e.g. an operation room, as described in the ICE concept [11].
The specification adheres to the Service Oriented Medical Device Architecture
(SOMDA) pattern, which assumes that medical devices represent their capa-
bilities in the network as services. The focus lies on reducing the complexity
and costs that come with the integration of devices into distributed enterprise
systems. Dealing with medical data, the exchange is highly safety-critical and
underlies strict requirements.
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2.2 10207: Information and Service Model

Furthermore, IEEE 11073 defines the Basic Integrated Clinical Environment Pro-
tocol Specification (BICEPS). In the Medical Device Information Base (MDIB),
the core of the data model, metrics describe the capabilities of a medical device,
like vital parameters, settings, states, and contextual information [3].

The following service operations are defined in BICEPS to exchange infor-
mation in a medical context [3,16]:

GET reading access (request-response pattern),
SET writing access to change values → remote control,
EVENT REPORT reading access (publish-subscribe pattern),
ACTIVATE execute a predefined job on a remote device → remote con-

trol.

To access the metrics, GET and SET methods allow for reading and possibly
writing access as per the request-response pattern: Values can be actively fetched
or modified by a client with read/write access. EVENT REPORTS are based
on reading access as well, but employ the publish-subscribe paradigm – notifi-
cations can be sent periodically or when a change of value occurs. The use of an
ACTIVATE operation triggers an action and thereby allows for external control
of a medical device.

2.3 20702: Communication Technology

The communication protocol MDPWS is needed to technically realise the
SOMDA [8]. It is implemented as a set of web services, which support interop-
erability across a network using the Web Service Definition Language (WSDL)
and SOAP messages. MDPWS fulfils the special requirements of communica-
tion between medical point-of-care devices, enabling i.a. remote control and data
streaming.

2.4 SDCLib: Communication Library

The Java library SDCLib/J implements IEEE 11073 SDC, thereby putting the
ICE concept into effect [18]. Figure 1 shows the setup of devices implementing the
library. The application itself serves as the entry and exit point for medical device
data into and out of the network. The library establishes the consumer and the
provider and processes the exchanged information used by the application. The
SDC protocol specification works as a binding between the data model BICEPS
and the transport layer MDPWS, which passes on the data and handles the
technical details on the information exchange.

Due to the separation of service model and implementation, it does not mat-
ter which communication protocol is used to exchange the data as long as the
data structure of the BICEPS layer is preserved in the lower layers.
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Fig. 1. Based on MDPWS and BICEPS, the library enables the exchange of informa-
tion between multiple devices. The application using the library serves as the entry
and exit point of the data into and out of the network.

3 Data Distribution Service

3.1 A Data-Centric Protocol

The main focus of Data Distribution Service (DDS) lies on the data-centrality
and timely availability of information [15]. In a global data space, a unit of
information – a Topic – is transmitted between publishers and subscribers [7].
DDS is designed following the publish-subscribe principle. Instead of the client
specifically asking for new information, as in the request-response pattern, clients
subscribe to specific types of information and receive the respective data as soon
as the server sends it. With a single subscription, nodes can subscribe to many
similar data streams to receive data.

Figure 2 shows the interaction between the basic components needed for
the communication process. The scenario assumes that all entities are part of
the same data space (domain). Each of the two Topics is associated with a
DataReader/ DataWriter pair, which is used by the application(s) to exchange
information on the specific Topic. The DataWriter for Topic A writes samples,
which can only be read by the respective DataReader. The DataReader associ-
ated with Topic B has no access to the samples of Topic A and vice versa.

User-specific types for the Topics can be defined comprehensively. Rather
than sending general messages, the communication layer understands the types
syntactically, creating a type-safe environment.
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Fig. 2. DataReaders and DataWriters can only communicate through their associated
Topic. Although they exist in the same domain and know of each other’s existence,
DataReader B will not receive any samples written by DataWriter A.

3.2 Exchanging Data Within a Domain

Communication takes place in the Domain, which represents a global data space
and enables multiple applications to communicate within this data space [7].
It is important to note that the data is not physically located on a central
domain storage; it is rather kept decentrally in the caches of its DataWriters
and DataReaders.

Creating a DomainParticipant with a specific ‘domainId’ is the ticket for the
application to enter the domain. Based on the DomainParticipant, all other enti-
ties which enable communication are created by the software implementation of
DDS. Multiple applications can exchange data when initiating their DomainPar-
ticipants with the same ‘domainId’.

3.3 Quality of Service Parameters

The setting of Quality of Service (QoS) parameters determines how the compo-
nents of the application behave before, during, and after sending and receiving
data [4]. With these parameters, memory preallocation for the samples, the size
of the caches, and details of the transport process can be defined comprehen-
sively. The main goal is to maximise the likelihood of readers and writers to
match while controlling the entities’ behaviour. By default, the QoS parameters
are set to fit general use cases.

As visualised in Fig. 3, a DataReader and a DataWriter are in the same
Domain and bound to the same Topic. Because their QoS parameters are com-
pliant, they are able to communicate (A). In case of a discrepancy between their
defined QoS parameters, the two entities are declared as incompatible by DDS
and can not exchange any information (B).
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If the QoS parameters of a DataReader request e.g. a higher rate of receiving
data than the DataWriter offers through its own QoS parameters, the commu-
nication layer does not enable communication between the two.

Fig. 3. DataWriter and DataReader must be in the same Domain, bound to the
same Topic and have agreeing QoS parameters. If the DataWriter can not fulfil the
DataReader’s requested QoS parameters, or vice versa, the pair is declared as incom-
patible.

4 Concept

To recreate the functionality of SDCLib/J with DDS, the communication layer is
replaced by the new protocol. For that, the request-response pattern is recreated
with the use of DDS’ Topics.

The initial implementation of SDCLib/J based on MDPWS is designed so
that all information is mapped to messages containing XML before being sent
trough the network. After receiving the data, it is transformed to its original
form so it can be processed by the upper layers.

With DDS, information types are handled individually. For every GET and
SET operation, as well as the EVENT REPORTS, individual Topics need to
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be created containing the necessary data. Along with the created Topics, the
consumer side needs to implement DataWriters for the requests and DataRead-
ers for the responses and the reports. Respectively, the provider’s side imple-
ments DataReaders for the requests as well as DataWriters for the responses
and the reports. Figure 4 exemplifies this based on the entities that are needed
to exchange information on the MDIB.

Fig. 4. In the new setup, the library exchanges data through DDS. The consumer
requests the MDIB of the provider by sending a sample of a GetMdib Topic, which is
received by the provider and answered with a sample of the GetMdibResponse Topic.

ICE emphasises the need for reliable one-to-one communication. Three steps
guarantee that the client finds the intended server and exchanges the information
needed:

1. When a device enters the domain in order to communicate with other devices,
a new DomainParticipant is initiated for the role of the client and another
one for the server. All participants are based on the same domainId so that
communication takes place in the same data space. Automatic discovery is
enabled so that the client is notified when new DomainParticipants enter
the domain and can extract information, e.g. the server’s endpoint reference.
Thereby, the client can directly address the server to request information or
to initiate remote control.

2. The endpoint reference of the server is added to the request sample. On the
server side, a filter is used to only read requests that hold the server’s endpoint
reference.

3. The DataReader for the response waits for samples of the response Topic.
Only the sample containing the identifier of the previously sent request is
processed.
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5 Implementation

In SDCLib/J, the concept of the information exchange is basically the same for
every use case: the consumer sends a GET or SET request, which is received
by the provider. The provider creates the response and sends it back. Upon
receiving a subscribe request, EVENT REPORTS are triggered that are sent
directly to the subscriber.

SDCLib/J is designed so that the transport layer is connected to the upper
layers via a binding interface. Through the extension described in this work, the
library user can now switch between MDPWS and DDS to use the respective
implementation of the interface.

To enable the communication process, for each consumer and each provider
one DomainParticipant is created and initiated with the same ’domainId’. The
Topics, DataReaders, and DataWriters are initiated based on the DomainPar-
ticipants on both sides.

The DataReaders that read requests on the server side continuously wait for
data without interrupting the application. Implemented Listeners allow them to
wait for requests in the background, allowing all other processes to run while
being ready to take and process new requests at all times.

The information that is requested by the consumer is implicitly asked for and
used by the application. Therefore, the DataReaders for the responses start to
wait for data right after the request is sent, causing the current thread to stop
temporarily until the requested information is available to them.

Furthermore, Listeners are also implemented on the DataReader’s side to
listen for EVENT REPORTS.

6 Evaluation

The implementation process was closely tied to tests, which were initially
designed to test the basic functionalities of the library based on MDPWS. Now,
the binding interface implemented with DDS is passed as the transportation
layer. It was thereby guaranteed that the new transportation layer enables the
same functionalities as MDPWS.

6.1 Qualitative Distributed Analysis

As SDCLib’s purpose is to enable communication in distributed systems, the
implementation was tested on virtual machines representing medical devices.
A consumer and a provider with basic information are initialised on one vir-
tual machine each. Communication is possible due to the machines entering the
same Domain. Therefore, the consumer’s DataWriter for the request Topics can
exchange data with the respective DataReader on the provider side.

Several tests assure that information is exchanged correctly. This includes
basic information being requested and sent, parameters being set remotely, and
alerts being triggered correctly.
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Indeed, the machines were able to exchange the information accordingly. The
GET and SET methods could be executed as intended and EVENT REPORTS
were triggered correctly. To enable two or more devices to exchange informa-
tion, the setting of the QoS parameters was crucial. With the default parame-
ters, information could only be exchanged between instances running on a single
machine. Therefore, specific adjustments were necessary as described in Sect. 6.2
to enable communication between multiple devices.

6.2 QoS Parameters for Distributed Systems

Running the application on multiple machines for the purpose of evaluation
required adjusting the QoS parameters as the defaults were not feasible. To
assure that all requests and the related replies are received, reliable communica-
tion was enabled. If a DataReader does not receive a sample, it is repaired and re-
sent, making sure it will receive the sample eventually. To further increase safety
in the process, acknowledgements are sent automatically after a DataReader has
read a sample and returned it to the cache. The number of instances of each
sample is limited so that very old instances that are most likely obsolete are
deleted and do not occupy memory.

It may occur that a client requests an MDIB of a device that is not on the
network (yet). Still, it should be possible for the device to receive the request.
The durability parameter is set so that late joiners receive all sent requests.

With limited memory, it proved to be better to reduce the number of samples
that are stored after they were sent or received. Only a specific number of samples
can be resent if they were not received by the intended DataReader, either
because it did not join the network yet or because the sample got lost.

To make sure all participants/applications can be found on the network,
discovery through UDPv4 is enabled. That assures the discovery of applications
on different machines.

7 Results

By replacing SDCLib/J’s built-in communication protocol MDPWS with the
alternative DDS, it has been proven that communication between medical
devices based on this library is not limited to one transport technology. This
meets the requirement for data exchange between medical devices having to be
independent of the underlying communication protocol as described in the ICE
concept.

8 Discussion

8.1 Challenges

Whereas MDPWS is able to implement both the request-response pattern (GET
and SET operations) and the publish-subscribe principle (EVENT REPORTS ),
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DDS is specifically designed to support only the latter. Therefore, it was chal-
lenging to map the other services to DDS and to support the request-response
pattern as DDS does not intend the client to start the communication process
by addressing the server directly. Rather, the provider starts the communication
process, sending out data to all participants. This had to be considered when
integrating the new protocol.

Therefore, our implementation does not think of the consumer/client as
one DataReader, which receives information, and the provider/server as a
DataWriter, which publishes data. Both sides uphold multiple DataWriters and
DataReaders. Different from DDS’ initial approach, where a DataWriter starts
the information exchange by broadcasting data whenever it is available (except
for EVENT REPORTS ), the DataWriters are triggered by certain events, usu-
ally by receiving a request.

8.2 Advantages of Using DDS

The main focus of this work lies on the substitution of the communication layer,
enabling information exchange in a distributed system with a different protocol
than MDPWS while keeping the functionality and the data model of SDCLib/J.

Similiar to Mastouri and Hasnaoui in [13], it shall be further investigated to
which extent the number of created entities (publisher, subscribers, etc.) influ-
ences the performance of the implementation. The suitability of the library shall
also be evaluated and compared to other implementations, as done by Kaspar-
ick et al. in [10]. To decide whether MDPWS or DDS are more appropriate to
exchange data with SDCLib/J, the performance and reliability of both communi-
cation protocols need to be examined and compared. Implementations of further
communication protocols are currently under evaluation and are expected to be
available for comparison in the near future as well.

As evaluated by Serrano-Torres et al. in [17], variances in the performance
of different implementations of DDS occur as well and need to be considered.

8.3 Security

Although it is not within the scope of this work, it should be noted that there are
data security issues when using this implementation of DDS. The basic concept of
DDS, the publish-subscribe principle, is designed in a way that every DataReader
of a certain Topic receives all samples from every respective DataWriter.

In terms of medical data, patient information may only be sent to certain
participants. The way DDS is integrated into SDCLib/J at this point, all samples
are sent to every participant. The discovery process only guarantees that the
client uses the server’s device reference when writing requests. The listeners on
the server side filter all samples that are intended for the respective device. Still,
the request can technically be read by any DataWriter (of the specific Topic) of
all DomainParticipants in the Domain. Furthermore, new DataWriters may be
created bound to any Topic, causing false alarms or unwanted operations.
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Adjusting the QoS parameters to send authentication details as the partic-
ipant’s metadata or creating a stricter matching process is not sufficient in a
real-world medical context. Depending on which DDS implementation is used,
plugins can be added to increase the security level. These include RTI Connext
DDS Secure, based on RTI Connext DDS, which offers comprehensive mecha-
nisms to improve security in critical environments, such as autonomous vehicles,
medical and defence industries [14].

8.4 QoS Parameters

A big advantage of DDS lies in the QoS parameters [2]. They allow the developer
to determine how much memory is preallocated, making the most of the avail-
able resources, and how exactly data is transferred. In a medical context, the
parameters that control reliability are especially useful, making sure no impor-
tant data is lost. It is guaranteed that all data is received as intended. Lost or
broken samples are being repaired and resent. Running the application on mul-
tiple devices with limited memory, adjusting the resource limits is inevitable.
Developers can not only specify the structure of the types by creating Topics,
but the QoS parameters also allow for them to determine how the data moves
around in the distributed system [4].

When using SDCLib/J with DDS in a practical environment, optimal QoS
parameters should be determined beforehand. They must be sufficiently restric-
tive, especially in a distributed system of medical devices. With the knowledge
of available memory capacity, the QoS parameters for memory allocation can be
adjusted to process sufficiently large amounts of data.

9 Conclusion

The variety of medical devices from different manufacturers in an operation
room demands libraries that allow communication between different medical
devices independent of the underlying communication protocol [1]. This princi-
ple is specified as part of the ICE concept, which describes a fully connected
clinical environment. Within the scope of this work, the communication proto-
col of the library SDCLib/J is exchanged, proving independence in the choice
of communication protocol. It has been shown that the library SDCLib/J is
not limited to exchanging data over MDPWS. Replacing MDPWS with DDS
as its communication layer shows that the upper layers are agnostic to which
communication protocol is used below.

To integrate DDS into the library, the publish-subscribe pattern of the proto-
col needed to be mapped to the request-response pattern of SDCLib/J. Though
being profoundly different, it was possible to recreate this communication pat-
tern with DDS to integrate it into SDCLib/J as its transportation layer. Thereby,
the functionalities of the library and the data model remained unaffected.

The data-centric principle of DDS provides certain advantages for the library.
With DDS, user-specific data types can be modelled comprehensively, allowing
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for a type-safe communication process. Furthermore, the QoS parameters are
of great advantage, especially for enabling and optimising communication in
distributed systems. This is especially important when using DDS in a real-
world medical scenario, which imposes stringent safety requirements.

In the future, other communication protocols could be integrated as well,
broadening the variety of devices being able to communicate using SDCLib’s
comprehensive data model.
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Abstract. Emotions play a key role in our life experiences. In inter-
active systems, the user’s emotional state can be relevant to provide
increased levels of adaptation to the user, but can also be paramount
in scenarios where such information might enable us to help users man-
age and express their emotions (e.g., anxiety), with a positive impact on
their daily life and on how they interact with others. However, although
there is a clear potential for emotionally-aware applications, they still
have a long road to travel to reach the desired potential and availability.
This is mostly due to the still low translational nature of the research
in affective computing, and to the lack of straightforward, off-the-shelf
methods for easy integration of emotion in applications without the need
for developers to master the different concepts and technologies involved.
In light of these challenges, we advance our previous work and propose
an extended conceptual vision for supporting emotionally-aware inter-
active ecosystems and a fast track to ensure the desired translational
nature of the research in affective computing. This vision then leads to
the proposal of an improved iteration of a generic affective modality,
a key resource to the accomplishment of the proposed vision, enabling
off-the-shelf support for emotionally-aware applications in multimodal
interactive contexts.

Keywords: Affective interaction · Generic modality · Multimodal
interfaces · W3C

1 Introduction

Emotions govern our daily life experiences and much of our motivated
behaviour [17,19]. The stimuli and events that capture our attention, the infor-
mation we learn and recall, and the decisions we make, widely depend on the
emotions we experience (e.g., happiness, sadness, fear and anxiety).
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The assessment of implicit measures of emotion (e.g., elevated heart rate,
angry facial expression) can, nowadays, be easily performed continuously, with
minimally invasive equipment and less dependent on compliance, hence offering
an excellent opportunity to monitor emotional states in the context of interactive
systems [5]. Gathering an insight on the user’s emotional state can improve
our ability to understand how the user is experiencing the environment (e.g.,
discomfort [1]) or task (e.g., complexity), but can also be of particular interest
in aiding users understand [9], manage and communicate their emotional state,
which may then result in significant improvements in their quality of life [12]. A
paradigmatic example in which implicit measures of emotions may offer an added
value is the case of individuals who lack their ability to communicate emotions,
such as in Autism Spectrum Disorders [16]. In this line of thought, bringing the
emotional state into interactive systems as an implicit interaction [14] can be a
valuable resource to foster more natural and adapted forms of interaction [18].
For instance, the word “No”, as an answer to a system query, is always recognised
as the command “No”, but, if uttered in a neutral or angry emotional state, it
might be regarded differently, by the system.

Affective Computing [13] is the scientific area responsible for the study and
development of systems and devices that can recognize, interpret, process, or sim-
ulate human affects. Even though the field has strongly evolved, in the past few
years, and several contributions have been made in making the proposed meth-
ods available, to developers, e.g., through the proposal of affective libraries, much
is yet to be done in bringing this work to its full potential in a broad set of inter-
active scenarios. First, developers should be able to deploy emotionally-aware
interactive systems without having to master the different available technolo-
gies, or having to develop custom application logic, every time a new affective
computing method needs to be integrated or a different application scenario
is addressed. Second, affective computing researchers should be able to more
rapidly deploy their methods into interactive scenarios, to favor the transla-
tional nature of affective computing research. This should enable a ‘fast track’
for the assessment of novel methods in more ecological scenarios. In this con-
text, a solution that could be used off-the-shelf, by developers and researchers, to
transparently support the design and development of emotionally-aware inter-
active systems would be a useful resource. To this end, and evolving a first
proof-of-concept for a generic affective modality proposed in [10], this article
presents the work carried out aiming at: (a) a broader vision on how affective
inputs can be provided on a variety of scenarios, considering a common approach;
(b) an improved conceptualisation of the modality’s architecture and how it can
encompass, for instance, affective fusion; (c) an enhanced compliance with the
W3C recommendations for multimodal interactive systems, particularly when
considering mobile scenarios; (d) an explicit consideration regarding how to deal
with multiple users; and (e) a redesign of how the data required to determine the
emotional state of the user reaches the modality and is subsequently processed.

The remainder of this document is organised as follows: Sect. 2 briefly
presents an overview of relevant background and related work; then, Sect. 3
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presents the adopted vision for the role and utility of an affective modality in
the context of multimodal interactive systems and defines the main requirements
to take in consideration to evolve previous work; these requirements then lead
to the proposal of the enhanced modality’s overall architecture presented, in
Sect. 4, along with a summary of the main aspects of its development; in Sect. 5
a proof-of-concept application is presented to illustrate the integration of the
modality in a simple use scenario; finally, Sect. 6 presents some conclusions and
ideas for future work.

2 Background and Related Work

This section briefly provides a background on the main aspects and work deemed
relevant to contextualise the presented work: affective computing, previous work,
by the authors, on affective interaction deployment in multimodal ecosystems,
and the support to the development of such systems.

2.1 Affective Computing

The field of affective computing studies different input variables in order to deter-
mine and understand human emotions. The extracted user’s emotional state can,
for instance, enable interactive systems to provide more adapted environments
or react to how the user is experiencing it. Given the potential of these technolo-
gies, there is a growing interest in affective computing in the industry of video
games, marketing, and mental health applications [6].

Humans communicate their emotions in many ways, and these can be inferred
from a wide range of physiological and behavioural data, such as physiologi-
cal signals (e.g., electrodermal activity (EDA), heart rate (HR)), speech data,
text, facial expression analysis, behaviour, amongst others. With advances in the
field, different technologies are now available to extract information from those
humans’ expressions. Although the current technologies are not yet totally con-
fident in the results, merging information from different inputs would increase
that confidence.

Different libraries are available that allow the extraction of affective informa-
tion from different kinds of data. For instance Microsoft Face API1 can extract
emotion from facial images, SightCorp2 from images or video, Tone Analyzer3

from text, and Empath from audio. However, the libraries that are available with
their pre-trained models require some effort, from developers, to include each of
them in their applications, having to acquire new knowledge about each library
as well.

The proposal of novel affective computing methods is a very active field
of research [13] and, with the proliferation of novel sensing technologies, new
methods are continuously being proposed. However, the path from the research
1 Face API: https://azure.microsoft.com/en-us/services/cognitive-services/face/.
2 SightCorp: https://sightcorp.com/.
3 Tone Analyzer: https://tone-analyzer-demo.ng.bluemix.net/.

https://azure.microsoft.com/en-us/services/cognitive-services/face/
https://sightcorp.com/
https://tone-analyzer-demo.ng.bluemix.net/
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lab (e.g., with controlled data collection environments, or considering a wide
range of software technologies), to real scenarios is sometimes hard to achieve.
In this context, our team is not only interested in improving how developers
can deploy emotionally-aware systems, but also in how translational multidis-
ciplinary approaches to tackle complex problems, for instance regarding Men-
tal Health, can be supported. This requires that not only affective computing
researchers need to have a fast track to the interactive applications, but also
that the research in sensing devices needs to be brought into the picture in a
way that it can rapidly reach end-applications. How this might be articulated
will be one of the key points of our conceptual vision, presented ahead.

2.2 Previous Work on an Affective Modality

In Henriques et al. [10], the authors have identified a set of challenges that
need to be tackled to more effectively and profusely bring affective computing
to interactive ecosystems. First, it is important to support developers in adding
this feature to their applications without requiring them to master the different
technologies involved; and, secondly, the research in new and improved methods
for affective computing should have an easier and faster way to reach interactive
systems, also with advantages on how it can be validated. This latter aspect is
often hindered by a mismatch between the technologies used for developing inter-
active systems and those used for prototyping novel affective computing methods
(e.g., Matlab). Therefore, an approach should be devised that completely decou-
ples these two aspects and makes changing or updating the methods completely
transparent to both the interactive system developers and the users.

In light of these challenges, we proposed a first affective modality, i.e., a
module that could be connected to applications to provide affective inputs, and
showed [10] that it was feasible to integrate the management of any available
methods to extract affective information in a way that it became transparent to
the developers. Nevertheless, this first effort, while extracting requirements from
a broad conceptual vision of how affective interaction could be made available in
complex interactive ecosystems, some requirements that would enable its easier
adoption were left behind, for instance, in mobile scenarios, or the support for
multiple users. Additionally, while the possibility of multiple sources of data for
computing affective parameters was considered, the proposed vision did not make
any consideration regarding how, conceptually, multiple affective information
could be simultaneously tackled.

2.3 Developing Multimodal Interactive Systems

The development of multimodal interactive systems is a complex task, and a
major effort has been done, by the W3C consortium, in proposing an architecture
and a set of standards to support multimodal interaction (MMI) [7].

A few frameworks have been proposed to support the development of MMI
systems, such as HephaisTK [8], OpenInterface [15], MUDRA [11], and AM4I [4].
One distinguishing characteristic of the latter is that it is based on the open
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standard for MMI, which was proposed by the W3C. A simplified model of the
architecture is presented in Fig. 1. The most notable aspect of the implemented
architecture is that the different modules are fully decoupled: a set of modali-
ties (i.e., ways of interacting with the system) communicate, using a standard
markup, with a central Interaction Manager. The application logic receives and
sends messages to and from the modalities also by communicating with the
Interaction Manager [4].

Fig. 1. Multimodal interactive architecture.

The framework reduces much of the work required to deploy interactive sys-
tems and allows the fast creation of new applications. One of its key aspects is
the decoupled and modular approach: by configuring a new application with the
requirements that are needed to communicate with the framework, it can imme-
diately take advantage of its capabilities. For instance, the framework already
provides an off-the-shelf modality to support speech interaction, and the devel-
oper only has to configure a few parameters with no need to master the devel-
opment of speech synthesis and recognition logic. Also, the framework includes
multiplatform and multi-device interaction capabilities, enabling the use of dif-
ferent devices, simultaneously, to interact with one application [3].

One of the interesting aspects of AM4I is that it explicitly embraces the
concept of generic modalities. A generic modality, like other modalities, enables
interaction with the system. Additionally, these modalities are an integral part
of the framework, i.e., they come off-the-shelf when the framework is adopted
and allows developers to easily deploy them with little to no effort to configure
the modality. One notable example of a generic modality, which is already part
of the AM4I framework, is the speech modality [2].
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Fig. 2. Overview of the deployment of emotionally-aware applications in diverse sce-
narios. The sensing data and the affective computing logic are decoupled from the
interactive systems, being an affective generic modality providing affective inputs to
the various interactive contexts.

In this regard, any effort that results in a generic Affective Modality, which
can be integrated within the framework and, thus, made available to all systems
that adopt it, is an important step to bring affective interaction to a broad range
of applications, for instance, in a smart-home environment.

3 Generic Affective Modality

In a first stage, we aim to have a conceptual vision on how affective computing
would be deployed (and useful) in the diversity of scenarios where interaction is,
nowadays, a possibility and a necessity, extending, as well, the ideas that were
previously presented in [10].

3.1 Conceptual Vision on Affective Computing in a Diverse
Multimodal Interactive Ecosystem

In line with what was said, Fig. 2 depicts a set of illustrative scenarios where
affective interaction and affective contexts are important features.

One of the distinguishing marks of this illustrated vision is the fact that the
data that is used for affective state extraction can be obtained from a wide range
of sensors, which may eventually be completely decoupled from the applications.
Scenarios A, B and C depict this mentioned diversity, with the sensing being
performed at different levels and not only using wearables or the sensors in
the user’s device. For instance, a sensor in the environment, e.g., a surveillance
camera, can capture facial expressions that might be used to compute the user’s
affective state. If the user is, for example, moving around a building, taking, at
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each time, different devices with him (e.g., smartphone, tablet), the interactive
ecosystem should be able to make the most out of the available sensing data to
adapt itself to the obtained affective information.

Another important aspect to retain is that the interactive systems do not
need to have direct access to the sensing data, but only to the extracted affec-
tive information, enabling a higher degree of data privacy. For instance, if the
data used to compute the affective state comes from ECG data, no application
will ever have access to it, but to the extracted affective information; or an appli-
cation that is indirectly obtaining affective states, derived from locally acquired
accelerometer data, will never have access to it or know where it came from.

Scenario D represents the cases where the system does not explicitly receive
an affective input (i.e., from an affective modality). Instead, it can access the
available affective information in the user’s context, which can be populated
through the features that are available in the affective backend. The main dif-
ference is that the affective information on the user’s context is not necessarily
instantaneous, e.g.,, it can result from a full day representative history that will
enable adaptation anyway, e.g., of a smart fridge to the user’s mood in that day.

Additionally, Scenario E depicts the Affective Computing research environ-
ment. Naturally, it does not entail any interaction. Instead, it provides the means
for the researchers to rapidly access relevant data and deploy (improvements of)
their methods into interactive ecosystems. This entails that the Affective Back-
end should be able to integrate novel methods in a way that is transparent for
the remaining modules.

3.2 Requirements

Considering a first exploratory work [10], presenting a first proof-of-concept affec-
tive modality, and the extended context and vision presented in the previous
section, we established a set of requirements that, adding to the features already
considered for the first version of the modality, should be central in this novel
iteration of the modality, namely:

– Cleaner integration with mobile platforms — The first version of the
Affective Modality did not fully respect the W3C standards for Multimodal
Interaction, particularly, in how the communication between the modality and
the remaining modules of the architecture was performed, with some of the
communication logic being tightly coupled with the application’s core. Thus,
to fully abide to the W3C standard, the new modality should only commu-
nicate with the Interaction Manager by resorting to MMI Lifecycle Events.
Such consideration would allow the modality to be fully decoupled from the
mobile systems, facilitating its integration in a wider range of scenarios;

– Multiuser support — To bring the Affective Modality closer to real-world
scenarios, one needs to consider that multiple users may be using systems in
a simultaneously way, being necessary to ensure that the modality and its
backend can properly manage their different requests. This implies user iden-
tification to be possible, for cases when data is selected to identify the affective
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state of a specific user and the result is made available to be consumed by its
corresponding application.

– Storage and Processing of Sensing Data — Previously, a Firebase data
storage was considered for collecting the sensing data to be subject to affective
information extraction. While being a reasonable approach, for demonstration
purposes, it raises several scalability and versatility concerns, considering the
actual envisaged extended scenario. Therefore, a novel method should be
devised to properly deal with the stream and transient natures of the arriving
data and its subsequent processing;

– Affective fusion — Considering that multiple streams of sensing data can
be simultaneously available for each user (e.g., ECG, video, text typed in an
email), that means an equal number of possibilities to extract affective states.
Therefore, at a particular time, multiple affective states may be available,
and it is important to determine how they are considered to provide a final
decision. As such, the novel iteration of the Affective Modality should be
able to support affective fusion, that is, know how multiple affective states,
if available, can be used together;

4 Generic Affective Modality

In light of the presented conceptual vision, we designed and implemented a
generic affective modality, improving our earlier work, and adopting the features
and standards of the AM4I framework [4].

4.1 Architecture

Regarding the development of the Affective Modality, three main modules
(stream data processor, hub fusion, modality controller) were deemed relevant
for it to properly serve its purpose, being an overview depicted in Fig. 3. Their
main characteristics and roles are as follows:

– The modality controller is responsible for creating a session of data stream
consumption whenever a client connects to it. It is responsible for beginning
the stream consumption session and for managing the communication with
the Interaction Manager, for instance, to convey changes of the user’s affective
state.

– The stream data processor is a module that runs in the backend and which
is bound to a specific client’s session, waiting for incoming streams of data
that are relevant for that specific user. After a data stream is successfully
consumed, it is analysed to determine its data type, e.g., GPS, video, audio,
or image. With both the data type and the content in its possession, the
module looks for services that can process that type of data (whether local or
external) to successfully identify the user’s emotional state and further relay
it to the hub fusion module.
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Fig. 3. Affective Modality’s Architecture and supporting modules.

– The hub fusion module’s purpose is to fuse all the events and emotions
that arrive from the stream data processor. It tries to combine multiple
affective state inputs, which result from the possibility of multiple streams of
data being available for the same user, within specific time-windows, resulting
in an emotion that characterises the current emotional state of the user that
the inputs belong to.

4.2 Implementation

Although the mechanism to communicate the data streams from the sen-
sors/devices is not part of the Affective Modality, it is important to note how it
was implemented. For that, a distributed streaming platform, Apache Kafka4,
was considered to handle all the data streams derived from the available sensors.

These streams are subscribed by the Affective Modality, in the stream data
process, which then identifies their types by using some supported affective
service, such as Affectiva5 or Kairos6, to extract affective information. The
affective services are a collection of computational methods, which either run
locally or remotely, to support the extraction of affective information. The output
of this module is delivered to the hub fusion, which then merges the information
from different sources, and, at this stage, adopts an unsophisticated approach to
choose the affective information with the highest confidence level.

After merging the available data and determining the affective state with the
highest confidence level, the hub fusion then publishes it in a new stream, so

4 Apache Kafka: https://kafka.apache.org/.
5 https://www.affectiva.com/.
6 https://www.kairos.com/.

https://kafka.apache.org/
https://www.affectiva.com/
https://www.kairos.com/
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that it can be available for consumption in other places, such as in the modality
controller which it effectively does. This module then interprets the stream’s
semantics, and, if a new affective state is detected for that specific user, an MMI
life cycle event, containing that data, is generated and sent to the Interaction
Manager. After sending the event, all the applications that are part of the mul-
timodal ecosystem, and which are interested in obtaining the affective state of
the user to which it belongs, can consume the message so that they can adapt
themselves to the detected emotional state.

4.3 Integration in the Application’s Context

The versatility and decoupled nature of the used multimodal architecture
enabled the Affective Modality to be easily integrated with the multimodal
framework. Whenever the Affective Modality detects a change in the user’s affec-
tive state, it sends a new event, containing that information, to the Interaction
Manager. After the event is sent, it is the responsibility of the Interaction Man-
ager to deliver it to any interested application, that is currently running, and in
which the user that the event belongs to is currently logged.

The applications that are present in the multimodal ecosystem will continu-
ously receive the new events that are generated by the Affective Modality, which
contain the affective states of their users to allow them to adapt themselves
accordingly. It is important to mention that, for the applications to be able to
deploy the Affective Modality and subsequently receive their users’ emotional
updates, they need to implement and be able to communicate with the Interac-
tion Manager.

5 Proof-of-Concept Results

With the integration process of the modality already described, it is now pre-
sented an illustrative proof-of-concept depicting the modality in action (Fig. 4).
To this end, a simple proof-of-concept Android application has been developed,
adopting the AM4I framework [4], and integrating the proposed Affective Modal-
ity. The main purpose of such integration was to enable the developed application
to react to whichever user’s emotional state updates received.

For the sake of simplicity, the webcam of the user’s laptop is active and
forwarding the video feed to his corresponding Kafka topic. The application, as
soon as the user logs in, informs the modality that it has an interest in being
updated regarding possible changes in its user’s emotional state. When the video
data reaches the user’s topic, the Affective Modality backend processes it using
one of the available affective services. As soon as the user’s emotional state is
identified, it is then redirected to the developed application so that it can react
accordingly, as depicted in Fig. 4.

As seen in this practical example, by integrating the developed modality,
the app developers simply need to declare that they want to know the users’
affective states and deal with the semantic contents of the events that reach
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Fig. 4. Practical example of the Modality’s Integration. An ambient camera captures
the user’s face, and that video data serves as a source for the Affective Modality to
compute the associated affective state, subsequently notifying an application, on the
user’s smartphone, about that emotional update.

their system. This way, most of the complexity that is inherent to emotional
extraction is transparently handled by remote services or toolkits, thus allowing
them to focus on their system’s development.

6 Conclusions

This article evolves early work, by the authors, in proposing a conceptual vision
for the deployment of multimodal emotionally-aware ecosystems and showcases
an improved version of a key component in this vision, a generic Affective Modal-
ity. This modality is proposed in the scope of a multimodal interactive frame-
work, the AM4I, enabling any system that adopts it to have off-the-shelf sup-
port for affective inputs. In this regard, the full adoption of the standards pro-
posed by the W3C also enabled a fully decoupled communication between mobile
applications and the proposed modality, which was not possible in our previous
proposal [10]. Additionally, the proposed vision advances how the research in
affective computing can more rapidly integrate with real scenarios, and the pro-
posal of a sensing repository based on Kafka should enable the consideration
of technologies, such as Kafka Streams, to support the development of affective
methods, thus facilitating their faster integration with the Affective Modality.
This, should be the goal of our future efforts.
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Abstract. The individual experience of inadequate or insufficient sleep is one of
themost common health issues in the industrializedworld. The 65%of Italian pop-
ulation reports disturbed sleep experiences, while chronic sleep disorders affect
about 10% of the population. The people with inadequate and unsatisfactory sleep
often suffers drowsiness during the day associated with both somatic and mental
disorders. For these reasons, the systematic and continuative monitoring of sleep
is one of the main objectives in preventive, personalized and participatory sleep
medicine. The purpose of this paper is to describe the architecture of a “smart
mattress” (SmartBed) that is the main outcome of the Italian R&D project called
LAID. SmartBed will be able to non-obtrusively collect physiological and envi-
ronmental parameters and signals, to processing them and to provide information
about the quality of sleep, the levels of stress, and more generally the well-being
of an individual. Specifically, SmartBed will be able to estimate data relating to
cardiorespiratory activity, movements, body position, snoring and environmental
parameters. SmartBed aims to obtain a continuative and ecological assessment of
sleep and well-being of a person, in order to improve his quality of life. SmartBed
will be a fundamental tool for carrying out both longitudinal and epidemiological
studies on the quality of sleep and life on general population.

Keywords: Sleep · Sensorized mattress · Non-obtrusive sensors

1 Introduction

The inadequate sleep and insomnia are the most common human health issues in the
industrialized societies. As the experiences during the day deeply influences sleep qual-
ity, sleep also influences the efficiency of activities during wakefulness. In fact, insomnia
correlates with high rates of absenteeism from work, with the reduction of performance
capabilities, and with accidents at work or on the road. Sleepless people have more
frequent medical issues, indeed they use healthcare facilities and drugs much more
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than non-sleepless. Among the health problems related to insomnia the best known are
metabolic diseases (diabetes and dyslipidemia), some cardiovascular diseases (myocar-
dial infarction andhypertension), aswell as cognitive impairment [1]. In addition, chronic
insomnia increases the probability of death due to myocardial infarction as well as the
vulnerability to affective psychopathology (Depression and Anxiety Disorders) [2]. In
order to obtain a new tool to identify sleep disorders in the general population, we con-
ceived an R&D project called LAID “Linking Automation to artificial Intelligence for
revealing sleep Dysfunctions”. LAID project aims to develop an innovative smart mat-
tress (SmartBed) able to identify insomnia or preclinical sleep disorders early, with the
final goals of reducing the socio-economic cost due to sleep disorders and increasing
individual well-being condition. More specifically, LAID project is concern about the
research and development of: i) a sensorized smart mattress for non-obtrusive physi-
ological data collecting, ii) an innovative algorithms for physiological data processing
and iii) a software for extraction of sleep quality index. With respect to previous devel-
oped smart mattress (e.g. [3]), LAID project aimed to obtain a low-cost product, with
multi-sensors integration and innovative algorithm for sleep quality estimation.

2 Materials and Methods

2.1 Overall Architecture

In order to estimate the global quality of sleep, it is important to evaluate not only the
physiological state of the subject but also the environmental conditions. Besides, it will
also possible to associate sleep issues with both physiological alterations and specific
features of environment where the subject sleeps.

The overall architecture of SmartBed is composed by the following functional blocks
(see Fig. 1):

• Physiological data collector (PDC)
• Environmental data collector (EDC)
• Docking station (DS)

Both PDC and EDC are wired to DS via serial communication interface. The DS of
the first prototype iswindows 10 based systemwith a tailored software formanagingPDS
and EDC, processing the signals and parameters from PDS/EDC, storing the collected
data, and finally extracting the sleep quality and well-being indices. The future version
of DS will be managed also by a user-friendly interface by mobile device and the data
will be sent and stored on specific cloud database.

The most innovative aspects of SmartBed is the PDC and the integration between
PDC/EDCdata. PDC ismade of a custom designed acquisition unit and it has two kind of
sensors: three-axial accelerometers and a pressure matrix. The mattress of SmartBed is
made by Materassificio Montalese S.P.A. (Pistoia, Italy), the PDC is design and develop
by EB Neuro S.P.A (Firenze, Italy), EDC and DS by BP Engineering S.P.A. (Carrara,
Italy).
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Fig. 1. Overall architecture of SmartBed.

2.2 Accelerometers

The accelerometric signals collected bySmartBedwill be used to evaluate the cardiac and
respiratory activities and movements of the subject during the night in a non-obtrusive
way. The used accelerometers are the PNADXL362 (AnalogDevice), their specifications
are reported in Table 1.

Table 1. Accelerometer specifications

Number of axes 3

Range ±2 g

Supply voltage 3.3 V

Sensitivity 1 mg/LSB

Raw data noise level 175 µg/
√
Hz (ultralow noise mode)

Bit resolution 12 bits

Sampling frequency 128 Hz

Shape and dimension Circular, diameter 2.2 cm

We used three accelerometers simultaneously but in different positions of the mat-
tress. One was placed in a central area of the mattress, and the other two in lateral and
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contro-lateral sites (as shown in Fig. 2). In this way, by mediating the signals from dif-
ferent accelerometers we can reduce the noise. Furthermore, if the subject places itself
on non-centered positions our idea is to select or set a higher weight to the accelerometer
closer to the subject. Indeed, we can obtain the exact body position of the subject on the
mattress by using the pressure matrix.

The accelerations collected from PDC are used to estimate the movements, the
cardiac and respiratory activities of the subjects on SmartBed during the night.

Fig. 2. Position of accelerometers (white dots) over the pressure matrix.

2.3 Pressure Matrix

Starting from the analysis of the literature and considering the lower complexity, the
lower cost and the greater tolerance to external disturbances, we have considered the
resistive sensormatrix solution, similar to the one reported in [4]. Considering the project
specifications (spatial resolution <10 cm, single mattress measuring 190 × 90 cm), we
have built amattress cover based on a resistivematrix of 15×13uniformly spaced sensing
areas that cover a surface of 125 × 75 cm (i.e. head and feet will not be considered
in this first version of the prototype). Figure 3 shows a schematic description of the
proposed solution: the central layer is a pressure sensing semi-conductive fabric while
the additional two layers are fabrics with integrated row and column conductors (note
that row and column conductors are perpendicular).

Two analogmultiplexers are used to scan rows (rowmux) and columns (columnmux)
in order to select all the sensing areas of the resistive matrix. The row mux sequentially
connects each row conductor to Vcc (3.3 V) through a pull-up resistor R1 (2 K�). When
a row is selected (i.e. powered), the col mux sequentially connects each col conductor
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Fig. 3. Proposed solution: mattress cover based on a resistive matrix with 13 column conductors
and 15 row conductors for a total of 195 sensing areas.

to a voltage divider stage (pull down resistor R2, 10 K�). In this way, each crossing
between a row and a column represents a sensing area whose electrical resistance will
decrease as the applied pressure increases.

For the pressure-sensing layer,wehaveused the semi-conductive fabricCARBOTEX
03-82 by SEFARAG. The top and bottom layers are made of a PET fabric (from SEFAR
AG) with integrated evenly spaced metallic stripes. According to our indications, the
metallic stripes have 2 cm width and are separated 3 cm in the top layer and 8 cm in the
bottom layer. As described in [5], this sensing architecture has parasitic resistivity on the
transversal directions due to the conductivity of the pressure-sensing layer. To reduce
the cross-talk due to the parasitic resistivity we have built our prototype by additionally
cutting the sensing layer in stripes parallel to the column direction (around 3.5 cm
width). The stripes were then sewn to the top layer to be centered with respect to the
row conductors. Figure 4 reports the details of the pressure sensing matrix prototype.

Fig. 4. Pressure sensing matrix: on the left the top layer, on the right the bottom layer.
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2.4 Environmental Data

As expected, environmental acoustic noise also influences sleep [6–9]. Ohrstrom [7]
has shown that intermittent acoustic noise causes a worsening of sleep with respect
to constant levels of noise. In a report prepared for the World Health Organization in
1995, Berglund and Lindvall [11] recommend a continuous noise level no higher than
30/35 dB indoors and a maximum of 45 dB for intermittent noise exposure caused
by single noisy events. Several studies have shown that sleep is influenced by both
environmental temperature and humidity [9, 12, 13].

The comfortable range of temperature for a human is between 22.8 °C and 26.1 °C in
summer and between 20 °C and 23.9 °C in winter. High humidity is not suited to higher
temperatures than to lower temperatures (e.g. relative humidity of 60% at 26.1 °C and
85%at 20 °C are both optimal) [10]. In addition, exposure to light can alter sleep, through
the inhibition of melatonin secretion in humans.

Therefore, all these studies have shown that is extremely important to monitor and
evaluate environmental conditions in order to assess the quality of sleep and overall
well-being.

The EDC module is based on Seeeduino V4.2 board. It is composed by several
sensors to collect the following environmental variables: i) sound intensity, ii) tempera-
ture, iii) relative humidity, iv) luminosity and v) atmospheric pressure. All the variables,
except for the sound intensity, is collected with a sampling frequency of 1 Hz. Since the
environmental sound intensity is the only parameter that has a potentially fast dynamic
and it is also be used to evaluate the respiratory activity and snoring, its sampling fre-
quency is set to 20 Hz. All the signals and parameters are collected synchronized with
respect to the data from PDC.

2.5 Processing Algorithm

In the first prototype of SmartBed, the DS module is a windows 10 based system with
a tailored software able to collect simultaneously all the signals from PDC and EDC.
The software on DS on the next prototype of SmartBed will also contain the processing
algorithm to estimate the sleep quality index that is now in a preliminary version. The
sleep quality index will be mainly obtained from the integration of two kind of infor-
mation: macrostructure of sleep (sleep stages, sleep duration and sleep apnea episodes)
and environmental condition. The macrostructure of sleep will be estimates from the
following parameters: the cardiac activity, the respiratory activity, the movements and
the body position during the night. The cardiac activity (heart rate and heart rate vari-
ability) will be estimated from the ballistocardiogram obtained from the accelerometer
signals and by using validated algorithms available in literature [14–16]. The respira-
tory activity (breathing rate) will be obtained from signals of accelerometers, pressure
matrix and sound sensor [17–19]. The movements of the subject will be evaluated from
the accelerometers and the pressure matrix. Finally, the body position will be assessed
with pressure matrix (Fig. 5).
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Fig. 5. Flow information and processing stages from sensors to sleep quality index.

3 Results

The actual prototype of SmartBed can acquire and store the data from both PDC and
EDC. In Fig. 6 the signals (60 s) of each axis of the three accelerometers are reported
during a recording of a subject laying on SmartBed.

Fig. 6. Signals from the three 3-axial accelerometers of 60 s with a subject standing on SmartBed.
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The accelerometers respond consistently to the accelerations to which they are sub-
jected by the person on the mattress, it is possible to clearly detect the macroscopic
movements by the subject on the mattress. The next step of the project will be dedicated
to the evaluation of the quality of the signals for the estimation of indexes of the cardiac
and respiratory activity.

Figure 7 reports the processed output of the pressure-sensing matrix when a subject
is lying on the mattress in two different positions (i.e. center of the mattress and towards
his right). The chest, the upper arms and the legs can be easily recognizable. The image
reported in the figure is obtained by a linear interpolation of the raw output values in
each sensing area. In addition, a threshold algorithm is applied to compensate for the
sensor bias.

Fig. 7. Pressure maps with same subject in two different positions on the mattress (on the left the
subject is centered on the mattress, while on the right the subject has moved to his right).

4 Conclusion

Years of scientific evidence have reported the importance of the sleep that is strictly
related to our psychophysical wellbeing, the stability of our mood, our memories and
cognitive abilities, and to the quality of our health. It is also well known that sleep
alterations can completely modulate homeostatic condition and adaptive functions of
subjects during the day.

The main aim of LAID project will be the design and development of a “smart
mattress” (SmartBed) able to record vital and environmental signals/parameters in a
non-obtrusive way, to analyze them and to provide information about the quality of
sleep and more generally about the well-being and on quality of life of an individual.

The first stage of the LAID project is concluded and now the first hardware and
software prototype of SmartBed is available and well-working.

In conclusion, the first prototype of SmartBed has good performances regarding
the acquisition of measures related to the physiology of the subject on the sensorized
mattress and the environmental parameters. At now, the signals and parameters collected
that can be collected are: i) 3-axial accelerations, ii) pressure matrix, iii) environmental
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parameters (noise, temperature, relative humidity, atmospheric pressure and luminosity).
Future activities will be aimed at integrating the signals and testing the system with an
adequate number of subjects.
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Abstract. Objective: Timely and effective discrimination of hemorrhagic stroke
and ischemic stroke can significantly improve the prognosis. Current discrimi-
nation is expensive and has the disadvantage of having to be in contact with the
patient. Based on animal experiments, in this paper,microwavemeasurement tech-
nique is used to study the discrimination of two stroke types.Method: In the exper-
iments, 10 rabbits (5 cerebral hemorrhage and 5 cerebral ischemia) are selected.
Cerebral hemorrhage is induced by injecting autologous blood (1 to 4mL) into the
brain of rabbits, and the cerebral ischemia is induced by bilateral common carotid
artery ligation and femoral artery blood extraction. The two groups are monitored
by a 16-channel microwave detection system to obtain the reflection parameter
caused by pathological changes in the brain. After redundancy removed from orig-
inal data, support vector machine (SVM) is used to identify the type and severity
of two types of stroke. Findings: The study shows that the microwave-based stroke
identification system can effectively distinguish the cerebral hemorrhage model
and the cerebral ischemia model. The experimental system is very promising in
pre-hospital stroke type identification because of low cost, non-invasive, simple
operation and rapid measurement.

Keywords: Stroke type discrimination · Cerebral hemorrhage · Cerebral
ischemia ·Microwave detection · Support Vector Machine

1 Introduction

The treatments of hemorrhagic stroke and ischemic stroke are significantly differ-
ent, which make the stroke type diagnosis imperative before treatment (Lancet 2015).
According to European clinical guideline (Committee 2008; Appelros 2015), within
4.5 h after ischemic stroke, it is the golden period of receiving thrombolytic therapy.
Therefore, it is of great significance to develop an instrument for pre-hospital stroke
type diagnosis which is portable, fast, and easy to operate.

Recently, mobile CT (Computed Tomography) equipment has been used for pre-
hospital stroke diagnosis (Gierhake 2013; John et al. 2016). It significantly shortens the
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intervening time between ischemic stroke attack and thrombolytic therapy (Fassben-
der et al. 2013), but its application is limited by the medical vehicles it installed, the
required professional medical staff, the stable environment and good communication.
Also, it can’t be used to continuously monitor rapid pathologic lesions in the acute phase
of stroke. Transcranial doppler ultrasound (TCD), Near infrared spectroscopy (NIR) can
be used for continuouslymonitoring in neurocritical intensive care unit (N-ICU) to detect
large-scale vascular occlusion of stroke (Schlachetzki et al. 2012; Nakae 2012; Erdoes
et al. 2018). But these methods are difficult to detect accurately when the vascular is
small or the position is deep, and also cannot be used to identify bleeding caused by
ischemic. Electrical impedance tomography (EIT) has been reported to detect cerebral
hemorrhagic in animal experiments (Xu 2010), and to detect intracranial tissue displace-
ment caused by stroke (Bonmassar et al. 2010). However, the measurement accuracy is
easily affected by the contact resistance and the high resistivity of the skull. Microwave
imaging technology has been gradually applied to brain function monitoring after sev-
eral decades of development (Crocco 2018). Unlike its research applications in breast
cancer detection (Byrne et al. 2017; Chen et al. 2016), the complex structure of the
brain limits the imaging quality of its disease diagnosis. Therefore, using microwave
scattering parameters to discriminate stroke type without imaging deserves studying.

This study combines microwave detection and pattern recognition method to rapidly
diagnose and monitor stroke type without imaging of brain. This study has the following
innovations, (1) A new parameter Euclidean distance is proposed here mapping the
original scattering parameters, which improves the discrimination between hemorrhagic
stroke and ischemic stroke. (2) Before the SVM classification, we firstly carry out the
dimensionality reduction to improve the diagnostic accuracy and the efficiency of the
classifier. (3) The in vivo animal experiment under controlled conditions is validated
by the microwave-based stroke detection system, which not only diagnoses the type of
stroke but also monitors the development of stroke.

Based on themulti-channel detection system in this study, it realizes the classification
of different types and different degrees of stroke in rabbit model with discrimination
accuracy of 90%. Experiments have shown that different degrees of cerebral hemorrhage
and ischemia will lead to differences in microwave reflection signals, which demonstrate
the feasibility of non-contact discrimination of stroke types and stroke severity based on
electromagnetic properties of brain tissue.

2 Methodology

2.1 Detection Principle

The theoretical basis for the microwave reflection detection is to detect dielectric proper-
ties of different tissues in brain (Peyman et al. 2007; Schmid et al. 2003). Under patho-
logical conditions, these changes in dielectric properties cause changes in reflection
parameters.

2.2 Detection System

To detect the spatial electromagnetic properties of the whole brain, a multi-channel
microwave measurement system is built here. The system is mainly composed of
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an antenna array sensor, a microwave monitoring device and a multiplexing switch
controlled by a computer, connection as Fig. 1 shown.

Fig. 1. System schematic

The antenna array is composed of 8 microwave patch antennas (4 Receiver and 4
Transmitter) which fixed on an acrylic loop, as shown in Fig. 1. The multiplexer switch
controls 16 channels (4 Receiver × 4 Transmitter) in turn to launch the microwave
measurement system. The measurement frequency ranges from 300 kHz to 3 GHz.
The rabbit head is placed in the center of the sensor array during experiment, and the
active antenna emits microwave through it. By detecting the reflected microwave, the
parameters of the measured object are calculated, which reflect the dielectric properties
of the object.

2.3 Experimental Process

Detection of cerebral hemorrhage model
The cerebral hemorrhage rabbit (inner capsule cerebral hemorrhage model) is placed
on the measuring platform, and the data is measured before the blood injection as the
origin experimental data (0ml). Blood injected with the pump, and 1ml blood is injected
within 1 min. When each injection is completed (1 ml), the data is recorded and stored.
The steps are repeated to complete the data acquisition at 2, 3, and 4 ml.

Detection of cerebral ischemia model
After ischemic model of bilateral carotid artery ligation, rabbits are placed on the mea-
surement platform. The initial (0 min) ischemic data is recorded and saved at this time.
Then set the multiplexer switch to automatically measure 1 time every 6 min. The
measurement is repeated 6 times and the total recording time is 42 min.
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2.4 Classification Algorithm

The number of samples in this experiment is small. The statistical learning theory is
suitable for small sample cases according to machine learning theory. Therefore, we
choose the SVM classification algorithm based on statistical learning. This paper mainly
uses the LIBSVM toolkit provided by Chih-Chung Chang and Chih-Jen Lin (Fan et al.
2005; Chang and Lin 2011), and compares different parameters affecting classification
accuracy.

3 Results

Since the cerebral hemorrhage model and cerebral ischemia model are different, and
the pathological mechanisms are different, the data of hemorrhage (maximum 4 ml,
minimum 1 ml) and ischemia (maximum 42 min, minimum 6 min) are discriminated
here, preliminarily. The classification results are shown in Fig. 2. It can be seen that for
the classification of hemorrhage and ischemia, the classification accuracy is above 85%,
and a higher classification accuracy is achieved under linear kernel function.

Fig. 2. Classification of bleeding and ischemia by different nuclear functions

4 Conclusions

Based on the multi-channel detection system described in this study, this paper realizes
the classification of different types and different degrees of stroke on rabbit models with
90% identification accuracy. Experiments have shown that different degrees of cerebral
hemorrhage and ischemia will lead to differences in microwave reflection signals, which
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confirm the feasibility of non-contact discrimination of stroke types based on electro-
magnetic properties of brain tissue. It is indicated that the electromagnetic-basedmethod
for detecting stroke is a very promising method. There will be more stroke patients bene-
fit from its portability and low cost. And it is hopeful that more cerebral ischemia patients
will be received timely thrombolytic therapy. At the same time, it indicates that the data
preprocessing, the selection of classification features and the classifier are the critical
factors to determine the final detection accuracy in the research.
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Abstract. This work presents the development of an assistive system
for the elderly in their home environment. The purpose of this system is
to provide them support and extend their autonomy in order to extend
life expectancy and improve quality of life when living at home. This
work explores various technological innovations and technology build-
ing blocks, such as open software and open hardware. In this work, a
low-cost and small-scale ubiquitous system was developed that does not
disrupt the prevailing conditions in the elderly’s home. Also, a part of
this work has been developed, keeping in mind elderly people suffering
from dementia, offering a sufferer-centered solution.

Keywords: Smart home · Assisted living · Internet of Things ·
Dementia

1 Introduction

Global demographic trends show that the population aging is very fast. Accord-
ing to the report [1], the population of the European Union in 2017 amounted
to 511.5 million, of which 19.4% consisted of people over 65 years of age. The
percentage of the population aged over 65 increased in all EU Member States as
it rose by 0.2% compared to the corresponding 2016 and by 2.4% compared to
10 years ago.

Furthermore, dementia is a collective name for progressive brain syndromes
that affect memory, thought, behavior and emotions of the elderly. Dementia is
a major cause of disability and dependability for the elderly. Dementia affects
about 50 million people worldwide, with a new case of dementia happening every
3 s worldwide. Until today, there is no cure for most types of dementia, but there
are treatment and support [2].

Also, the desire of the elderly is to extend the time they live in their pre-
ferred environment, i.e. their home, increasing their autonomy, self-confidence,
and mobility. These reasons have led the world scientific community to develop
solutions for the assistive living of the elderly, as living independently in their
own homes is an important goal for an increasing part of the world population.

Thus, with the help of constantly evolving technology, there have been devel-
oped solutions which mainly offer an environment that provides facilitation, like
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safety, well-being, etc., in the daily lives of the elderly. This work proposes an
open software/hardware system to assist the elderly in their home environment.
Its aim is the support, protection, well-being, and maintenance of their health
and functional abilities, without discriminating between a sufferer of demen-
tia or someone aging healthy. This system will consist of individual subsystems
that will operate independently but will also be able to communicate with each
other. The subsystems concern the safety of the elderly within the limits of their
residence, prosperity, and support.

2 Exploration of Smart Homes

In recent years, a variety of home assistive systems for elderly people have been
proposed. Already there are various assistive living systems, either in the exper-
imental or research phase, which in the near future will be able to meet all the
needs and requirements of the elderly for their controlled and autonomous life.
For categorization reasons, we have divided the projects into two groups, those
that refer to support the elderly, and those that refer to support dementia elderly
people. Some of these works are presented below.

2.1 Supporting Systems for the Elderly

In [3] the proposed system oversees and helps the elderly maintain their level of
physical activity balanced as well as perform their rehabilitation exercises after
a serious illness in their home. A platform with various services aiming to enable
older people to participate in social networks to prevent isolation and loneliness
and improve their well-being is presented in [4]. An open hardware and software
home-based system has been proposed in [5], which provides an integrated and
easy-to-use residential system through which the elderly will have the means
and technologies to have control of their lives for a longer period of time. In
[6] a Personal Virtual Assistant allows the elderly to live independently for a
longer period of time, with the use of assistive technology. The system at [7]
aims to maintain the independence of older people by monitoring their phys-
ical state with mobile devices, assessing their neurological status using mobile
phones and promoting self-care. The project in [8] provides to the elderly a set
of services to organize their daily routine and monitor their health through an
easy-to-use online platform. In [9] a virtual assistant is proposed to facilitate
communication and cooperation between the elderly and their carers. A system
that has smart internet applications to provide the elderly with personalized
and environmentally-friendly help in their homes, to improve their quality of
life, to be assisted whenever needed, to monitor their medication and rehabil-
itation physiotherapy and to reduce the cost of their health care is proposed
in [10]. A proposed integrated, mobile and adaptive solution for remote sensing
to support both patients, relatives, and friends with abnormal heart failure, as
well as cardiologists and health professionals, in general, is presented in [11]. In
[12] the development of mental health tools for the elderly and their families are
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presented, as well as for specialists, to measure and visualize the mental changes
of the elderly.

2.2 Supporting Systems for the Elderly Focusing on Dementia

In [13], a system has been proposed to monitor the activities of dementia peo-
ple, using sensors, to maintain their autonomy and quality of life, to provide
them with a sense of security at home and to delay, as much as possible, their
hospitalization in a care center for dementia people. A platform that allows
remote monitoring and personalized intervention and care of the dementia peo-
ple in order to support and maintain their health and functional and cognitive
abilities is presented in [14]. In [15], various devices have been developed to sup-
port sufferers and their carers, such as memory support devices (e.g. medication
reminders, etc.), devices that provide entertainment, and devices to facilitate
communication (e.g. pre-programmed telephone). A service that supports the
increase of the independence and well-being of dementia sufferers in their home
environment, and reduces their social isolation, increases their participation in
their daily activities, stimulate their cognitive skills and access to Internet ser-
vices, is presented in [16]. Another innovative tool for supporting people with
mild dementia for the provision of remote care, which exploits the transmission
of data via television and the interplay of video between health professionals,
sufferers, carers and sufferers’ families using the Internet is presented in [17]. In
[18] is presented a complete solution for the care, treatment, and diagnosis for
dementia sufferers, which motivates them to perform personalized, emotionally
oriented exercises, to stimulate cognitive processes, to cope with physical activ-
ities and promoting their social inclusion. The system in [19] helps dementia
people in their daily routine, creating a room atmosphere that supports their
feelings, activity, and mood. It consists of light, sounds and smells so that the
atmosphere of the room is shaped to improve the mood and behavior of both
the sufferers and the caregivers. The room’s atmosphere creation is achieved by
checking the calculated data of the people involved in their daily routine. A
platform to monitor the movements of dementia people indoors and outdoors to
identify them, to satisfy the desire of their relatives to monitor the location of
the sufferers in order to avoid situations of danger, and to provide information
when they leave a particular area, such as their home, hospital, etc. has been
proposed in [20]. A platform capable of monitoring the behavior of users (move-
ments, speech, interactions) and supporting individualized control of lights and
devices in their environment, is presented in [21]. This project aims to help peo-
ple with mild dementia to stay oriented at what they are supposed to do, by
providing intelligent support capable of controlling devices in such a way as to
flexibly drive their attention and behavior towards their goals.

2.3 Commercial Smart Home Solutions

There exist nowadays commercial smart home solutions covering partially the
needs of elderly people. They mainly focus on safety and security services,
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however, some of the systems intervene in the elders home, disrupting their
day-to-day life, or require extensive training, while others cost a few hundred
dollars for installation and operation. Selected promising and well established
smart home solutions are presented below.

The smart home system in [22] provides safety and security services like smart
locks that sends alerts to the cell phone when a door opens, indoor cameras for
two-way communication, doorbell cameras that permit the home’s residents to
check and respond to a person at the door either they are at home or not, and
thermostats that adjust automatically home temperature to the preferences of
the home’s residents. The control of smart devices via voice and an application
for smartphones and tablets for remote control is offered in [23]. In this way,
the system can provide monitoring, warnings, safety, and security to the elders.
The commercial solution in [24] provides elderly people remote control on heat-
ing, remote monitoring of their home, measurement of the indoor and outdoor
conditions of the home environment. In parallel, the system allows optimization
of their comfort and well-being at home, via smart devices in their house like
smart thermostats, smart door and window sensors, a smart video doorbell, etc.
In [25] smart home services via different kinds of sensors and actuators that set
up at home are provided. These services are the focus on safety, security, and
improvement of the elderly’s well-being. Different kinds of services, via actuators
and embedded systems, provide to older people the remote control of the home’s
lighting, blinds, switches, heating, and cameras in [26].

The main characteristic of the previously mentioned systems is the high cost,
which is a significant issue for the elderly people. Furthermore, although the
systems are based on high technology, it is not open and available to others.
This affects not only the cost but also the availability worldwide.

3 Proposed System

This work aims at proposing an elderly care system for use in their home envi-
ronment to support, protect, prosper and maintain their health and functional
abilities, based on open technologies. According to [27] the main needs of elderly
people are safety and well-being at their homes and their support of their daily
life routine. The contribution of the proposed system is to assist the needs of
either the older people in general or specifically the older people suffering from
dementia, with the use of low-cost and small-scale Information and Communica-
tion Technologies (ICT) solutions. Thus, this system will consist of autonomous
subsystems that will operate independently but will also be able to communicate
with each other. The subsystems that make up the main system are three: the
safety subsystem, the subsystem of well-being, and the support subsystem.

3.1 The Safety Subsystem

The purpose of the safety subsystem is to detect the movements of the elderly
within their home space. In order to achieve this, sensors can be placed in specific
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locations within the house to detect any activity - movement of the elderly.
Thus, in the absence of movement sense of the person for a certain period, the
subsystem undertakes to communicate with the elderly.

The communication between the subsystem and the elderly will be achieved
using smart speakers within the house. Thus, communication is performed via
physical language and doesn’t require extra training. Through smart speakers,
the subsystem will ask the elderly specific and predetermined questions about
his/her state of health. If the elderly respond, with a predefined response for the
subsystem, that he/she is well, then the subsystem does not perform any action.
If the elderly respond, with a predefined response for the system that he/she is
not well in his/her health, or does not respond at all, then the subsystem will
undertake to inform his/her relatives that something has happened to him/her.

Furthermore, in order to avoid false alarms from the subsystem, during instal-
lation, a categorization of the house rooms will be performed in terms of a safe
place and potentially dangerous room. For example, motion sensors may not
record some movement for a long time in a room classified as ‘low risk’, such
as a bedroom. A fact that will lead the subsystem not to alert the elderly’s
relatives, as it is most likely to, he/she was lying down. On the other hand, if
motion sensors did not record any movement in a home area characterized as
‘high risk’, such as the bathroom, then the subsystem will immediately update
his/her relatives.

In addition, sensors will be placed at the entrances of the house in order to
inform the relatives that the elderly person has gone out of the ‘limits’ of the
house (geofencing) so that it can be traced promptly and directly by his relatives
(geolocation). While the elderly will carry on a wearable device that will act as
a panic button, to call his/her family immediately in case of an emergency.

In the context of the present work, only the typical infrastructure and basic
functions of the subsystem were implemented, such as the infrastructure of
geofencing and geolocation for the elderly. Details of their implementation are
offered at the next Section.

3.2 The Well-Being Subsystem

The purpose of the well-being subsystem is to provide confidence and instill a
sense of safety to the elderly, but also their relatives. This is accomplished with
the placement of specific sensors at critical points into the home, as well as the
use of wearable devices that the elderly will bear on them.

The wearable devices for the elderly will provide information about their
location (geographic location). These devices will help to make easy and accurate
the localization of the elderly if they are away from their home and are searched
for by their relatives.

The location of the sensors was selected to be the kitchen and the bathroom,
based on high risk categorization, for easy management of the electrical appli-
ances and the faucets. In particular, sensors will be placed to detect whether a
cooker has been left switched on, without having a pot on it or even having a
superheated utensil that has been forgotten on it. In this case, the subsystem
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will either be able to alert the home’s owners that a device remains unnecessarily
switched on or even shut down the cooker. A similar case will also happen with
home faucets. If a faucet is left switched on for no reason, the subsystem will
either alert the occupants of the house or switch off the faucet itself.

3.3 The Support Subsystem

The objectives of the support subsystem are two; the first is to remind the elderly
to receive their medication, and the second is the recognition of their familiars,
in case of the elderly suffer from dementia.

The reminder of receiving the medication of the elderly will be achieved by
using a device that will be adjusted according to the needs of the older people
and will reproduce a distinctive sound at the time of day that medications should
be taken.

The recognition of familiar people from the elderly who suffer from dementia
is achieved through a specially designed infrastructure that focuses on the suf-
ferer and uses the sound stimuli, that we have proposed in [28]. In particular,
its function is to reproduce characteristic sounds for each of the familiar faces of
the elderly sufferer, so that the sounds help him/her recognize more easily who
is the favorite person that has entered his/her home. The reproduction of the
characteristic sound for each of the familiar faces of the elderly is done by using
smart speakers, that located in the elderly’s home, and an identifying wearable
device that will bring upon it every familiar face of the elderly. The identifying
wearable device acts as the unique identifier for each familiar. Thus, whenever
one of the familiar faces of older person enters his/her home, the identification
device will be recognized by the smart speaker. In effect, this will reproduce the
corresponding characteristic sound for that person, which will act as stimuli for
the elderly who suffers from dementia, to recognize his/her beloved people.

4 Implementation

In the implementation of the proposed system, we initially implemented the basic
infrastructure of each subsystem, as we wanted to keep the cost and complexity
of the entire system at low levels. The basic infrastructure of each subsystem is
detailed below.

4.1 The Safety Subsystem

The safety subsystem consists of two devices. The first device (D1) is the one
that is installed at the home of the elderly and checks to detect the old people
or not at their home. While the second device (D2) is the wearable device that
the elderly bear on, so that it can be located by D1. The device D1 searches for
D2 at regular intervals to create communication between them. When D2 is not
detected by D1, i.e. it is out of its range, D1 generates a warning.
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Both subsystem’s devices were implemented with the use of special-purpose
hardware, namely Raspberry Pi micro-computers. For the device D1, a Rasp-
berry Pi 3 B+ micro-computer was used because of its programming capabilities,
its operating system availability and its built-in communication protocols. While
for the device D2 a Raspberry Pi Zero W was used, due to its small size and
features, such as programming and operating system availability, wireless LAN
connection and Bluetooth.

The communication between the two devices is achieved by using Bluetooth
communication protocol, while the recognition of device D2 by D1 is achieved
based on the unique MAC address identifier of each device. In the case that D1
pairs with the device D2, then it does not perform any action. Otherwise, it
sends a message that the D2 device, and hence the elderly who bears it on, is
not in the house.

4.2 The Well-Being Subsystem

The subsystem of well-being also consists of two devices. The device D3 is
designed to monitor and control the environmental conditions prevailing in the
elderly’s home, by using temperature, humidity, and gas leakage sensors in the
home. While, the device D4 oversees the cooker hobs if a hob has been forgotten
in operation, using a sensor that provides information about the temperature of
the object that supervises.

For the implementation of both devices of the well-being subsystem, the
Arduino Uno was selected, an open software/hardware board, to which the
sensors were connected to collect the measurements/environmental data. The
sensors selected for D3 and D4 device, measure, at regular intervals, specific
environmental characteristics, that often refer to critical situations that lead to
accidents. Humidity and temperature are metrics that affect the quality of living
in their home, while gas is associated with various reports of elderly deaths from
fumes or gas leakage. Finally, frequent is the case of failure or omission to switch
off cooker hobs, leading to a fire. Thus, for the device D3, a sensor is used, which
measures the temperature and humidity of the environment, and a sensor for
detecting leakage of natural gas and carbon gas in the room, as shown in Fig. 1.
While in Fig. 2, the D4 device is using an IR temperature sensor for remotely
measuring the surface temperature of a target object, while it also measures the
average ambient temperature.

The communication with the central system and the transmission of the
collected data was selected to implements via a wireless channel, in order to
reduce the complexity of connection and to make the system safe (i.e. allow it
to be used for example in the kitchen where no exposed cables are allowed).
The Bluetooth HC-05 unit was selected, for the wireless communication and
transmission of the device’s data to the rest of the system. The transmission of
data follows a structured information packet format, exploiting JSON messages.
Each device initially transmits its identifier allowing information parsing to be
made easily, and then the fields, as well as the values, of the measurable metrics.
For example, {id: 1, temp: 25.0, humidity: 56.5, gas: 0 leak: no leak}.
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Fig. 1. Schematic representation of the D3 device.

Fig. 2. Schematic representation of the D4 device.

4.3 The Support Subsystem

The support subsystem is an information system at home to support elderly
people with dementia and their relatives. The information system consists of
two main applications: the client application, and the server application.

The client application runs on the identifying device of the individuals (e.g.
smartphone). Communication is achieved via Bluetooth with the server. At the
server, the collected ID is matched to a predefined sound. Then, the correspond-
ing sound is reproduced, which will act as a stimulus for the sufferer to recognize
his/her beloved person. The identification of each device, that leads to the recog-
nition of the right person and eventually the reproduction of the right sound, is
achieved through the unique MAC address that has each device and transmits
to the server.
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The server application is embedded in a micro-computer Raspberry Pi 3 B+
model, which acts as a smart speaker at the patient’s home. The role of the server
is to handle communication with identifying devices. In addition, the server has a
list of all identifying devices and their corresponding sound, which we can modify
whenever necessary. So, the server searches for identifying devices, via the unique
MAC address that has each device, at regular intervals to create communication
between them, via Bluetooth. When the in-between communication is achieved,
the server application is searching in the sounds’ list for the associated sound
with that device, and reproduce it.

5 Results

In this section, the functionality of the implemented system is tested and eval-
uated. Specifically, for the evaluation of the proper functionality of the system,
experimental tests were carried out for each subsystem separately.

5.1 The Safety Subsystem

The experiments conducted for the safety subsystem concerned the ability of the
device D1 to search for and locate the device D2 when the second device was
in the range of the first. The tests of the safety subsystem were carried out in
various rooms of a building, in order to study all possible distances between the
two devices (different rooms, different floors, etc.). The test results are presented
in Table 1.

Table 1. Safety subsystem tests results.

Test Tracking the device D2 Distance of devices

1 Yes 3.7 m

2 Yes 5.2 m

3 No 19.5 m

4 No 13.0 m

5 Yes 1.9 m

6 Yes 3.1 m

7 No 2.1 m

8 Yes 3.0 m

9 No 13.9 m

10 No 16.3 m

The first six tests, as shown in Table 1, were carried out with both devices
(D1 and D2) on the same floor of the building, while the remaining 4 tests were
conducted with the device D1 being located on the first floor and the device D2
on the ground floor of the building. This also explains the result of test 7 against
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the tests 1 and 2, in which although the distance is shorter, the device D2 is not
detected by D1 due to the difference in the floor. On the other hand, in test 8,
although the floor difference continued to exist, the two devices were almost one
below the other, so D2 was able to be identified by D1. Note that the device D1
throughout the tests was located at a specific point in the building, while the
device D2 was the one that constantly changed its position. Finally, the distance
between the two devices in each test was calculated using the GPS, taking in
each test the different coordinates of D2, since the coordinates of D1 remained
constant.

5.2 The Well-Being Subsystem

The experiments conducted for the well-being subsystem aimed to evaluate the
D3 device to monitor the environmental conditions of a room (humidity and
temperature). While the device D4 has been evaluated for its ability to detect
the different temperatures of a cooker in operation, when there is a pot on it or
when it does not, but the cooker is still in operation.

For the experiments of the D3 device, the device was placed in a room to
measure the prevailing conditions of temperature, humidity and gas leakage for
1 h. Every 15 min, we affected the room conditions, near the sensor, to evaluate
and validate the value fluctuations in the measurements. The measurements,
lasting 1 h, took place for 5 days in 2 different rooms of a house. The results of
the measurement values of the temperature are depicted in the graph in Fig. 3,
the measurement values of the humidity are shown in the graph in Fig. 4, and
the measurement values of the gas leakage are offered in the graph in Fig. 5.

Fig. 3. Results of the measurements of the temperature of the D3 device; the blue line
in the graph shows the average value of the temperature of the total measurements of
the experiments, the red dots correspond to the maximum values of the temperature
and the yellow ones to the minimum. (Color figure online)
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Every time instance in the graph (A–M ) corresponds to 5 min, with A being
the minute 0 and the M the 60th min for each measurement. The blue line in the
graph shows the average value of the temperature of the total measurements of
the experiments, while the red dots correspond to the maximum values of the
temperature and the yellow ones to the minimum.

At the Time instances D, G, J, and M we notice an increase in the tempera-
ture values, as they correspond to the 15th, 30th, 45th and 60th min, respectively,
during which we affected the temperature.

Fig. 4. Results of the measurements of the humidity of the D3 device; the blue line in
the graph shows the average value of the humidity of the total measurements of the
experiments, the red dots correspond to the maximum values of the humidity and the
yellow ones to the minimum. (Color figure online)

As in the temperature graph, thus and in the humidity graph, every time
instance in the graph (A–M ) corresponds to 5 min. The blue line in the graph
shows the average value of the humidity of the total measurements of the exper-
iments, while the red dots correspond to the maximum values of the humidity
and the yellow ones to the minimum.

At the Time instances D, G, J, and M we notice a decrease in the humidity
values, as they correspond to the 15th, 30th, 45th and 60th min, respectively,
during which we affected the humidity.

As in the temperature and humidity graphs, thus and in the gas leakage
graph, every Time instance in the graph (A–M ). The blue line in the graph
shows the average value of the gas leakage of the total measurements of the
experiments, while the red dots correspond to the maximum values of the gas
leakage and the yellow ones to the minimum.

At the Time instances A, B, C, E, F, H, I, K, and L the gas value is 0, as
there is no gas leakage in the room. While, at the Time instances D, G, J, and
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Fig. 5. Results of the measurements of the gas leakage of the D3 device; the blue line
in the graph shows the average value of the gas leakage of the total measurements of
the experiments, the red dots correspond to the maximum values of the gas leakage
and the yellow ones to the minimum. (Color figure online)

M we notice an increase in the gas value, as they correspond to the 15th, 30th,
45th and 60th min, respectively, during which we affected the gas leakage.

The results of the measurements values of the D4 device are shown in the
graph in Fig. 6. The blue line in the graph shows the average value of the total
measurements of the experiments of the temperature of the object that was mon-
itored (e.g. cooker hob and pot), while the red dots correspond to the maximum
values of the temperature and the yellow ones to the minimum.

For the experiments of the D4 device, we placed the device over the cooker
hobs at the height of the cooker hood, focusing on a particular hob, supervising
it for 21 min, for 5 days. During the 21 min, a number of actions were carried
out, such as placing a pot with water in the cooker, removing the pot with the
hob remaining in operation, etc. The time duration between each action (Time
instances) lasted a fixed time for all experiments to facilitate experiments.

Specifically, at the Time instance A was put the pot with water in the hob
and was turned it on. After 3 min (Time instance B and C ), we added another
cold water to the pot. The value at Time instance B is the temperature of the pot
with the water just before putting cold water, while the value at Time instance
C is the temperature of the utensil after the cold water has been placed. At the
Time instance D, we have measured the temperature of the pot as it continues to
stay above the hob. After 3 min (Time instance E and F ) was removed the pot
from the hob, while the cooker remains lit. The value at Time instance E is the
temperature of the pot just before removing it from the hob, while the value at
Time instance F is the temperature of the lit hob immediately after the pot has
been removed. Three minutes later (Time instance G and H ) the pot was put
back in the hob with the value at the Time instance G being the temperature
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Fig. 6. Results of the measurements of the D4 device; the blue line in the graph shows
the average value of the total measurements of the experiments of the temperature of
the object that was monitored (e.g. cooker hob and pot), while the red dots correspond
to the maximum values of the temperature and the yellow ones to the minimum. (Color
figure online)

of the hob shortly before placing the utensil, while the value at Time instance
H is the temperature of the utensil that was just put again. After 3 min (Time
instance I ), was turned off the hob while the pot stays on it. While 6 min later
(Time instance H ), were measured the temperature of the pot for the last time.

5.3 The Support Subsystem

The experiments conducted for the support subsystem aimed to evaluate-validate
the identification of the client from the server, as well as the successful repro-
duction of the sound by the server.

In total, 20 different tests were performed. In particular, two series of 10 trials
were conducted, in which two Familiars were examined to assess the Familiar’s
identity in a room and a patient. The difference between the two test groups
was the device that each Familiar carried with. In both series, the identifier was
a smartphone. While the tests were done within the limits of a room, thus the
support subsystem would be located in every room of the elderly home.

The first 10 tests in the Table 2 correspond to Familiar 1, while the other
10 in Familiar 2. Both Familiars had a 100% success rate in their identification
from the system, while in the sound reproduction Familiar 1 had an 80% success
rate since in Test 1 was not reproduced the characteristic sound, while Familiar
2 had a 100% success rate.
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Table 2. Support subsystem tests results.

Test Identification of the client Reproduction of the sound

1 Yes No

2 Yes Yes

3 Yes Yes

4 Yes Yes

5 Yes Yes

6 Yes Yes

7 Yes Yes

8 Yes Yes

9 Yes Yes

10 Yes Yes

11 Yes Yes

12 Yes Yes

13 Yes Yes

14 Yes Yes

15 Yes Yes

16 Yes Yes

17 Yes Yes

18 Yes Yes

19 Yes Yes

20 Yes Yes

6 Conclusion

In this paper, a smart home supporting system for elderly people is proposed,
based on low-cost building blocks, such as open software and open hardware.
The aim is the protection of the elderly life, the enhancement of life quality
and assistance to day-life activities, which however have a critical character. A
collection of smart installments was proposed for achieving three goals, namely
safety at home, smart home support and well-being. In this work, a significant
part of smart sensors and devices of the proposed system are considered and
implemented.

The experimental results showed that this system can offer integrated assis-
tance for the elderly at home. The integrated assistance, in combination with
the low-cost and the small-scale of the system, gives it a lead over other similar
proposed systems.

As future work, the rest of the proposed system will be implemented. Also,
for the safety subsystem, the aim is to include bio-metrics algorithms to take
into account behavioral characteristics. While in the support subsystem the aim
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is the integration of the solution using smart speakers. Furthermore, as future
work, the authors wish to evaluate the system’s effectiveness in real conditions.
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Abstract. This paper presents a novel two-fingers exoskeleton kinesthetic inter-
action in Virtual Reality (VR): the proposed design of the exoskeleton prioritizes
the performance of the device in terms of low weight, good adaptability to differ-
ent size of the human hand. This design made also the exoskeleton well wearable
and allows strong force feedback which is an important parameter for a realistic
kinesthesis of manipulated objects in VR.

Keywords: Haptic device ·Wearable device · Kinesthetic feedback · Virtual
reality

1 Introduction

Human beings are constantly interactingwith objects on their daily life: this interaction is
made possible through the manipulation and explorations of objects, devices and things,
which are explored, touched and grasped by the hand of the user.

To perform such an interaction, multiple sensors are available on the human hands:
the limbs, in fact, are equippedwith a set of ‘transducers’ allowing the perception of posi-
tion, temperature, roughness andmovement andmuchmore.These sensors are embedded
within our limbs, muscles and skin [1]: from an anatomical viewpoint, the perception
is induced by different receptors and mechanoreceptors, which provide kinematic and
dynamic sensations, such as the Ruffini and Merkel cells and corpuscles.

Kinesthetic devices are wearable systems, which stimulate such receptors in order
to provide a realistic ‘kinesthetic’ sensations in terms of movement and position. These
devices are particularly useful when the end-user is interacting with a medical Virtual
Reality (VR) environment allowing, for example, a remote surgical procedure. Typi-
cal kinesthetic devices are combining wearable sensors with mechanical components
assuming the set of an exoskeleton or a robotic manipulator. They have been used for
a variety of applications, including studies on human perception [2], development of
training systems for MIS (Minimally Invasive Surgery) [3], rehabilitation devices [4, 5]
and remote-control platforms [6].

Despite these progresses, the development of haptic devices for Virtual Reality sys-
tems requires a set of performance, which are not easy to be simultaneously achieved:
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these systems, in fact, should exhibit high accuracy, low inertia, high range of stiffness,
combined with a small size of the equipment which is worn by the hand of the user. On
the other side, the VR environment should require a minimum set of parameters to be
controlled and interact with the haptic system. In this context, haptic exoskeletons are
wearable force feedback devices that allow users to mechanically interact with the VR
environment. They are becoming increasingly common and they are usually designed
to guide the user’s motion and give force feedback by attaching the exoskeleton to the
human body, such as the user can control the position and movement of the fingers joints
precisely [7, 8].

Exoskeletons for hapticsmay vary for their mechanical design, actuation system, and
type of control. Force can be applied directly or indirectly through a transmission cable
drive system. However, existing haptic exoskeletons cannot usually provide high fidelity
force feedback in wearable setup. A high-quality haptic interface is typically character-
ized by low inertia and damping, high structural stiffness and absence of mechanical
singularities. Other considerations in the design of wearable haptic exoskeletons are the
space and weight limitation and the kinematic constraints induced by the human arm.
The size of the overall design and mechatronics counterparts have to be smaller and
lightweight to fit on human hand and therefore to increase the portability and flexibility,
without affecting the dexterity of the hand.

Unlike other force feedback devices, haptic exoskeletons allow users to feel vir-
tual and physical objects more naturally. This expands their applications in Virtual and
Augmented Reality (VR, AR, respectively), medical and surgical training, teleopera-
tion and others. Even though many researchers have developed different kinds of haptic
exoskeletons, most exoskeletons with high fidelity force feedback restrain natural hand
movement because of their complex mechanism. Moreover, the range and resolution of
the force applied by the actuators should also be bigger enough to match with the human
hand sensitivity.

Exoskeletons offer an intuitive method of actuating multiple Degress Of Freedom
(DOFs) of the hand. These make themmore valuable for application where the coupling
of the force feedback devices with the fingers is needed. In this context, this paper
presents the design and development of an exoskeleton for force feedback. The design
of the exoskeleton focuses on the selection of a suitable kinematic, allowing the full
reach of the finger’s workspace, while combining under actuationwith a proper wearable
design.

2 Haptic Exoskeletons

The capability to be worn (i.e. the ‘wearability’) of haptic devices broadened the appli-
cation of haptic devices in a variety of new areas such as social interaction, health care,
virtual reality, remote assistance, and robotics. However, smaller form factor and wear-
ability bring a challenge in the design requirement of kinesthetic haptic devices. There
are various types of hand exoskeletons developed for commercial and research purposes.
For example, the CyberGrasp is a commercial haptic exoskeleton developed by Cyber-
Glove Systems LLC, USA [9]. It uses electrical actuators placed on the dorsal side of the
hand as drive system; low friction tendons are used to transmit forces from the actuators
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to the fingertips with a joint position resolution of 0.5° and a peak force of 12 N on
the fingertip. CyberGrasp has relatively large weight, 350 g, which can cause fatigue
if it is used for long hours. The mechanical bandwidth is also limited at 40 Hz due to
the friction and backlash effect of the tendons. The Rutgers Master II-ND (RMII-ND)
glove is another type of force feedback devices [10], which uses a direct drive actuation
system with actuators placed on the palm. Compared to Cybergrasp, this exoskeleton
weights less and is able to control four independent fingers thorough four pneumatic
actuators, providing force feedback up to 16 N. Pneumatic actuators have also used
in other exoskeletons presented [11–13]. Unlike other devices, the RMII-ND provide
forces on the intermediate phalanx, leaving fingertips free to interact. Arata et al. [14]
presented an exoskeleton mechanism, which is driven through large deformation of a
compliant mechanism. The system is an underactuated mechanism which converts 1
DOF of linear motion into rotation of three finger joints causing extension and flexion.
Similar mechanism with remote actuation system has been developed by Nycz et al.
[15]. The remote actuation system used pull-push Bowden cable that transmits force
from the back of the hand to the fingertip. This cable transmission system reduces the
overall weight of the exoskeleton without affecting the functionality of the system.

Choi et al. [16] introduce theWolverine, a mobile, wearable haptic device designed
for virtual simulation of the interaction with rigid objects. This device renders a force
directly between the thumb and the three fingers to simulate the grasp. The device can
simulate grasping rigid bodies by leveraging low-power brake based locking sliders
which can withstand up to 100 N force between each finger and the thumb. Time-of-
flight sensors are used to track the position of each finger and an Inertial Measurement
Unit (IMU) is used for orientational tracking.

Chiri et al. developed Handexos, a hand exoskeleton featuring a kinematic coupling
with users joints [17, 18]. The self-aligning structure is made of revolute joint aligned
with the user PIP and DIP joint, whereas theMCP joint uses a parallel chain made of two
rotational and one linear DOFs. The mechanism uses a cable actuation system with an
idle pulley to drive the joints of the exoskeleton. Iqbal et al. [19] developed a wearable
mechanism which can provide forces up to 45 N at the proximal phalanx of the thumb
and the index fingers. The design uses three revolute mechanisms (RRR). The same
design has been revised considering multi-finger mechanism and overall wearability
and performance [20, 21]. Othe authors presented a four-link serial mechanism which
provides kinesthetic force feedback to the fingertip of the user [22]. Allotta and Conti
et al. [23, 24] developed a 330 g four-fingers parallel kinematic chain mechanism. The
device is grounded on the palm, and it can provide feedback in 1DOF on the intermediate
phalanx.

Achibet et al. [25] presented Flexifingers, a passive wearable exoskeleton with inde-
pendent finger modules using bendable metal strips. The device provides kinesthetic
feedback to four fingers up to 2.5 N. Each strip allows a 7.3 cm range of movement
to the fingertip. Agrawal et al. [26] presented a wearable hand exoskeleton capable of
bidirectional and independent joint torque control. The very light (80 g) mechanism uses
Series Elastic Actuation (SEA) cables. The stiffness elements can be replaced to adjust
for different users. Yang et al. [27] presented a jointless tendon-driven hand exoskeleton,
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which enables to couple the PIP and DIP movements as well as the MCP and PIP during
flexion to replicate the natural finger motion during grasping.

3 Design

3.1 Optimization Criteria

In order to design a proper exoskeleton, different requirements and specifications that
affect the performance and the ergonomics of the hand exoskeleton should be considered.
Some primary design characteristics are:

• Transparency - Awearable exoskeleton haptic device should be a transparent interface
to the remote and virtual environment, namely the user should be able to feel the
interaction with the virtual objects as if this interaction occurs with the real ones.

• Stiffness - The maximum stiffness that can be achieved by the exoskeleton depend
on the mechanical rigidity of the system and the achievable stability of the controller
[28, 29]. Moreover, the device performance has a significant impact on the overall
performance of the haptic display, irrespective of the used control algorithm.

• Actuation - The type of actuation and transmission systems are crucial factors in
determining the performance. There are a variety of actuation technologies ranging
from electricmotors, hydraulic, pneumatic, magneto-rheological, electro-rheological,
electroactive polymers, shape memory alloys, etc. This factor can compromise the
portability of the system.

• Force Feedback - The maximum range or limits of force, velocity, and acceleration
the haptic device can render should be enough for high force fidelity. The performance
of an active force feedback control could suffer from actuator saturation to apply high
forces or fast deceleration to display impulsive forces during interaction with hard
contacts [30].

• Wearability - The kinematic design should accommodate different hand sizes without
significant adjustment. The actuation system should allow a light-weight, portable
and compact system. The device should be comfortable to wear. The way of attaching
the device to the fingers should not obstruct the hand motions. There are basically
two typical ways, namely (1) single location attachment and (2) multi-phalangeal
attachment (see also Fig. 1).

• Single point attachment is simpler and provides haptic transparency by reducing
unwanted internal forces between the mechanical structures and the finger phalanges.

• Multiple attachments to the phalanges provide an easier way of articulation of the
finger and provide direct feedback forces to the attached phalanges. Such kind of
design considers the number of DOF achievable by the hand and the size of the
workspace reachable by the human hand.

Proper alignment of the exoskeleton joint and hand joint must be preserved during
the use of these devices. There are various reasons which caused improper alignment
of the exoskeleton joints from the finger joints: the first one is the inherently compliant
mounting of the exoskeleton onto the hand, which leads to inaccurate positioning of the
exoskeleton joints duringmovements. The other one is that the inter-subject variability of



190 E. L. Secco and A. M. Tadesse

Fig. 1. A 3D printed index exoskeleton developed at the Robotic Laboratory of Liverpool Hope
University.

the anatomical structure, size and shape of the hands requires an adjustable mechanism
to align the joints.

3.2 Hand Kinematics

Understanding the kinematics of the human hand is essential to design a proper exoskele-
ton. For multi-phalangeal design, the joint degrees of freedom, joint ranges, and phalanx
length should match the average human hand kinematic parameters.

Human hand grasping capability is amazing (Fig. 2). Its kinematics can be considered
using a skeletal structure. The first link is the meta carpal joint, which is located in the
palm. The base of each finger is connected to Metacarpus Phalangeal joints (MCP).
Three phalanges, called the Distal Phalanx (DIP), the Middle Phalanx, and the Proximal
Phalanx (PIP) are connected through the Inter-Phalangeal (IP) joints. The MCP joint
connects the metacarpal and proximal phalanx. The PIP joint connects the proximal and
middle phalanx, and the DIP joint connects the middle and distal phalanx. The thumb
has only one IP joint. The motion of each finger includes flexion and extension as well
as abduction and adduction.

The Index finger can be considered as three link mechanism with 4-DOF motion.
However, human anatomy studies show that the motion of the DIP is naturally coupled
with the PIP motion. Levangie et al. [32] shows that the maximum range of the index
finger joints is 90° for the MCP, 100°–110° for the PIP, 80° for the DIP in flexion and
extension movements, 40° for the adduction and abduction movements. This motion
ranges vary for different fingers and different users according to the bone geometry and
tendon and muscle structure of the hand. The thumb’s kinematic is different from the
other fingers. Unlike the index finger, the thumb has only three joints: the first two joints,
MCP and DIP have revolute joints whereas the MC joint of the thumb can execute 3
DOF motion.
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Fig. 2. Human hand grasping capability - from [31] - vs the proposed exoskeleton grasping
performance.

3.3 Exoskeleton Design

According to the aforementioned optimization criteria and the human hand kinematics,
the design and manufacturing of an underactuated, cable-driven hand exoskeleton is
implemented. This process has required different steps as it is shown in Fig. 3. The
Exoskeleton is designed to fit on two fingers of the human hand, i.e. on the index and
thumb fingers which are the most used limbs to perform pinching and grasping. The
design embeds lightweight links with low inertia. The overall system weighs around
120 g including the 3D printed mechanical system, the control electronics, and the
actuators. Such a lightweight system will enable the user to use the exoskeleton without
feeling fatigue.

Fig. 3. Block diagram of the integration of the exoskeleton control and communication units.

a. Mechanical Design

In this section, the mechanical design of two fingers haptic hand exoskeleton that allows
exerting forces on the index and thumbfingertip of the user is developed. The exoskeleton
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structure consists of a wrist and palm bracket, the palm mounting box, and the finger
assemblies (Fig. 4). The wrist bracket and palm bracket are used to fix the exoskeleton
on the hand, functioning as a ground for the finger assemblies. The palm is used to
mount actuators and control electronics system. All finger lengths, joint positions, and
widths of each finger were taken from measurements of an average size human hand.
Velcro strap connected to each finger phalanx allows accommodating the different size
of human fingers. A passive and adjustable MC joint mechanism is also used to fit the
exoskeleton over hands of different size.

The complexity of the humanhand structuremakes it difficult to design anutterly sim-
ilar hand exoskeleton, which controls the movement of the joints in all DOFs. Therefore,
some considerationmust be taken based on the physical assessment of the hand function.
Based on some studies the finger adduction and abduction motion is not essential for
achieving the critical hand functions including grasping and pinching [33]. Therefore,
we do not include the abduction and adduction of the fingers on the design of the index
finger exoskeleton. In addition, the index and the thumb finger joints have a limited
range of motion (Table 2): therefore, the mechanism is designed to restrict unnecessary
motions, apart from the natural movement of the finger joints. This is very important for
the safety of the user, to reduce damage, which might be caused by a faulty and unstable
control system.

The Exoskeleton fingers consist of three links corresponding to the DIP, MCP and
PIP links. Rather than implementing a direct mechanical bar transmission (Fig. 1), a
cable transmission is used to obtain a compact and lightweight assembly. Two cables
are routed through the mechanical links, from the exoskeleton fingertip to the actuators
on the hand, via a passive pulleys and bearings.

Fig. 4. 3D model and 3D printed haptic exoskeleton (left and right panels, respectively).
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A first version of the hand exoskeleton was integrated where rotary servo motors
(EMAX ES08MA-II) were used (Fig. 4). However, during some preliminary tests, tests
revealed that these actuators do not have enough torque to resist vs the reactive force.

As a consequence, the actuation unit of a second version of the exoskeleton consists
of two linear actuators (PQ12-P), one for index finger and another one for the thumb;
each actuator is coupled with a cable driven system. The PQ12-P linear actuators weigh
about 15 g and feature a stroke length of 20mmwith speed of 28mm/s. The actuators can
apply amaximum force of about 50 N (at 12 V). These forces exceed themaximum force
which are needed tomatch a human handmaximumoutput force, which is around a value
of 35 N. The commercial CyberGrasp haptic glove can output only up-to 12 N force.
These actuators work as a linear servo, therefore, no external encoders are needed. The
exoskeleton design is implemented with 3D printed parts which have beenmanufactured
in PolyLactic Acid (PLA) material.

Table 1. Length of the exoskeleton linkages.

Linkages Index [mm] Thumb [mm]

L1 52 0

L2 58 45

L3 21 25

b. Modelling

b.1. Kinematic Model
A simplified kinematic model of the finger is used to study the kinematic properties
and trajectories of the hand. The index finger mechanism provides three rotary joints
that allow extension and flexion of the finger. Accordingly, a planar model with three
Revolute or Rotational joints (RRR) have been used as the kinematic model of the index
finger. The Thumb also considers a planar model with two R joints. All the joints in
the design use revolute pin connections. Extension and flexion are possible for both
the index and the thumb mechanisms, whereas abduction and adduction movements are
locked.

A schematic representation of the exoskeleton kinematic model is shown in Fig. 5.
The revolute joint R1 and R2 mimic the PIP and DIP joints, respectively, while the third
joint R3 refers to the MCP joints. All three joints have parallel rotation axes forming a
planar mechanism. The model follows the precise articulation of the index finger. The
position of the exoskeleton’s joint carefully matches the joint position of the human
hand on the lateral side. The last MC joint uses two links to allow both rotation and
translation of the finger assemblies with respect to the palm. Each joint is coupled
with passive pulleys, which corresponds to the R joints. In addition, the exoskeleton is
designed to keep the fingertip and the palm area free from additional tactile feedback.
This also helps to reduce the weight of the overall system.
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Fig. 5. The Kinematic model of the exoskeleton.

The human thumb kinematics is complicated because of the six degrees of freedom
motion of the MC joint. In addition to the flexion, extension and adduction, abduction,
the thumb performs a strategic opposition. Therefore, the thumb kinematics is simplified
to allow the extension and flexion of the IP and MP joints. The abduction and adduction
of the MC joint and the opposition movements are accommodated by the free passive
motions of the elastic textile connector between the palm and thumb motor mounts.

Each finger of the exoskeleton can be modeled as planar and serial three link mecha-
nism (Fig. 5), where the mount on the dorsum of the hand (i.e. theMC link) is considered
as the ground link. The planar method ignores lateral movements of the finger, namely
the adduction and abduction. Therefore, the overall exoskeleton device can be considered
as an independent three-link (i.e. the index) and two-link (i.e. the thumb) mechanism,
respectively. A separate thumb kinematic analysis is not necessary as the two links kine-
matic model of the thumb can be easily calculated by setting the first link length and
the joint value of the index kinematic model to zero. Therefore, only the index finger
kinematics is discussed.

The link parameters of both fingers are given in Table 1 and the joint constraints of
the mechanism are reported within Table 2. These angular ranges are chosen to match
the effective anthropomorphic articular ranges of the human hand.

The position and orientation of each fingertip are calculated using the forward kine-
matics equation. The position and orientation of the fingertip with respect to the MC
link (ground) can be expressed using the 3× 3 2D homogeneous transformation matrix,
which consists of the rotation of each link with respect to the previous link, and the
translation of each joint from the previous joint. It holds:

C = R
(
q1

)
T(L1) R

(
q2

)
T(L2) R

(
q3

)
T(L3) (1)
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Table 2. Anthropomorphic angular excursions of the rotational exoskeleton joints.

Joints Index [°] Thumb [°]

R1 −30, +90 0

R2 0, +110 0, +180

R3 −5, +90 −5, +90

where

C =
⎛

⎝
cos(q1 + q2 + q3) − sin(q1 + q2 + q3) x
sin(q1 + q2 + q3) cos(q1 + q2 + q3) y

0 0 1

⎞

⎠ (2)

The 2D position and orientation of the fingertip can be extracted from the above
transformation matrix. Precisely, the fingertip contact point C (x, y, ϑ) can be expressed
by transforming the joint coordinates:

x = L1 · cos(q1) + L2 · cos(q1 + q2) + L3 · cos(q1 + q2 + q3)
y = L1 · sin(q1) + L2 · sin(q1 + q2) + L3 · sin(q1 + q2 + q3)

(3)

and the rotational part is expressed as:

R =
(
cos(q1 + q2 + q3) − sin(q1 + q2 + q3)
sin(q1 + q2 + q3) cos(q1 + q2 + q3)

)
(4)

This component is similar to the rotation matrix occurring when a rotation of an
angle of ϑ is performed around the z-axis. Therefore, the fingertip orientation can be
expressed as:

ϑ = q1 + q2 + q3 (5)

The forward kinematic equation can be generalized as x = f(q) where x is position
and orientation of the fingertip and q is the Lagrange joint variables. The derivative of
this equation returns the Jacobian matrix, J(q):

ẋ = J (q) · q̇ (6)

Accordingly, the linear velocity is expressed as a function of the Jacobian and of the
joint velocities:

(
ẋ
ẏ

)
=

(
m11 m12 m13

m21 m22 m23

)
·
⎛

⎝
q̇1
q̇2
q̇3

⎞

⎠ (7)

where it holds:

m11 = −L1 · sin(q1) − L2 · sin(q1 + q2) − L3 · sin(q1 + q2 + q3)
m12 = −L2 · sin(q1 + q2) − L3 · sin(q1 + q2 + q3)
m21 = L1 · cos(q1) + L2 · cos(q1 + q2) + L3 · cos(q1 + q2 + q3)
m22 = L2 · cos(q1 + q2) + L3 · cos(q1 + q2 + q3)
m32 = −L3 · sin(q1 + q2 + q3)
m23 = L3 · cos(q1 + q2 + q3)
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And, finally, then the rotational velocity can be expressed in function of the fingertip
velocities, namely:

⎛

⎝
q̇1
q̇2
q̇3

⎞

⎠ =
⎛

⎝
m11 m12 m13

m21 m22 m23

1 1 1

⎞

⎠ ·
⎛

⎝
ẋ
ẏ
ϑ̇

⎞

⎠ (8)

b.2. Workspace

When exploring a free space in a remote or VR environment, the haptic device should not
restrict the human users’ motion (see also Sect. 3). Thus, the DOFs of the haptic device
should match the natural ones of the human hand. According to Gruebler’s formula, the
mobility of the overall mechanism can be calculated as:

F = 3(n − l) − 2l−h (9)

Where F is the total DOFs of the mechanism, n is the number of links (including
the frame), l is the number of lower pairs (i.e. one DOF), h is the number of higher
pairs (i.e. two DOF). According to the used kinematics, the results of Eq. (9) provide
a 3-DOF mechanism for the index and a 2-DOF for the thumb, respectively. Enough
workspace of the haptic device is also needed to achieve the desired motion which is
achievable with the natural hand movement. The multi-link mechanism considered in
this design is suitable for a multi-finger interaction and also it enables larger workspace
for the haptic device. Accordingly, the 2D workspace for the index finger, as well as the
joint trajectories, are shown in the Figs. 6 and 7.

Fig. 6. Reachable workspace of the mechanism of the index finger.
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Fig. 7. Angular joint trajectories of the indexfingermechanism - from the fully open configuration
to the fully closed one.

b.3. Actuation and Force Transmission

An underactuated mechanism has been chosen to match the requirements such as a
compact size, low weight, and low power system. The underactuated system allows
having a number of actuators which is lower than the number of DOFs as performed
with the hand. They also enable the exoskeleton mechanism to passively adapt to the
finger structure.

Both the exoskeleton fingers are actuated via a cable transmission system, which
is routed from the actuators on the palm to each joint of the finger up to the fingertip
(Fig. 8). The cable transmission systems provide adequate power in order to also reduce
the weight and inertia of the moving parts, and it allows remote actuation from the palm.

Fig. 8. The tendon and pulley mechanism of the index finger exoskeleton.

All revolute joints are driven by applying a tension force F to the cable which
is wrapped around the finger joints of radius r. Assuming that the friction force is
negligible, and that the cables are ideally rigid, the applied torque on each joint can
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therefore be expressed as a function of the radius of the pulleys and the tension force.
Finally, an underactuated mechanism, with cable force transmission system, couples the
joint torques with the cable tension F through the equation τi = F · ri . The tension
forces are also assumed to be constant for the same cable. This happens considering that
the tension torque on the pulleys is negligible and the torque due to the pulley inertia is
small. Unlike rehabilitation exoskeleton -which requires two cables for the extension and
flexion movements - haptic exoskeleton requires a single cable to restrict the extension
movement. The flexion can be passively performed not to restrict the natural movement
of the finger (Fig. 8).

A DC motor actuation system pulls the cable. The haptic system needs either an
active control of the cable position or should be back derivable so that the user can
pull the cables with less amount of force. The haptic system should also be capable of
delivering a maximum force that matches the human hand output force. Here, thanks to
the adopted motors, the maximum thumb and finger force output is in the order of 35 N.
The CyberGrasp, commercial force feedback device, can apply 12 N maximum output
force, which is enough to provide a realistic force feedback sensation. As a consequence,
in our design, a 10-12 N maximum force is considered.

4 Conclusions

In this paper, the design, and implementation of a wearable haptic exoskeleton is pre-
sented. A two-fingered (index-thumb) exoskeleton haptic device with force feedback
function is developed. The exoskeleton consists of links corresponding to each pha-
lange of the two finger which are connected with rotary joints. The determination of the
position and orientation of each link relative to the previous one is solved by using a
multi-body kinematics. The kinematic model also provides the necessary velocity and
acceleration of the fingertip.

A VR system has been also developed around the exoskeleton: this VR component
consists of a human hand physical model. The device can be used as a motion capture
system, and as an input to a teleoperated control system, as a master device.

Even though the literature has presented different exoskeletons for haptics and reha-
bilitation purposes, there are still several problems which prevent those devices to be
used in daily life [34]. Some of these constraints and limitations regard the fact that the
exoskeletons are very large mainly because they use a direct drive system combined with
mechanical links. Such a solution limits the natural movement of the end-user fingers,
the joint angle positions, and the fingertip positions which may not properly measured.
In this context the proposed haptic exoskeleton device should improve and by-pass some
of these limitations thanks to its design.

We believe that the proposed device may have interesting application on rehabil-
itation and, in particular, in all medical application where the patient or the medical
operator will benefit of haptic feedback.
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Abstract. This paper presents an integrated EMG-based system for controlling a
5-fingers robotic hand: the system combines two commercial products, namely an
Open-Bionics Hand and a wearable MYO controller in a new fashion where the
end-user can control different postural grasping through an intuitivemenu, cycling
among different pre-set grasping configurations. According to preliminary tests,
such a solutionmay represent an interesting novelty for a user-centered experience
of patients with an upper limb prosthetic device.

Keywords: Smart prosthetics · Human-centered healthcare · Electromyography

1 Introduction

Nowadays there is a huge demand for dexterous and user-friendly devices for robotic
and prosthetic manipulation. Human subjects, who has suffered from the loss of a limb,
need to recover their daily life ability to manipulate and interact with objects and the
other human beings. On the other side, current humanoid robots have increased the
capability to interact with us and, therefore, to perform actions which belong to our
nature [1–3, 14].

Unfortunately, even if many devices have been developed with highmovement capa-
bility and dexterity, a lack of simplicity on the usage of the interface between such devices
and the end-user is still occurring.

Here we are trying to show a simple and low-cost architecture where some of these
drawbacks are overcome. This paper looks at the relationship between a prosthetic hand
and an ElectroMyoGraphy (EMG) sensor to simulate different grasp types. These ones
allow the user to interact with different objects in the real world through a robotic hand
[4–6]. The approach is based on the integration of an Arduino Mega and an OpenBion-
ics hand [7, 8]. The aim is to propose a novel and improved robotic and prosthetic sys-
tem that can closely simulate a real limb via EMG which is used to control the robotic
hand [9].
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2 Materials and Methods

2.1 Hardware

In this section of the paper details of the hardware are reported. The main reasons of
specific hardware selection are also mentioned.

The Open Bionics Robotic Hand
The robotic hand which has been used in this project is a 3D printed hand from Open
Bionics (Fig. 1): each part of the hand is printed and assembled together to integrate
the motion capability; the 4 fingers and the thumb in the hand can reach different posi-
tions allowing the manipulator to perform different types of grasping. This is performed
through linear actuators, which are installed in the palm of the hand. Each finger and
thumb are connected to a single actuator via a fishing wire.

Fig. 1. The 5-finger Open-Bionics robotic hand.

The hand’s task is to replicate different grasping configurations when a human input
is given. The reasonwhy such a devicewas chosen is because of how easy it is to interface
and control the device itself: all you need to provide is the power supply and then to
plug in the hand’s controller into a computer through its USB cable: then the user may
upload code to an Arduino-compatible controller which is embedded within the hand.

The MYO Band
MyoBand is a wearable device from Thalamic Labs which allows the end-user to collect
electrical muscle activity or ElectroMyoGraphic signals (EMG) – Fig. 2. EMG are
used in gesture control and many other applications, such as, for example, to develop a
MyoWare muscle sensor. This device allows receiving 8 amplified and rectified EMG
signals from the human forearm muscles: the larger is the amount of EMG signals, the
higher is the information about the human gesture that may be collected by the sensor
[10, 11].

When the device is worn on the arm, it will start to read the muscle electrical activity;
data are then sent over a wireless Bluetooth protocol to a dongle that will be inserted
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Fig. 2. The 5-finger Open-Bionics robotic hand.

into a PC. The PC reads the transmitted data and perform the action that relates to what
the users are intended to do with their arm. The reason why this device was selected
is because it is a wearable well integrated system, it is easy to be interfaced given the
availability of software libraries and, moreover, it can get accurate readings.

In this project the Myoband will read the electrical activity of the user, transmit that
data to a PC; this latter one will communicate to the robotic hand what to do, namely a
proper type of grasping configuration, depending on which action and gesture the user
has performed.

2.2 Software

In this section the software that has been used in the project is detailed.

The MyoConnect
MyoConnect is the Thalmic Labs software interface which allow the user to perform
gesture control vs. a PC operative system: it basically allows to use your PC without
having to manipulate the mouse or keyboard. The interface also allows to perform a
calibration procedure in order to use the MyoBand irrespective of the orientation of the
device when you wear it. Among all the available features of the software, the typical
MyoConnect mask is reported in Fig. 3.

MyoConnect can be conceived as the hub to the MyoBand, since all the preliminary
information can be accessed from this software. Basic commands can be sent to the
wearable device; a “ping” will vibrate the band if it is wirelessly connected to the
software; this also allows the user to perform basic tasks and have a direct understanding
of how the band and the software work together.

The Myo system inherently embeds a human gesture classifier. 6 gesture can be
recognised such as (see also Fig. 3):

• Fist
• Rest
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Fig. 3. The MYO Arm bracelet

Fig. 4. The hardware architecture with the MyoBand and the open bionics robotic hand

• Wave in
• Wave out
• Double tap
• Finger spread (i.e. Open Hand)

Clearly customgesturesmaybedesignedbyusing theSDKof thedevice, however–at
this stage – this project is going tomake use of these 6 available classes.

MyoConnect is alsousedasabridge to talk toanother software, calledMyoDuino, that
is used to send data to the robotic hand.Meanwhile theMyoConnect is also used in order
for the band to send data to the PC and then be able to understandwhat is happening on the
human-user side.An overall overviewof the system is also shown in Fig. 4.

The Arduino IDE
Arduino Software is an open-source Integrated Development Environment (IDE), which
uses C/C++ programming language. It provides the user with the ability to write code
known as a sketch and in turn the ability to upload the sketch within an Arduino board.

An Arduino sketch is split into four different sections, where Sect. 1 is where the
necessary libraries are included: in this project a FingerLib library has been embedded
within the software. This library is used by the robotic hand in order tomove the actuators
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Fig. 5. Themapping of the 5-fingers robotic hand

and then the fingers. AMyoController is also used to allow the MyoBand and the Open
Bionics hand to work in synergy. Section 2 is the setup section where the initial values
of the variables are set, such as the starting positions of the servos. Also, in the set up all
the pin modes are declared. The 3rd section is the loop section, which houses the main
body of the code. The 4th and final section are where the functions of the program are
declared.

The MyoDuino Software
MyoDuino is a third-party software that can be downloaded on GitHub: this element
interfaces the two devices, namely theMyoband - i.e. its Bluetooth I/O -with theArduino
board – i.e. its Serial I/O. MyoDuino allows the user to see what is happening on the
Myoband side as a visual display can be seen once thewearable systemhas been detected.

3 Design of the Interface

An Arduino IDE is used to develop the interface, due to the fact that the robotic hand
embeds an Arduino-compatible controller board. The main code also needs to incorpo-
rate the FingerLib library, which allows each finger and thumb to be assigned a label
name and to be actuated. This element makes the design of the grasping configuration
easier: all that is needed is (a) to call the finger that you want to move and (b) then to
write the position the finger has to reach. The finger labelling as it was performed in the
project is reported within Fig. 5.

After setting the labelling, the further step is to make the Myoband able to set some
actions into the hand device: this task is performed by using another library in Arduino
IDE calledMyocontroller which allowed theMyoband and the Arduino to dialogue each
other: this is done by assigning the library to a variable such as myo and then using the
functions inside the library to extract the classification output of the human movement
from the Myoband itself. In particular, one of the attribute or function that was used
in the project is the myo.getcurrentposistion. The function returns the current output of
the Myoband allowing the Arduino board (i) to recognise a certain configuration of the
end-user hand, such as, for example, the fist or rest configuration and therefore (ii) to
trigger the robotic hand. An overview of this process is shown in Fig. 6.

In order to connect the Myoband and the Arduino a third party software called
MyoDuino is used. MyoDuino acts as the bridge that allows communication between
the two devices and it runs alongside the Arduino IDE: it connects the Myoband to the
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Fig. 6. Software architecture and functional diagram of the MYO-OpenBionics interface

MyoDuino via the Bluetooth dongle that comes with the Myoband and the MyoDuino
to the hand via a COM port. Given such an interaction between the parts, a code to map
the signals vs the hand movements can be designed. Figure 7 displays some of these
movements that were implemented. Such a code should allow the hand to follow the
human movements such that the robotic device will mirror the movements of the user.
This process inherently requires a continuous stream of data from the Myoband to the
hand which collides with the limited amount of memory of the Arduino board, unless
the data that was being sent would be delayed (which would cause the unacceptable
behaviour of having the hand performing the movement with a delay).

Fig. 7. A set of available grasping configuration that were coded into the Arduino board

To bypass this issue a SavedStatus was designed within the Arduino IDE, which
would allow the user to perform more movement using the same gestures (Fig. 8):
namely, all the band gestures are recognised in every state, then each label will call its
own function giving the robotic hand an unlimited set of movements.

The action will change based on what savedstatus the user is in: for example, a
fist status will move the hand into the homologous fist configuration, whereas other
savedstatus will perform different action allowing for more movements of the robotic
device. Similarly, to switch to a next status, the user have to perform a waveIn; to go
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Fig. 8. An example of SavedStatus setting

back to the last savedstatus the user has to perform awaveOut; finally, to reset the device
into the home position the user needs to perform a double tap.

An overall view of this architecture is reported within the Fig. 9. The complete
system is here shown: the MyoBand sends the information to the MyoDuino which in
turn sends a command to the hand. This latter one will perform the action and loop back
to the Myoband to get the new end-user command.

Fig. 9. Overview of the MyoBand and Open Bionics hand controller
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4 Results

In this section of the paper, the results of some preliminary laboratory trials are reported.
These results are shown in block diagrams to make clear which savedstatuswere associ-
ated with which movements. Only few status are reported as representative of the overall
set of the available status.

Fig. 10. Overview of the SavedStatus 1
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Figure 10 shows the movement in SavedStatus 1: (i) waving in will change to the
next savedstatus and (ii) waving out will go back to the last savedstatus, whereas (iii)
double tap is used in case of any errors that happen while the hand is working.

Fig. 11. Overview of the SavedStatus 2
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This latter command will just set the hand in its reset or home position but the user
will still be in the same savedstatus. A similar approach is followed for the SavedStatus
2, which is illustrated within the Fig. 11.

A set of 4 different status has been designed: fopr each one of these four stata,
different configurations are available, according to the chosen one.

Thanks to this set of status, a menu with different movements allows the hand to
switch and move in relation to the gesture that the user has done.

5 Conclusions and Future Works

A low-cost system combining EMG signal detection and classification with a 5 fingers
robotic handhasbeenpresented.Theproposed systemallows controlling the robotic hand
in a set of various grasping configuration. Thanks to the choice of the design and exper-
imental set-up, a variety of configuration is also available and easily adaptable [12–14].
Even if thevalidationhasbeenonlyperformedwithsomepreliminaryexperiments, results
are quite encouraging in viewof developing such a systemon a real prosthetic application
where the patient may benefit of a low-cost system for daily life activity.

The proposed system embeds open-source software, namely the Arduino IDE soft-
ware interface, and therefore it represents the possibility of developing integrated and
human-centered prosthetic system with small budgets.

This approach could go beyond the present scope as the used hardware could bemod-
ified to look at many different uses. For example, the robotic handmay be combined with
a Brain Computer Interface such as - when the user wears the device interface – brain
activity could condition the hand, which would finally result in somemovement [15].
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Abstract. Minimally Invasive Surgery and, in particular, Robotic Minimally
Invasive Surgery may benefit from the integration of Haptic device: here we pro-
pose a preliminary study on a two-finger exoskeleton for kinesthetic feedback
of surgeon thumb and index finger while controlling a Da Vinci Robotic Device
through its Master Tool Manipulator (MTM). Simulation of contact between rigid
and soft objects with the Patient SideManipulator (PSM) are integratedwith Force
Feedback on the MTM coupled with the exoskeleton.

Keywords: Haptic device · Kinesthetic feedback · Da Vinci

1 Introduction

Minimal Invasive Surgery (MIS) is a surgical technique started during the mid 20th
century. MIS uses specially designed surgical tools with multiple Degrees Of Freedom
(DOF) wrist. The tools are long but very small, which enables their use inside small
incisions of a patient skin. Such system benefits in the reduction of surgical trauma
to the tissue decreased pain during surgery and the time to heal the wound. It also
creates smaller visible scars compared to conventional surgical procedures. However,
the loss of direct touch and contact with the operation site creates some disadvantages
for the surgeon [1]. During MIS, in fact, the surgeon will not be able to assess the tissue
properties by direct touch or palpation.

Even though multiple DOF endo-wrist (Fig. 1) helps to access the operation site in
many directions, the tools need to move at the fixed point of the incision; therefore the
DOF motion by the tool is lost, decreasing dexterity inside the operation site. Direct
hand-eye coordination is also lost in such scenarios, which makes complex tasks such
as knot tying very time consuming and require intensive training.

Robot-assisted Minimally Invasive Surgery (RMIS) was introduced to help reduce
some of the disadvantages of MIS. RMIS can improve the accuracy and dexterity of
the surgeon. It also minimizes trauma and pain to the patient. Current RMIS system
enables hand-eye coordination through motion scaling and tremor filtering. However,
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when the surgeon operates the gripper, there is no feedback about the amount of forces
exerted other than tissue deformation and other visual cues. Thus, the lack of direct
haptic feedback is still a limitation in most of the RMIS systems.

Haptic Feedback - i.e. force and tactile feedback - can be provided from tool-tissue
interaction forces and torques during grasping, palpation and tissue manipulation. Such
kind of feedback may significantly improve patient safety and reduce operation time
in RMOS. Excess grip force, in fact, could result in tissue damage for the patient [3]
and also hand fatigue for the surgeon [4]. On the other hand, insufficient grip force may
cause slipping of the tissue and increases the task difficulty.

Previous studies have explored different tactile and force feedback methods to pro-
vide Haptic Feedback for the surgeon. Many studies have shown that force feedback is
essential in telesurgery [5–7] and it is favourable by the operator compared to other types
of feedback,mainly visual and auditory [8–10].Macfiled et al. [11, 12] demonstrated that
the mechanoreceptors in the fingertip are essential for grip force control. The importance
of tactile feedback for grip force control has been also largely explored [8, 13–15].

Fig. 1. A typical multi-DOF Endowrist for RMIS (modified from [2]).

In this paper we present a new design of a 2-fingers exoskeleton for haptic feedback
combined with one of the most worldwide used robotic device: the application of this
haptic Exoskeleton to display gripping force feedback for operation using the Da Vinci
Surgical Research Kit (DVRK) is studied. Such kind of force feedback can reduce
unintentional tissue injuries, and benefits the surgical procedure since it has been shown
that force feedback reduces the grasping force in robot-assisted surgery.
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2 Haptics in RMIS

Haptics generally describes touch feedback, which consists of Kinaesthetic (force)
and Cutaneous (tactile) feedback. Currently, most RMIS systems do not include hap-
tic feedback system however many research and evaluations are going on to include
haptics in commercial and research prototype RMIS system. Nevertheless those sys-
tems which include haptics mostly provide only force feedback, with limited reliability.
Some researchers have also developed tactile feedback systems for RMIS, but some of
these implementations are still technologically limited since tactile feedback inherently
requires spatially distributed sensing and display of tactile information. An example of
the interaction between devices and operators in a RIMS scenario is reported in Fig. 2.

Fig. 2. Information flow in RMIS with haptic feedback.

The main challenges of Haptics in RMIS is the need of haptic techniques and sen-
sors on the user and patient sides to acquire haptic information [16–18]. These sensors
need to be very small to be fitted with the current surgical tools without affecting the
manoeuvrability and dexterity of the tool itself. Commercially available force sensors
are useful in measuring forces and torques produced during teleoperation. However, the
size of these sensors has to be minimized to allow its use in the surgical environment.
Apart from constraints in size and geometry, bio-compatibility and sterilization are other
demanding constraints.

Some researchers have created specialized grippers with force sensors attached to
the jaws. An ideal option would be estimating the forces applied indirectly without using
force sensors on the gripper. The other challenge is the haptic display used to convey
the information to the surgeon. Kinesthetic or force feedback system provides resolved
force to the hand via force feedback devices. However, the fidelity of such force feedback
devices is limited due to the dynamics force created by higher inertia and friction that
are difficult to account or to measure. Accurate force feedback requires also a set of
accurate dynamic models of the master and patient side manipulator to guarantee the
stability of the system and the transparency of the force feedback. The displayed force
feedback can also be affected by time delays due to the computational time and the delay
of the transmission.

Even though, force feedback appears to be enough in many surgical procedures,
tactile information such as contact location, finger-pad deformation, and pressure distri-
bution can be necessary particularly during palpation. Therefore, the addition of tactile,
haptic devices could also improve the operation procedure.
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Another approach is using sensory substitution methods such as audio feedback,
visual and graphical feedback or other forms like vibrotactile display [18].

Visually observing the tissue properties during the motion of the surgical instrument
can also be used as feedback. However, such systems should be designed carefully not
to distract the surgeon’s view of the patient.

2.1 The Da Vinci Research Kit (DVRK)

2.1.1 Overall Configuration

The DVRK is a research platform from Intuitive Surgical: it is used to enhance
collaborative research and development of new technologies for RMIS.

At the Antal Bejczy Center for Intelligent Robotics, Obuda University, a DVRKT
system is available; the system is made of the following components (Fig. 3):

Fig. 3. The DV Research Kit (DVRKT) at Antal Bejczy Center for Intelligent Robotics.

• two Master Tool Manipulators (MTMs)
• two Patient Side Manipulators (PSMs)
• one High-Resolution Stereo Viewer (HRSV)
• one foot pedal tray and an hardware interface between the two consoles
• one Endoscopic Camera Manipulator (ECM)
• one Control Electronic System which is based on IEEE-1394 FPGA boards and Quad
Linear Amplifier (QLA).

An overarching telerobotic software is available in order to control the DVRKT. This
software is based on the Open Source Robotic Operative System (R.O.S.). It has differ-
ent functional layers, namely the Hardware Interface (I/O), the Low-Level Control (e.g.
PID), the High-Level Control, the Teleoperation system and, finally, the Application.
Computer Assisted Intervention Systems (Cisst) libraries and Surgical Assistant Work-
station (SAW) are used. TheLow-LevelControl layer consists of the PID joint controllers
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(one for each manipulator). The High-Level Control is provided by two components that
are specific for the da VinciMTM and PSM. These provide the forward and inverse kine-
matics, the trajectory generation, and the gripper control. They also manage the state
transitions for the Da Vinci manipulators, such as the homing (MTM and PSM), the
engaging the sterile adapter plate (PSM), and the engaging the instrument (PSM). The
Teleoperation layer is provided by two instances of a general-purpose SAW component
that each connect one MTM to one PSM. Finally, the Application layer is provided by
a console application with HRSV that emulates the master console environment of the
DVRKT (Fig. 4).

Fig. 4. The DVRKT HRSV console and master manipulators.

2.1.2 Gripper and Tool Configuration & Software Configuration

A variety of different and multi-purpose tools are available for the DVRKT. In this
application we will focus on one of the most commonly used tool, the Endowrist. This
gripper, as it is shown in Fig. 1, is a 4 DOF surgical tool, which is commonly used by
Da Vinci operators. The tool is composed of tendons and pulley, which allows to orient
the gripper around different rotational axes. The tendon actuation of the Endowrist
introduces some non-linearities, which cause some challenges while modelling and
controlling the device.

The R.O.S. software which is available to control the DVRKT provides a set of
libraries and utilities. Thanks to these libraries, communication between different robot
control processes in one computer or across multiple computers are available: in this
study, the position sensing and force feedback controllers are developed as ROS topics
that publish the robot state in ROS messages and accept commands by subscribing to
ROS messages. An overview of the block diagram of the sensing and control software
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is reported in Fig. 2. Figure 5 also shows the implementation of the software and its
visualizer.

2.2 Force Estimation and Control

Dynamic control of robotic manipulator and haptic devices may be performed via
Impedance and Admittance control [19]. Impedance and Admittance Haptic devices
interaction control are the most popular type of control system. In the Impedance Con-
trol, changes in position are used as an input to compute the output forces; similarly, in
the Admittance Control a measured force is used as an input affecting the position and
causing a change of the position.

Assuming to implement an Admittance Controller on the DVRKTmeans that a force
sensor has to be fitted on the tip of the DVRK slave tools. However, as it was reported
in the Sect. 1 (Introduction), embedding force sensors on a DVRKT tool is not easily
achievable due to multiple requirements which involve the size, the biocompatibility,
and the need of being able to sterilize the tool before the surgical procedure.

Fig. 5. The DVRK simulation environment under R.O.S. with the RViz 3D visualizer.

On the other side, an Haptic device based on implementing the Impedance Controller
should have an intrinsic low friction and inertia. Such a device should be also back-
driveable to minimize the dynamic distortion vs. the user’s perception. Such a type of
Haptic device can be used in applications requiring low force and torques; moreover,
these devices have quite a simple design and low cost. For surgical robots with low mass
and inertia, the change in desired and actual position of the patient side robot (i.e. where
the desired task is a target position of the master manipulator) can be used to display
forces which are applied to the environment. However, the reliability of such systems
depends on the occurring dynamic and forces. For teleoperated surgical robots, such as
theDVRKT, themastermanipulator links have relatively large inertial values, in addition,
most of the inertial parameter’s are not precisely known. This uncertainty makes the
impedance haptic feedback quite challenging. Finally, implementing impedance control
for force feedback directly from themasterDVRKTmanipulator is difficult and therefore
the role (and need for) an external force feedback device is critical.
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The goal here is to develop a technique which uses the change of the position and
velocity of the slave gripper in order to compute a proportional amount of force feed-
back which can be then displayed to the end-user of the DVRKT by means of a haptic
exoskeleton.

Fig. 6. The 2-fingers exoskeleton prototype and design (top and bottom panels, respectively).

2.3 Design of the Exoskeleton

A two-finger exoskeleton has been designed in order to be coupled with the DVRKT.
The exoskeleton has been designed via 3D modelling software and then manufactured
through a 3Dprinting process via extrusion: it ismade ofAcrylonitrile Butadiene Styrene
(ABS) material and equipped with 2 servomotor which are physically connected to the
elements of the inter-distal and distal phalanges of the index and thumb through a tendon-
driven mechanism. The device is shown in Fig. 6. Details about the design, the sensors
& actuators, and the tendon mechanism and kinematics are reported in [20].
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Fig. 7. Setting of the exoskeletonwhen applied to an end-user interactingwith theDVRKTpatient
side manipulators.

2.4 Design of the Controller

Given the aforementioned exoskeleton, we are looking for providing the DVRKT oper-
ator with the perception and feeling of grasping. An object, which is gripped between
the index finger and thumb should be emulated with a force feedback matching the grip
force occurring on the DVRK tool’s end effector, i.e. the Endowrist (Fig. 1). Figure 7
shows the setting of the exoskeleton when applied to an end-user interacting with the
DVRKT Patient Side Manipulators.

In order to achieve this, the DVRKT and Exoskeleton control system should be
designed as a bilateral control system, which receives position commands from the
slave robot and reflects the interaction forces on the haptic device.

To this aim, an Impedance control algorithm has been applied for force control of
the haptic interface that is coupled with the master robot. During operation, the oper-
ator moves the master-haptic interface generating position commands, the impedance
between the operator and the haptic interfaces varies dynamically. If the impedance
parameters and the dynamics of the master robot are precisely known, a control algo-
rithm can be developed based on the dynamicmodel of the robot. However, this approach
is challenging to implement mainly because of the uncertainty of the dynamic model
and parameter variations. The other factor is that the forces that need to be displayed
and replicated on the user side are very small compared to the occurring forces of the
robot dynamic. In addition, a small positional error can cause a very high force, which
results in damaging the user or the robot itself.

Impedance control algorithms monitor the contact forces by controlling the position
of the manipulator and using the desired impedance, since the impedance defines the
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Fig. 8. PSM and MTML profiles under tele-manipulation of the PSM gripper (blue and red lines,
respectively). (Color figure online)

relationship between the gripping force and the gripper velocity. For precise operation,
the force due to the dynamics (i.e., inertia, friction, and gravity) must be adequately
compensated, so that the operator only feels the contact and sliding force of the tool-tissue
interaction. Various studies have been done on defining the contact model, the contact
stability and performance [21–23]. These researches mainly focused on simplifying the
dynamics of themaster robot and on compensating the error induced by the simplification
[19, 24, 25].

In this paper the haptic feedback is provided through an external exoskeleton device
and, therefore, the dynamics of the master robot can be considered as transparent vs. the
slave device. During operation, the end-user moves the MTM while grasping the MTM
gripper. These movements are tracked and used to compute the control commands of
the PSM.

The process is replicated under the R.O.S. environment and a simulation is per-
formed. In the simulation, a PD controller is used to track the position of MTM joint
and to implement a control effort, which actuates the PSM motors so that the PSM
smoothly follows the MTM position. The linear position of the PSM tools is controlled
as it follows:

FPSM = Kp · (xMTM − xPSM ) − Kd · ẋPSM (1)

Where FPSM is the control force effort, xMTM is the position of the MTM, and xPSM
is the position of the PSM tool. The control gains are set to be automatically tuned by
ROS PID autotune for smooth tracking and stability.

Similarly, the orientation of the PSM tool, including the gripper, is controlled as it
follows:

τPSM = Kp · (ϑMTM − ϑPSM ) − Kd · ϑ̇PSM (2)

Where τPSM is the control torque effort, ϑMTM is the angle of the MTM wrist, and
ϑPSM is the angle of the PSM wrist.
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2.5 Design of the Gripper Controller

In absence of force feedback, the DVRKT slave gripper simply follows the motion of
the DVRKT master gripper and - when an object gets in contact with the environment -
such an object is grasped. In this work, a reverse control should be also applied, such as
the master follows the motion (i.e. the position and the velocity) of the slave. Thus, our
controller uses a PID controller τ exo to generate an input torque effort for the exoskeleton,
which is coupled with the master gripper manipulator.

First, let us consider a forward control of the slave gripper by the master. As shown
in Fig. 8, when the master gripper is closing or opening, the slave gripper follows the
master. The MTM position is used as setpoint (desired value of the controller) whereas
the PSM position is used as a state (the actual value of the controlled motion), control
effort is estimated based on the error (e) calculated from the difference of PSM and
MTM gripper position. It holds:

ex = ϑMTM − ϑPSM

ex = ϑ̇MTM − ϑ̇PSM (3)

where ϑMTM is the angle of theMTM gripper, and ϑPSM is the angle of the PSM gripper;
ϑ̇MTM is the angular speed of the MTM gripper, and ϑ̇PSM is the angular speed of the
PSM gripper. While the gripper is closing, it holds ex > 0; on the contrary, when the
gripper is opening, it holds ex < 0. However, when the object is gripped by the PSM
tool, a significant error is introduced, and the PSM will not be able to follow the MTM
anymore.

Considering a linear relationship between the deformation of the grasped object and
the applied force applied, the error is proportional to the stiffness of the grasped object.
Therefore, an error threshold value ex threshold is set to estimate the force and torque that
should be applied by the exoskeleton. If ex > 0 and ex threshold > ex , then the gripper is
in contact with an object. Finally a torque τ effort should be applied by the exoskeleton
to restrict the movement of the fingertip thereby reducing the error between the MTM
and the PSM gripper positions.

τe f f ort = Kp · ex + Dp · ėx + Ip

t∫

0

exdt (4)

Where τ effort is the commanded torque to the exoskeleton motors and the gains
depends on the stiffness and damping parameters of the grasped object. The Kp, Dp and
Ip values have to be chosen in order to allow a successful grasping under different load
conditions while preserving its stability. This mapping allows the end-user piloting the
PSM gripper while applying different amounts of grip force to the object.
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Fig. 9. Force-feedback tele-operation of the MTM and PSM Gripper (red and blue lines, respec-
tively): positionswith andwithout force feedback (top and bottom panels) for rigid and soft objects
(left and right panels) are reported. (Color figure online)

3 Results

A solid and rigid object, as well as a soft components were considered: performed sim-
ulation uses both a rigid object and a spring object to mimic different scenarios in which
the DVRKT is gripping a body tissue. The dynamic behaviour of the tissue with respect
to the external applied forces and torques were modelled as a spring-damper system.
According to [201], the desired impedance can be designed through the stiffness param-
eter, Kd, and the damping parameter, Dd. The motor position in the joint coordinates
system can be also controlled by using a PD controller such as:

Fm = −Kd · (x − xs) − Dd · ẋ (5)

where xs is the desired position.
Preliminary practical tests were conducted to test the reliability of the system. The

communication between the controller and the exoskeleton was handled via USB.Mbed
ROS serial node subscribes to the control effort node, and the motor control map the
control effort in the range of the maximum and minimum torque needed to actuate the
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motor. R.O.S. packages were also integrated to test the force feedback and the efficiency
of the PID controller algorithms. ROS control nodes and topics used for both the DVRK
virtual simulation and the exoskeleton controllerwere implemented.ADVRKPSMnode
publishes its time-varying setpoint to the PID controller node which applies corrections
via the control effort topic of the exoskeleton controller. The DVRK MTML node also
publishes the current value of the MTM position to the state topic. The simulation plots
the MTM and PSM gripper positions as shown in Fig. 9.

4 Conclusion and Discussion

In this paper, a novel approach for using a 3D printed exoskeletons as a force feedback
device in the DVRKT tele-operated system has been presented. The studywas developed
in the context of current literature where it was observed that many haptic studies on grip
force control are still focusing on cutaneous feedback and not so much on kinesthetic
feedback. It is still under discussion how the absence of force feedback on these applica-
tionsmay increase the difficulty of performing remote handling and object manipulation.
Many studies have shown, in fact, that a simple force feedback (e.g. providing feedback
of the grip) can significantly improve the transparency in robotic-assisted surgery and
RMIS. The grip force feedback, in fact, can be employed to enhance surgeons perception
of the mechanical properties of the tissue during a RMIS surgical procedure.

In the proposed system of this work we define a single point of contact of the
haptic interface in order to display forces to the operator, where these forces mimic the
mechanical properties of the tissue getting in contact with the end-effector of the robot
(Fig. 9). Even if this is a preliminary integration study, it is important to notice that other
studies have also shown that users tend to apply more grip forces in the absence of haptic
feedback. Therefore, a proportional amount of force feedback can help these users to
reduce their effective gripping force on the patient side. While grasping objects, people
may then be able to adjust and fine tune their grip force according to the effective load of
force. This result clearly helps in providing enough gripping force and prevent the tissue
from being damaged and the tool from slipping. It also avoids damaging the organs due
to an excessive force which can also increase the stress and fatigue of the surgeon.

Future works may include a study of the effect of the force feedback when using
exoskeleton on the accuracy and time that is needed to complete surgical training proce-
dures. The ergonomic advantage and disadvantages of such haptic feedback systems also
needs to be furtherly studied and developed. Psychophysics experiments should also be
conducted to analyze the effect of this approach compared to cutaneous feedback and
visual feedback only [26]. Further studies must also be completed using teleoperation
scheme which uses force sensors at the slave manipulator to support a comparison with
the position control methods.
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Abstract. Stress is a major health problem in this century, and it is associated
with adverse health consequences. Its prevention and management are a great
challenge, and only a minority of the affected persons receive treatment. New
digital technologies offer opportunities to provide effective psychological inter-
ventions to address the negative consequences of occupational stress. However, the
knowledge of the importance of different functions and features of digital stress
management systems remains largely unexplored. This work closes that research
gap by conducting a Delphi study, in which 20 experts prioritized requirements
in three rounds. The purpose of the present study is to enable developers of digi-
tal stress management systems (DSMS) to profitably select and use functions and
characteristics of those systems, taking into account the available resources. Thus,
the aim is to find DSMS that better counteract excessive stress. Finally, 82% of
all requirements meet the consensus threshold.

Keywords: Digital stress management systems · Burnout prevention · eHealth

1 Introduction

Burnout is a major public health issue due to the generally elevated levels of stress and its
growing complexity in the professional context [1]. Stress can be caused bywork-related
factors, such as excessive workload, or through individual sources, for example, work-
family conflicts [2]. Long-term stress is not only associated with an increased risk of
burnout but alsowith othermental disorders and somatic problems such as cardiovascular
disease [3]. Undoubtedly, stress and the associated health consequences lead to high
direct and indirect costs incurred by both employers and the society due to healthcare
costs, lower productivity, and absenteeism [2]. Nevertheless, the rate of participation in
conventional preventive services is low, and face-to-face stress reduction interventions
require excessive human resource allocations and suffer time conflict issues [4]. At the
same time, the technological capability to mine, interpret, and respond to a large amount
of data for promoting the welfare of human subjects is growing [5]. Therefore, research
continues to focus on the use of digital technologies. They are promising in terms of
acceptability, effectiveness, and economic sustainability to support stress management
and reduce the negative consequences of work-related stress [4]. In addition to adequate
physical exercise, the ability to cope with stress is one of the most important factors in
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preventing burnout [6]. The term preventive digital stressmanagement systems (DSMS),
as defined in this article, encompasses coping strategies for the preservation of mental,
physical, and social health. The aim is to reduce stress caused by work-related pressure
and contribute to finding a healthy balance. DSMS are mainly provided in the digital
form (derived from [7]). Currently, there are only a few DSMS on the market (e.g.,
applications on smartphones). Moreover, there are also certain initial studies dealing
with the effectiveness and moderating factors of DSMS [8–10].

However, in general, the market is commercially driven, and the importance of the
different functions and features of DSMS are poorly represented in the existing research.
In order to close this gap, we conducted a Delphi study with 20 experts who prioritized
the requirements for DSMS in three rounds. The obtained list of requirements was
developed by the authors in 2018 using 15 semi-structured qualitative interviews. This
list is the foundation for the present study. The purpose is to first confirm the requirements
and then to enable developers of DSMS to profitably select and use the functions and
characteristics, keeping in mind the available resources. Thus, the aim is to develop
DSMS that better counteract excessive stress.

The Delphi study design is a suitable method for the present prioritization because it
structures the necessary communication processes well and can produce a well-founded
consensus due to its mixture of questionnaires and controlled opinion feedback.

2 Background

DSMS usually aim to reduce the symptoms of work-related stress, thereby increasing
the wellbeing of users [11]. They provide new ways to feel, think, and act in stressful
situations to reduce stressors, improve reactions to stressors, ormitigate the physiological
or psychological effects of stress [2]. They focus on teaching different techniques to
cope with stress [12] and differ in terms of various aspects, such as delivery, intervention
content, length, or scope [10]. Often, DSMS are delivered in sessions over several weeks,
whereby there are short systems (such as 2-week interventions); in contrast, some are
also delivered overmonths or years [10]. In general, the interventions and exercises focus
on an individual level and comprise meditation, mindfulness, breathing, and relaxation
techniques, biofeedback, time management, and other cognitive behavioral elements [2,
13]. There are two types of systems, which differ in guidance. Guided interventions have
some kind of human support, such as e-mail reminders or counselor support, whereas
unguided ones have no support or only technical support [2].

The effectiveness of psychological and psychotherapeutic health interventions pro-
vided via the internet is frequently studied, and their results are promising [10]. Whether
these findings can be transferred to DSMS and internet interventions can also be effec-
tive in prevention in the field of stress remains little studied and no conclusive evidence
of effectiveness is available. A few analyses have been performed to examine the effec-
tiveness of DSMS in comparison to a group on waiting list, which show a significant
reduction of stress [3, 11, 14, 15]. Moreover, comparisons with a no-treatment group
[16] or to an attention group [17] indicate the effectiveness of DSMS too. Elena Heber
and Wasantha Jayawardene explored related research, and both of the meta-analyses
demonstrate positive effects of DSMS [4, 10]. As many relevant parameters, such as
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type and length of the interventions, usage of guidance, outcomes, measurements, or
settings, vary in the studies, the results are not quite comparable and generalizability is
difficult to assess [2, 18]. Furthermore, the effects of individual interventions of DSMS
are mostly unexplored, sample sizes of the trials are often small, and the measurement
of stress as a success control is often carried out solely through self-assessments (e.g.,
Perceived Stress Scale) rather than through objective methods, such as biomarkers (e.g.
cortisol levels). It is striking that DSMS are often tested on groups, constituting people
with relevant symptoms in a stressful period of life (e.g., healthcare professionals who
have higher burnout, depression, and suicide rates) [13–15, 18–20]. Thus, from the per-
spective of a universal preventive stress setting, no conclusions can be drawn regarding
people in their everyday life with lower stress levels. In addition, studies analyze out-
comes such as stress, perceived stress, depression, etc. after a short time of using DSMS
[10, 12, 19, 20]. Change in stress management, attitudes, and behavior are fundamental
basic psychological processes, which may take a long period to manifest. Therefore,
study periods may not be enough to cover long-term effects, and the first research results
should be interpreted with care.

In summary, there is insufficient knowledge available of what makes DSMS suc-
cessful in reducing stress and preventing burnout. Thus, we aim to bridge the research
gap by prioritizing the requirements of DSMS.

3 Methods

This analysis is based on an explorative study conducted in 2018, replacing the first
phase of a typical Delphi study. As it provides an underlying list of requirements, the
study is crucial and described in more detail below. Afterward, an in-depth description
of the methodical approach of this study is presented.

3.1 Preliminary Study

The requirements for DSMS were derived from a qualitative interview study and its
analysis [21]. As the body of knowledge lacks assessment, interpretation patterns,
and action orientations as well as the identification of individual perspectives, semi-
structured, guideline-based interviewswere chosen as a suitablemethodology to identify
the requirements. In order to better understand the specificity of the DSMS application,
the interviewswere conducted from four different perspectives (health insurance compa-
nies, care providers, the private sector, and users). The interview partners were selected
according to Flickl following case selection using a qualitative sampling plan, in order
to include a targeted selection of particularly meaningful cases [22]. The employed
interview guideline was based on the principles established by Döring and Bortz and
was deductively derived from the literature [23]. The interviews were analyzed as per
the qualitative content analysis presented by Mayring, utilizing a software for quali-
tative analysis (MaxQDA) [24]. The requirements identified from the interviews were
aggregated and coded, rule-based, on a developed coding guide, which defined the char-
acteristics of the individual categories. The interview material was cross-validated, and
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the Cohen’s Kappa coefficient was determined to be 0.85 [21]. Table 1 collates all the
requirements.

Table 1. Underlying Requirements

ID Requirement

1 Consecutive, adaptive, small-step goals; behavioral goals derived from health goals

2 Reminder functions to goals, open exercises or other mature interactions; individually
configurable

3 Short interaction times (about 5-15 min per day); quick check-in, clear structure and menu
navigation, overviews

4 Simple and intuitive usability, fun to use

5 Hidden content, only a few technical terms

6 Highly personal and clear everyday relevance

7 Everyday suitability and high wearing comfort

8 Clear presentation of cause and effect relationships

9 High individualization including personal on-boarding, individual configuration options
and tailoring to the user

10 Support to identify stressors and derive appropriate measures

11 Measurement of stress level

12 Customization to specific user situations

13 High autonomy; proactive construction

14 Feedback functions in acute stress situations and effectiveness of implemented measures
and exercises; reports on medium- to long-term trends in stress levels

15 Diary or documentation function

16 Continuous measurements of heart rate variability and respiratory rate

17 Analysis of vocal pitch, muscular tension in the neck area and skin resistance

18 At least one stress-measuring functionality is available and transformed into an
understandable main metric; detailed drill down capabilities for stress levels

19 Detection of deviations from the normal pattern

20 Adaption of stress monitoring over time

21 Interventions include exercises in psychological self-education

22 Interventions include exercises for self-reflection

23 Interventions include exercises to build up anti-stress resources

24 Interventions are scientifically driven

25 Possibility of integration of a doctor, psychotherapist, or medical professional

26 Adequate overview function for a supervising physician

27 Profound data concept regarding data security and data protection

(continued)
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Table 1. (continued)

ID Requirement

28 Encapsulated and encrypted storage and processing of users data

29 Anonymous and aggregated data transmission

30 Transparency and information regarding data usage

31 Raw data material available in a machine-readable and structured format; possibility of
deletion

32 Integration of artificial intelligence for individualization

33 High mobility; offline use

34 Compatibility and integration with other applications

Finally, a total of 34 requirements in the domains of Human Centricity, Medicine,
and Technology were determined, which are mainly non-functional. Therefore, it can be
assumed that aspects of user-friendliness and the method of implementation are of great
importance for the success of DSMS. As equivalent DSMS that meet all the requested
requirements can be highly complex and very expensive, this study focused on validation
and prioritization.

3.2 Follow-up Study

We used the established method of a Delphi study; it is based on the concept of pooled
intelligence intended to enhance individual judgments and capture the collective opin-
ion of experts [25]. Due to the incomplete state of knowledge about prioritization of
the requirements of DSMS, we considered the Delphi study a suitable research tool
to augment unanimity in opinions. Delphi studies that use ranking have been widely
used in information systems research to develop group consensus regarding the relative
importance of issues, particularly in health sciences [26–28]. The literature does not
present a consistent definition of the method, but it is possible to define particular fea-
tures characterizing its nature. It is an instrument for the improved recording of group
opinions, the basic concept being the use of expert knowledge to solve problems in
several iterations. The process is characterized by the addition of anonymous feedback
regarding the general opinion of all experts after each round [29]. The averages produced
in the decision-making processes of expert groups prove to be better than the averages of
individual expert responses [30]. Furthermore, compared to other methods of forming
opinions in groups (e.g., focus groups), the Delphi method neutralizes the influence of
dominant opinion leaders (e.g., by reason of their authority, personality, reputation, etc.)
due to its anonymity [31]. The involvement of experts and the use of a formalized ques-
tionnaire are further characteristics of Delphi studies [29]. As we have already derived
the requirements of DSMS in the context of a previous qualitative study, the open-ended
initial phase of a traditional Delphi process has been omitted in the present study, and
this is, therefore, to be considered a modified Delphi study.

Figure 1 demonstrates the methodical approach, which is presented in detail below.



234 K. J. Blankenhagel et al.

Expert panel members 
Group consists of:

researchers/coaches/developers (n=43)

sending the list of 
requirements

1.round (n=20)
Written prioritization of the 

requirements 

Experts meet inclusion criteria 
and confirm participation

(n=22)

2.round (n=19)
Written prioritization of the 

requirements without consensus 

statistical analysis

3.round (n=17)
Written prioritization of the 

requirements without consensus 

statistical analysis

Fig. 1. Methodical approach

Expert Panel Selection. Initially, we recruited experts who are highly familiarized
with the combination of stress management and digital services. In order to cover differ-
ent perspectives, we asked experts to participate in the study who are active researchers,
coaches/consultants, and developers. Scientists were selected according to their research
activities and publications in the field of digital stress management, coaches and con-
sultants according to their orientation and popularity, and developers according to their
proximity with the topic. In total, we contacted 43 experts by telephone and e-mail as
well as provided an information sheet regarding the research team, the content, the objec-
tive, and the proposed duration of the study. In addition, we asked the selected experts to
self-assess their expert status in terms of stress management and digital health services
by classifying them into four categories (low, average, high, very high) as compared to
other experts in their field. As the level of knowledge of the expert panel is a critical
success factor in Delphi studies [29], we only included experts in the study if they rated
their expert knowledge as high or very high.

There is disagreement in the literature regarding the optimal scope of a Delphi expert
group. According to Woudenberg, a panel size of three people is considered too small
[32], and Brooks prefers a maximum of 25 experts [33]. Even though larger panels
generally reduce any possible biases, in an experiment on the necessary panel size,
Duffield showed that the results of two different groups (n = 16 versus n = 34) are in
agreement by 92% [34]. On this basis, we aimed for a group of 15–25 experts. A total
of 22 experts pledged their participation at the end of the recruitment phase.

Round 1. We conducted the first round of the Delphi study in October 2018. In order
to reduce costs, time, and effort and avoid geographical boundaries, we conducted the
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study digitally. The experts received the list of 34 requirements via e-mail and were
asked to prioritize each requirement. In addition, open comment fields were provided.
The scale consisted of the four classic categories listed below:

“Must”: The requirement is absolutely essential.
“Should”: The requirement should be met but is not absolutely essential.
“Could”: The requirement could be met if a more valuable requirement did not

interfere.
“Won’t”: The requirement should not be met

Out of the participants, 20 experts returned the prioritized list on time, and their
replies were included in the evaluation.

The objective of the study was to build consensus among the expert group on the
importance of individual requirements for effective and successful DSMS. Therefore,
we defined the following two essential criteria for reaching consensus, and both had to
be met:

1. 70% of all experts select the same category.
2. The interquartile range (IQR) is less than or equal to one.

With the two criteria, we ensured that consensus can only be reached if a clear
majority of the experts had the same opinion (Criterion 1) and if the answers were little
scattered (Criterion 2: 75% of all answers fluctuate between two categories at most).
After the first round, we evaluated all the questionnaires, calculated the mean, mode,
relative frequency, and interquartile range. Requirements that fulfilled both criteria were
removed from the process as a consensus had already been reached. At the end of the
first round, 15 of the 34 requirements were endorsed by the experts, and the remaining
19 did not meet the threshold.

Round 2. Subsequently, we sent a revised list of requirements to the same experts in
a second round. In this round, only those requirements were sent that did not fulfill
the previous criteria for consensus. In addition, we visually presented the results of
the first round in general and also informed each expert of his own answer. The total
distribution was represented by circles of different colors and sizes. They comprised
the three categories “more than 40%…,” “20–40%…”, or “less than 20% of all experts
chose the respective category.” Then, we again asked the experts for another set of
prioritizations, considering the general opinion, and received a total of 19 completed
questionnaires at the end of the deadline. Afterward, we evaluated them in the same way
as the first round. Overall, consensus was reached on 11 out of the 19 requirements.

Round 3. The third round included a repeated revision of the requirement list by exclud-
ing the requirements that had gained consensus previously. We again asked the experts
to prioritize the remaining requirements and invited them to explain their choice if it dif-
fered from the general group perspective. From the participants, 17 experts participated
in the third round, and consensus was reached on 2 of the remaining 8 requirements.
Since the difference between the second and third rounds was negligible, we did not
expect any further movements in a potential fourth round; thus, we completed the study.
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4 Results

The participants in round 1 of the modified Delphi study self-identified as one of the
following: coach (n= 9, 45%), developer of DSMS (n= 6, 30%), or researcher (n= 5,
25%). The proportions of the genders were almost at par (11 males, 9 females). Lastly,
70% of all participants reported very high expert status in both stress management and
digital health services.

Table 2 anonymously lists the characteristics of all the participating experts from
round 1.

Table 2. Expert characteristics

ID Background Gender Expert level – stress
management

Expert level – digital health
services

1 Developer High Very high

2 Researcher Female Very high Very high

3 Developer Male High Very high

4 Developer Male High Very high

5 Coach Male Very high Very high

6 Coach Male Very high High

7 Coach Female Very high High

8 Coach Female High High

9 Researcher Male Very high Very high

10 Researcher Male Very high Very high

11 Coach Female Very high Very high

12 Developer Female Very high Very high

13 Researcher Female Very high Very high

14 Coach Male Very high High

15 Coach Male Very high Very high

16 Developer Female Very high Very high

17 Coach Female High High

18 Researcher Male High High

19 Coach Female Very high Very high

20 Developer Male Very high Very high

4.1 Results of Round 1

The prioritization from the first round resulted in 15 requirements with consensus. Over-
all, it is especially striking that the requirements with meta-level and conceptual charac-
teristics reached consensus (e.g., 1, 7, 12, 26). In contrast, concrete requirements about
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implementation resulted in less consensus (e.g., 2, 16, 21–23). This indicates that experts
agree on the importance of basic design issues, but that the importance of several func-
tions leads to different opinions and still offers potential for discussion. In the following
three sections we present the results of all 15 requirements with consensus in the first
round.

Requirements with the Prioritization “Must” (n = 9). In total, 9 out of 15 require-
ments were classified as essential for successful DSMS. This includes the idea that
DSMS should incorporate multi-purpose, adaptive, small-scale goals in order to create
positive incentives for the user and motivate them (Requirement 1). Without exception,
all coaches selected the category “Must.” Their work requires an excellent understanding
of the areas of goal setting and motivation. Therefore, their clear prioritization robustly
confirms that setting appropriate goals also plays an important role in the context of
digital systems and should definitely be implemented. Across all participating groups,
86% chose the category “Must”. Thus, this requirement meets the consensus threshold
(IQR = 0).

Furthermore, the experts agree that DSMS processing times should be very short
(Requirement 3). The fast pace of (work) life today explains the increasing importance
of time requirements. People who suffer from stress are willing to use a DSMS only if
they can operate it quickly. This understanding is particularly pronounced among devel-
opers (all of them marked the category “Must”). With regard to sustainable utilization,
simple and intuitive usability as well as fun to use (Requirement 4) are also essential
requirements according to expert ratings. The consideration of a clear, everyday ref-
erence and high everyday suitability of DSMS are also highly important requirements
(Requirements 6 and 7), and it should be ensured that any intervention is scientifi-
cally proven (Requirement 24). There is agreement among the participating experts that
DSMS must have a strong data protection concept (Requirement 27) and must inform
the user transparently and comprehensively about the use of the data (Requirement 30).
Both requirements found 100% consensus among the researchers as well as among the
developers. The provision of the raw data material in a machine-readable and structured
format as well as the possibility of deletion are also very high priorities for the experts
(Requirement 31).

Requirements with the Prioritization “Should” (n= 3). The experts consider a high
degree of individualization (Requirement 9) of the DSMS to be preferable but not abso-
lutely necessary. Tailoring to individual users’ needs can be implemented, for example,
by employing a software that gets to know the user, identifies his stressors, and sup-
ports him with personalized instructions and exercises. The answers of the coaches and
researchers are all located in the two highest evaluation categories. Moreover, with a
total of 74% agreement between all of the experts on “Should,” Requirement 9 nar-
rowly achieved the consensus criteria. With an interquartile range of 0, one check mark
at “Could” (developer) and none at “Won’t,” we assume that the “Should” prioritiza-
tion tends to be of higher importance. In addition to tailoring the system to a person,
an individual adaption to the user’s environment is also considered desirable by the
experts (Requirement 12). It should be possible to disable or individually configure
the interaction with the DSMS adapted to the circumstances of personal everyday life.
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Among the researchers, there is absolute agreement on the prioritization of “Should,”
but the opinion among the developers is incoherent. This distribution can be traced to
an increased degree of difficulty in implementation, thereby leading to disagreement
or rather uncertainty among the developers. Furthermore, high autonomy as well as a
proactive structure of the DSMS (Requirement 13) are seen as a “Should” requirement
for appropriate application by the experts.

Requirements with the prioritization “Could” (n = 3). The experts agree that the
measurement of stress levels on the basis of voice analysis, muscular tension in the
neck area and skin resistance (Requirement 17) has a low priority and should only be
done if there are available resources left after the implementation of more important
requirements. Expert 02 comments that

“reliable and suitable stress detection [with the mentioned technique] is not yet
satisfactorily possible.”

Due to the abstract nature of the symptom stress, its measurability is generally diffi-
cult and the experts believe that voice analyses, measurement of skin resistance as well
as muscular tensions should be given low priority. No one selected the category Must,
but two experts selected the category Won’t. Similarly, the experts rate the involvement
of medical specialists and the provision of overviews for physicians (Requirements 25
and 26) as low on importance. Because DSMS are designed to reduce excessive stress
and prevent burnout, they are naturally preventive and take effect before the onset of a
disease. Therefore, the focus is on self-management and the integration of physicians
does not seem necessary.

Table 3 contains all of the requirements with a consensus after round 1, and also
specifies the mean, mode and interquartile ranges.

Table 3. Requirements with consensus in round 1

Requirement Mean Mode IQR

Must:

6 3.9 4 0

30 3.89 4 0

27 3.85 4 0

4 3.8 4 0

1 3.75 4 0

3 3.7 4 0.5

24 3.65 4 1

7 3.6 4 0.5

31 3.63 4 1

Should:

(continued)
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Table 3. (continued)

Requirement Mean Mode IQR

9 3.16 3 0

13 3 3 0

12 2.9 3 0

Could:

26 2.35 2 0.5

25 2.15 2 0

17 2 2 0

Must ≙ 4, Should ≙ 3, Could ≙ 2,
Won’t ≙ 1

4.2 Results of Round 2

The prioritization in the second round resulted in 11 requirements gaining consensus.
Overall, the experts agree on the topics of stress measurement and the design of exercises
(e.g., 11, 18, 21).

Requirements with the Prioritization “Must” (n= 8). The experts evaluate individu-
ally configurable reminder functions for goals, open exercises, or other interactions with
the system (Requirement 2) as crucial features. In addition, a clear presentation of cause
and effect relationships (Requirement 8) is highly important due to the motivating effect.
For example, after a completed exercise, the DSMS visualizes the reduced stress levels
and emphasizes the casual link. The developers particularly consider this presentation
to be very important (100% chose the category “Must”), whereas the researchers and
coaches vary between “Must” and “Should,” with more focus on “Must”.

Furthermore, it is very important that DSMS provide functions that support the iden-
tification of the user’s stressors and, if necessary, derive appropriate measures to reduce
stress (Requirement 10). In the same vein, the measurement of stress (Requirement 11)
constitutes a basic function because it is suitable for drawing conclusions about possible
stressors. This logic matches expert ratings, because Requirement 11 reaches consensus
with the prioritization “Must.” Both coaches and developers evaluate the two related
requirements (10 and 11) similarly. Only the opinion of the researchers is slightly more
inconsistent. In addition, agreeing on the great importance of measuring stress levels, the
experts also consider the translation of the stress levels measured into an understandable
metric and its detailed breakdown (for example, subdividing stress into low-, medium-,
and high-stress phases or specifying the duration of the stress phase) to be essential
(Requirement 18). With a relative frequency of 79% and an interquartile range of 1, this
requirement meets the consensus threshold. Only the coaches express a few different
opinions, and Expert 17 comments:
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“The measurement and presentation of stress levels could be also counterproduc-
tive, because the affected person is confronted directly with having a very high
level of stress.”

In conclusion, the experts consider stressmeasurement as ameaningful and profitable
functionality, although it cannot be ruled out that in individual cases, the existing stress
load of the user may be further aggravated by its measurement and presentation.

Both the psycho-educative and educational interventions (Requirement 21) and
reflective exercises (Requirement 22) are must-have requirements. The mean values
indicate that the provision of reflective interventions is of a little more importance than
psychoeducational ones (mean of 3.79 versus 3.68). The field of self-reflection includes
exercises for better body perception (body scan), increased awareness and sensitization,
as well as self-observation exercises. The present prioritization emphasizes that in addi-
tion to several new tracking functions, the stimulation of self-reflection also is vital in
the area of digital systems. Expert 08 states:

“People should also get a feeling for their body and intuition again and learn this
through self-reflection and questioning.”

After the second round, the technical requirement for anonymous and aggregated
data transmission (Requirement 29) also achieves the prioritization “Must”. As 86%
of the experts with a very high level knowledge of digital health technologies chose
the “Must” category (among those with high expert status, it is only 40%) and because
Requirement 29 necessitates deep technical understanding, the distribution indicates
very high importance. If data transmission is not necessary, Expert 01 alternatively
recommends that applications can work on a smartphone in a completely encapsulated
way, including data processing, so that personalized systems can be implemented.

Requirements with the Prioritization “Should” (n= 1). The requirement of adapting
the stress-measuring monitoring element to development over time and period of use
(Requirement 20) reaches the prioritization of “Should.” Therefore, it is desirable to
offer frequent learning opportunities at the beginning of usage to quantify and evaluate
one’s own stress levels and identify the stressors. Afterward, medium- to long-term
trends of stress development gain spotlight rather than the cause-effect relationships and
individual situations.

Requirements with the Prioritization “Could” (n = 2). The detection of deviations
from normal behavior (for example, the user only stays in the office and hardly ever
leaves it) has a lower priority among the experts (Requirement 19). This suggests that
such deviations can either not be sufficiently causally attributed to stress or that they
provide little profitable information. Moreover, the possibility of integrating data and
results from other applications (e.g., pedometer) into the DSMS (Requirement 34) is
granted lower priority. Without exception, all answers are located in the two categories
“Should” and “Could,” whereby the experts with very high expert status in terms of
digital health services tend more toward “Could” compared to those with high expert
status (75% versus 66%).
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Table 4 contains all the requirements with consensus after round 2 aswell as specifies
the mean, mode, and interquartile ranges.

Table 4. Requirements with consensus in round 2

Requirement Mean Mode IQR

Must:

22 3.79 4 1

2 3.68 4 1

18 3.68 4 1

21 3.68 4 1

8 3.67 4 1

10 3.63 4 1

11 3.58 4 1

29 3.58 4 1

Should:

20 2.79 3 0

Could:

34 2.26 2 1

19 2.21 2 0

Must ≙ 4, Should ≙ 3, Could ≙ 2,
Won’t ≙ 1

4.3 Results of Round 3

In general, the third round showed only a few changes in the overall opinion and yielded
two more requirements with consensus.

Requirementswith thePrioritization “Must” (n= 2). The participating experts agree
that in addition to providing psycho-educative and reflective exercises, those for building
up anti-stress resources (Requirement 23) are also of utmost importance for improving
the balance of stress periods and recreation (examples are resource analysis or timeman-
agement). DSMS offering a high degree of mobility (Requirement 33) is also considered
extremely important. Thus, they should be accessible on a smartphone or other devices
that can be carried every day and used any time. Furthermore, a higher flexibility can be
achieved if the application is available offline as well.

Table 5 presents all the requirements with consensus after round 3 and specifies the
mean, mode, and interquartile ranges.
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Table 5. Requirements with consensus in round 3

Requirement Mean Mode IQR

Must:

23 3.71 4 1

33 3.53 4 0

Must ≙ 4, Should ≙ 3, Could ≙ 2,
Won’t ≙ 1

5 Discussion

After the threeDelphi rounds, 28 of the 34 requirements reached the consensus threshold.
Among them, not a single requirement was labeled with “Won’t,” so the requirements
derived from the previous study can be all confirmed.

Figure 2 visualizes the development of the prioritization of the requirements over the
three rounds. The inner circle refers to the first round, followed by the outward second,
and finally the outermost third round. The requirement number is located in the middle
of each circle.

Although the experts in the second round agree that DSMS should measure stress
levels either way (see Fig. 2, Requirement 11/18: “Must”), there seems to be a strong dis-
agreement on the suitable method of stress measurement. Requirements 15–17 present
possible methods of stress measurement, with lower preference (“Could” prioritiza-
tion) given to voice analyses, measurement of skin resistance, and muscular tension
(Requirement 17). There is no consensus on the importance of diary and documentation
functions (Requirement 15), which can be used in a broad sense to quantify stress lev-
els. The answers range from “Must” to “Could” at this point. Moreover, the experts do
not reach consensus on the continuous measurement of pulse, heart rate variability, and
respiratory rate (Requirement 16). However, looking at the development of the prioriti-
zation over the three rounds, one sees an increasing focus on the categories of “Must”
and “Should.” In general, the results suggest that the measurement of pulse, heart rate
variability, and respiratory rate is the most relevant method of stress measurement; how-
ever, the significance is not sufficient due to the prevailing disagreement. This can be
attributed to the fact that stress is abstract compared to other diseases, thus rendering its
measurement difficult. This uncertainty is also reflected in the market, as a lot of DSMS
have not yet integrated stress measurement or only a rudimentary one, if any.

With respect to the interaction between the user and the system, it is noteworthy
that although the experts agree in the second round that the reminder functions on goals,
exercises, or other interactions are considered essential (Requirement 2), there is no con-
sensus on the importance of feedback in acute stress situations (Requirement 14). Thus,
it can be concluded that organizational reminders are really desired, but the importance
of those in health-related content is unclear. There are hardly any recommendations on
this concern in the literature either. Because all the check marks for Requirement 14
are located in the categories “Must” and “Should” in the last round, we can suppose
that feedback functions are generally considered useful in acute stress situations. Some



Evaluating the Requirements of Digital Stress Management Systems 243

transparency 
regarding data 

usage

strong personal 
and everyday 

relevance

goals profound 
data concept

simple 
usability, fun 

to use

short 
interaction 

times

everyday 
suitability

available 
data

scientifically 
based interven-

tions

identifying 
stressors

reminders stress-measuring 
functionality

self- 
reflection

psychological 
self-education

measurement 
of stress level

anonymous, 
aggregated data 

transmission

cause and effect 
relationships

high 
mobility

exercises to 
build up anti-

stress resources

Requirements with the prioritization Must

high 
autonomy

high 
individualization

customization to 
the specific user 

situation

adaption of 
stress monitor-
ing over time

Requirements with the prioritization Should

Fig. 2. Results



244 K. J. Blankenhagel et al.

Requirements with the prioritization Could

integration 
with other 

applications

integrating 
of a doctor

overview for 
a supervising 

physician

vocal pitch, mus-
cular tension, 
skin resistance

deviation from 
the normal 

pattern

heart rate 
variability and 
respiratory rate

diary or 
documentation 

function

artificial 
intelligence

feedback 
functions in acute 
stress situations

Requirements without consensus

hidden content, 
only a few tech-

nical terms

encapsulated, 
encrypted 

handling of data

Must Should Could Won’t

Fig. 2. (continued)

experts state that it is better not to present any feedback directly in the stress situation
itself but with a slight delay. This minimizes the risk of aggravating the stress level due
to the given notification, whereas the user can more easily reflect on the stress-inducing
situation afterward.

Furthermore, there is no agreement on how important it is to use only hidden content
in a playful way and with few technical terms. On the one hand, healthy people without
cognitive impairments comprise the DSMS target group, and a facilitation of interven-
tions is usually not necessary. Thus, Requirement 5 can be a low priority. Conversely,
users of DSMS often have heavy workloads and little free time, which necessitates a
presentation of easily understandable content, as per Requirement 5. On an average, it
is prioritized by the experts with the value of 2.5.

By already agreeing in the first round on the “Should” prioritization for Require-
ments 9 and 12, the experts highlight that an individual tailoring of the DSMS to the
user and his environment is desirable. In order to implement it, the use of artificial intel-
ligence (Requirement 32) would basically be conceivable. However, this aspect does
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not reach any consensus. The mixed responses can be attributed to the fact that artificial
intelligence is a promising but new technology which is not yet mature for a wide range
of applications. Expert 10 comments regarding the Requirement 32:

“Should, not must. It’s very complicated with AI and it requires extremely much
data to be correct.“

Further annotations from the experts suggest that working with artificial intelligence
has great potential and is promising for the future. Expert 13 states:

“There is no doubt that AI is the future.”

In sum, the results of the Delphi study reveal that strong motivational elements
(Requirement 1, 2, 4, 8) and the conditions of usage (Requirement 3, 6, 7) are crucial
to successful DSMS. This gives priority to the user first and emphasizes that DSMS
are being developed for healthy people, who possibly do not feel such symptoms as
compared to those who are already suffering from a condition like burnout. Therefore,
great attention should be paid to motivational aspects so that preventive programs, such
as DSMS, are used permanently.

In addition, the three types of DSMS exercises (Requirements 21–23) are also val-
idated and given high priority. This aligns with the previous study, in which all the
interviewed participants (health insurance companies, care providers, users, and the
private sector) recommended their availability. These are also strongly addressed and
examined in the literature [10, 11, 20]. Furthermore, the high prioritization of goalset-
ting (Requirement 1, “Must” prioritization in the first round) is consistent with findings
from the literature [8, 35]. On the other hand, it is notable that everyday suitability
(Requirement 7) and scientific evidence of offered interventions (Requirement 24) were
already given extremely high importance in the first round, but these aspects are hardly
considered in the literature. This underlines that some of the requirements identified in
the preliminary study and prioritized in this study remain little known to date.

Some results of this study do not align with the literature. The experts consider
the integration of other digital systems or external stakeholders, such as physicians,
of little importance, although research has proven that guided interventions are more
effective than unguided ones [10]. This can be attributed to a poor cost-benefit ratio of
guidance or to the visionary focus of the experts on successful self-management and the
well-empowered user.

In conclusion, a focus on the key features of DSMS, such as providing appropriate
measurement methods and interventions to reduce excessive stress and its motivating
presentation, is far more important than the integration of multiple additional functions.

6 Limitations and Future Work

Therewere several limitations to this study. Therewas a risk of ambiguity and conditional
statements provided with the list of requirements. The experts may have interpreted the
statements differently, and this could lead to a distortion in the results. In order to mini-
mize this risk to the greatest extent possible, explanations of several of the requirements
were also provided to the experts.
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Although we executed a considerable search to identify experts, it is possible that
some areas of expertise, geographic regions, and disciplines were not as well represented
as others. For example, the experts only came from Europe and the United States, with
a special focus on Germany. Thus, the findings may have limited the generalizability to
other countries and regions, where the culture, handling of stress, or the work environ-
ment are very likely to be different. Another potential limitation of the study is that we
only employed a panel of experts rather than the users themselves.

The knowledge presented by the experts in this study can be accessed by users who
wish to test DSMS and directly report their findings and experience. Moreover, the
additional involvement of employers as a further stakeholder group would be of interest,
as they are closely related to the stress-causing source of burnout.

Furthermore, it will be beneficial to run comprehensive validations to evaluate the
upcoming costs and the equipment required.

7 Conclusion

This article confirms and prioritizes the given list of requirements for DSMS. After the
three rounds of this Delphi study, 82% of all the requirements had reached consensus.
The experts agree that the offering of psycho-educative and reflective exercises as well
as those to build up anti-stress resources must be given high priority.

In addition, DSMS should provide reminder functions, goal setting features, and
stress measurement methods. A clear reference to everyday life and high suitability for
everyday use as well as high mobility are also vital characteristics. Some of those less
important ones are, in the experts’ opinion, the involvement of medical professionals,
the possibility to integrate other applications into the DSMS, and the use of some spe-
cific stress measurement methods (voice analyses, skin resistance, muscular tensions).
Overall, the study demonstrates that there is strong agreement on the importance of
individual functions and features for successful DSMS. The results support developers
in profitably selecting and using functions and characteristics for better DSMS in order
to counteract excessive stress. We believe that the improvement of DSMS is an effec-
tive way to reach more working individuals with psychological interventions in order
to reduce stress and help strike a healthy balance. This could be important from both
public health and societal perspectives.
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Abstract. Sleep is a one of the most important activity for maintaining the health
and well-being of each subject. In order to monitor continuously the quality of
sleep of the general population in non-invasively way, we developed an innova-
tive sensorized “smart” mattress (SmartBed). SmartBed is equipped with sensors
to detect environmental and subject-related information. In particular, SmartBed
is equipped with accelerometers and a sensing textile matrix able to detect the
distribution of pressures of a subject laying on the mattress. The purpose of this
work is to demonstrate how the sensing textile matrix is not only able to detect
how the subject is positioned on the mattress over time, but also it allows to detect
other physiological parameters and in particular the subject’s respiratory activity.
In this work, we show that: (i) the sensing textile matrix allows a precise position
detection; (ii) it is possible to extract accurately the respiratory frequency from
the sensing textile matrix by using a specifically tailored algorithm. In conclusion,
the sensors integrated in SmartBed make possible to detect important information
(position and respiratory activity) to determine the quality of a subject’s sleep in
a robust, accurate and non-invasive way.

Keywords: Sleep analysis · Sensing mattress · Smart textile · Breathing
monitoring

1 Introduction

Individual experience of insufficient or inadequate sleep is one of the most common
health problems. About 65% of the Italian population report generic disorders during
the night, while 10% suffers from pathological disorders related to poor sleep [1]. These
subjects often report drowsiness during the day, absenteeism at work and reductions
in performance. Inadequate sleep may become the cause of accidents even on the road.
Furthermore, insomnia can lead to more complex pathologies [2] not only of a metabolic
nature (such as diabetes or dyslipidemia) and cardiovascular diseases (such as myocar-
dial infarction or hypertension), but also cognitive and psychopathological (such as
depression and anxiety disorders). Currently, through polysomnography it is possible to

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

G. M. P. O’Hare et al. (Eds.): MobiHealth 2019, LNICST 320, pp. 249–255, 2020.

https://doi.org/10.1007/978-3-030-49289-2_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49289-2_19&domain=pdf
https://doi.org/10.1007/978-3-030-49289-2_19


250 L. Arcarisi et al.

evaluate the quality of sleep of patients [3]. Unfortunately, polysomnography is highly
invasive, and the lack of comfort prevents the subject from sleeping in a natural situ-
ation and does not allow a measurement that reflects reality. For all these reasons the
development of a systematic, preventive, personalized and non-invasive method for the
analysis of sleep is particularly important.

To overcome these limits, we aim at developing a smart-bed [4]: a sensing and
intelligent mattress that can collect and process physiological data (heart rate, breathing
rate), environmental parameters, movements and positions of the patient.

As a relevant subsystem of the smart bed we have designed a sensing textile, inte-
grated in the mattress, able to detect the distribution of pressures when a subject is laying
on the bed. The pressure signals obtained can be used to detect the subject position and
movements and extract the subject breathing rate. This work is focused on a preliminary
assessment of the pressure sensing matrix in the detection of subject position and res-
piratory frequency. We discuss the sensor structure, the signal acquisition methodology,
the recognition of subject position and the possible solutions to determine the patient’s
respiratory activity.

2 Materials and Methods

2.1 Pressure Sensing Matrix

We have developed the pressure sensing matrix, designed to map the pressures exerted
by a person’s body in terms of position coordinates and intensity, by employing an
array of piezoresistive sensors, inspired by [5]. Each individual transducer consists of a
piezoresistive textile capable of modifying the electrical properties when a deformation
is applied. The material is composed of a single solution from colloidal particles of
conductive (for example carbon black) dispersed in a matrix polymer.

For the realization of the sensor related to a single mattress (190× 90 cm), a surface
of about 125× 75 cmwas built based on a matrix of 15× 13 sensing areas, where 15 are

Fig. 1. a) Inner layer of CARBOTEX 03-82 (black layer, currently crawled in the direction of
the lines); external PET layers with conductive stripes of row (15) and column (13) arranged
orthogonally between them. b) Internal layer of CARBOTEX 03-82 cut into strips (black part);
horizontal row and vertical column conductive tracks (silver parts) sewn onto the PET layer.
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horizontal rows and 13 vertical columns, with equally spaced detection areas. With this
design, positions of the head and feet are not considered. The pressure-sensitive layer is
a conductive fabric (CARBOTEX 03-82 of SEFAR AG), while for the upper and lower
layers a PET fabric was used, again from SEFAR AG and designed following our speci-
fications, in which equidistant metallic strips are integrated (see Fig. 1 and Fig. 1b). The
described detection architecture introduces parasitic resistances in directions transversal
to the conductive strips, which create relevant cross-talk in the measurement. For this
reason, we decided to cut the pressure-sensitive layer also into strips, in the direction
identified by the lines (see Fig. 1b).

2.2 Data Acquisition

As indicated above, the crossing of a line (with index i) and a column (with index j) forms
the sensitive element of the structure: the sensing area (taxel). By feeding the specific
i-th row with a voltage and reading the voltage value on the j-th column, it is possible to
measure the resistance of the identified element (i, j). Repeating the operation for all the
combinations of row and column, the data of all the sensitive surface are obtained. This
was achieved thanks to an Arduino Mega 2560 board and a protoboard that implements
a voltage divider for reading. The board has 16 analog inputs and 54 digital inputs; then,
to set the connection, the 15 lines have been connected to the digital inputs (imposing
3 V) and the 13 columns to the analog inputs. Through the Arduino IDE development
environment, it was possible to program the card and perform the reading; the latter,
for the elimination of any noise, is followed by a simple arithmetic average, every 10
acquisitions.

2.3 Subject Position

We have developed a Matlab Grafical User Interface that display the acquired resistance
value as a false color image. Processing was performed using the MATLAB environ-
ment. Using a Master-Slave approach, the Matlab application was used as master, while
the Arduino board worked as slave: the Matlab environment ask the data by writing a
predefined code on the serial port and, in response, the Arduino board sends a complete
reading on the same serial (the resistance value of the 195 sensing areas). Data are then
saved to be processed off-line. This type of communication allows tomanage the sending
and receiving of data and therefore to control the sampling frequency (fc= 4 Hz). Once
the vector has been received, the distribution of the pressures for each sensing area is
displayed. A linear interpolation was used to improve the overall quality of the image.

2.4 Breathing Detection

The main objective is to detect the respiratory act and the frequency associated with it.
These, in fact, are parameters of fundamental importance within the sleep analysis, not
only to hypothesize the phase but also to identify possible sleep apnea. Finally, the last
purpose was to understand how the subject position influences the accuracy of breathing
detection.
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Fig. 2. Periodic trend of the three sensing areas found by visual inspection, test in deep breathing;
(Right) Image of the subject in supine position and identification of significant sensing area

By acquiring the signal and performing a visual analysis we observed that certain
sensing areas show a periodic trend coherent with breathing activity (see Fig. 2).

For the determination of the respiratory frequency we developed a Fourier transform
based procedure (FFT algorithm in Matlab).

3 Results

3.1 Position

Different subjects lay down on the mattress and assumed different typical sleeping
positions, in the following pictures we report the reconstructed interpolated. It is possible
to notice how some specific areas of the subject can be easily recognized (Fig. 3).

Fig. 3. Image of subject lying in different positions

3.2 Respiration

We acquired data from subjects lying on the mattress versus a ground truth (breathing
cannula with a NTC-3950 termistor).
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Fig. 4. Trend over time of a significant sensing area and of the cannula; demonstration of the
significance of the smart-bed signal.

Fig. 5. Rapid breathing pattern in supine position; FFT from the cannula signal and from the
sensing mattress, as can be verified the peak values of the first harmonics coincide; in the box the
value of the respiratory frequency extracted from the algorithm.
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In a first experiment (see the comparison of Fig. 4), the tests were conducted accord-
ing to the following pattern: deep breathing for 60 s, fast for 30 s, normal for 60 s and
finally apnea for 15–30 s; in the supine and prone positions.

By using the FFT based algorithm, we made a first attempt was to demonstrate
that the sensing mattress had the ability to identify the patient’s respiratory rate (always
comparing it to the ground-truth) in time slots in which breathing variable. Subsequently,
we investigated the performance in the four possible lying positions (supine, prone and
from the side). Toprove that themattress could determine the respiratory rate, the subjects
were asked to breathe with a constant frequency, in the range of 60 s for deep and normal
breathing, 30 s for the fast and about 15 s for the ‘apnea; in all positions. As regards
the Fourier analysis, performed on the sensing area, very promising results have been
obtained by performing the sum of themodules of the Fourier transforms of each sensing
areas in the considered time period. All the respiratory modalities have been correctly
recognized (i.e. the peaks of the first harmonic coincide for ground truth and mattress).
Considering the different lying positions, the least reliable results are those in which the
subject is lying on his side. An explanatory image is shown in Fig. 5.

Following these investigations, other tests were conducted with a total duration of
about 165 s, in which the patients’ respiratory rate was variable; therefore the subjects
were asked to breathe in the following way: deeply for 60 s, quickly for 30 s, normally
for 60 s and in apnea for the remaining time. The calculation of the FFT, in this case,
was determined with a more complex algorithm in which it is calculated on mobile time
windows of 30 s, within the entire test period (always 165 s). The choice of the width
of the floating window must be adapted to the total duration of the experiment. In our
case, we choose a 30 s time window. From the results obtained it can be seen that the

Fig. 6. Analysis related to a subject in a supine position; (Above) Respiration trend detected by
the thermistor and n. breaths corresponding to each mode; (Bottom) Trend of respiratory rate
over time with values highlighted for each phase; as you can see the values of the respiratory
frequencies coincide between the smart-bed and the cannula, reflecting reality.
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smart-bed, using the algorithm developed, appropriately recognizes the respiratory rate
in almost all positions (on the side there is the greatest probability of error), while, as
regards respiratorymodalities, apnea (for the choice of the 30 swindow) and occasionally
normal breathing are more difficult to identify. Fig. 6 shows an explanatory image of the
analysis.

4 Conclusions

In this work, we investigated the capability of detecting the position and breath of subject
on a sensing mattress to perform a non-invasive sleep analysis.

Future developments include the improvement of algorithms, in part already imple-
mented, for the best apnea capture and for solving problems related to the side position.
For the purposes of greater accuracy in the results, it could be advantageous: to use
thresholds on the peaks relating to the FFT signals to eliminate spurious identifications
of the respiratory frequencies, perform a moving average with an adaptive window (at
present only one version is available with a constant window) on the data deriving from
the sensorized mattress that would reduce the noise in apnea acquisitions.
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Abstract. Nowadays, wearable devices enable us to collect biological
data from a massive number of people. However, the reliability of the
collected data varies due to various factors such as band tightness and
incorrect attachment. In this paper, we investigate the band tightness
estimation by using an inertial sensor of a wrist-worn device. First, we
analyze the relationship between the band tightness and the data relia-
bility through a preliminary experiment. Then, we design the band tight-
ness estimation as a classification problem based on frequency domain
features. The evaluation results show the effectiveness of the frequency
domain features, achieving the accuracy of 81.7% for the 3-class band
tightness classification.

Keywords: Wrist-worn device · Inertial sensor · Machine learning ·
Tightness estimation

1 Introduction

With the recent rapid spread of wearable sensors, it has become possible to easily
collect various biological data. For example, a wrist-worn device called empatica
E41 enables us to obtain heart rate, sweating level (Electrodermal Activity),
and skin temperature. Also, by using an earphone sensor called cosinuss◦2 One,
heart rate and tympanic temperature (core temperature) can be recorded on a
smartphone. Such biological data is expected to be used in various situations
such as healthcare and sports [1].

In our research group, we have been developing a framework to construct big
biological data using wearable devices from a massive number of participants.
We assume they use various wearable sensors such as wrist-worn devices, chest
heart rate devices, and ear-worn devices depending on their preference to collect
their biological data in various environments such as gyms, parks, etc. as shown in
1 https://www.empatica.com/en-int/research/e4/.
2 https://www.cosinuss.com.
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Fig. 1. In such scenarios, we seldom assume that the participants wear the devices
correctly because they wear the devices by themselves without enough knowledge.
Even participants with the knowledge about the correct use of the devices may
wrongly wear them by accident. Moreover, a wrist-worn device may slightly move
on the wrist due to exercise, which results in the looseness. Obviously, the diversity
of the appropriateness of the device attachment leads to the different reliability
of the measured data. Therefore, the reliability of the collected biological data is
non-uniform, which becomes a serious problem when we analyze the big data. In
fact, many researchers and analysts have to start with data cleansing [2] since this
problem is actually very common in big data analysis.

However, if we are able to know the reliability of the collected data at the
time of data collection, it can be widely used for various purposes. For example,
we may simply filter the data with low reliability before analysis. Furthermore,
if we can detect the low reliability in real-time, we may send notifications to
the subjects to check the device attachment. Based on the above idea, in this
paper, we investigate band tightness estimation using inertial sensors by focus-
ing on wrist-worn devices. To mitigate the effect of noise, many researchers have
worked on noise filtering in the wearable sensing. For example, Refs. [4,5] pro-
pose methods to remove outliers of inter-beat (RR) interval (RRI). Also, Ref.
[6] leverages the ECG (Electrocardiogram) patterns to calculate RRI. Ref. [3]
filters the effect of body movement by focusing on the characteristic of Photo-
plethysmography (PPG) sensors. However, in spite of the continuous effort by
many researchers and developers, commercial off-the-shelf (COTS) wrist-worn
devices cannot detect the slight difference of the band tightness without special
sensors such as strain gauges.

Therefore, our goal is to estimate the band tightness for COTS wrist-worn
devices. We firstly investigate the relationship between the band tightness and
the reliability of the measured heart rate through preliminary experiment. Then,
we design a method to estimate band tightness based on machine learning by
using the inertial sensor of the wrist-worn device. Our key idea is that different
band tightness causes differences in vibration of the wrist-worn devices along
with the arm movement. To capture the vibration difference, we employ fre-
quency domain features extracted by FFT (Fast Fourier Transform).

To investigate the performance of our band tightness estimation, we collected
data from two subjects with different band tightness in jogging. The result indi-
cates that the frequency domain features are more effective than the others,
supporting the appropriateness of our key idea. Overall, we have confirmed that
our method can estimate the band tightness (i.e. Loose, Medium, and Tight)
with accuracy of 81.7%, highlighting the usefulness of the inertial sensor for the
band tightness estimation.

2 Preliminary Experiment on Band Tightness

2.1 Experiment Settings

To investigate the relationship between the band tightness and the quality of
the heart rate measurement, we collected real data from one subject with five
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Fig. 1. Overview of Biological data collection platform

Fig. 2. Wrist-worn device: Polar Vantage V

levels of tightness. We used Polar Vantage V shown in Fig. 2 as a wrist-worn
device. We note that Polar Vantage V is more tolerant to noise due to wrist
movement since it employs a sophisticated sensor fusion technique by using a
touch sensor, a 3-axis accelerometer, and multiple PPG sensors [7]. The subject
jogged for two minutes for each tightness level. In total, we collected 10-min
data with five tightness levels. We define the tightness level as shown in Table 1
according to the wrist size of the protruding bump of the wrist bone. We note
that we attached an inertial sensor TSND151 to Vantage V as shown in Fig. 3
because it does not provide APIs to access to the raw inertial measurements. We
set the sampling rate of TSND151 to 1,000 Hz for both of the 3-axis acceleration
and the 3-axis angular velocity. For the ground-truth, we used a Holter monitor
FM160 manufactured by Fukuda Denshi.

2.2 Result

Band Tightness and Heart Rate. Figure 4 shows the heart rates measured
by the wrist-worn device and the Holter monitor. We see that the heart rate
measured by the wrist-worn device is close to the Holter monitor in Very Tight
and Tight. The peak and the trend are still similar in Medium tightness although
we also see the difference slightly larger than Very Tight and Tight. However,
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Table 1. Definition of band tightness

Tightness Band length (0 cm = wrist size)

Very Tight +1.0 cm

Tight +1.5 cm

Medium +2.0 cm

Loose +2.5 cm

Very Loose +3.0 cm

Fig. 3. Inertial sensor attached onto Vantage V

the difference between the wrist-worn device and the Holter monitor is clearer
in Loose and Very Loose.

The result indicates that the band tightness is closely related with the reli-
ability of the heart rate measurement. Especially, the measurement reliability
is obviously low when the band is loose. Therefore, we conclude that the band
tightness is one of the key indices to know the data reliability.

Band Tightness and Wristband Vibration. To investigate the cause of
the low reliability when the band is loose, we analyze the relationship between
the band tightness and the measurement of the wristband inertial sensor (i.e.
3-axis acceleration and 3-axis angular velocity). Specifically, we first analyze the
variances of the inertial measurement because different band tightness may lead
to different vibration of the wrist-worn device. Figure 5 shows the variances of the
acceleration and the angular velocity in Tight, Medium, and Loose. The variances
are calculated for a sliding window with a 10-s width and one-second slide step.
We see some difference between different band tightness. The angular velocity of
y-axis shows relatively clear difference between Tight and Loose. However, the
variances cannot completely capture the differences between different tightness.
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Fig. 4. Band tightness and heart rate

The vibration of the wrist-worn device is quite small compared to the arm
motion during exercise. To separate the vibration due to the arm motion and
the other factors, we apply Fast Fourier Transform (FFT) to the acceleration
and the angular velocity. Figure 6 shows a frequency spectrum of the y-axis
angular velocity in Tight. The clear peak around 1.5 Hz is close to the frequency
of the arm motion. Actually, the vibration due to the other factors appears
in the higher frequency. Figure 7 shows the scaled frequency spectrum for each
band tightness. We see that the spectrum of Loose contains more high frequency
components than Tight. Also, the peaks of the higher frequency appear around
the frequencies of the integral multiple of 1.5 Hz (i.e. the arm motion frequency).
This is because the arm motion causes the small vibration.

From the above observation, we have confirmed that the acceleration and
the angular velocity of the wrist-worn device are useful for the band tightness
estimation. In the following Sect. 3, we design the band tightness estimation
method by using machine learning.
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(a) Acceleration of the x-axis (b) Angular velocity of the x-axis

(c) Acceleration of the y-axis (d) Angular velocity of the y-axis

(e) Acceleration of the z-axis (f) Angular velocity of the z-axis

Fig. 5. Variances of acceleration and angular velocity

Fig. 6. Frequency spectrum of Y-axis angular velocity (Tight)
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(a) Tight

(b) Medium

(c) Loose

Fig. 7. Scaled frequency spectrum of Tight, Medium, and Loose
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3 Band Tightness Estimation

In our preliminary experiment, Very Tight and Very Loose are extreme condi-
tions which seldom occur in the real environment. Therefore, in this paper, we
focus on the other tightness categories: Tight, Medium, and Loose. Then, we
design the band tightness estimation as classification based on machine learning
using the acceleration and the angular velocity of the wrist-worn device.

Table 2. Feature candidates

Component (3-axes) Feature

Acceleration Mean, Median, Max, Variance

Angular velocity Mean, Median, Max,Variance

Frequency component of acceleration Mean, Median, Max, Variance

Frequency component of angular velocity Mean, Median, Max, Variance

Table 2 lists the features used in the classification. We set a sliding window
with the width of W and the slide step of one second for feature extraction.
According to the result of the preliminary experiment, we also use the frequency
domain features. First, we define the frequency f1 due to the arm motion as the
highest peak between 0 and 2.0 Hz. Then, we define the i-th frequency component
fi as if1 (i = 2 . . . 10). Finally, we extract features of fi from the frequency
spectrum between [fi − 0.5, fi + 0.5] Hz. In total, we extract 264 features as
candidates. We further apply feature selection based on the feature importance
determined by Decision Tree algorithm.

4 Evaluation

4.1 Settings

We collected the jogging data from two males aged 20’s. For each session of data
collection, each subject configured the tightness to Loose, Medium, and Tight
and jogged two minutes for each tightness. We collected four sessions from one
of the subjects and two sessions from the other subject on different days and/or
times. We note that we did not control any motions such as arm swing styles.

We conduct one-session-out cross-validation for evaluation. For the param-
eter settings, we use the window width W = 10 s unless otherwise stated. We
compared SVM (Support Vector Machine), KNN (K-Nearest Neighbors), LR
(Logistic Regression), and RF (Random Forest) for machine learning algorithms.
In the following evaluation, we have used the best feature set for each algorithm.
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4.2 Result

(a) 4 sec (SVM) (b) 10 sec (SVM) (c) 30 sec (SVM)

Fig. 8. Effect of window size W

(a) Stats. Features (KNN) (b) Freq. Features (SVM) (c) All Features (SVM)

Fig. 9. Confusion matrices of different feature sets

Effect of Window Size. The window size W is closely related with the real-
timeness of the band tightness estimation. To see the effect of W , Fig. 8 shows the
confusion matrices of different window size W . In all the cases, SVM performed
the best for the machine learning algorithm.

We see that the accuracy increases with the increase of the window size.
From the result, we have confirmed a larger window size is effective for the
classification. However, we need to consider the trade-off between realtimeness
and the classification accuracy.

Feature Comparison. Figure 9 shows the confusion matrices of different fea-
ture sets. To see the effect of frequency features, we have compared the classi-
fication performance of statistical features, frequency features, and all features.
We define the statistical features as those except frequency features.

We note that the best machine learning algorithms are different for the dif-
ferent feature sets. KNN is the best for the statistical feature set while SVM is
the best for the other feature sets. The classification by the statistical feature
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Fig. 10. Overlap of feature value

set achieves the accuracy of 60.3% while the classification by the frequency fea-
ture set shows the accuracy of 79.3%. Also, the result using all the features is
equivalent to that based on the frequency feature set. This result indicates the
effectiveness of the frequency features for the band tightness estimation. How-
ever, the accuracy of Medium is relatively low due to the confusion between
the neighboring classes. To further investigate the cause of the low accuracy,
Fig. 10 shows the distributions of the frequency feature f4. The distributions of
Medium and the other classes overlap to some extent, which is the main reason
of the low accuracy. To improve the performance, we may further analyze the
tiny movement of the wrist-worn device precisely.

5 Conclusion

In this paper, we investigate the design of the band tightness estimation using
an inertial sensor of a wrist-worn device. Our key design is the frequency domain
features based on the key observation that different band tightness causes dif-
ference in vibration of the wrist-worn devices. The evaluation results show the
effectiveness of our design, achieving the accuracy of 81.7% for 3-class tightness
classification.

Our future work includes further evaluation by collecting more data samples.
We are also planning to investigate other factors related with the reliability of
the biological data.
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Abstract. Traditional cloud-centric architectures for Internet-of-Things
applications are being replaced by distributed approaches. The Edge and
Fog computing paradigms crystallize the concept of moving computation
towards the edge of the network, closer to where the data originates.
This has important benefits in terms of energy efficiency, network load
optimization and latency control. The combination of these paradigms
with embedded artificial intelligence in edge devices, or Edge AI, enables
further improvements. In turn, the development of blockchain technology
and distributed architectures for peer-to-peer communication and trade
allows for higher levels of security. This can have a significant impact
on data-sensitive and mission-critical applications in the IoT. In this
paper, we discuss the potential of an Edge AI capable system architecture
for the Blockchain of Things. We show how this architecture can be
utilized in health monitoring applications. Furthermore, by analyzing
raw data directly at the edge layer, we inherently avoid the possibility
of breaches of sensitive information, as raw data is never stored nor
transferred outside of the local network.

Keywords: Blockchain · Edge computing · AI · Edge AI · E-health ·
U-health · IoT · Internet of Things · ECG monitoring · ECG feature
extraction · Ubiquitous health · Ethereum

1 Introduction

With an increasing ubiquity of connected devices penetrating smart homes,
smart cities, smart factories or smart farms, the Internet of Things (IoT) is
generating vast amounts of data [1,2]. However, many challenges related to IoT
data ownership, security, privacy, and information sharing still remain [3–6].
The increasing integration of third-party services into IoT applications further
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increases the risk of security vulnerabilities and cyber attacks [7]. Even with the-
state-of-the-art encryption methods, the IoT presents a non-negligible threat to
users’ privacy and personal data security [8]. While the IoT was born with the
boom in cloud computing, in recent years distributed computing approaches
are extending its potential [9–16]. The edge and fog computing paradigms aim
at migrating computational load towards the edge of the network. Data is pro-
cessed at the local network level or radio access point station and only important
information is transmitted over the network. For example, raw ECG data can
be processed at a smart gateway for extracting important ECG features such as
heart rate, P and T waves. Depending on the applications, raw data or processed
data is stored at distributed edge storage. Edge approaches allow for reduced
latency and more efficient use of both network and computational resources, but
they also raise additional security considerations and requirements [17].

Blockchain technology has seen increasing penetration in multiple technolog-
ical areas in the last decade [18], since its first introduction as part of the Bitcoin
stack [19]. A blockchain platform can be seen a public and distributed digital
data ledger that allows nodes to record proof of integrity and is unalterable a
posteriori. Blockchain enables a decentralized manner of sharing data, and an
immutable record of transactions, among other benefits. Compared to a central-
ized infrastructure, such as most cloud-based IoT Systems, blockchain technology
has the advantage of allowing end-users or devices to exchange information, data
and their assets directly without any intermediate third parties involved in the
process while securing data integrity [20]. With these advantages, blockchain
can be a suitable candidate to deal with some existing security challenges in
many applications [21]. For instance, blockchain can be leveraged as a trading
platform between data producers (i.e., the end-devices in an IoT system or the
edge gateway where sensor node data is being analyzed and processed), and data
consumers or (i.e., third-party applications or end-user applications) [22].

The integration of blockchain technology into the IoT has drawn growing
attention of the research community in recent years. Significant efforts have
been devoted to propose secured approaches which utilize blockchain technology
to secure M2M transactions in the IoT [23]. An important part of the works
to date is focused on either secure access policies, such as the direct connection
between end-users and smart home appliances [24], or secure machine-to-machine
communication [25]. Although these approaches can indeed provide high levels
of security to IoT platforms [26], their integration within edge-assisted remote
and real-time monitoring applications is not deeply investigated in those works.

In this paper, we present an architecture for the Blockchain of Things that
integrates artificial intelligence at the edge (Edge AI) algorithms for efficient
and secure information management and privacy protection in healthcare appli-
cations. The presented system architecture extends our previous work [27], and
it is illustrated in Fig. 1. We also discuss further the potential of this appli-
cation in various fields. The proposed architecture secures IoT data integrity
with a distributed platform based on the Ethereum blockchain and utilizes Edge
AI for computational offloading at the fog and edge layer. Integrating fog and
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Fig. 1. Proposed system architecture

edge computing creates new opportunities for enhanced peer-to-peer security
and authorized access [28,29].

The rest of this paper is organized as follows. Section 2 overviews previous
works in the use of blockchain technology in the IoT, the Edge AI paradigm
and the use of blockchain for healthcare applications. Section 3 then introduces
the system architecture, and outlines the benefits of integrating Edge AI with
blockchain for different applications in the IoT. Section 4 presents the experi-
mental data and results. Finally, Sect. 5 concludes the work and lays out future
work directions.

2 Related Work

In the healthcare IoT domain, it is often recommended that patients should
have the ability to access their own health data. Nonetheless, the data should
be consistent, protected and unaltered over time by any third parties or patients
themselves [30,31]. Therefore, it is necessary to have a high level of security
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methods which ensure that data transmitted over a network is secure and avail-
able to authorized parties, in addition to having an integrity check that ensures
immutability of the data. Many efforts have been devoted to propose blockchain-
based methods to improve security, transaction speed, and avoid fraud control
in healthcare.

In [32], the authors introduced and discussed different access policies to pro-
tect the privacy of private patient’s data. In addition, the authors implemented
deep learning algorithms to extract useful information from private raw data.
Although the proposed method and its algorithms focus on healthcare applica-
tions, they can be applied in different scenarios including cases in larger per-
spectives.

In [33], the authors presented a blockchain-based approach for sharing patient
data within a network. In addition, the authors introduced a consensus algo-
rithm for enabling data interoperability. Different measurements of security on
blockchain were carried out and the authors claimed that the blockchain-based
method is a promising solution for avoiding or overcoming problems in sharing
private health data.

In [34], the authors introduced a blockchain-based method for proffering
a proof of predefined endpoints in clinical trials. They claimed that applying
blockchain methods can provide a high level of reliability while keeping costs
low.

In [35], the authors introduced a framework which has a modified traditional
blockchain method for suiting to IoT applications. The proposed method is suit-
able for resource-constrained devices while it maintains a high level of privacy
and security. The framework ensures that transactions over a blockchain network
are more anonymous and secure.

In [36], Simic et al. showed that it is feasible to apply blockchain into health-
care IoT systems to protect data transmitted over a network. The authors have
examined several possibilities of utilizing smart contracts for healthcare IoT
systems. They claimed that a combination of blockchain and IoT can benefit
different distributed applications.

In [37], Pham et al. presented a remote health monitoring system utiliz-
ing blockchain. In this system, bio-signal sensor nodes collect and filter patient
data. The useful information extracted from the collected data is written into
blockchain. In case of abnormalities, the extracted information is written imme-
diately to blockchain and a push notification is triggered to inform medical
doctors.

3 Protecting Data Privacy with the Ethereum Blockchain

As compared to the original blockchain platform developed for the bitcoin by
Satoshi Nakamoto [19], the Ethereum platform provides the Ethereum Virtual
Machine (EVM) which is fully autonomous in terms of its system execution by
using smart contracts. Smart contracts are scripts with predefined terms and
conditions for system transactions. This peer-to-peer (P2P) distributed ledger
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relies on its miner nodes. Miner nodes act as validator nodes for every new
transaction block, which are created within certain time intervals. In general, a
single transaction block is a combination of a header block and a data block. The
data block stores the hash of the processed and analyzed data, while the header
contains the hash of previous and current blocks, metadata, timestamp and a
short characterization of the data. If another user or a third party service wants
to access or exchange data, the header data characterization description can be
utilized to see the details of the data block before the transaction is carried out.
The data itself is stored encrypted in a cloud storage solution or in the device
itself if the capacity is enough.

The proposed system architecture is illustrated in Fig. 1 and it consists of
three layers. First, the data generation layer, which consists of sensors and actu-
ators without any computational layer. These sensors and actuators depend on
mining nodes which will collect data from these devices. Sensor and actuators
merely communicate with one miner node which can be used as a gateway to
transfer their data to other gateways or cloud servers. Bluetooth low energy
(BLE) or Wi-Fi is often used this layer. BLE uses less energy whilst Wi-Fi can
transmit a larger data packet size and offer higher bandwidth. Second, the net-
work layer, where P2P networking is used in this private ethereum network for
communication and data transfer. The distributed ledger topologies are defined
on this layer. Different topologies like side chains, shard chains, off-chains can be
used to handle scarce computing-devices issues and scalability. Smart contracts
or scripts run to handle all the processes in a network. Finally, the third layer
is the application layer. Smart applications of the IoT consists of a wide range
of use-cases like smart homes, smart industries, digital medical and many more.
To access these systems, end-users, third parties or control centers need to join
the network first and then request data via the ethereum network.

3.1 Application Areas

In this section, we give an overview of potential applications for the proposed
architecture. We outline the benefits and trade-offs of integrating our proposed
platform in different IoT domains. We cover the areas of smart homes, smart
cities, industrial applications, connected vehicles with vehicle-to-vehicle (V2V)
and vehicle-to-everything (V2X) communication, and ubiquitous health.

A common problem of IoT devices in all application areas is their security
vulnerabilities in terms of (1) third-party access and control, (2) unauthorized
use of data, and (3) leakage of raw data. While previous works have studied
the problem of protecting access to these devices by integrating blockchain tech-
nology extensively, we will focus on the benefits of the proposed for ensuring
that data from sensor nodes is only accessed by authorized third parties, and
that raw data is never made available to these parties through processing at
the local network level and before inclusion in the blockchain. Furthermore, the
blockchain provides an immutable record of all data requests from third parties.
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Smart Home IoT Providers
In the smart home domain, an increasing number of industrial players are intro-
ducing a variety of commodities, from voice assistants to smart fridges. How-
ever, these are not exempt from security vulnerabilities [38], and many of them
suppose a serious threat to privacy in users’ homes. Previous works have been
focusing on using blockchain for securing access and control of smart home appli-
ances. This can significantly reduce the risk of having a spy inside our homes [39].
However, while communication between third-party services is secured, the use
of data gathered by these devices is still being controlled by third-parties.

A smart gateway, which can replace a traditional home Wi-Fi router, serves as
a bridge between sensor nodes and cloud storage or third-party applications, and
at the same time the smart gateway can be utilized to deploy deep learning anal-
ysis and other AI processing which cannot run directly on resource-constrained
devices. Moreover, because the processed data is only stored locally or encrypted
in cloud storage, all data access requests are stored in the blockchain and there-
fore access to data is not managed by an external party but by smart gateways
directly.

Cybersecurity in Open Smart Cities
The concept of Smart City mostly relies on IoT. A city is considered to be
smart when it uses large amounts of IoT sensor data to efficiently improve the
management of its assets and resources [40]. Another key aspect of smart cities
is openness. By making public all or part of the IoT data that is gathered, city
administrators can engage citizens, local business and large enterprises equally to
develop new products and services based on the data. This benefits both the city
management team and the involved parties, with a positive effect on the city’s
economy. In this case, however, it is essential to have a proper methodology for
both sharing data with third parties and ensuring that public datasets are not
misused.

With the implementation of the proposed architecture, administrators can
have full control and monitor the access of third parties of this data. Moreover,
transaction fees and data prices in the ethereum blockchain within the proposed
solution can be used to naturally control the amount of data that each external
user is accessing. In summary, our proposed solution not only provides a secure
and safe way of distributing IoT data gathered around the city to external users
or developers, but it also provides a base for edge computing and local network
analysis and processing. By managing to which level the data is processed in edge
gateways, which information is processed in the gateways, and which information
or raw data is available to external applications.

Modular Smart Factories in Industry 4.0
The fourth industrial revolution, or Industry 4.0, has promised to develop more
agile, modular and smart manufacturing environments where traditional pro-
duction lines are replaced by automated and intelligent lines in which individual
products can be customized on the fly [41]. The process towards Industry 4.0
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requires the integration of the IoT in industrial environments and the installa-
tion of IoT sensor suites and actuators. This will allow managers to gather vast
amounts of data and be able to adjust the manufacturing process dynamically
to improve its efficiency.

Although autonomous machines and robots are heavily used in smart fac-
tories, they cannot replace humans completely. In some parts of a production
chain, tight cooperation between machines and humans is unavoidable. There-
fore, it is required that smart factories must guarantee a high safety level for
humans working with autonomous machines. A method for enhancing situational
awareness via intercommunication between everything can be applied in smart
factories to address the target. In detail, a machine such as co-robot communi-
cates and obtains useful information from other machines or even humans. For
instance, a machine in a room can get a position and gesture of engineering
who is walking in an adjacent room and is likely to come close to it. Based on
both the received information and the data collected by the machine itself, it
is able to forecast potential safety-critical situations and react in real-time to
avoid accidents. In such a system, latency and security are essential because a
piece of incorrect information provided by the third party or delayed information
can cause a serious consequence. Therefore, smart factories need an advanced
secured architecture which can guarantee a trusted intercommunication between
machines and human with low latency.

Internet of Vehicles, V2V, and V2X
Nowadays, the number of connected vehicles is increasing significantly due to
their benefits such as improving energy efficiency, reducing travelling time, or
avoiding car accidents. The concept of connected vehicles often refers to a number
of communication protocols used to connect the driver with other objects. For
instance, communication in connected vehicles can be categorized into a vehicle
to infrastructure (V2I), vehicle to vehicle (V2V), vehicle to Cloud (V2C), vehicle
to pedestrian (V2P) and, in general, vehicle to everything (V2X) communication.
In these scenarios, security is essential because incorrect or modified data intro-
duced in the system by untrusted third parties can cause serious consequences
such as a car accident or even death. Conventional security methods which need a
central control system may not be completely suitable for some of the connected
vehicles because those methods can cause an increase in communication latency.
In such vehicle systems, real-time data and reaction are required. The proposed
solution is a potential candidate for such real-time connected vehicle systems
as it can provide high levels of security while the latency does not increase.
With the proposed architecture, data related to other vehicles on a street can
be exchanged directly with a connected vehicle through edge gateways in the
near infrastructure. Moreover, the Edge AI opens multiple possibilities for com-
putational offloading [42,43]. The benefits of our proposed architecture are in
the control of the use of private vehicle data by third parties. In the V2X sce-
nario, these can be other vehicles (V2V) or infrastructure around the road (V2I)
(Fig. 2).
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Fig. 2. Sensor node

Ubiquitous Health
Privacy and private health data must be carefully protected because leaked infor-
mation can cause serious consequences. For instance, the leakage information
such as health status can be used for hijacking purposes or spreading false rumors
which causes money and mental damages. It is required that remote and real-
time health monitoring systems must ensure a high level of security. Nonetheless,
there are still many challenges of security issues in these systems. Blockchain can
play an important role in improving a security level in these systems [27]. By
combining blockchain with artificial intelligence at the edge of the network, a
system can provide end-to-end protection to users’ privacy. First, sensitive raw
data is processed at the local network level, and therefore the risk of raw data
being leaked is eliminated. With the blockchain utilized to manage an access to
processed data and features, end-users can have full control over their data while
allowing third-party applications to have access only the information that has
been processed already.

4 Experiment and Results

In order to test the feasibility of the proposed architecture, and the possibilities
for deployment and real-time execution, we have targeted a use case of ECG
feature extraction and arrhythmia detection with convolutional neural networks
(CNN). We have used a complete remote health monitoring IoT-based system
utilizing blockchain and edge/fog computing. However, in this paper, we just
focuses on edge gateways which have been used for deploying the advanced
algorithms such as ECG feature extraction and arrhythmia detection with CNN.
Other parts of the system have been discussed in detail in our previous papers
[12,44,45].

4.1 Sensor Node

In this paper, ECG is collected by our multi-channel ECG sensor node which
will be described in detail in another work. The sensor node is able to collect
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Table 1. Loading time of the different Arrythmia classification requirements

Execution time

Loading numerical libraries 960 ms

Loading tensorflow and keras 1478 ms

Loading trained model 6683 ms

ECG feature extraction 150 ms

Arrythmia classification 849 ms

Table 2. Blockchain transaction average execution times

Average execution time

Ethereum transaction request 17 ms

New data block creation 10 s

16-channel ECG signals with high resolutions (i.e., each channel can collect from
125 samples/s to 1000 samples/s). Then, depending on the requirements of each
application, the data can be pre-processed and kept intact before being sent to a
smart Edge gateway via BLE or Wi-Fi. In this paper, raw ECG data is collected
from the sensor node with a sampling rate of 250 samples/s per channel and sent
to a smart Edge gateway via Wi-Fi. The collected data is not processed at the
sensor node because it is difficult or even not feasible to run heavy computation
methods (e.g., ECG feature extraction based on wavelet transform) at the sensor
node [46–48]. Instead the data will be processed at the Edge gateway which is
capable of running heavy computations while fulfilling latency requirements [49].
The data rate of 250 samples/s can fulfill the requirements of common ECG data
quality standards [50]. In general, BLE is preferred over Wi-Fi because BLE
consumes much less energy than Wi-Fi for a similar transmissions. However,
BLE cannot be chosen for this case because BLE cannot support this large data
rate (i.e., about 3 Mbps for up to 12 channels in each sensor node) [51].

4.2 Gateway

The edge gateways used in our system are Raspberry Pi 3B+ single-board com-
puter (1.4 GHz quad-core processor, 1 GB SRAM, BLE, Wi-Fi). The operating
system running at the gateway is Ubuntu. The gateway is able to store different
data and information such as parameters used for algorithms and temporary
health data. The parameters are often kept intact and they are only modified by
a system administrator. The gateway can reserve 20 GB for storing temporary
health data. Raw data is not stored but only the extracted features. If the stor-
age is near its full capacity, then part of the data is encrypted and transferred
to cloud-based storage solutions. All the services (e.g., ECG feature extraction)
run on the gateway. In our experiments, the Pi runs ECG feature extraction
adapted from [52], while a deep learning based arrhythmia classification model
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Fig. 3. Results of the data analysis at the edge gateway.

adapted from [53] is deployed in the as well. The Pi was used in order to prove
the viability and effectiveness of the proposed architecture. If more computa-
tional resources are required, then this can be replaced by any other hardware
capable of running Ubuntu.

4.3 Performance

To initialize the system, a private ethereum network is created, generating
authority and transaction accounts. The first step is to configure a new gen-
esis file to build the first block of the custom ethereum network. Smart con-
tracts were written in solidity and tested by using Remix IDE. We have ana-
lyzed the execution times of the feature extraction, arrhythmia detection and
blockchain requests in order to assess the possibilities of real-time operation.
The execution times of the different processes are shown in Tables 1 and 2. The
feature extraction and arrhythmia classification processes deployed in this use
case are single-threaded and therefore executed within a single core. As the
Raspberry Pi 3B+ has 4 cores, it is possible to concurrently execute the anal-
ysis of two sensor nodes in parallel together with other background processes.
The analysis of ECG data is made in batches of 10 s, where an average ECG
cycle template is extracted and the heart rate and other features are calculated.
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An example of the raw and processed data is shown in Fig. 3. Then, the template
is utilized for arrhythmia classification.

The loading times required for loading numerical libraries, the deep learning
libraries Tensorflow and Keras, and the trained model are shown in Table 1.
Taking these into account, we deploy the model in the edge gateway in a way
that the required libraries and the deep learning model are only loaded every
time the gateway is rebooted. Transaction requests time in the ethereum network
was 17 ms as average while using public Wi-Fi. Miner nodes take 10 s as average
to create a new data block.

In summary, since the analysis is carried out every 10 s, a single Raspberry
Pi 3B+ board is able to handle multiple sensor nodes connected via Wi-Fi or
Bluetooth. We can safely assume that around 8 sensor nodes can be handled
in real-time without reaching the maximum level of performance and therefore
allowing for uncertainties in the measurements.

After data processing, the extracted features are encrypted with AES-256
[54,55] and stored in a third party storage solution. A custom distributed storage
solution can be employed instead if tighter control of the data storage is required.
Then, metadata including device ID and type of data are stored in the blockchain
through the execution of a series of smart contracts.

5 Conclusion and Future Work

We have utilized a blockchain-based architecture for managing data security and
integrity in IoT applications, and improved it by integrating Edge AI techniques
to enhance the applications’ security and protect users’ privacy further. This is
of particular interest for mission-critical and data-sensitive applications such as
health monitoring applications in the IoT. We have implemented our proposed
approach using ECG sensor nodes and a Raspberry Pi Model 3B+ as an edge
gateway. The gateway ran a full ethereum node and processed ECG data in real-
time with feature extraction and arrhythmia detection algorithms deployed. We
show that real-time computation with arrhythmia classification is possible with
multiple nodes, and the analysis part utilizes more computation resources than
a typical ethereum deployment.

In future work, we will further integrate how the AI algorithms are executed
together with the smart contracts in an ethereum network. In addition, we will
extend the current system to a larger number of applications in the domain of
ubiquitous health monitoring and others.
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Abstract. Current wellness technologies are capable of monitoring wellness
related parameters even 24 h a day for multiple days. The aim of the current
research was to study the usability, user experience, and wellbeing impact of the
wellness analysis Firstbeat, which is based on continuous measurement of heart
rate variability (HRV) and user activity. 42 persons in working life participated
in an intervention study, in which their wellbeing was continuously monitored
for 3–7 days and they received a detailed wellness report and a personal plan for
improvement. In a follow-up questionnaire, the participants reported good usabil-
ity and user experience for the system, as well as significantly reduced stress
and increased self-esteem, while no significant changes were observed in the
other measured aspects related to subjective wellbeing. The results suggest that
the usage of continuous wellness measurement systems using electrodes in the
chest area, such as Firstbeat, can be experienced positively by their users. Further
research is needed on effective methods for utilizing the rich information from the
measurements in achieving lasting positive changes in lifestyle.

Keywords: Wellbeing ·Wellness technology · Firstbeat · Heart Rate
Variability · Usability · User experience

1 Introduction

With recent technological advances, continuous wellness measurements have become
feasible for prolongedperiods of time,while still preservinggoodmeasurement accuracy.
Asmany commercially availablewellness technologies can provide validmeasurements,
the focus of research has shifted to also include issues such information presentation, user
experience, user acceptance, motivating the user, and wellness impacts of the technol-
ogy. Given the large worldwide potential of wellness technology, the number of studies
focusing on these issues from the user’s perspective is still relatively small.

Previous studies of heart rate monitors and activity trackers have reported both pos-
itive and negative user experiences. For example, Preusse et al. [1] found and analyzed
various different usability and user acceptance related challenges with commonly used
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activity trackers. In contrast, Karapanos et al. [2] presented examples of how activity
trackers can support positive user experiences, by better supporting the users’ psycho-
logical needs. For example, they can enhance the feelings of autonomy by providing
people more control of their exercising or relatedness by connecting family members
to joint healthy activities. Meyer et al. [3] recently found that high levels of usability
and comfort were associated with the usage of clip, wristband, and mobile app based
activity trackers by the users. Oh and Lee [4] identified both positive and negative user
experience issues related to existing activity trackers and other quantified self technolo-
gies. The identified issues were related to user input, design, sharing and privacy, data
visualization, and data accuracy, among other things.

Ahtinen et al. [5] studied using common heart rate monitors in exercising from a
user experience perspective. Their results suggested relatively good usability, but only
moderate motivating impact for exercising. The findings by Ehmen et al. [6] indicate
fairly high acceptance andqualitative user experience in response to twopopularwellness
systems using heart ratemonitor belts.However, their participants also reported a number
usability problems related to both systems. An early version of the Firstbeat wellness
analysis using heart rate variability and activity tracking was also found to be time-
consuming and expensive by mobile workers [7]. In addition, sleep sensing devices
(based on both heart rate monitoring and accelerometers) have been found to provide
useful and objective feedback that is beneficial to their users [8].

The subjective wellness impacts of modern heart rate variability based wellness
technologies such as the Firstbeat system have not been extensively studied. Instead,
the focus has been on the validation of the technology in measuring, for example, stress
and recovery, as well as in utilizing those measures in scientific studies (see Sect. 2.3).
The aim of this study was to report experiences of a wellness intervention utilizing the
Firstbeat wellness analysis, which is based on continuous measurements of heart rate
variability and user activity. Specifically, the aim was to study usability, user experi-
ence, and subjective wellbeing impact of the analysis and its technological solution in
a sample of people in working life. We were particularly interested in understanding
user experiences related to continuous wellness measurements over multiple days, and
whether it is possible to obtain lasting positive effects on subjective wellbeing by means
of a single wellness intervention.

2 Method

2.1 Participants

The participants were 42 volunteers (30 females and 12 males) participating actively in
working life during the study. The average age of the participants was 44.3 years (range
27–65 years). 24 participants had a lower or higher university degree and 18 participants
did not have a university degree. 35 participants were employees and seven participants
were entrepreneurs in organizations participating in our wellness related projects. The
organizations were: a bank, an accounting office, two mass transit companies, a media
company, amunicipal organization, an advertising agency, a beauty salon, a childwelfare
organization, an engineering company, and several micro companies represented by
their entrepreneurs. All the participants were geographically from Finland, and all the
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materials, instructions, and questionnaires were delivered in the native language of the
participants (Finnish). As an incentive, the participants received the wellness analysis
and a personal plan for improvement free of charge.

The 42 participants included in the final data analysis reported that they used the
Firstbeat system successfully and that they did not use any other wellness technologies
during the intervention period. 31 participants chose the most common Firstbeat mea-
surement period of three days and 11 participants chose an optional longer measurement
period of 4–7 days. On average, the participants used the measurement technology for
3.5 days. The average time between receiving the report and personal plan from the
intervention and filling in the follow-up questionnaire was 44.7 days. Previous studies
on wellness technologies (e.g. [5]) report positive effects lasting for several weeks, and
the current study also aimed at investigating the possible lasting effects of the interven-
tion by aiming the evaluation period (time before the follow-up questionnaire) at 4–8
weeks.

2.2 Procedure

The implementation of the study was carried out within two projects at South-Eastern
Finland University of Applied Sciences. Both projects aimed at studying methods for
improving the wellbeing of employees and entrepreneurs of the participating companies
by using wellness technology. The researchers and authors of this paper were completely
independent of Firstbeat technologies. The goal of the Firstbeat intervention was to
give the project participants tools for improving their own wellbeing through improved
wellness related self-knowledge.

An information session was organized in each company, in which volunteer partici-
pants from each company were given detailed instructions for carrying out the analysis
successfully, including the placement of the electrodes. In case of micro companies with
only one participant, the same information was provided in a personal meeting. All the
participants were told that their participation is fully voluntary and information from
the wellness measurements, as well as information from the follow-up questionnaire
is treated confidentially. The information from the wellness measurements was to only
visible to participants themselves and the wellness specialist, who organized the study
and gave personal feedback to participants.

Shortly after the measurements were carried out, group meetings (employees) or
personal meetings (entrepreneurs) were organized to help the participants in interpret-
ing their results and setting personal goals in order to improve their well-being. The
participants received their wellness reports using encrypted e-mail or on paper before
the meetings. In the meetings, the participants were presented with basic information
about autonomic nervous system (e.g. the functions of the sympathetic and parasympa-
thetic nervous system), heart rate variability, the importance of exercise, and the various
analyses presented in their Firstbeat reports were explained in detail. Finally, the partic-
ipants received personal advice in setting their wellness goals according to the Firstbeat
method, described in the next section.
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2.3 The Firstbeat Wellness Analysis

The Firstbeat wellness analysis aims at providing meaningful physiological information
that helps people improve their overall well-being and performance. It is based on heart
rate variability (HRV) and motion sensor measurements. The analysis and the measure-
ment technology is based on more than 15 years of development. The system is used by
many organizations worldwide to improve the wellbeing of their personnel and it has
also been used in numerous scientific physiological studies to study stress and recovery,
as well as physical activity, oxygen intake, and energy expenditure [e.g. 9, 10].

Heart rate variability has been shown to be associated with stress and recovery.
Generally, a low variability in heartbeats indicates that the body is under stress from, for
example, exercise or psychological events. In contrast, a higher variability in heartbeats
usually means that the body has a strong ability to tolerate stress or is recovering from
prior stress. By accurately measuring HRV it possible to gain an understanding of the
state of the autonomic nervous system at any given moment. The Firstbeat Bodyguard 2
measurement device used in the Firstbeat wellness analysis has been shown to provide
an accurate method for long term HRV monitoring during daily life [11].

The package given to each participants contained the Firstbeat Bodyguard 2 mea-
suring device, two leaflets of instructions, and disposable electrodes (Fig. 1). The par-
ticipants were also given plenty of extra electrodes (in addition to those pictured below)
to be able to replace them more than once per day, if necessary. The Firstbeat wellness
system uses an electrocardiogram (ECG) with two electrodes to produce the heart rate
variability measurements. The electrode attached to the recording device was placed on
the right side of the body just beneath the collar bone. The second electrode was placed
on the rib cage on the lower left side of the body. The measurement and recording started

Fig. 1. The contents of the wellness analysis package given to each participant.
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automatically after both electrodes were attached to the body. The device also included
a motion sensor to estimate the amount of exercise and energy expenditure.

The system included a loadable battery with a battery life of at least six days and a
recording capacity of about 20 days of wellness data. The weight of the systemwas 24 g.
Its sampling resolution inmeasuring heart rate variability was 1000Hz. The resolution of
the motion sensor was 12.5 Hz. The battery of the device could be loaded by connecting
the measurement unit of the device to a standard USB port of a computer. The USB
connection was also used to transfer the data stored on the device for the Firstbeat
software.

When the participants started using the analysis, they received an e-mail with a
link to the Firstbeat startup questionnaire. They were asked to give a self-evaluation
related to their exercise, eating, alcohol consumption, stress, recovery, sleeping, health,
and wellbeing. They also received a link to a web diary, which they could use on their
computers or smart phones. For eachmeasurement day, theywere instructed tomark their
work periods, sleeping periods, exercise periods, and any other meaningful activities, as
well as any medicine taken and doses of alcohol consumed.

The Firstbeat measurement device is intended to be worn day and night except when
it would come into contact with water. Typically, the participants of the current study
removed the devices once a day for a short period when they took a shower and replaced
the electrodes. The participants were instructed to use the wellness analysis for at least
one rest day – or a less stressful working day – and two working days, which is the
standard procedure for a Firstbeat analysis.

After they had completed the measurement period, the participants received a full
Firstbeat wellness report (2018 version) with at least seven pages. The first page of the
report repeated the participant’s answers in the self-evaluation questionnaire. On pages
two to four (for a three day measurement), the results from the wellness analysis were
presented separately for each day of measurement. Each page presented the amount and
percentage of stress, recovery, and physical exercise periods during the day. In addition,
a timeline of stress, recovery, and physical activity periods was presented augmented
with the participant’s diary notes. Furthermore, the following information was provided:
amount of recovery during work; amount and quality of recovery during sleep (Fig. 2);
length of light, moderate, and vigorous physical activity; energy expenditure; and steps
taken during the day. Overall scores on a scale of 0–100 were also presented for balance
of stress and recovery, restorative effect of sleep (Fig. 2), and positive health effects of
exercise.

On page five, a summary over the whole measurement period was presented. It
included a timeline of stress, recovery, and physical activity during the whole mea-
surement period. Daily scores and overall scores (0–100) over the whole measurements
period were also presented for balance of stress and recovery, recovery during sleep, and
health effects of exercise. A summary view of exercise and energy expenditure was also
presented. Finally, an overall wellness score (0–100) was presented taking into account
all the measured wellness aspects.
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Fig. 2. A sample infobox from the report presenting an analysis of one night’s sleep.

On page six they, together with awellness specialist, set personal goals for improving
their well-being by choosing from sixteen predefined goals related to stressmanagement,
sleep and recovery, exercise, and nutrition (e.g. “I will attempt to go to bed early enough
to get enough sleep”). They also had a possibility to define their own personal goals. A
sample report in English is available on Firstbeat website [12].

2.4 Questionnaire

The main research method for collecting data from the participants concerning the well-
ness intervention was an electronic questionnaire. It consisted of three main methods:
System Usability Scale, AttrakDiff2, and a subjective wellbeing questionnaire.

On the first page on the questionnaire, the general instructions for the questionnaire
were presented to the participant. The participant was instructed to input his/her partic-
ipant number sent in an invitation e-mail by the researcher, who conducted the wellness
analysis. On the second page of the questionnaire, the participant was asked to report
demographic information and information related to the usage of the wellness mea-
surement device. Specifically, the participant was asked to report his/her gender, age,
education level from six alternatives, profession, occupation, and whether they work as
an employee or an entrepreneur. Moreover, the participants reported the number of days
they used the device to record their wellness parameters and the numbers of days passed
since they read the report and made their personal plans.

System Usability Scale. The widely used System Usability Scale (SUS) method was
used as the method for evaluating the perceived usability of the Firstbeat system. On the
third page of the questionnaire the participant was asked to complete SUS in its original
form using a 1–5 Likert scale as suggested by Brooke [13]. At the end of the page, the
participants also had a possibility to give qualitative comments about the usability of the
Firstbeat system and the usability problems they encountered.
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AttrakDiff2. On page four of the questionnaire, the AttrakDiff2 method suggested by
Hassenzahl [14] was used as the method to study user experiences. The four central con-
cepts of Hassenzahl’s user experience model were studied using seven-point semantic
differential scales. The concepts were: pragmatic quality (quality of use from a task-
oriented perspective), hedonic quality: identification (how well the system allows the
user to relate to it), hedonic quality: stimulation (how well the system fulfills the stim-
ulation needs of the user), and attractiveness (overall impression and judgement of the
system). Each concept was studied using seven scales, thus the number of scales in the
questionnairewas 28. The participants also had a possibility to give qualitative comments
about the user experience of the system.

Subjective Wellbeing Questionnaire. On page five, the aim was to examine the sub-
jective wellbeing effects of the current intervention briefly, yet as holistically as possible.
A brief questionnaire probing 15 central aspects of subjective wellbeing was constructed
for the purposes of the current study. Many of the concepts were taken from the wellness
related concepts of WHOQOL-BREF [15], which is a cross-culturally validated quality
of life assessment. Drawing from the self-determination theory and studies highlight-
ing psychological needs and emotions as important correlates of subjective wellbeing
[16–19], further wellbeing related concepts were identified for the questionnaire.

Each statement on page five of the questionnaire began with: “After using the First-
beat system and reading the report – when compared to time before using the system – I
have felt…” and the statements ended with the endings presented in Table 1 below. Each

Table 1. The wellbeing aspects in the study and the corresponding statement endings.

Wellbeing aspect Statement ending

Physical health …myself physically healthy

Bodily pain …physical pain

Sleep quality …that I sleep well

Stress …myself stressed

Autonomy …that my actions are autonomous

Competence …that I can successfully complete different tasks and projects

Relatedness …that I have positive social relationships

Self-esteem …that I have high self-esteem

Positive emotions …positive emotions such as joy, pride, or interest

Negative emotions …negative emotions such as worry, sadness, or anxiety

Meaningful life …that I lead a purposeful and meaningful life

Optimism …that I am optimistic about the future

Active lifestyle …that my lifestyle is active

Energy …myself energetic

Depression …myself depressed
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statement was studied using a 1–7 scale with the following anchors: 1= less than before
– 4= as much as before – 7=more than before. In addition, the participants could leave
any free-form qualitative comments about the wellness aspects of the intervention.

2.5 Data Analysis

Data fromSUSwas analyzed according to the original instructions [13] including reverse
scoring, and calculating an overall score from0 to 100. The results were interpreted using
the adjective scale suggested by Bangor et al. [20]. The results from the AttrakDiff2
questionnaire using seven point semantic differential scales were transferred to a scale
from −3 to 3, displayed visually and averaged by the four user experience components
in Hassenzahl’s model [14]. For the wellbeing data, one sample t-tests were used to
determine statistically, whether the ratings for the different subjective wellbeing related
aspects differed significantly from the middle point of the scale, which suggested that
no change in relation to the wellbeing related aspect has taken place.

3 Results

3.1 Usability

The average SUS score for the Firstbeat wellness analysis was 76.7 (range 45–100).
According to the adjective scale for SUS developed by Bangor et al. [20], this result
indicated ‘good’ usability. More specifically, the score was between what is typically
perceived as ‘good’ (mean 71.4) and ‘excellent’ (mean 85.5).

3.2 User Experience

The results for the AttrakDiff2 components studying different aspects of user experience
are presented in Fig. 3. The averaged user experience ratings were on the positive side
of the scale for all four concepts, and there were no significant differences between the
means.
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Fig. 3. Mean ratings and standard errors of the means for the central user experience concepts.
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The detailed results from all of the AttrakDiff2 scales are presented in Fig. 4. Almost
all of the single ratings were on the positive side of the scale, however, the system was
seen as a bit technical and also quite a bit undemanding instead of being able to provide
positive challenge. When giving this rating, the participants were possibly thinking of
the easy usability of the system instead of the challenge posed by the analysis as a whole
(e.g. themeasurement started automatically when the electrodes were attached). Positive
adjectives associated with the system included: good, motivating, novel, professional,
and presentable.

-3 -2 -1 0 1 2 3

Fig. 4. Mean ratings for the 28AttrakDiff2 scales (colors indicate components of user experience:
green = pragmatic quality; blue = hedonic quality, identification; light blue = hedonic quality,
stimulation; yellow = attractiveness). (Color figure online)
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3.3 Subjective Wellbeing

The results from the subjective wellbeing questionnaire are presented in Table 2 below
(scale: 1 = less than before – 4 = as much as before – 7 = more than before).

Table 2. Mean ratings and standard errors of the means for the different aspects of subjective
wellbeing.

Wellbeing aspect Mean (SEM)

Physical health 4.02 (.09)

Bodily pain 3.93 (.06)

Sleep quality 4.10 (.15)

Stress 3.71 (.11)

Autonomy 4.00 (.11)

Competence 4.10 (.10)

Relatedness 4.07 (.06)

Self-esteem 4.19 (.09)

Positive emotions 4.17 (.10)

Negative emotions 3.88 (.10)

Meaningful life 4.21 (.12)

Optimism 4.17 (.11)

Active lifestyle 4.19 (.12)

Energy 4.12 (.10)

Depression 3.83 (.12)

The statistical analysis revealed that the participants evaluated that they have felt
significantly less stressed after using the system and reading the report than before
usage (t= 2.6, p= .012). The participants also rated their self-esteem as higher after the
intervention than before it (t= 2.0, p= .044). The other ratings did not differ significantly
from the center point of the scale (suggesting no significant changes).

3.4 Qualitative Comments

The qualitative comments gathered in the questionnaire were largely in line with the
quantitative results. There were no major usability problems highlighted by the users.
Single comments were given about skin irritation with the electrodes, lack of indication
when the device is fully loaded, and the usability of making diary entries.

The qualitative comments for the wellbeing effects of the system included a variety
of different comments ranging from being aware of the wellness aspects to be improved,
but not making any changes in lifestyle, to putting the set goals into action and noticing
wellness improvements. Thus, there seemed to be a lot of variation in the participants’
reactions to the results and the goals set at the end of the analysis.
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4 Discussion

In the current study, usability, user experience, and subjective wellbeing impact were
measured in response to an intervention implemented using the Firstbeat wellness sys-
tem. In a working life sample of participants, the results suggested good usability for
the system, as it received a SUS score of 76.7 out of 100. The results also suggested
above average user experience in all measured aspects: pragmatic quality, hedonic qual-
ity (identification), hedonic quality (stimulation), and attractiveness. Thus, system was
evaluated to have a good balance of hedonic and pragmatic qualities (self-orientation
and task-orientation) [14]. Finally, the participants reported reduced subjective stress and
higher self-esteem after the wellness intervention. Stress-related visualizations form a
central part of the Firstbeat report, and the current results suggest that the participants of
the current study were indeed able to use that information to reduce their stress levels in
practice. However, it should be noted that the results suggested no significant changes
for 13 of the 15 studied aspects related to subjective wellbeing.

Many previous studies [e.g. 1, 5–7] have pointed out usability barriers in the adop-
tion of wellness technology, especially in technologies utilizing physiological wellness
measurements. The current results suggest that Firstbeat has been successful in avoiding
any major usability problems, and the minimalistic user interaction is simple enough for
users in a working age population. Regarding user experience, the current results are in
line with [6], who reported positive user experiences for heart rate monitor belts. The
current results suggest that continuous mobile wellness measurements – even if they use
electrodes, which are somewhat invasive and in constant physical contact with the user
– can be well accepted by their users and even evoke a positive user experience.

On the other hand, the reported changes in subjective wellbeing were relatively small
and only some of the participants reported making relevant changes in lifestyle based on
the results. These results highlight the difficulty of translatingwellness related awareness
and goal setting into behavior that actually enhances holistic wellbeing. Consolvo et al.
[21] divide design efforts ofwellness technology into four chapters: collecting behavioral
data, providing self-monitoring feedback, supporting goal-setting, and moving forward.
The first three chapters have been mainly well considered in the design of the Firstbeat
system, while the greatest challenges seems to be in achieving changes in the users’
lifestyles and lasting improvements in wellbeing. Continuous wellness measurements
can provide accurate information, but plain awareness of one’s physiological state or
setting goals may not be enough for achieving lasting effects [22].

Consolvo et al. [21] suggested that moving forward in wellbeing includes, for exam-
ple, assessing the user’s progress, and supporting the user over her lifespan. These could
also be key elements in the context of continuous well-being measurements and the
Firstbeat system. Possible topics for future research include studying the patterns of
using the Firstbeat system over a longer period of time, when the use is initiated by the
user her/himself. In addition, effective persuasive technologies [23] could be applied in
addition to the Firstbeat analysis with the goal of achieving more positive changes in
wellbeing related experiences and behavior.

The limitations of the current study should also be discussed. The participants of
the current study were on average middle-aged and participating in working life, thus
the results are not directly generalizable to other groups, for example, students or the
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elderly. The participants also come from a limited geographical region in Finland, in
other regions there might be different cultural factors affecting the perceptions of the
system. Finally, within the limits of the current research it was possible to carry out a
single wellness intervention and study the usage of one wellness analysis and the related
technological solution. Thus, it was not possible to make comparisons between different
systems or study possible benefits of recurrent use of the Firstbeat analysis.

Overall, the current results provide a clear picture about the wellness intervention
studied. The results confirm that it is possible for users to be monitored for even about
24 h per day by a wearable device measuring heart rate variability and activity, and still
have positive user experiences related to the technology. The participants of the current
intervention also reported significantly reduced stress and improved self-esteem after
the intervention. The assessment of user progress and long-term support [21], as well as
persuasive technology [23] may be key additions to the Firstbeat approach on the road
towards even more effective and holistic improvements in wellbeing.
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Abstract. The paradigm of citizen-science, i.e., scientific research that is con-
ducted in whole or in part by non-professional scientists, has gained popularity
lately, e.g., for the purpose of crowdsourced data collection. Smartphones with
their abundance and ubiquity are perfectly suited and have been widely used
for crowdsourced data collection in real life settings. The ongoing, EC-funded
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– in the context of BigO – of the myBigO app, one of the first citizen-scientist
smartphone applications addressed to children for behavioral and affective data
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app in a number of data collection studies as well as its preliminary evaluation
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1 Introduction

Citizen-science, a relatively new scientific paradigm where the general public is actively
engaged in scientific research [1], has gained popularity during the last decade. A pop-
ular application of citizen-science is the crowdsourced collection of data (for example
in hydrology [2]) for a variety of research purposes, in cases where conventional data
collection methods are impractical or even impossible. Nowadays, smartphones demon-
strate an unprecedented abundance and, owing to their continuous presence in every-
day life, are perfectly suited for ecological momentary data collection tasks [3]. For
this reason, smartphones are commonly exploited by citizen-science initiatives when
crowdsourced data collection is needed. However, designing smartphone applications
(or apps) for citizen-science projects is a challenging task, since the user engagement
and effectiveness need to be taken into account [4].

Focusing on crowdsourcing, there are several citizen-science studies that have
employed smartphone apps for the collection of behavioral data. For example, the
SMART study [5] has used the Ethica1 smartphone app to collect (1) self-reported
physical activity and sedentary behavior data, and (2) sensor-acquired data such as loca-
tion, inertial measurement unit (IMU) recordings, image/audio files, etc. from 317 adult
citizen-scientists. The objective of the SMART study has been to analyze the collected
data so as to translate the gained knowledge about active living into policy interventions.
The Ethica app itself has been employed in the past by citizen-science initiatives in
epidemiology [6]. When it comes to children, there exist past studies where they have
been engaged as data collecting citizen-scientists (e.g., [7]). However, to the best of our
knowledge there are few – if any – citizen-science efforts that developed smartphone
apps specifically designed for children.

Using a similar rationale to [5], the ongoing research programme named BigO2

relies on the citizen-science paradigm to collect data concerning the eating, sleeping
and physical activity behavior of children populations by means of a novel smartphone
app. BigO undertakes extensive crowdsourced data collection in 6 European cities. The
behavioral patterns of the local children populations that will be extracted from the
collected data will then be associated with a number of local extrinsic conditions as
well as the local prevalence of childhood obesity. These associations will be employed
by the decision support system of BigO so as to inform public health authorities about
promising policies against childhood obesity.

This paper presents the development of one of the first citizen-scientist smartphone
apps that are addressed to children, namely the myBigO app. The myBigO app has been
developed to support the crowdsourced data collection activities of theBigOprogramme.
The behavioral and affective data that are collected by the app are intended for further
analysis in the scope of the BigO programme. The current paper covers (1) the design and
implementation of the app; (2) the deployment of the app in a series of data collection
studies; and (3) the preliminary evaluation of the app through the aforementioned studies
with respect to technical robustness and user experience.

1 https://www.ethicadata.com/about.
2 https://bigoprogram.eu/.

https://www.ethicadata.com/about
https://bigoprogram.eu/
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2 Methods

The design of the myBigO app has been guided by (1) its intended usage, i.e., the collec-
tion of behavioral and affective data that are associated with obesity, (2) its intended user
group, i.e., school-aged children, and (3) its intended research paradigm, i.e., citizen-
science. These three guides have majorly impacted the eventual functionalities (see
Sect. 2.2) and user interfaces (see Sect. 2.3) of the app. For instance, the modern design
of the screens and the included features of the app were considered to be appropriate
for the age group of its users, while two extra tabs (Maps and Stats tab) were inserted
in the Main Screen of the app for the purpose of providing feedback to the users. The
data to be collected were carefully selected (see Sect. 2.1) on the basis of unobtrusive-
ness (e.g., keeping popping questions to a minimum and promoting data collection in
the background). All aforementioned design decisions were made with the objective of
maintaining the engagement of the users so as to eventually maximize their effectiveness
in data collection [4].

2.1 Collected Data

The myBigO app is able to collect data concerning a variety of behaviors of its users
(namely, sleeping, eating and physical activity behavior) as well as their emotional state
(or mood). Table 1 provides the specification of the behavioral and affective data that are
collected. Regarding the data collection process, a hybrid approach was adopted, which
includes:

• Passive data collection. Collection of objective data from smartphone sensors in the
background (e.g., accelerometry measurements).

• Active data collection.Collection of objective and subjective data that requires active
input from the user; this is further classified as: (1) the user-initiated collection of
sensory data such as meal and food advertisement photographs, and (2) the self-
reporting of subjective data through ecological momentary assessment (e.g., user
mood).

2.2 Functionality

The functionalities that are offered by themyBigO app can be organized into 3 categories
based on the context of use and these are outlined in the following subsections.

Registration
This refers to initial, one time use of the app to register the user into the BigO platform.
The users go through a typical registration procedure (e.g., reviewing and agreeing to
the terms and conditions, entering their registration code and selecting their nickname).
The registration functionality entails a certain amount of data collection as well through
a series of self-assessment questions. For instance, the sleep and wake-up times for
weekdays and weekends (see Table 1) are reported by the user as part of the present
functionality.
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Table 1. Specification of the behavioral and affective data collected by the myBigO app.

Target data Collected data
description

Collection mode Collection frequency

Sleep duration Sleep & wake-up
times in weekdays,
sleep & wake-up
times in weekends

Active; self-reported Once (at registration)

Mood User rating in a
revised 5-point
Wong-Baker scale [8]

Active; self-reported Once daily

Location Latitude, longitude,
altitude, accuracy,
bearing, speed

Passive; sensory Every minute

IMU data Measurements from
accelerometer &
gyroscope

Passive; sensory 5–25 Hz

Annotated meal
photos

Meal photo with meal
type, temperature,
preparation & main
ingredients

Active; sensory &
self-reported

User defined

Annotated food ad
photos

Food ad photo with
location, size and
context

Active; sensory &
self-reported

User defined

Main Usage
This functionality becomes available through the Main Screen of the myBigO app, as
soon as the registration is completed. The Main Screen consists of 4 tabs:

1. the Action Tab (default) initiates the process of meal and food advertisement photo
acquisition and annotation (see Table 1)

2. the Maps Tab displays the locations where food advertisement photos have been
captured

3. the Stats Tab presents statistics about the contribution of the user and her peers in
photo collection, and

4. the Settings Tab allows the users to change their preferences and access app-related
info.

Background Data Collection
This is a separate, non-interactive functionality of the myBigO app which transparently
acquires measurements from the smartphone IMU and GPS receiver (see Table 1). This
functionality covers the entirety of passive data collection by the myBigO app.
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2.3 User Interfaces

The user interfaces (UI) of the myBigO app, i.e., the set of screens that implement the
human-computer interaction within the app, have been carefully designed with the help
of a professional usability expert. The screens that have been designed for the Main
Usage functionality of the myBigO app are presented in the figures that follow with the
help of screen captures from a running instance of the app. More specifically, Fig. 1 lists
the tabs of the Main Screen, while Fig. 2 presents the screens that are associated with
the active data collection in the myBigO app.

Fig. 1. Tabs of the Main Screen of the myBigO app – (a) action tab, initiating the photo acqui-
sition and annotation functionality; (b) maps tab, displaying the location of the contributed food
advertisements; (c) stats tab, presenting statistics about photos contributions; (d) settings tab.

Fig. 2. UI screens & dialogues associated with active data collection in the Main Usage function-
ality of the myBigO app – (a) photo preview screen; (b) food advertisement annotation screen; (c)
meal annotation screen; (d) mood dialogue.
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2.4 Implementation Details

The myBigO app has been developed for Android smartphones running on Android 5.0
to 9.0. Before being released, the app was thoroughly tested in a number of iterative
test cycles simulating actual use and putting emphasis on app stability. During the test-
ing phase, SonarQube3 and Firebase4 were leveraged for static code analysis and bug
tracking, respectively.

3 Results

This section provides information about the deployment of themyBigOapp so far for data
collection in the context of the BigO programme, along with the preliminary evaluation
of the app with respect to the technical robustness and user experience.

3.1 Deployment Studies

Up to this point, the data collection activities of the BigO programme revolved around 3
private schools, namely the Internationella Engelska Gymnasiet (IEGS) in Stockholm
(Sweden), Ellinogermaniki Agogi (EA) in Athens (Greece), and Ekpaideutiria Mpako-
gianni (EKP) in Larissa (Greece). Each school organized and conducted a number of
different data collection actions (8 in total) with the myBigO app being the main data
collection instrument. Informed consent was acquired from all the participating students
in the high school, while in the case of the primary school (EA) informed ascent and con-
sent was acquired from the participating students and their parents, respectively. For the
most part, an organized participation strategy relying on school projects (e.g., short-term
projects as part of the Physical Activity class) was employed for student recruitment. The
overview of the 3 participating schools and the corresponding data collection actions is
provided in Table 2.

Table 2. Overview of the 3 participating schools and the corresponding data collection actions.

School Level Location Dates Nr. participants

IEGS High school Stockholm
(SE)

11.2017–05.2018 84

EA Primary
school

Athens (GR) 03.2018–06.2018 83

EKP High school Larissa (GR) 03.2018–06.2018 38

3 https://www.sonarqube.org/.
4 https://firebase.google.com/.

https://www.sonarqube.org/
https://firebase.google.com/
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3.2 Technical Robustness

From a technical standpoint, the myBigO app performed considerably well in the pre-
viously described deployment studies. No major issues (e.g., problems rendering the
app unusable) were reported, while minor issues, such as occasional crashes, were con-
stantly monitored with the help of Firebase and/or reported by the school personnel via
Redmine5. The recorded issues were investigated, prioritized and then resolved through
regular updates of the app. The performance of the myBigO app in its primary task is
indicated by the volume of behavioral and affective data that were eventually collected
during the deployment studies. Table 3 summarizes the volume of data collected from
each school using an abstract categorization of the main types of collected data. In the
particular case of the primary school (EA), the food advertisements and the accelerom-
etry data were not part of the data collection actions that were organized by the school
– thus the corresponding N/A entries in Table 3.

Table 3. Volume of the main categories of behavior data that were collected per school during
the deployment studies.

Students (#) Ad photos (#) Meals photos (#) Accelerometry
(days)

IEGS 84 1886 122 93.2

EA 83 N/A 411 N/A

EKP 38 9 472 196.1

Total 205 1895 1005 289.3

3.3 User Experience

User experience is a concept from the field of Human-Computer Interaction which refers
to the attitude and emotions of a user towards a product or system. The User Experience
Questionnaire (UEQ) is a validated instrument for evaluating user experience [9] and it
consists of 26 questions which are rated on a 7-point Likert scale [10]. The questions
are grouped in 6 scales associated with distinct aspects/dimensions of user experience.
Concerning the standard interpretationof a scale, scores between−0.8 and0.8 represent a
neural evaluation, while scores>0.8 (<−0.8) represent a positive (negative) evaluation
[11]. The high-school students participating in the previously described deployment
studies were asked to fill in the UEQ after they have stopped using the myBigO app. In
total, 30 students completed the questionnaire. The aggregated results along each scale
of the UEQ are visualized in Fig. 3. One can observe that the myBigO app received a
positive reaction for half of the scales and a neutral reaction for the other half. In brief, the
app was considered to be adequately efficient in what it does, easy to use and attractive;
however, it did not provide enough stimuli or novel features to the users. Surprisingly,

5 https://www.redmine.org/.

https://www.redmine.org/
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given the small amount of logged and reported technical problems, the users were not
convinced about the dependability of the app.

Fig. 3. Results from the evaluation of the user experience of the myBigO app along with 6 scales
of the UEQ.

4 Conclusions

This paper has presented one of the first citizen-scientist smartphone apps that have
been designed for children, namely the myBigO app. The app has been developed in the
context of the BigO research programme with its primary goal being the collection of
behavioral (eating, sleeping, and physical activity) as well as affective data from children
populations. The myBigO app has already been successfully deployed in a series of data
collection studies (in 3 European cities), providing the opportunity for the preliminary
evaluation of the app with respect to technical robustness and user experience.

Additional evaluation covering other aspects of the myBigO app is still needed. This
evaluation will be conducted in conjunction with the upcoming data collection actions
of BigO, which will scale up the volume of collected behavioral and affective data.
The successful utilization of the scale-up data for associating the behavioral patterns
of the studied populations with local extrinsic conditions and local childhood obesity
prevalence – to the aid of public health policy makers – will automatically validate the
myBigO app. On top of that, our future plans include the enhancement of the app with
features to support user engagement and more detailed logging of the collected data
volume. Regarding user engagement, the need to improve user experience, especially
with respect to stimulation and novelty, has been made evident from the conducted
preliminary evaluation. To this direction, a gaming feature revolving around a data
collection competition among citizen-scientists will be integrated in the myBigO app.
The aforementioned detailed logging of the collected data will be also used for score
calculations within the game.
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Abstract. The necessity of using food data in mobile health applications is often
linked with difficulties. In Europe no standardized and quality-controlled food
product databases are accessible. Data from third party sources are often incom-
plete and have to be checked carefully before use for errors and inconsistencies.
The purpose of this approach is to improve data quality and to increase informa-
tion density by developing a dedicated food data warehouse. By using the extract,
transform and load processes known from data warehouse technologies, multiple
data sources will be combined, inserted and evaluated. The data is cleaned up
by using data profiling techniques. Data mining methods are used to merge the
datasets from food composition databases and food product databases to increase
information density. The aim is to analyze, if and how Big Data technologies can
increase performance of data processing significantly.

Keywords: Food data · Data analysis · Data mining · Big Data

1 Introduction

The use of mobile health applications (health apps) is constantly increasing in the app
stores of mobile platforms and many of them are focused on nutrition. However, no
standardized sources of food product data are available in Europe with complete infor-
mation of available food products on the market. Most app developers are dependent on
their own data or on data collections of third parties. Such datasets are often incomplete
or have not been sufficiently checked to guarantee a data quality which is sufficient for
medical use. Missing or incomplete datasets can have negative effects on the data quality
and therefore on the quality of the app. This circumstance reduces the user’s trust in the
app to a high degree. Provider of quality-controlled and verified food datasets are limited
to a few and usually offer their data at a very high fee [1, 2].

Within the project “Digital Services in Nutritional Counselling” (DiDiER) [3],
funded by the German Federal Ministry of Education and Research (BMBF), a food data
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warehouse system was developed, which combines the food data of different, mostly
free or public data sources and stores them in a uniform data format and data structure.
Using data profiling tools, errors and duplicates were detected and eliminated [1]. By
combining food composition databases with food product databases and creating ontolo-
gies between their data elements, inconsistencies among the data are detected and the
datasets are completed. In order to obtain hidden information of useful value from the
data and ontologies, data mining methods are used.

2 State of the Art

2.1 Food Data Warehouse

The Food Data Warehouse (FDWH) contains a collection of information about natural
foods, packaged foods and branded products. The data was obtained from the sources
of various platform operators and food manufacturers. The data was extracted from the
external data sources, transformed into a uniform data structure as well as data format
and then loaded into a central relational database by the Extract, Transform and Load
process (ETL process) known from data warehousing. The FDWH currently contains
data with information about approximately 40,000 foods from the following extern data
sources [1].

– Food Composition Databases

• German Federal Food Key (Bundeslebensmittelschlüssel [4]
• Swiss nutrition database (Schweizer Nährwertedatenbank) [5].

– Food Product Databases

• WikiFood.eu [6]
• das-ist-drin.de [7]
• OpenFoodFacts.org [8]
• FoodRepo.org [9]
• Danone and its subsidiary Nutritcia [10, 11].

Data profilingmethodswere used to detect and correct defective characters, incorrect
data formats and duplicates of data records. Data profiling includes the following tasks
in detail.

– Checking patterns and data types
– Outlier detection
– Characterization of missing and preset values
– Data rule analysis (e.g. recognition of values corresponding to certain regular
expressions)

– Analysis of column properties (validity check of all values in a table column)
– Analysis of value dependencies across columns
– Recognition of functional dependencies or foreign key dependencies in databases.
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Using special metrics, which enable data quality to be measured, quantifiable quality
values in terms of completeness and consistency were determined in order to obtain
an initial assessment of the data quality improvement using the above-mentioned data
profiling methods [1].

2.2 Food Information for Health Applications

For the analysis of food intolerances and allergies, correct and complete lists of ingre-
dients are required e.g. for the detection of related elicitors. Although it is required in
the EU that information on 14 major allergens must be labelled by manufacturers on
food packages, also other ingredients and additives have the potential to provoke allergic
reactions [1]. In the field of Frailty Syndrome, the focus is on energy intake. Information
about nutrition facts, in particular of energy, fat, protein and carbohydrates is needed.
Information about Nutrition Facts is important for a wide range of health fields, such as
healthy nutrition and fitness as well as the prevention of diseases such as obesity, cancer,
diabetes, heart attack or stroke [12].

2.3 Differences Between Food Composition and Food Product Databases

Food Composition Databases (FCDB) provide the name of foods in conjunction with
their nutritional information. Unlike Food Product Databases (FPDB), FCDBs do not
provide branded products but natural food without branding. The following nutritional
information is provided using FCDB data [5].

– Energy value in kilo joules (kJ) and kilo calories (kcal)

• calculated from the sum of the kJ values of

• carbohydrates 17 kJ/g
• protein 17 kJ/g
• fat 37 kJ/g
• alcohol 29 kJ/g
• food fibers 8 kJ/g.

– values of macronutrients

• carbohydrates, food fibers, fat, cholesterol, protein, alcohol, water.

– values of vitamins

• vitamins a, b1, b2, b6, b12, c, d, e, etc.

– values of the minerals among other things

• sodium, salt, potassium, chloride, calcium, magnesium, iron, iodine, zinc, etc.
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In contrast to the FCDB, the FPDB data also provides the information in the
following.

– brand
– origin
– Global Trade Item Number (GTIN)
– information about packaging and special features
– content quantity (for packaged products)
– ingredient lists
– allergens requiring labelling.

2.4 Food Information Service

The Food Information Service (FIS) is a webservice that provides FDWH data via an
Application Programming Interface (API) [13]. The FIS receives a request from the
application with username and salted password hash [14] (for secure authorization)
as well as a search string. Within the FIS, the identifiers (IDs) of suitable foods with
reference to the search string are selected and returned to the requesting application.
A reference of the food to the search string exists if the search string completely or
partially corresponds to the food name, the manufacturer name or the category as well
as the soundex values (code generated by the sound of a name) [15] of the search string
and the food name correspond. Based on the selected IDs, the application can now
request more detailed information about the associated food. Both the requests and the
answers provided by the FIS are in the human- and machine-readable JavaScript Object
Notation Format (JSON format) [1, 16].

2.5 Ontologies Between Food Data

In the context of information theory, ontologies are special data models that formally
define data objects of a subject area [17]. When evaluating the data of the FDWH such
data models are generated in order to extract specific knowledge about individual data
elements, with the help of which it can be recognized whether it concerns a consistent
value. Furthermore, in many cases missing values in the databases can be derived with
the help of such models.

In the following, the ingredient lists, which are available in text form, are prepro-
cessed using Text Data Mining (Text Mining) [18] so that further ontologies can be
formed between the FCDB and FPDB datasets and their attributes in order to extract
missing information in data as far as possible from other similar or identical datasets.

3 Methods

3.1 Preprocessing of Ingredient Lists by Text Mining

Before information about the ingredients can be generated by the food data records, the
ingredient lists, which are available in text form, must be processed using text mining
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methods. The supplied ingredient lists of the external data sources were also stored in the
FDWH as comma separated text strings, for presentation in health apps. In the further
course, the individual ingredients are extracted from these strings.

By tokenization [18], the ingredient lists are split into individual ingredient character
strings at the points where a predefined character (in this case a comma) occurs. The
ingredient strings are stored separately related to the food ID to which the ingredient
belongs. All strings are stored in lower case. These strings, or parts of them, that corre-
spond to numeric values, special characters, and specific words from a stopword list are
then removed. Stopwords are filler words, adjectives and articles (e.g. with, a, the, big,
etc.) as well as words that describe a processing form of an ingredient (e.g. cooked; for
the entry “cooked egg”). Ingredient lists often contain additional explanations on quan-
tity relationships using numerical or percentage values. After removal of stop words,
double ingredients may appear in the tokenized table and will be deleted afterwards
(Fig. 1).

Fig. 1. Tokenization of the content list including stopword removal and removal of duplicates

Stemming generate the word stem of a certain word [18]. In order to be able to
compare ingredients and FCDB Food names, the word stems of the ingredients are
generated by using the snowball stemmer method [19]. Differently named ingredient
words of the same meaning are linked language-spreading to a representative english
term. For example, the North German word “Apfelsine” means “Orange” in Southern
Germany. These two words are combined with the corresponding English translation
“orange”. Thereby the library Thesarus [20] helps, which contains synonyms of many
words. In addition, the Google Translate Library [21] is used to translate and a specially
created library with synonymous food names. By linking the words of the samemeaning
and the stemmed words a new linking table is created (Fig. 2). Using this linking table,
all individual ingredients can now be converted into a standardized main term. This will
later help to identify the same ingredients in different ingredient lists.
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Fig. 2. Linking of ingredients with synonyms and word stems

3.2 Method for Similarity Analysis Between Datasets

In order to achieve a higher information density of the food data, a schemewas developed
that combines the information from the FCDB and the FPDB. To explain it, the following
scenario is considered.

Scenario. A user of a health app, which provides information on food ingredients and
nutritional values, uses the app’s search function to search for the drink named “Cola”
and enters this name in a search mask of the app. In the background, the app receives
various results from the FDWH via the FIS, including the food named “Coladrink” from
the FCDB and the two (fictitious) branded products named “Cola X” and “YZcoke”. By
selecting one of the displayed foods, the user can display its information on ingredients

Fig. 3. FIS response (from food information from the FDWH) in JSON format, which matches
to the search term “Cola”
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and nutritional values. However, the food Coladrink from the FCDB does not provide
any ingredients and the two foods from the FPDB, Cola X and YZcoke do not provide
all Nutrition Facts that Coladrink provides (Fig. 3). It would be useful if the different
information of similar foods would be combined and contained in each food dataset.
For example, the information of the ingredient lists would then also be contained in the
food data set of Coladrink and the information about vitamin C and magnesium (among
others) would also be contained in the food data sets of Cola X and YZCoke (see Fig. 6).
However, for this must be developed a method that recognizes similar foods on the basis
of the given information.

In order to develop a scheme that links the information of such similar foods with
each other, the attribute ranges presented in the following list are analyzed to identify
similarly composed foods.

– Food names:

• Parts of the food names are identical

– Ingredient lists:

• products with the same or to a large extent the same ingredients

– Nutrition values:

• The nutrition values are in the same range.

For the foods in the above scenario, the analysis of the food names shows that in
the textstrings “Coladrink” and “Cola X” the same substring “Cola” is contained. The
ingredient lists of Cola X and YZcoke are only different in the order of the last two
ingredients (see Fig. 3). Furthermore, the distance between the nutritional values of
energy, fat, proteins and carbohydrates among the foods is small, so that all three foods
are similar in this attribute range (see Fig. 3).

With the help of the data mining method of decision tree generation [22], decision
trees were developed on the basis of 1000 food test data (Fig. 4 and Fig. 5), with the
help of which it is determined to what extent the individual ingredients and nutritional
values may differ, so that the foods can be regarded as similar in these attribute ranges.

The two ingredient lists of a food pair, food X and food Y, are transmitted to the
decision tree in Fig. 4. First, it will be checked if both ingredient lists contain more
than two ingredients (the length of the lists must be greater than two). The first three
ingredients of both lists must be identical. If the lists are greater than three elements and
do not differ in the number of elements by more than three elements, all other elements
(from the fourth to the last ingredient) are compared with each other. Finally, the food
pair is classified as similar in the attribute range of the ingredient lists, if the number of
elements of the ingredient in the larger of the two ingredient lists is less than 15 and the
ingredients are contained in both ingredients lists except for a maximum of one element
(the order does not matter). If the number of elements in the smaller of the two ingredient
lists is greater than 15 elements, the ingredients must be contained in both ingredients
lists up to a maximum of two elements.
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The decision tree in Fig. 5 receives as input the nutritional values carbohydrates, fat,
proteins (each in gram per 100 g) and energy (in kcal per 100 g) of food X and food Y.
These values of the both foods are compared with each other. The foods are similar in the
attribute range of the nutritional values if none of the compared nutritional value pairs
differ by more than the value 10. The nutritional values for carbohydrates, fat, proteins
and energy are the most widely contained nutrition facts in the food data sets.

For the similarity analysis of the food names, the individual words of the food
names of two foods are tokenized and filtered with the help of stopword lists (as already
described in Sect. 3.1). The words of both food names are then compared with each

Fig. 4. Decision tree of the similarity analysis of ingredients in two food datasets
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other. If at least two words in the two food names are identical, the food is classified as
similar in the name attribute range.

If two foods are similar in at least two of the attribute ranges, their data sets are
considered to be similar overall. This fact is true by the pairs Coladrink and X Cola as
well as with X Cola and YZcoke (see Fig. 3). The similarity of X Cola to the other two
foods results in a transitive dependency, so that the foods Coladrink and YZcoke are
considered similar to each other. Finally, the following scheme is summarized with the
help of which all food pairs of the FDWH can be analyzed for their similarity.

1. Similarity analysis of food names between all foods of the FPDB among themselves
2. Similarity analysis of the ingredients between all food products of the FPDB using

the decision tree in Fig. 4
3. Similarity analysis of the nutritional values between all foods of the FPDB using the

decision tree in Fig. 5
4. Similarity analysis of the food names between all foods of the FCDB among each

other
5. Similarity analysis of the nutritional values between all foods of the FCDBs among

themselves whose similarity of the food names is already confirmed by the analysis
in 4. using the decision tree in Fig. 5

6. Similarity analysis of food names between FPDB and FCDB foods
7. Similarity analysis of nutritional values between all foods of FPDBand FCDBwhose

similarity of food names is confirmed by the analysis in 6. Already confirmed using
the decision tree in Fig. 5

8. Determination of foods thatwere classified as similar in two of the similarity analyses
in different attribute ranges

9. Determination of transitive dependencies between similar food pairs.

If no similarity is confirmed after the analysis according to 4. or 6., an analysis
according to 5. or 7. is no longer necessary because at least two similarities must occur
in different attribute ranges and the foods of the FCDB have no lists of ingredients and
can therefore only be analyzed in two attribute ranges.

The IDs of the foods whose data sets were classified as similar overall are stored in
a special database table linked with each other. The FIS is modified so that it obtains
missing information of a food data set from a linked food data set and delivers it to the
requesting app (Fig. 6).

In the above scenario, this means that when the user selects the entry Coladrink,
the ingredients of the other two linked foods are also displayed. If he selects one of the
other two foods, additional nutritional values of the FCDB data set Coladrink will be
displayed which are not contained in the selected data set.

If a specific nutritional value of the linked data sets Y and Z (e.g. carbohydrate value
of Y and carbohydrate value of Z) is to be displayed for a data set X, the mean value of
the supplied information (mean value of carbohydrate value of Y and Z) is calculated.
Ingredients are only obtained from linked data sets if the ingredient list of the selected
food dataset is missing, so that no existing entry is falsified. For FCDB foods where
ingredient information is missing, all ingredients from linked data sets are included.
Now it can happen that this information does not correspond exactly to the food the user
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is looking for in the health app, but the user still has the important information which
ingredients might be present in the food (this circumstance must be specially marked
by the FIS or the displaying app). Now, for example, a nutritionist who looks at this
information, in the case of a food allergy, can take a closer look at such a food data set if
an occurrence of the allergen is apparent from the ingredient list (even if the occurrence
was only vaguely determined) and the user of the app who suffers from the allergy can
avoid eating the food for its own safety.

Fig. 5. Decision tree of the similarity analysis of nutrition values in two food datasets
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Fig. 6. FIS response which matches the search term “cola”, with foods whose information has
been completed with the help of similarity analysis

3.3 Using Big Data Technologies to Increase Performance

By comparing and mapping all data sets with each other using decision trees, conven-
tional data analysis frameworks and tools quickly reach their performance limits. For
example, the similarity analysis of the food names of 1000 food data sets already took
more than 15 min. With an increased number of food data sets, the time taken by nested
iterations during data processing increases exponentially. By using the Big Data Frame-
work Spark of the Apache Foundation [23] it is possible to process the data sets very
quickly with the help of special techniques (map, reduce, filter, text mining methods,
etc.) and so-called lambda functions (anonymous functions without names that directly
provide the return value) [24]. With Spark the data can be processed on different com-
puting clusters directly in the main memory with the help of resilient distributed datasets
(RDD) [23]. For example, RDDs can be represented and edited as data frames, which are
known to developers of the programming language Python [25], which is often used in
the data science field. Spark can be integrated into Python using the library PySpark. By
operating on the data frames with the help of the PySpark library, the execution time is
minimized many times over. Figure 7 shows a code snippet, as example for the similarity
analysis of food names, in the programming language Python, using the PySpark library
and using lambda functions. The food names were selected from a comma separated
values file (csv file) and stored as RDDs. Further, the names were tokenized (splitted in
single terms by space character) and stopwords were eliminated in each tokenized term.
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The terms were compared to each other to determine similar name parts. The results,
which name pairs are similar to each other, are written into a new csv file.

rdd = sc.textFile(
‚data.csv‘).map(lambda line :line.split(‚,‘))

data_frame = rdd.toDF(['x_food_id', 'y_food_id', 
'x_food_name', 'y_food_name'])

tokenizer = Tokenizer(inputCol=‚x_food_name‘, 
outputCol=‚x_vector‘)

data_frame = tokenizer.transform(data_frame)
tokenizer = Tokenizer(inputCol="y_food_name", 

outputCol="y_vector")
data_frame = tokenizer.transform(data_frame)
remover = StopWordsRemover()
remover.loadDefaultStopWords('german')
remover.setInputCol("x_vector")
remover.setOutputCol("x_vector_without_stopw")
data_frame = remover.transform(data_frame)
remover.setInputCol("y_vector")
remover.setOutputCol("y_vector_without_stopw")
data_frame = remover.transform(data_frame)
differencer = udf(lambda x, y: list(set(x) - set(y)), Ar-
rayType(StringType()))
data_frame = data_frame.withColumn(

'difference', differencer('x_vector_without_stopw', 
'y_vector_without_stopw'))

comparer = udf(lambda x, y, z: not len((set(x) - set(z)))
== 0 and not len((set(y) - set(z))) == 0)

data_frame = data_frame.withColumn(
'comparing', comparer('x_vector_without_stopw', 
'y_vector_without_stopw', 'difference'))

result_data_frame = data_frame.filter(
data_frame["comparing"] == True)

result_data_frame.toPandas().to_csv('new_data.csv')

Fig. 7. Code snippet as example for the similarity analysis of food names

4 Evaluation

To evaluate the similarity analysis, 1000 food test data, of which 200 dataset pairs had
to be classified as similar, were evaluated by computer-based similarity analysis. The
result shows that the analysis of the ingredients of 1000 foods has classified 249 dataset
pairs as similar in this attribute range. The analysis of the nutritional values identified
207 similar dataset pairs and those of the Food Names 502 pairs. A total of 196 food
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data set pairs were classified as similar, including transitive dependencies. Only four
data sets were not classified. This results in a recognition rate of 98% for the overall
similarity analysis (Fig. 8). An incorrect similarity classification of dissimilar data sets
did not take place.

Fig. 8. Results of similarity analysis using test data

By using the Big Data Framework Spark and the additional Lambda functions used,
the execution time of the similarity analyses was reduced by a factor of 901 (Fig. 9).

Fig. 9. Performance measurement before and after the use of big data technologies for the
similarity analysis of food names

1 On a single cluster system with 4 × 2.5 gigahertz (GHz) processor and 16 gigabyte (GB) main
memory.
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5 Conclusion and Outlook

In order to deliver food data sets of sufficiently good data quality to e-health apps,
the data sets of several data sources from both FCDBs and FPDBs were standardized
and stored in a standardized data format in the FDWH. The FIS is used to deliver the
data in the FDWH to the respective apps. Using data profiling methods, erroneous and
duplicate data sets were detected and corrected or eliminated [1]. Data mining methods
were used to link information from similar data sets in order to achieve a significant
increase in information density. The evaluation with test data showed that the methods
used achieved a high degree of recognition of the similarity analyses. By linking data sets
through the similarity analysis, it can happen that ingredients and nutritional data are not
determined 100% accurately. Nevertheless, these data can serve the experts in medical
settings (nutritionists, physicians) as clues for a diagnosis [26]. The processing of food
data records has shown that the time taken to process data increases exponentially with
conventional data mining methods, as the amount of data records increases and thus the
performance of the data processing system decreases, even if the 40,000 data records
already stored are not yet classified as “Big Data”. The number of food data records is
constantly increasing as the amount of data in the data sources increases and new data
sources are added. For these reasons, the use of Big Data technologies is unavoidable.
This use has already resulted in a considerable increase in data processing performance.

In the further course of the DiDiER project, the quality improvement of the data
sets is to be further promoted with the help of machine learning and the detection of
inconsistencies. The aim is to achieve the greatest possible coverage of high-quality food
information. In a study of the project, the methods used will be evaluated progressively.

References

1. Muenzberg, A., Sauer, J., Hein, A., Roesch, N.: The use of ETL and data profiling to inte-
grate data and improve quality in food databases. In: 2018 14th International Conference on
Wireless and Mobile Computing, Networking and Communications (WI Mob), pp. 231–238
(2018). https://doi.org/10.1109/wimob.2018.8589081

2. Arens-Volland, A., Roesch, N., Feidert, F., Herbst, R., Moesges, R.: Change frequency of
ingredient descriptions and free-of labels of food items concern food allergy sufferers.Allergy:
Eur. J. Allergy Clin. Immunol. 65, 394 (2010). https://doi.org/10.1111/j.1398-9995.2010.
02393.x

3. Elfert, P., Eichelberg, M., Tröger, J., Britz, J., Alexandersson, J., et al.: DiDiER digitized
services in dietry counselling for people with increased health risk related to malnutrition and
food allergies. In: IEEE Symposium on Computers and Communications (ISCC), pp. 100–
104. IEEE (2017)

4. Max Rubner Institue (MRI) Karlsruhe: Bundeslebensmittelschlüssel. https://www.mri.bund.
de/de/service/datenbanken/bundeslebensmittelschluessel/. Accessed 10 May 2019

5. Schweizer Nährwertedatenbank. https://www.naehrwertdaten.ch/. Accessed 10 May 2019
6. WikiFood:Knowingwhat’s inside, theWiki for foodstuffs. http://www.wikifood.eu/wikifood/

en/struts/welcome.do. Accessed 10 Mar 2019
7. snoopmedia GmbH, das ist drin: gemeinsam besser leben. http://das-ist-drin.de/. Accessed

12 May 2019
8. OpenFoodFacts – World. https://world.openfoodfacts.org. Accessed 12 May 2019
9. The Open Food Repo. https://www.foodrepo.org/. Accessed 12 May 2019

https://doi.org/10.1109/wimob.2018.8589081
https://doi.org/10.1111/j.1398-9995.2010.02393.x
https://www.mri.bund.de/de/service/datenbanken/bundeslebensmittelschluessel/
https://www.naehrwertdaten.ch/
http://www.wikifood.eu/wikifood/en/struts/welcome.do
http://das-ist-drin.de/
https://world.openfoodfacts.org
https://www.foodrepo.org/


Intelligent Combination of FCDB and FPDB for Use in Health Applications 319

10. Danone GmbH. http://www.danone.de/. Accessed 12 May 2019
11. Nutricia GmbH. http://www.nutricia.de/. Accessed 12 May 2019
12. Biesalski, H.K., Pirlich, M., Bischoff, S., Weimann, A.: Ernährungsmedizin: Nach dem

Curriculum Ernährungsmedizin der Bundesärztekammer, 5th edn. Thieme, Stuttgart (2017)
13. Upwork. https://www.upwork.com/hiring/development/intro-to-apis-what-is-an-api/.

Accessed 12 May 2019
14. Eckert, C.: IT-Sicherheit: Konzepte – Verfahren – Protokolle, 7th edn. Oldenbourg Verlag,

München (2012)
15. Ourcodeworld. https://ourcodeworld.com/articles/read/249/implementation-of-the-soundex-

algorithm-function-in-different-programming-languages. Accessed 12 May 2019
16. Friesen, J.: Java XML and JSON, 1st edn. Apress, New York (2016)
17. Hochschule Augsburg: Glossar. https://glossar.hs-augsburg.de/Ontologie. Accessed 12 May

2019
18. Hotho, A., Nuernberger, A., Paaß, G.: A brief survey of text mining. LDV Forum - GLDV J.

Comput. Linguist. Lang. Technol. 20, 19–62 (2005)
19. Korenius, T., Laurikkala, J., Järvelin, K., Juhola, M.: Stemming and lemmatization in the

clustering of finnish text documents. In: Proceedings of the Thirteenth ACM International
Conference on Information and knowledge management (CIKM 2004), pp. 625–633. ACM,
New York (2004). http://dx.doi.org/10.1145/1031171.1031285

20. Thesarus. https://www.thesaurus.com/. last accessed 2019/05/12
21. Google Cloud. https://cloud.google.com/translate/docs/. Accessed 12 May 2019
22. Cleve, J., Lämmel, U.: Data Mining, 1st edn. De Gruyter Verlag, Berlin (2014)
23. Apache Spark. https://spark.apache.org/. Accessed 12 May 2019
24. Python-Kurs. https://www.python-kurs.eu/lambda.php. Accessed 12 May 2019
25. Python. https://www.python.org/. Accessed 12 May 2019
26. Roesch, N.: Der Einsatz von Informations - und Kommunikationstechnologie bei

Nahrungsmittelallergie. Shaker Verlag, Aachen (2010)

http://www.danone.de/
http://www.nutricia.de/
https://www.upwork.com/hiring/development/intro-to-apis-what-is-an-api/
https://ourcodeworld.com/articles/read/249/implementation-of-the-soundex-algorithm-function-in-different-programming-languages
https://glossar.hs-augsburg.de/Ontologie
http://dx.doi.org/10.1145/1031171.1031285
https://www.thesaurus.com/
https://cloud.google.com/translate/docs/
https://spark.apache.org/
https://www.python-kurs.eu/lambda.php
https://www.python.org/


Labeling of Activity Recognition
Datasets: Detection of Misbehaving Users

Alessio Vecchio(B) , Giada Anastasi, Davide Coccomini, Stefano Guazzelli,
Sara Lotano, and Giuliano Zara

Dip. di Ingegneria dell’Informazione, University of Pisa, Pisa, Italy
alessio.vecchio@unipi.it

Abstract. Automatic recognition of user’s activities by means of wear-
able devices is a key element of many e-health applications, ranging
from rehabilitation to monitoring of elderly citizens. Activity recogni-
tion methods generally rely on the availability of annotated training sets,
where the traces collected using sensors are labelled with the real activity
carried out by the user. We propose a method useful to automatically
identify misbehaving users, i.e. the users that introduce inaccuracies dur-
ing the labeling phase. The method is semi-supervised and detects mis-
behaving users as anomalies with respect to accurate ones. Experimental
results show that misbehaving users can be detected with more than 99%
accuracy.

Keywords: Activity recognition · Wearable device · Machine learning

1 Introduction

In the last years, we assisted to the proliferation of a large variety of wearable
devices such as smart-wristbands, smart-watches, and smart-shoes. All these
devices are equipped with sensors and are thus able to provide a rich amount
of information about their users. In this context, a significant effort has been
devoted to the design and development of methods useful to automatically rec-
ognize the activities carried out by people [14,17]. By recognizing the activities
of daily living (ADLs), higher-level goals can be achieved. Examples include
customization of the environment depending on users’ actions (e.g., in a smart-
home or in a smart-factory), monitoring of patients’ conditions (e.g. to detect
an increased sedentary style or falls of elderly citizens) [1,6,7,25], or automated
logging of training sessions [4,26]. Many methods rely on machine learning tech-
niques, which must be properly trained to operate successfully. In general, a
dataset is collected in a controlled or semi-controlled environment and used to
train a system. Then, the trained system is used to recognize the users’ activi-
ties during the operational phase. Rather obviously, the availability of training
datasets characterized by high quality is a necessary condition for obtaining
accurate recognition results [27].
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Training datasets are generally produced by collecting movement data from a
set of users, and then by manually annotating the resulting traces. This process is
time consuming and characterized by inaccuracies. The presence of errors in the
ground truth negatively impacts the learning phase, and in turn the accuracy
of the whole method. Some tools have been proposed to ease the annotation
process, e.g. by suggesting the most probable labels to the operator who, most
of the time, must simply confirm one of the options [9]. The operator may also
be assisted by tools which, during the labeling phase, show a video recorded at
the time of the data collection, as an easy way to detect possible errors. Studies
demonstrated that assisted labeling is less error-prone and less time-consuming
in comparison to a completely manual procedure.

In other cases, the dataset is generated according to a crowdsourcing-based
approach, with normal users responsible for both collecting movement data,
by means of miniaturized Inertial Measurement Units (IMUs), and labeling the
traces. On one hand, crowdsourcing makes possible the creation of large datasets
characterized by the presence of a significant number of individuals. On the other
hand, the chances of introducing inaccuracies in the dataset get increased by the
inclusion of non-professional operators in the process.

In this paper, we propose a method for automatically recognizing the presence
of inaccuracies in the labeling phase. In particular, we suppose that users may
introduce errors during the labeling phase of their own data. Such inaccuracies
can be deliberately introduced by a malicious user who wants to corrupt the
dataset, or simply as a consequence of the lack of care during the annotation
process. The proposed method relies on one-class classification techniques to
understand if one of the users labels his/her data in a way that is significantly
different from the other users. Results show that such anomalous users can be
identified with more than 99% of accuracy.

2 Related Work

As mentioned, some tools have been proposed in the last years for reducing the
effort during the annotation process.

In [16], a data collection tool that allows semi-automated labeling is pre-
sented. The tool includes the possibility to manually check and correct labels,
and focuses on activity data collected by means of inertial measurements units,
pressure insoles, and cameras. The smart annotation tool relies on edge detec-
tion, concerning the signal produced by pressure sensors, to achieve a reduction
of annotation costs. The tool also helps the operator to synchronize videos and
IMU-generated data with the traces produced by pressure sensors. According to
the study, the labeling time can be reduced by 83% when using the tool.

The consistency of annotations related to data collected by sensors on a
smartphone was studied in [10]. The main goal was to relate the daily behav-
ior of students with their academic performance, using information about their
locations and movements. The analyzed data consist of a label, which represents
the user’s annotation, and the physical location saved by the GPS. First, clus-
ters are obtained by grouping physically close locations. Then, for each user, the
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consistency of obtained clusters is calculated. Consistency is based on entropy,
which considers the number of different labels within a cluster and the number
of their occurrences. Considering that the annotations are made by inexperi-
enced users, the results obtained have a reasonable level of consistency (69%).
However, by means of semantic analyses, it is possible to obtain a slightly higher
level of consistency, equal to 74%. The study mostly focuses on correct labeling
of locations.

A method for filtering inaccuracies in a training dataset is described in [2].
In the considered scenario, a trained wearable device – the source device – is
used to train a new device – the target device The motivation is that people
change wearable devices rather frequently and the knowledge of past devices
could be transferred on new ones to reduce the effort required from the user.
Initially, source and target device work together while the user carries out his/her
activities of daily living. During this period, the predicted label of the source
device is transferred to the target device. Then, self-paced learning is used to
reduce the impact of inaccuracies [13].

Other tools useful to ease annotation of videos are described in [15,18]. An
evaluation of different annotation methods is presented in [23].

In the end, the vast majority of the above mentioned studies, try to reduce
the amount of errors introduced during the labeling phase, by assisting the user
in different forms. Little attention has been devoted to automatic detection of
inaccuracies in datasets, which are used in an always increasing number of studies
in the e-health domain.

3 Method

The idea behind the proposed method is to recognize misbehaving, untruthful
users as anomalies with respect to a set of truthful ones. In particular, a model
of truthful users (TUs) is defined using one-class classification (OCC) methods.
Then, the model can be used to recognize untruthful users (UUs) as instances
that do not belong to the truthful class.

3.1 One-Class Classification

In machine learning, OCC methods are able to define a model of a single class –
the positive class. Training of OCC methods is semi-supervised and requires only
samples of the positive class. The absence of non-positive instances during the
training phase makes the problem harder with respect to traditional classifiers,
as defining the boundaries of the positive class cannot rely on counter-examples
[11,12].

OCC methods are particularly useful whenever obtaining non-positive
instances is difficult. For example, the normal operational status of an aircraft
can be easily observed, while instances of faulty ones are typically unavailable
or not common. Another situation where OCC methods are particularly use-
ful is when the negative class is not well-defined: while a news website can be
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Fig. 1. Room setup.

reasonably identified, all non-news website belong to a such large and diverse
set of possible categories that they cannot be easily modeled using traditional
classification methods.

The proposed approach relies on OCC mostly because UUs may behave in
many different ways, and this makes UUs not easily classifiable. For instance,
some malicious users could tag all running activities as walking ones, i.e. they
could be systematical in introducing errors during the labeling phase. Sloppy
users, on the other hand, could label a given activity as another one, randomly
picked, just because of their lack of care.

3.2 Data Collection

We collected a dataset where ten users performed some activities of daily liv-
ing. Users’ movements were captured using both IMUs and Ultra-WideBand
(UWB) transceivers. IMUs have been extensively used for this purpose during
the last years, as accelerometers and gyroscopes are effective and character-
ized by reduced costs. UWB transceivers have also been used as they recently
became increasingly popular in similar healthcare-related contexts [19,20,22].
In particular, each UWB transceiver is able to determine the distance between
itself and another UWB transceiver. If wearable devices are equipped with UWB
tranceivers, distance data can be used to obtain information about users’ move-
ments.

To collect users’ movements we used both Shimmer devices [3], equipped with
accelerometers and gyroscopes, and an MDEK Decawave kit [8], whose devices
are equipped with transceivers compatible with the IEEE 802.15.4-2011 UWB
standard.

In a lab, a room with size 3.6 m × 3.6 m was set up (Fig. 1). Four MDEK
sensors were placed at the corners of the room, 2 m above the ground. Such
devices operated as “anchors”, i.e. nodes whose position is known, and which can
be used to compute the position of mobile wearable nodes, called “tags”. Each
user wore five MDEK devices, and two Shimmer sensors. Devices were attached
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Fig. 2. Position of devices on users’ body.

to the users’ body according to the scheme illustrated in Fig. 2. MDEK devices
were configured to estimate their position with a frequency of 10 Hz, whereas
Shimmer devices where set up to collect acceleration and angular velocity at
102.4 Hz. The position of tags in the 3D space of the room was not directly used
to understand which was the activity that was currently carried out by the user.
3D positions of tags were used, instead, to compute the distance between couples
of wearable devices, e.g. between ankle and wrist or between ankle and pocket.
Then, the distances between devices were used to observe user’s movements.
The rationale for this choice originates from the need to characterize users’
movements independently from the position of users in the room. A similar
approach was followed in [7], where the reader can find more details.

In the end, for each user, a trace containing the following data was collected:
the tri-axial acceleration at the wrist and at the waist, the tri-axial angular
velocity at the wrist and at the waist, the ten distances between all the possible
couples of UWB-enabled devices (left wrist - left ankle, left wrist - pocket, left
wrist - right wrist, etc).

Each user performed six different activities of daily living. Each activity was
carried out for one minute. The sequence of activities was: i) walking in circle,
ii) standing in the middle of the room, iii) picking up an object repeatedly from
the ground, iv) sitting, v) simulated eating, and vi) lying supine.

The main characteristics of the ten users involved in the experiments are
shown in Table 1.

3.3 Feature Extraction and Selection

Each user’s trace is six minutes long, and contains, as mentioned, 22 signals.
Traces have been segmented using fixed size windows, with a duration of 2 s.
Then, for each window, a set of functions was computed for all the 22 signals. The
adopted functions are: mean, min-max, standard deviation, mean cross ratio,
average absolute variation [5], and mean absolute deviation. These functions are
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Table 1. Main characteristics of the users involved in the experiments.

User Height (cm) Weight (kg) Age Gender

1 182 62 29 M

2 158 50 24 F

3 156 65 24 F

4 180 85 23 M

5 182 63 24 M

6 186 78 24 M

7 173 60 28 M

8 176 65 28 M

9 185 62 27 F

10 168 80 24 M

frequently used for signal processing or in the context of activity recognition.
Thus for each window, a vector containing 132 features was produced (the feature
vector). The number of features was then reduced to 30 using the relieff method
[21]. This step is generally followed, in activity recognition methods, to avoid
overfitting problems and to obtain more efficient systems.

3.4 Identifying Untruthful Users

The resulting dataset contains the feature vectors of all the users. Each feature
vector is correctly labelled according to the activity that the user was perform-
ing during that time window. The dataset is divided in two parts: one used
for training and one used for evaluating the performance of the trained OCC
method. In particular, the data of eight users out of ten are used to train an
OCC method using only the samples belonging to the positive class, i.e. TUs.
The trained OCC method is then evaluated on previously unseen data using the
traces of the two remaining users. The OCC method must be evaluated in terms
of correct identification of TUs and UUs as truthful and untruthful respectively.
To this purpose the data of one of the two remaining users is given as input to
the OCC method as it is, and the OCC must identify the user as a truthful one.
The data of the last user is transformed to obtain an untruthful one by assigning
a wrong, random label to all his/her feature vectors. The transformed data is
finally given as input to the trained OCC, which must recognize the user as an
untruthful one. This procedure is repeated using all the possible sets of eight
users for training, and using all the possible permutations of the remaining two
users for the evaluation.

In this context, a true positive means that a TU is classified as a TU, whereas
a true negative means that a UU is classified as an UU. Similarly, a false positive
means that a UU is classified as a TU, whereas a false negative means that a
TU is classified as a UU (Fig. 3).
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Fig. 3. The model is built using the data of eight users. The remaining data is used to
evaluate the trained system.

4 Results

We evaluated the performance of the proposed method when changing some
parameters of operation and OCC techniques.

4.1 Impact of the Fraction of Rejected Positive Instances During
Training

OCC methods are trained using only positive instances, in our case truthful
users. One of the main parameters of OCC methods is the fraction of rejected
positive instances during training (fracrej ). When this parameter is equal to
zero, the training phase produces a boundary that includes all positive instances.
Such boundary correctly includes all the positive instances provided during the
training phase, but it may be prone to generate a number of false positives
during the operational phase (some of the positive instances may be particularly
far from the “core” of the model). When fracrej is greater than zero, a fraction
of positive instances are rejected during the training phase. This increases the
chances to obtain false negatives during the operational phase, but at the same
time reduces the number of false positives (as the boundary is tighter).

We evaluated the performance of the proposed method when fracrej is varied
in the [0, 0.1] range, when using a Gaussian one-class classifier. Figure 4 shows the
obtained false negative rate (FNR) and false positive rate (FPR) of the method.
As expected, FPR decreases when fracrej increases, whereas FNR increases for
larger fracrej values. When fracrej is equal to zero, the FPR and FNR values
are relatively balanced, thus a fracrej value equal to zero is used to compute the
results presented in Sect. 4.2.

4.2 Combining Results Obtained from Different Windows

The FPR and FNR, obtained by a Gaussian one-class classifier with fracrej
equal to zero, are 0.20 and 0.14 respectively. Such values suggest that a UU can
be reasonably identified, but with some chances to classify a TU as a UU and
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Fig. 4. FPR and FNR when varying the rejection rate.

vice-versa. To improve the performance of the proposed method, we adopted a
technique based on majority voting: the results of a set of windows are consid-
ered, and the global result is equal to the result obtained in the majority of the
windows. Let us define n the number of windows (odd) and k the number of
results that indicate the user as an untruthful one. The global result is UU only
if k ≥ �n

2 �.
The probability of obtaining k correct results out of n windows can be mod-

elled as a binomial random variable, with probability mass function

P (k) =
(
n

k

)
pkqn−k (1)

where p and q are the success and fail probabilities (with q = 1 − p). For UUs,
q is 0.20 (the FPR on a single window) whereas for TU q is 0.14 (the FNR on
a single window). The probability of obtaining the correct result when using n
windows is equal to

n∑
k=�n/2�

P (k) (2)

i.e when the majority of results in the single windows is correct.
Figure 5 shows the results for different values of n, in the [1, 15] interval (obvi-

ously, a value of n equal to one corresponds to the case described in Sect. 4.1).
When using 15 windows, corresponding to 30 s of user’s movements, UUs and
TUs can be reliably identified, with a FPR and FNR equal to 0.0042 and 0.0003
respectively.

4.3 Different OCC Techniques

The analysis described in Sect. 4.1 was repeated considering a set of different
OCC techniques, besides the Gaussian one. The set of additional methods is:
Principal Component Analysis (PCA), Autoencoder, k-means, and Minimum
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Fig. 5. Incorrect identification (FPR and FNR) of UU and TU with majority voting.

Table 2. Results obtained when using a set of OCC techniques.

OCC method FPR FNR fracrej

Gaussian 0.20 0.14 0.0

PCA 0.16 0.15 0.02

Autoencoder 0.19 0.18 0.02

k-means 0.24 0.19 0.08

Minimum Spanning Tree 0.31 0.27 0.08

Spanning Tree [24]. Table 2 shows the obtained results, in terms of FPR and
FNR. For each OCC technique, also the fracrej value that provided the best
result is indicated. The overall best result is achieved by the OCC version of
PCA, with FPR and FNR values equal to 0.16 and 0.15 respectively. When
the majority voting technique is applied to the OCC PCA classifier, the final
values of FPR and FNR are equal/below 1 · 10−3 (when using 15 windows).
This confirms that correct identification of TUs and UUs is possible with high
accuracy when using just 30 s of data.

5 Conclusion

Automatic recognition of user’s activities by means of wearable devices is a key
element of many e-health applications, ranging from rehabilitation to monitoring
of elderly citizens. Human activity recognition generally relies on supervised
machine learning, where an annotated dataset is used to train the system. An
annotated dataset requires the users or the operators to manually specify a label
associated to the activity performed during a specific time interval of the training
traces.

The proposed method is able to reliably identify untruthful users (or opera-
tors), i.e. the ones who associate wrong labels to trace segments. Given a set of
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positive examples, the method is able to detect untruthful users as anomalies,
thus without the need of counter-examples. As far as we know, this problem
received very little attention despite the importance of training datasets, used
as ground truth, in the context of human activity recognition.

Presented results have been obtained under the assumption that a set of
truthful users is initially available to train the OCC method. Future work will
study the impact caused by the presence of a fraction of untruthful users also in
the initial set. Finally, to better assess the performance of the proposed method,
further studies will include a larger dataset, both in terms of users and duration
of performed activities.

Acknowledgment. This work was partially funded by the Italian Ministry of Edu-
cation and Research (MIUR) in the framework of the CrossLab project (Departments
of Excellence).
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Sugimoto, C., Farhadi, H., Hämäläinen, M. (eds.) BODYNETS 2018. EICC, pp.
233–243. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-29897-5 19

8. Decawave: www.decawave.com. Accessed 15 July 2019
9. Diete, A., Sztyler, T., Stuckenschmidt, H.: A smart data annotation tool for multi-

sensor activity recognition. In: 2017 IEEE International Conference on Pervasive
Computing and Communications Workshops (PerCom Workshops), pp. 111–116,
March 2017. https://doi.org/10.1109/PERCOMW.2017.7917542

https://doi.org/10.1016/j.pmcj.2012.08.003
http://www.sciencedirect.com/science/article/pii/S1574119212000983
http://www.sciencedirect.com/science/article/pii/S1574119212000983
https://doi.org/10.1109/PERCOMW.2018.8480411
https://doi.org/10.1109/JSEN.2010.2045498
https://doi.org/10.1109/JSEN.2010.2045498
https://doi.org/10.1007/s40279-015-0332-9
https://doi.org/10.1109/BSN.2015.7299423
https://doi.org/10.1007/s12652-014-0235-x
https://doi.org/10.1007/978-3-030-29897-5_19
https://doi.org/10.1109/PERCOMW.2017.7917542


330 A. Vecchio et al.

10. Giunchiglia, F., Zeni, M., Bignotti, E., Zhang, W.: Assessing annotation consis-
tency in the wild. In: 2018 IEEE International Conference on Pervasive Computing
and Communications Workshops (PerCom Workshops), pp. 561–566, March 2018.
https://doi.org/10.1109/PERCOMW.2018.8480236

11. Khan, S.S., Madden, M.G.: One-class classification: taxonomy of study and review
of techniques. Knowl. Eng. Rev. 29(3), 345–374 (2014)

12. Koppel, M., Schler, J.: Authorship verification as a one-class classification prob-
lem. In: Proceedings of The Twenty-First International Conference on Machine
Learning, p. 62. ACM (2004)

13. Kumar, M.P., Packer, B., Koller, D.: Self-paced learning for latent variable mod-
els. In: Lafferty, J.D., Williams, C.K.I., Shawe-Taylor, J., Zemel, R.S., Culotta,
A. (eds.) Advances in Neural Information Processing Systems, vol. 23, pp.
1189–1197. Curran Associates, Inc. (2010). http://papers.nips.cc/paper/3923-self-
paced-learning-for-latent-variable-models.pdf

14. Lara, O.D., Labrador, M.A.: A survey on human activity recognition using wear-
able sensors. IEEE Commun. Surv. Tutorials 15(3), 1192–1209 (2013). https://
doi.org/10.1109/SURV.2012.110112.00192

15. Liu, C., Freeman, W.T., Adelson, E.H., Weiss, Y.: Human-assisted motion anno-
tation. In: 2008 IEEE Conference on Computer Vision and Pattern Recognition,
pp. 1–8, June 2008. https://doi.org/10.1109/CVPR.2008.4587845

16. Martindale, C.F., Roth, N., Hannink, J., Sprager, S., Eskofier, B.M.: Smart anno-
tation tool for multi-sensor gait-based daily activity data. In: 2018 IEEE Interna-
tional Conference on Pervasive Computing and Communications Workshops (Per-
Com Workshops), pp. 549–554, March 2018. https://doi.org/10.1109/PERCOMW.
2018.8480193

17. Mukhopadhyay, S.C.: Wearable sensors for human activity monitoring: a review.
IEEE Sens. J. 15(3), 1321–1330 (2015). https://doi.org/10.1109/JSEN.2014.
2370945

18. Palotai, Z., et al.: LabelMovie: semi-supervised machine annotation tool with qual-
ity assurance and crowd-sourcing options for videos. In: 2014 12th International
Workshop on Content-Based Multimedia Indexing (CBMI), pp. 1–4, June 2014.
https://doi.org/10.1109/CBMI.2014.6849850

19. Qi, Y., Soh, C.B., Gunawan, E., Low, K.S., Maskooki, A.: A novel approach to
joint flexion/extension angles measurement based on wearable UWB radios. IEEE
J. Biomed. Health Inform. 18(1), 300–308 (2013)

20. Qi, Y., Soh, C.B., Gunawan, E., Low, K.S., Maskooki, A.: Using wearable UWB
radios to measure foot clearance during walking. In: 2013 35th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), pp.
5199–5202. IEEE (2013)
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Abstract. The paper presents a mobile app designed to be used by health care
providers,mainly by the nurses that pay visits to the homes of the clients/patients of
the health care providers. The app should optimize the nurses activity and also the
communication between the nurses and the coordinators and between the nurses
and the patients. The described mobile app is part of a larger software platform as
will be described in the article.

Keywords: Home care · Home nursing · Health care ·Mobile app · Point of care
documentation

1 Introduction

As life expectancy grows we are faced with an aging population all across Europe and
beyond. The effects of an aging population are expected to become more and more
visible over time, as the number of the elderly divided by the working age population
grows. It is expected that in 2050, the ratio of elderly to the active population in Europe
will reach 2:1 [1].

The elderly need assistance in the daily living, in performing their routine activities
and most of them also need health care services, be it for a chronic illness, for a specific
incident for a short while or for preventive care.

The care services may be offered a) in an institution: in a nursing home for long term
care; b) in the hospital for short term or ambulatory care; c) at home. There are multiple
benefits in delivering health care or different care services to the elders at home and
avoiding having them long/short term institutionalized. These benefits are related to the
quality of life of the elders that get to live in their own homes, in the same environment
that they are accustomed with.

There are studies suggesting that living at home with support, compared to getting
care at a different location improved health and functional status, mortality rates and, at
least, delayed hospitalization and institutionalization in nursing homes [2, 3].

A review of the research regarding the best point of care for elders [3] shows that
the results are heterogeneous, depending on the degree of dependency of the subjects.
The growth of the user segment of home care services and the diminishing workforce
that provides them leads to a need to optimize the delivery of such services.
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The work described in the current paper is part of an ongoing research project imple-
mented in Romania that aims to address this problem: optimizing the activity of home
care services providers (HCPs) through an integrated software and hardware platform.

The platform is called CDMS [2] and it presents a multilayered architecture. Com-
ponents at the top level are designed to be implemented by an agent that offers services
to multiple HCPs, so that an HCP may enter the market with minimum investments and
start offering services in an organized and optimizedmanner. At the top level is the center
for dispatching and management for multiple home care providers, consisting of servers
running dedicated software: web applications dedicated to the home care providers.

The next level is the HCP level and, because of the multiple functionalities imple-
mented at the top level, it consists only of Internet enabled terminals. These terminals
do not require high computing power or large storage capacity, as these functionalities
are implemented at the CDMS level.

Every assistant that performs home visits is required to use a mobile device during
the visits. The device (a smartphone or a tablet) runs a mobile app that communicates
with the servers at the CDMS level in order to offer information to the assistant and
to record information about the visit. There is also another level consisting of remote
monitoring devices designed to be located at the homes of the clients/patients.

A general and functional description of the CDMS platform is available in [4].
The current work presents the mobile app for the nursing staff: a mobile app, called

Homeassis, designed for Android and iOS devices, that targets the employees of home
health care providers. The app should ease the activity of the nurses that pay home visits
to the clients/patients, by providing them with the information and assistance that they
need during the visits.

2 State of the Art

As stated in the introductory paragraphs, there is a need for solutions that deal with
taking care of the elders. The need is reflected in an abundance of research projects
motivated by the problems involved by dealing with an aging society.

Most of the research is split in two major directions: a) independent living at home
(aided by home care systems) or b) solutions for nursing homes for the elders. The
current work focuses on c) living at home while receiving care from specialized nursing
staff. The following paragraphs will study solutions from all three groups, with focus
on the latter category: living at home while receiving home care services. Of course,
this category does not exclude getting help from solutions from category a) or b) like
ambient assisted living or short term institutionalizations in different situations. Also,
the main focus will be on the mobile solutions.

The research in category a) is mostly centered on smart home and ambient assisted
living solutions. This area has been a research subject for a long time, although the
health care aspect is not studied in all the research available, many of them focusing
more on user comfort and optimizing energy usage. Research suggests that this type of
implementation of technology may have positive impacts on health status and quality of
life of the assisted subjects [5–7] although the level of technology readiness for smart
homes and home health monitoring technologies is found to still be low [5]. The CDMS
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platform also proposes the use of health monitoring solutions implemented in the homes
of the clients, but this part of the research is not the subject of the current paper.

Much of the current research considers offering care services in institutions like
nursing homes. Again, most of the research is related to ambient assisted living and smart
environments. In this paragraph, only solutions related to mobile apps available for care
services will be presented. More precisely, to what is called point of care documentation.
The work presented in [8] describes an app developed to aid the staff of a nursing home
in Portugal and describes all the steps involved in developing the app: starting from
analyzing the ICT used by the nursing home before, analyzing the needs of the staff, the
activities performed and so on. The app offers access to the electronic health records of
the patients at the point of care, replacing the need for handwritten charts and medical
records. The technologies used for the development of themobile app are based on React
Native – a Javascript framework developed by Facebook, MySQL for the database and
a PHP Rest API to allow the communication between the client – the mobile app and
the server side – where the database is stored. There are some commercially available
solutions for point-of-care documentation like Medsys2 [9]. Medsys2 is a solution for
managing the process of offering health care in any location (hospital or outside of
the hospital) tailored for the legislation and workflow of the medical domain in the
United States. It allows recording information about the visits performed and, afterwards,
reporting it in predefined or customized format pdf documents. By allowing the creation
of customized documents, it might allow also reporting of the materials used in each
activity.

The proposed app described in this paper is using native technologies for each of the
two targeted platforms: Android and iOS. The communication with the server is based
on a PHP Rest API. Along with access to the patients’ electronic charts, the proposed
app offers aid in performing the required procedures and in registering information on
the necessary supplies.

The proposed solution offers more than point of care documentation by offering
support to the assistant in: contacting the patient, navigating to the patient’s home,
keeping track of the used supplies, allowing integration of medical documents generated
by other health care providers. Also, the integration of the proposed app in a more
complex ecosystem of hardware and software components offers other advantages not
just to the nursing staff but also to the administrative personnel of an HCP.

3 General and Functional Description

The proposed mobile app is designed to run on Android and iOS devices: smartphones
or tablets that the home assistant wears during the home visits.

The app is designed to act as a client in the architecture of the whole CDMS platform,
Fig. 1. It will be used by the assistants during home visits and it will synchronize the
acquired data with servers located at the CDMS level.

For the moment, as the research project that funds the development of the CDMS
platform and of the presented mobile app is a Romanian research project, the app’s
interface is designed in Romanian language, but during the programming stages, inter-
nationalization tools have been used to allow for easy translation of the strings presented
on the screens of the app.
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Fig. 1. CDMS platform with the Homeassis app for the assistants of each HCP

The database used for the app is SQLite, encrypted using AES128. Data are only
temporarily stored on the device and deleted after each successful upload to the server.
For security reasons, communication between the CDMS server and the device (the
client) is performed only on mobile data, not onWi-Fi. The server is offering an HTTPS
connection.

The app allows access to information about the clients/patients, information about
the visits or help regarding certain procedures. In the first stages of the project, multiple
research visits were conducted in the field in order to interview and gather data from
HCPs and home assistants, so that the functionalities reflect the needs of the intended
users. All along the development of the whole CDMS platform, feedback from HCPs
has been received: in the design, development and testing phases, to ensure the fact that
the platform meets the needs of the intended users.

The app offers the following functionalities:

• View of the program of the visits for the current day;
• Navigation using the GPS to the homes of the clients/patients;
• Management of the applied procedures:

– Log details about the applied procedures;
– Edit the elements about the supplies used for the procedures.

• Record physiological measurements;
• Add medical documents to the electronic charts of the patients.
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Figure 2 presents different screens of the mobile app. The usage scenarios may be
synthesized as in the following paragraphs.

Fig. 2. Different screens of themobile app: a) list of the scheduled appointments; b) profile screen
of the logged in caregiver; c) patient information screen (Color figure online)

3.1 First Time Usage of the App: Authorization of the Device on the CDMS
Platform and User Login

In order to use the app, the mobile device must be authorized by an HCP. The authoriza-
tion of a device is based on a two factor authentication. At the first usage of the app, the
user is requested to input the URL of an HCP (in a screen of the app only available if
the device is not paired with any HCP). An administrator of the HCP must then use the
web app available through the CDMS platform to generate a validation code that must
be input in the mobile app.

After the authorization of the device, the user – a caregivermust authenticate by using
a username and a password. After a successful login, the user data stored on the server
are synchronized on the device. The data consist of the following appointments along
with the information regarding them: the required procedures, the necessary materials,
information about the patients (contact information like address and phone number,
medical history of the patient).

After this first data synchronization, next synchronizations take place after each
successful login, after eachvisit, daily atmidnight or at a user request for synchronization.

3.2 Manage the List of Scheduled Appointments for the Current Day

An authorized caregiver consults his list of scheduled appointments. This is the first
screen available to the user after a successful login.
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An example of this screen is depicted in Fig. 2a).Already performed visits aremarked
with a tick and visits that could not be performed (for different reasons: client refused
certain procedures, client was not at home/not available) are marked with a red cross.
Once a visit has been performed, it is moved to the end of the list. There is the case that
there is no appointment scheduled for the day, in this case a message is shown to the
user, along with a button that allows for a resynchronization with data on the server.

Starting from this screen, by pressing on a client’s name, a caregiver may view
information about the visit and about the client that is to be visited, as seen in Fig. 2c).

3.3 Perform a Visit at a Client

Presuming a caregiver is logged in and has synchronized the data on the device with the
CDMS server, he may start performing the scheduled visits.

Starting from the screen presented in Fig. 2c) the user may get all the information
needed to perform a visit. The screen presents information about the patient and about
the visit: scheduled time of the visit and client’s address.

Also, the screen allows the caregiver to directly make a phone call to the client, start
the navigation app to see the recommended route to get to the client’s home, see the
medical chart of the patient; mark the patient as unavailable for the visit or start applying
the requested procedures.

In order to record the performed procedures, the assistant selects the “Record
procedures” button shown in Fig. 2c) and a list of the procedures requested by the
client/recommended by the medic is shown. For each procedure the assistant may view
a description, record it as applied or refused, input comments/observations about it and
record the supplies used for the procedure. New procedures may be added to the list
of already requested procedures, following a request from the patient or as considered
necessary by the caregiver.

The app allows the assistant to input the vital parameters measured during the visit,
parameters like: arterial tension, glucose level, pulse, temperature and others. The app
allows the input of several predetermined vital parameters. The list of vital parameters
that may be recorded was defined by medical personnel consulted during the design
phases of the whole CDMS platform (and, implicitly, of the mobile app). The list of
available procedures to be performed is also predetermined and developed during the
design phase of the platform after consulting with medical personnel and home nurses.
Using the web components of the CDMS platform (not directly through the described
mobile app) new procedures and new physiological parameter types may be added to
the corresponding lists.

For each of the medical procedures the necessary materials along with typical
quantities are predefined. The assistant may change these values according to each
situation.

While performing a visit, the assistant may add documents specifically to the current
visit or to the electronic file of the patient, by adding a file: a picture or a different type
of file considered relevant to the visit, or to the medical history of the client.
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4 Results

An experimental model of the whole platform has been deployed as an experimental
model at a possibleCDMScenter inAlbaCounty,Romania. For themoment, the platform
is tested by the personnel of the CDMS and the mobile app by the personnel of an HCP.
Neither is being used with real clients’ data.

The potential users have expressed requests for alterations either directly for the app
or alterations for the platform that are reflected in the app. These functionalities are
currently being implemented and testing activities are performed in close relation to the
development activities.

The prototype of the whole platform, containing also the model app is scheduled
to be released in March 2020. Different screens of the app are available in Fig. 2. As
observed during use of the experimental model, the designed features improve both the
activity of the home nurses and of the adminsitrative personnel of HCPs.

One of the most important advantages that arise from using the proposed mobile app
is a clear and standardized workflow that all nursing staff must adhere to, which also
leads to fewer errors in performing and reporting the activities and in filling information
in the patients’ medical charts. It also improves communication between different nurses
attending to the same patients and between patients and the nursing staff. It also aids
reporting and monitoring the activity of the nursing staff and optimizing and monitoring
the use of needed supplies for the home care procedures.

5 Conclusions and Future Work

In conclusion, the paper presents a mobile app for Android and iOS devices, designed
to be used by health care providers, mainly by the nurses that pay visits to the homes
of the clients/patients of the health care providers. The app should optimize the activ-
ity of the nurses by allowing them to: remotely access clients’/patients’ data; manage
the applied/requested procedures for each patient; record the supplies used for every
procedure.

Also, the app facilitates the interaction between workers and coordinators and
between workers and patients. The usage of the app optimizes and eases the activity
of the home nurses and also the activity of the administrative personnel of the HCP,
by allowing for a better and close to real time knowledge of the visits and procedures
applied by their nurses and of the supplies used during visits.

As mentioned before, the app is currently in testing, as it is deployed as part of the
experimental model to a CDMS and HCP in Alba County, Romania.

Although multiple targeted users were consulted during the design phase of the
platform and of the app, during the first months after deploying the experimental model,
multiple requests have been made by the users regarding different functionalities of the
app and these requests are currently being implemented.

The testing and polishing of the experimental model continues until March 2020
when a pilot for the whole platform is programmed to be released at the same CDMS
and HCP in Alba County. A training period is scheduled for the pilot through multiple
workshops planned for the employees of each HCP.



Mobile App for Optimizing Home Care Nursing 339

The pilot is set to run until September 2020, when the implementation of the research
project is over.

After that, there are plans for translating the software into more languages, as inter-
nationalization was taken into account during the development phase of all the compo-
nents of the CDMS platform, including the presented mobile app. Further developments
include creating a mobile app dedicated for the patients and several improvements to the
web components of the CDMS platform, which may reflect in changes in the presented
mobile app.
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