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CAISE 2020 Workshops

The International Conference on Advanced Information Systems Engineering (CAiSE),
is a well-established and highly visible conference series. It addresses contemporary
topics in information systems (IS) engineering such as methodologies and approaches
for IS engineering, innovative platforms, architectures, and technologies, as well as
engineering of specific kinds of IS. The conference is accompanied by high-quality
workshops related to specific information systems engineering topics. They aim at
addressing specific emerging challenges, at enabling discussions concerning innovative
ideas, as well as at presenting new approaches and tools.

This year the CAiSE conference was planned to be held in Grenoble, France, June
812, 2020. Due to the international health context, CAISE 2020 allowed us to
experience the conference in a different manner, by being fully virtual. The theme of
this 32nd CAISE conference was particularly well-chosen as it concerns resilient IS, as
resilience is a system property that is becoming prominent. Topics included IoT, big
data, artificial intelligence, and blockchain or adaptive systems as well as their com-
bination. This year, CAiSE was accompanied by its two long-standing associated
working conferences (BPMDS and EMMSAD), as well as seven workshops. The
accepted workshops were chosen after careful consideration, based on maturity and
compliance with our usual quality and consistency criteria.

In the difficult context, only two workshops were able to adhere to the CAiSE 2020
submission and acceptance guidelines. The paper acceptance rate for these workshops
included in this volume was approximately 40% for long papers and 55% for short
papers. This volume contains the proceedings of the following two workshops asso-
ciated with CAiSE 2020:

e The Second International Workshop on Key Enabling Technologies for Digital
Factories (KET4DF 2020).

e The First International Workshop on Information Systems Engineering for Smarter
Life (ISESL 2020).

The 16th International Workshop on Enterprise & Organizational Modeling and
Simulation (EOMAS 2020) published post-proceedings in a separate Springer LNBIP
volume.

As workshop chairs of CAISE 2020 we would like to express our gratitude to all
workshop organizers and to all corresponding scientific committees of the workshops
for their valuable contribution.

April 2020 Sophie Dupuy-Chessa
Henderik A. Proper
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KET4DF 2020 Preface

The manufacturing industry is entering a new digital era in which ICT technologies and
collaboration applications will be integrated with traditional manufacturing practices
and processes to increase flexibility and sustainability in manufacturing, mass
customization, increase automation, better quality, and improve productivity.

A digital factory is defined as a multi-layered integration of the information related
to various activities regarding manufacturing-related resources in the factory and along
the product lifecycle. A central aspect of a digital factory to enable stakeholders in the
product lifecycle to collaborate using software solutions. The digital factory thus
expands outside the actual company boundaries and offers the opportunity for the
business and its suppliers to collaborate on business processes that affect the supply
chain.

This translates not only into a strong technological evolution but also into an
unprecedented extension of companies’ information systems. Exploitation of data and
services derived from disparate and distributed sources, development of scalable and
efficient real-time systems, management of expert knowledge, advanced data analytics,
and optimized decision making are some of the key challenges which advanced
information systems can address in an effort to reach the vision of Industry 4.0.

The goal of this workshop is to attract high-quality research papers focusing on
technologies for Industry 4.0, with specific reference to digital factories and smart
manufacturing.

The idea of the workshop was born to promote the research topics of some inter-
national projects, which have also become the supporters of the workshop: FIRST
(H2020 grant # 734599), UPTIME (H2020 grant # 768634), Z-BRE4K (H2020 grant #
768869), QUALITY (H2020 grant # 825030), BOOST 4.0 (H2020 grant # 780732),
and DIH4CPS (H2020 grant #872548).

The workshop received eight submissions, and the Program Committee selected
five high-quality papers for presentation at the workshop, which are included in the
CAISE 2020 workshops proceedings volume.

We thank the workshop chairs of CAiSE 2020, Sophie Dupuy-Chessa and Erik
Proper, for their precious support. We also thank the members of the Program
Committee and the external reviewers for their hard work in reviewing the submitted
papers.

April 2020 Federica Mandreoli
Giacomo Cabri

Gregoris Mentzas

Karl Hribernik
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Abstract. Perceiving information and extracting insights from data is one of
the major challenges in smart manufacturing. Real-time data analytics face
several challenges in real-life scenarios, while there is a huge treasure of legacy,
enterprise and operational data remaining untouched. The current paper exploits
the recent advancements of (deep) machine learning for performing predictive
and prescriptive analytics on the basis of enterprise and operational data aiming
at supporting the operator on the shopfloor. To do this, it implements algorithms,
such as Recurrent Neural Networks for predictive analytics, and Multi-Objective
Reinforcement Learning for prescriptive analytics. The proposed approach is
demonstrated in a predictive maintenance scenario in steel industry.

Keywords: Recurrent Neural Network - Multi-Objective Reinforcement
Learning - Deep learning - Industry 4.0 - Predictive maintenance

1 Introduction

Perceiving information and extracting business insights and knowledge from data is
one of the major challenges in smart manufacturing [1]. In this sense, advanced data
analytics is a crucial enabler of Industry 4.0 [2]. More specifically, among the major
challenges for smart manufacturing are: (deep) machine learning, prescriptive analytics
in industrial plants, and analytics-based decision support in manufacturing operations
[3]. The wide adoption of IoT devices, sensors and actuators in manufacturing envi-
ronments has fostered an increasing research interest on real-time data analytics.
However, these approaches face several challenges in real-life scenarios: (i) They
require a large amount of sensor data that already have experienced events (e.g. failures
of -ideally- all possible causes); (ii) They require an enormous computational capacity

© Springer Nature Switzerland AG 2020
S. Dupuy-Chessa and H. A. Proper (Eds.): CAiSE 2020 Workshops, LNBIP 382, pp. 5-16, 2020.
https://doi.org/10.1007/978-3-030-49165-9_1
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that cannot be supported by existing computational infrastructure of factories; (iii) In
most cases, the sensor data involve only a few components of a production line, or a
small number of parameters related to each component (e.g. temperature, pressure,
vibration), making impossible to capture the whole picture of the factory shop floor and
the possible correlations among all the machines; (iv) The cold-start problem is rarely
investigated. On the other hand, there is a huge treasure of legacy, enterprise and
operational systems data remaining untouched. Manufacturers are sitting on a goldmine
of unexplored historical, legacy and operational data from their Manufacturing Exe-
cution Systems (MES), Enterprise Resource Planning systems (ERP), etc. and they
cannot afford to miss out on its unexplored potential. However, only 20-30% of the
value from such available data-at-rest is currently accrued [4].

Legacy data contain information regarding the whole factory cycle and store events
from all machines, whether they have sensors installed or not (e.g. products per day,
interruption times of production line, maintenance logs, causalities, etc.) [5]. Therefore,
legacy data analytics have the credentials to move beyond KPIs calculations of busi-
ness reports (e.g. OEE, uptime, etc.), towards providing an all-around view of manu-
facturing operations on the shopfloor in a proactive manner. In this direction, the recent
advancements of machine learning can have a substantial contribution in performing
predictive and prescriptive analytics on the basis of enterprise and operational data
aiming at supporting the operator on the shopfloor and at extracting meaningful
insights. Combining predictive and prescriptive analytics is essential for smarter
decisions in manufacturing [2]. In addition mobile computing (with the use of mobile
devices, such as smartphones and tablets) can significantly enable timely, comfortable,
non-intrusive and reliable interaction with the operator on the shopfloor [6], e.g. for
generating alerts, guiding their work, etc. through dedicated mobile apps.

The current paper proposes an approach for predictive and prescriptive analytics on
the basis of enterprise and operational data for smart manufacturing. To do this, it
develops algorithms based on Recurrent Neural Networks (RNN) for predictive ana-
lytics, and Multi-Objective Reinforcement Learning (MORL) for prescriptive analytics.
The rest of the paper is organized as follows: Sect. 2 presents the background, the
challenges and prominent methods for predictive and prescriptive analytics of enter-
prise and operational data for smart manufacturing. Section 3 describes the proposed
approach, while Sect. 4 shows a walkthrough scenario of the proposed approach in the
steel industry. Section 5 presents the experimental results, while Sect. 6 concludes the
paper and outlines the plans for future research.

2 Background, Existing Challenges and Novel Methods

2.1 Predictive Analytics for Smart Manufacturing

Background. Intelligent and automated data analysis which aims to discover useful
insights from data has become a best practice for modern factories. It is supported
today by many software tools and data warehouses, and it is known by the name
“descriptive analytics”. A step further, however, is to use the same data to feed models
that can make predictions with similar or better accuracy than a human expert. In the
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framework of smart manufacturing, prognostics related to machines’ health status is a
critical research domain that often leverages machine learning methods and data mining
tools. In most of the cases, this is related to the analysis of streaming sensor data mainly
for health monitoring [7-9], but also for failure prediction [10-12] as part of a pre-
dictive maintenance strategy. However, in all of these approaches, the prediction is
produced only minutes or even seconds before the actual failure, which, is not often a
realistic and practical solution for a real industrial case. The factory managers need to
have this information hours or days before the event, so that there is enough time for
them to act proactively and prevent it. One way to achieve this is to perform data
mining on maintenance and operational data that capture the daily life-cycle of the shop
floor in order to make more high-level predictions [13—15].

Existing Challenges. The most notable challenges related to predictive analytics for
smart manufacturing include: (a) Predictions always involve a degree of uncertainty,
especially when the data available are not sufficient quantity-wise or quality-wise;
(b) Inconsistent, incomplete or missing data with low dimensionality often result into
overfitting or underfitting that can lead to misleading conclusions; (c) Properly
preparing and manipulating the data in order to conclude to the most appropriate set of
features to be used as input to the model is the most time-consuming, yet critical to the
accuracy of the algorithms, activity; (d) Lack of a common “language” between data
scientists and domain experts hinders the extraction of appropriate hypothesis from the
beginning and the correct interpretation and explainability of results.

Novel Methods. Time series forecasting involves prediction models that analyze time
series data and usually infer future data trends. A time series is a sequence of data
points indexed in time order. Unlike regression predictive modeling, time series also
adds the complexity of a sequence dependence among the input variables. Recurrent
Neural Networks (RNN) are considered to be powerful neural networks designed to
handle sequence dependence. Long Short-Term Memory Network (LSTM) is a type of
RNN that is typically used in deep learning for its ability to learn long-term depen-
dencies and handle multiple input and output variables.

2.2 Prescriptive Analytics for Smart Manufacturing

Background. Prescriptive analytics aims at answering the questions “What should I
do?” and “Why should I do it?”. It is able to bring business value through adaptive,
time-dependent and optimal decisions on the basis of predictions about future events
[16]. During the last years, there is an increasing interest on prescriptive analytics for
smart manufacturing [17], and is considered to be the next evolutionary step towards
increasing data analytics maturity for optimized decision making, ahead of time.

Existing Challenges. The most important challenges of prescriptive analytics include
[2, 17, 18]: (i) Addressing the uncertainty introduced by the predictions, the incomplete
and noisy data and the subjectivity in human judgement; (ii) Combining the “learned
knowledge” of machine learning and data mining methods with the “engineered
knowledge” elicited from domain experts; (iii) Developing generic prescriptive ana-
lytics methods and algorithms utilizing artificial intelligence and machine learning
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instead of problem-specific optimization models; (iv) Incorporating adaptation mech-
anisms capable of processing data and human feedback to continuously improve
decision making process over time and to generate non-intrusive prescriptions;
(v) Recommending optimal plans out of a list of alternative (sets of) actions.

Novel Methods. Reinforcement Learning (RL) is considered to be a third machine
learning paradigm, alongside supervised learning and unsupervised learning [19]. RL
shows an increasing trend in research literature as a tool for optimal policies in man-
ufacturing problems (e.g. [20, 21]). In RL, the problem is represented by an envi-
ronment consisting of states and actions and learning agents with a defined goal state.
The agents aim to reach the goal state while maximizing the rewards by selecting
actions and moving to different states. In Interactive RL, there is the additional capa-
bility of incorporating evaluative feedback by a human observer so that the RL agent
learns from both human feedback and environmental reward [22]. Another extension is
Multi-Objective RL (MORL), which is a sequential decision making problem with
multiple objectives. MORL requires a learning agent to obtain action policies that can
optimize multiple objectives at the same time [23].

3 The Proposed Approach

The proposed approach consists of a predictive analytics component (Sect. 3.1) and a
prescriptive analytics component (Sect. 3.2) that process enterprise and operational
data from manufacturing legacy systems, as depicted in Fig. 1. The communication is
conducted through an event broker for the event predictions and the actions pre-
scriptions, while other parameters (i.e. objective values and alternative actions) become
available through RESTful APIs. The results are communicated to business users and
shopfloor operators through intuitive interfaces addressed to both computers and
mobile devices.

PRESCRIPTIVE ANALYTICS

Prescriptive model building

= > >
= Prescriptive model deployment =2 2
P POy User Feedback § S
2
Prescriptive model adaptation =2
S
g 2 . . Shopfloor operators
= -% vent Predictions % ‘ Action Prescriptions D .
> © -
o ALY
L2 EVENT BROKER >
g e Action Prescriptions Business Users
=8 Event Predictions 4 g ®
°= L+
PREDICTIVE ANALYTICS
_ Predictive model building I
a >
< )

Visualization

Predictive model deployment

1} 1) 1}
ENTERPRISE AND OPERATIONAL DATA
A
(-] - ]

Fig. 1. The architecture of the proposed approach.
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3.1 Recurrent Neural Network for Predictive Analytics

The proposed predictive analytics approach aims to: (i) exploit hidden correlations
inside the data that derive from the day-to-day shop floor operations, (ii) create and
adjust a predictive model able to identify future machinery failures, and (iii) make
estimations regarding the timing of the failure, i.e. when a failure of the machinery may
occur, given the history of operations on the factory. This type of data usually contains
daily characteristics that derive from the production line operations and are typically
collected as part of a world-wide best practice for monitoring, evaluation and
improvement of the effectiveness of the production process. The basic measurement of
this process is an industry standard known as Overall Equipment Effectiveness
(OEE) and is computed as: OEE(%) = Availability(%) x Performance(%) x Quality
(%). Availability is the ratio of actual operational time versus the planned operational
time, Performance is the ratio of actual throughput of products versus the maximum
potential throughput, and the Quality is the ratio of the not-rejected items produced vs
the total production. The OEE factor can be computed for the whole production line as
an indication of the factory’s effectiveness or per machine or a group of machines. The
proposed methodology takes advantage of these commonly extracted indicators and
processes them in two steps: in predictive model building (learning) and predictive
model deployment.

Predictive Model Building. The predictive analytics model incorporates LSTM and
exploits its unique ability to “remember” a sequence of patterns and its relative
insensitivity to possible time gaps in the time series. As in most neural network
algorithms, LSTM networks are able to seamlessly model non-linear problems with
multiple input variables through the iterative training of their parameters (weights).
Since the predictive analytics model deals with time-series, the LSTM model is trained
using supervised learning on a set of training sequences assigned to a known output
value. Therefore, an analyst feeds the model with a set of daily features for a given
machine (e.g. the factors that produce the OEE) and use as outcome the number of days
until the next failure. This number is known since historical data can hold this infor-
mation. Nevertheless, when the model is finally built and put in operation, it will use
new input data and will have to estimate the new outcome.

Predictive Model Deployment. When the LSTM model is fed with new data it can
produce an estimation of when the next failure will occur (i.e. number of days or hours)
and what is the expected interruption duration in the following days. Although this
estimation may not be 100% accurate, it could help factory managers to program
maintenance actions proactively in a flexible and dynamic manner, compared to an
often rigid and outdated schedule that is currently the common practice. This estimation
feeds into prescriptive analytics aiming at automating the whole decision-making
process and provide optimal plans.

3.2 Multi-Objective Reinforcement Learning for Prescriptive Analytics

The proposed prescriptive analytics approach is able to: (i) recommend (prescribe) both
perfect and imperfect actions (e.g. maintenance actions with various degrees of
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restoration); (ii) model the decision making process under uncertainty instead of the
physical manufacturing process, thus making it applicable to various industries and
production processes; and, (iii) incorporate the preference of the domain expert into the
decision making process (e.g. according to their skills, experience, etc.), in the form of
feedback over the generated prescriptions. To do these, it incorporates Multi-Objective
Reinforcement Learning (MORL). Unlike most of the Multi-objective Optimization
approaches which result in the Pareto front set of optimal solutions [24], the proposed
approach provides a single optimal solution (prescription), thus generating more con-
crete insights to the user. The proposed prescriptive analytics algorithm consists of
three steps: prescriptive model building, prescriptive model solving, and prescriptive
model adapting, which are described in detail below.

Prescriptive Model Building. The prescriptive analytics model representing the
decision making process is defined by a tuple (S,A, T, R), where S is the state space, A
is the action space, T is the transition function 7 : § x A x § — R and R is the vector
reward function R: S x A x § — R" where the n-dimensions are associated with the
objectives to be optimized O,,. The proposed prescriptive analytics model has a single
starting state Sy, from which the agent starts the episode, and a state Sp that the agent
tries to avoid. Each episode of the training process of the RL agent will end, when the
agent returns to the normal state Sy or when it reaches Sp. Figure 2 depicts an example
including 3 alternative (perfect and/or imperfect maintenance) actions (or sets of
actions) Sy4,,7 = 1,2,3, each one of which is assigned to a reward vector. The pre-
scriptive analytics model is built dynamically. In this sense, the latest updates on the
number of the action states S, and the estimations of the objectives’ values for each
state Sy are retrieved through APIs from the predictive analytics. Each action may be
implemented either before the breakdown (in order to eliminate or mitigate its impact)
or after the breakdown (if this occurs before the implementation of mitigating actions).
After the implementation of each action, the equipment returns to its normal state Sy.
Solid lines represent the transitions a; that have non-zero reward with respect to the
optimization objectives and move the agent from one state to another.

Fig. 2. An example of the prescriptive analytics model with 3 alternative (sets of) actions.

Prescriptive Model Deployment. On the basis of event triggers for predicted
abnormal situations (e.g. about the time of the next breakdown) received through a
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message broker, the model moves from the normal state Sy to the dangerous state Sp.
For each objective, the reward functions are defined according to whether the objective
is to be maximized or minimized. On this basis, the optimal policy 7, (s, a), for each
objective O; is calculated with the use of the actor-critic algorithm, which is a policy
gradient algorithm aiming at searching directly in (some subset of) the policy space
starting with a mapping from a finite-dimensional (parameter) space to the space of
policies [23]. Assuming independent objectives, the multi-objective optimal policy is
derived from: 7,y (s, a) = [[;c; mo,(s,a). The time constraints of the optimal policy
(prescription) are defined by the prediction event trigger. The prescription is exposed to
the operator on the shop-floor (e.g. through a mobile device) providing them the
capability to accept or reject it. If accepted, the prescribed action is added to the actions
plan.

Prescriptive Model Adaptation. The prescriptive analytics model is able to adapt
according to feedback by the expert over the generated prescriptions. This approach
learns from the operator whether the prescribed actions converge with their experience
or skills and incorporates their preference to the prescriptive analytics model. In this
way, it provides non-disruptive decision augmentation and thus, achieves an optimized
human-machine interaction, while, at the same time, optimizing manufacturing KPIs.
To do this, it implements the policy shaping algorithm [25], a Bayesian approach that
attempts to maximize the information gained from human feedback by utilizing it as
direct labels on the policy. For each prescription, optional human feedback is received
as a signal of approval or rejection, numerically mapped to the reward signals and
interpreted into a step function. The feedback is converted into a policy Tfeedpack (s, @),
the distribution of which relies on the consistency, expressing the user’s knowledge
regarding the optimality of the actions, and the likelihood of receiving feedback.
Assuming that the feedback policy is independent from the optimal multi-objective
policy, the synthetic optimal policy for the optimization objectives and the human
feedback is calculated as: Ty (s, @) = Top (S, @) * Tpeedpack (S, @).

4 A Predictive Maintenance Scenario in the Steel Industry

The case examined is the cold rolling production line of M. J. Maillis S.A. Cold rolling
is a process of reduction of the cross-sectional area through the deformation caused by
a pair of rotating in opposite directions metal rolls in order to produce rolling products
with the closest possible thickness tolerances and an excellent surface finish. In the
milling station, there is one pair of back up rolls and one pair of work rolls. The
deformation takes place through force of the rolls supported by adjustable strip tension
in both coilers and de-coilers. Over the life of the roll some wear will occur due to
normal processing, and some wear will occur due to extraneous conditions. During
replacement, the rolls are removed for grinding, during which some roll diameter is
lost, and then are stored in the warehouse for future use. After several regrinding, the
diameter of the roll becomes so small that is no longer operational.

The LSTM model of predictive analytics was created using the Keras library with
Tensorflow as backend and the MORL using Brown-UMBC Reinforcement Learning
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and Planning (BURLAP) library, while the event communication between them is
performed with a Kafka broker. In the M. J. Maillis S.A case, the system predicts the
time of the next breakdown and the RUL of the available rolls. For the latter, the
operator can select one of the repaired rollers, having been subject to grinding, or a new
one. Therefore, the alternative actions are created dynamically according to the
available repaired rollers existing in the warehouse. Each one has a different RUL,
according to its previous operation, and a different cost (retrieved from enterprise
systems) due to its depreciation. Each roller has an ID and is assigned to its
characteristics/objectives of MORL (i.e. cost to be minimized and RUL to be maxi-
mized) in order to facilitate its traceability. The available rolls along with the afore-
mentioned objectives values are retrieved on the basis of a predicted breakdown event
trigger.

Table 1. The alternative actions, their costs and their RULs.

Actions Cost (Euro) | RUL (days)
Replace with new roller 8,000 12
Replace with repaired roller ID1 | 5,284 5
Replace with repaired roller ID2 | 3,510 4
Replace with repaired roller ID3 | 4,831 6

WAREHOUSE

= Recommendations
Date Issued: 4/02/2020
13:23
ility:  77.85%

RUL: 12
Cost: 8,000e

Replace with
Roller ID: 3

Action Date: 5/02/2020

Steel Rollers

Machine ID: 8

Cost: 3,510e RUL: 6

Status: Pending st 4 851
ost: 4,831e

ADD ACTION

Fig. 3. Illustration of the scenario under examination.

The alternative actions for the current scenario along with their costs and RULs are
shown in Table 1. The action “Replace with new roller” represents a perfect mainte-
nance action, while the rest ones represent imperfect maintenance actions. Figure 3
depicts an example of the process in which the prescription “Replace with repaired
roller ID3” is generated on the basis of a breakdown prediction and previously received
feedback and instantly communicated to the operators through a dedicated mobile
app. The operators are also expected to provide feedback so that their knowledge and
preferences are incorporated in the system and the models are adapted accordingly.
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5 Experimental Results

5.1 Evaluation of the Predictions About the Timing of Interruptions

The legacy datasets used are related to the OEE of M. J. Maillis S.A. factory for the
years 2017, 2018 and 2019. The datasets included a total of 21 features and some of the
most useful were the real operational time, the time of interruptions and the duration of
the breakdown events. A multivariate time series model was designed, as several input
features were used in order to predict one output feature. To this direction, the first time
series analysis performed in order to predict when the next interruption will occur
(‘When do we expect the next interruption?’). A new feature named ‘Days from next
breakdown event’ was created, and the model was trained. The input features selected
for this prediction were: Availability, Performance, Minutes of Breakdown, Minutes of
Interruptions, Real Gross Production and the date. After preprocessing the data, the
appropriate sequences were extracted that would allow for several timesteps to be
selected and tested for the analysis. In our case, timestep represented the last “n” days
that the model will use. The LSTM model was then created by testing several layers,
optimizers, neurons, batch sizes and epochs until the best performing model was
designed. The final result ended being a sequential model with a first LSTM layer of 32
neurons, a second LSTM layer of 16 neurons, a dropout layer with rate 0.1, and finally
a dense layer. The model was then trained using data from 2017, 2018 and six months
of 2019; with an rmsprop optimizer, a batch size of 1, a timestep of 1, an epochs value
of 300, and an early stopping that reached the best performance around 100 epochs.
Predictions deal with the last six months of 2019, and the result can be seen in Fig. 4.
The blue line represents the actual values and the orange line represents the predicted
values. The RMSE came to be 1.26, meaning that there is an average of 1.26 days
uncertainty in every result predicted.

MULTIVARIATE LSTM

~— observed

U predicted

RMSE: 1.26

Batch Size: 1

Epochs: 100

Neurons: 128

5 LOSS: mean_squared_error
OPTIMIZER: rmsprop

Time Lag: 1 days

IS

Days from Next Breakdown Event

|

2019-06 2019-07 2019.08 2019.09 2019-10 2019-11 2019-12
Time (Date)

—
S

Fig. 4. LSTM result - prediction of when the next interruption will occur. (Color figure online)
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5.2 Evaluation of the Predictions About the Duration of Interruptions

The second analysis aimed to predict the expected interruption duration for the fol-
lowing day (‘Which is the expected interruption duration for the following day?’). The
input features used in this LSTM model were: Availability, Performance, Minutes of
breakdown, Real Gross Production, Number of breakdowns, and month (date). Again,
several LSTM parameters and layers were tested and the final model resulted to be a
sequential model with a first LSTM layer of 24 neurons and an activation function
‘relu’, a second layer of 12 neurons with a ‘relu’ activation function, a dropout layer of
0.1 rate, and finally a dense layer. The model was trained using data from 2017 and
2018; using a batch size of 20, 100 epochs, a timestep of 3 and an rmsprop optimizer.
Predictions were performed in 2019 data and results are depicted in Fig. 5. The blue
line represents the actual value whereas the orange line represents the predicted value.
The overall RMSE is 107.57, meaning that there is an average of 107.57 min uncer-
tainty in each prediction.

MULTIVARIATE LSTM
—— cbserved
predicted
RMSE: 107,57

LOSS: mean_squared_error
OPTIMIZER: rmsprop
€00 { Time Lag: 3 days ‘

Mins of Interruption:
—__
—_—

100 {

201901 2019.03 201905 2019.07 201909 2019-11 202001
Time (Date)

Fig. 5. LSTM result - prediction of the expected interruption duration for the following day.
(Color figure online)

5.3 Evaluation of Feedback Impact on Prescriptions

For this experiment, the actor-critic algorithm, which calculates the associated optimal
policy sequentially within 10000 episodes, consists of a Boltzmann actor and a TD-
Lambda critic with learning rate = 0.3, lambda = 0.4 and gamma = 0.99. The gener-
ated policies are then integrated into a single policy taking into account the consistency
(C = 0.7) and likelihood (L = 0.8) values. Table 2 presents five “snapshots” of positive
and negative feedback along with the resulting shaped prescriptions and their respec-
tive policies. Each “snapshot” is compared to the previous one.
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Table 2. Evaluation of feedback impact on prescriptive analytics.

# | Initial Initial Positive Negative Shaped Shaped
prescription policy feedback feedback prescription policy

1 |ID2 0.998900 |5 7 D2 0.155000

2 | ID2 0.155000 |5 12 D2 0.000410

3 |ID2 0.000410 |5 18 D3 0.000075

4 |ID3 0.000075 |7 14 ID1 0.000022

5 |ID1 0.000022 |0 4 New roller 0.000004

6 Conclusion and Future Work

In this paper, we proposed an approach for predictive and prescriptive analytics aiming
at exploiting the huge treasure of legacy enterprise and operational data and to over-
come some challenges of real-time data analytics. The potential of the proposed
approach is high, especially in traditional industries that have not benefit from the
advancements of Industry 4.0 and that have just started investigating the potential of
data analytics and machine learning for the optimization of their production processes.
The traditional manufacturing sectors (e.g. textile, furniture, packaging, steel pro-
cessing) have usually older factories with limited capacity on investing in modern
production technologies. Since the neural networks are inherently adaptive, the pro-
posed approach could be applied to similar production lines (e.g. at a newly established
factory of the same type) overcoming the cold-start problem, due to which other
techniques usually fail. It also exploits both the “voice of data” and the “voice of
experts”. Regarding future work, we plan to evaluate our proposed approach in
additional use cases, with different requirements, as well as to investigate approaches
and algorithms for fusion of the outcomes derived from real-time data analytics and
operational data analytics that represent different levels of information.

Acknowledgments. This work is funded by the European Commission project H2020 UPTIME
“Unified Predictive Maintenance System” (768634).
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Abstract. Industry 4.0 has shifted the manufacturing related processes from
conventional processes within one organization to collaborative processes across
different organizations. For example, product design processes, manufacturing
processes, and maintenance processes across different factories and enterprises.
This complex and competitive collaboration requires the underlying system
architecture and platform to be flexible and extensible to support the demands of
dynamic collaborations as well as advanced functionalities such as big data
analytics. Both operation and condition of the production equipment are critical
to the whole manufacturing process. Failures of any machine tools can easily
have impact on the subsequent value-added processes of the collaboration.
Predictive maintenance provides a detailed examination of the detection, loca-
tion and diagnosis of faults in related machineries using various analyses. In this
context, this paper explores how the FIWARE framework supports predictive
maintenance. Specifically, it looks at applying a data driven approach to the
Long Short-Term Memory Network (LSTM) model for machine condition and
remaining useful life to support predictive maintenance using FIWARE
framework in a modular fashion.

Keywords: Predictive maintenance + FIWARE - LSTM - Big data analytics -
Industry 4.0

1 Introduction

Modern complex and competitive manufacturing demand flexible and modular systems
to optimize production processes; maintenance and market demands; and to support
collaborative partners [1, 2]. In the context of Industry 4.0, utilizing emerging tech-
nologies such as Internet of things, advanced data analytics and cloud computing
provides new opportunities for flexible collaborations as well as effective optimization
of manufacturing related processes, e.g. predictive maintenance [1].

Both operation and condition of the production equipment are critical to the whole
manufacturing process [3, 5]. Failures of the machine tools easily can have impact such
as delay on the subsequent value-added processes of the organization, partners and its
customers, due to the interlinked nature of production systems [4, 5]. Essentially, any
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unplanned failure or inefficient process of manufacturing equipment can result in an
unplanned downtime and costs for an entire production line [3, 5]. Traditional pro-
cesses dealing with maintenance are complex, and costly [6]. It is impossible for the
traditional data processing approaches and tools to produce meaningful information
from the huge volume of data generated by modern manufacturing processes [7].

Condition-based maintenance utilizes condition measurements to schedule appro-
priate maintenance activities while minimizing impact to normal machine operations
[3, 5]. In order to achieve optimal maintenance decision making, a new approach
should be in place to utilize multiple data sources from different data domains. Typi-
cally, production data, machine operation and function data, and sensor data are all
required for the analysis (real-time, off-line) and used to build models for predicting
machine condition i.e. failure, worn, etc., or inefficient process or poor product quality
reducing failure times and costs [3, 5, 6]. Real-time monitoring of machine tools and
equipment together with predictive models, visualization and data analysis supported
by flexible predictive maintenance platform can lead to effective maintenance.

This paper presents an approach for data driven predictive maintenance of machine
equipment, based on real-time shop floor monitoring and enhances the collaboration
between parties involved through flexible maintenance platform in the context of
Industry 4.0 by applying FIWARE framework, enabling modularizing of related
functions. The contributions of this work are a) design a predictive maintenance ana-
lytics platform based on FIWARE b) propose data-driven approach with Long Short-
Term Memory (LSTM) network for RUL estimation, which can make full use of the
sensor sequence data, and c) using the design predictive maintenance platform to
present the application case.

2 Related Work

The emerging Industry 4.0 drives the focus of modern industrial collaborative com-
puting [1]. Industry 4.0 can be realized as the flexibility that exists in value-creating
networks is increased by the application of emerging technologies such as the internet
of things, Cyber Physical Systems (CPS), cloud computing, enabling machines and
plants to adapt their behaviors to changing orders and operating conditions through
self-optimization and reconfiguration [1]. Essentially the data exchanged and produced
in such interaction among several components establishes the underlying business
processes for collaboration. Collaborative business processes are required being moved
across factories and enterprises to effectively manage and ease the life cycle of pro-
duction and its demands [8, 9]. This requires a flexible and modular platform. Fur-
thermore, with the demand for data to flow across different collaborative domains, new
important challenge like transparency and traceability arise [4].

Effective maintenance is essential to decreasing the costs associated with downtime
and faulty products in highly competitive and complex manufacturing industries [3, 4].
In the context of predictive maintenance, remaining useful life (RUL) estimation and
detecting the tool condition of an equipment enable to schedule effective schedule plan
in advance, avoiding unexpected failure, ensuring smooth replacement maintenance,
cancelling unnecessary maintenance to reduce cost and adjusting the operating
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conditions, such as speed, load, to prolong the life of the equipment [3, 5, 6]. RUL of a
component or a system is defined as the length from the current time to the end of the
useful life whereas tool condition can be described as degradation (worn-out) or health
of machine equipment [5, 6, 10].

The condition and health of the production machine is critical to the whole man-
ufacturing process [3—5]. To support this, traditional maintenance approaches such as
manual and fixed maintenance scheduling are typically carried out [3]. However, this
approach is cumbersome, costly and introduces the possibility of human error [5, 6].
The continuous collection of large amounts of data from sources such as sensors and
equipment usage can provide new opportunities to operations and maintenance process
to be proactive with ongoing equipment maintenance and upkeep [3, 5]. This enables
optimization of the operation and condition of the equipment as well as predict future
potential issues in a system or equipment and, therefore utilize maintenance in a
predictive manner [3, 5].

Data-driven with machine learning approaches are recognized in providing the
rising effective solutions in facilitating the decision-making process, assisted by the
advanced capabilities of cloud computing, big data and analytics [7]. There however
exist challenges in predictive maintenance; the complexity and the capacity to manage
big data with the nature of being dynamic and complex associations, and the flexibility
and interoperability to integrate different systems/components [2, 5, 9]. Several con-
ceptual frameworks for predictive maintenance have been proposed in the research
community [11-14]. However, key factors such as modular design i.e. to act easily and
dynamically based on needs, advanced analytics and middleware capability based on
the context of Industry 4.0 standards, are still overlooked. In order to achieve a flexible
predictive maintenance with an optimal maintenance decision making, a new approach
should be in place to support the integration of different components, multiple data
sources from different data domains as well as advanced analytics capabilities in a
modular fashion.

3 Predictive Maintenance

3.1 FIWARE Architecture

FIWARE is an open source platform for building smart solutions in different appli-
cation domains [15]. It offers a catalogue library of components known as Generic
Enablers (GEs), along with a set of reference implementations that allow the instan-
tiation of some functionalities such as Big Data analysis, development of context-aware
applications, connection to the Internet of Things [15]. Existing architecture such as 5-
level approach [11] generally focuses on design architecture and lacks consideration for
modularity required for flexible predictive maintenance. On the other hand, FIWARE is
a modular and open sourced platform, third parties or other software as required can be
integrated via a plug in/out option [15], and hence is adopted in this work. In addition
to acquiring modular feature, an architecture for predictive maintenance based on the
concept of big data analytics and cloud computing is considered in this work. From the
analysis and architecture of big data analytics systems in our previous work [7], the
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underlying functions and processes of the big data systems such as data collection,
processing, modeling and analysis, and visualization, are realized for designing big
data analytics required for predictive maintenance.

The proposed architecture generally consists of four main layers. The first layer is
an application layer concerning applications, interfaces, dashboards, etc. The second
layer is a process layer involves various processes. The third layer is a middleware and
data layer concerning broker, adapters, data storage. The fourth layer contains a re-
source layer referring to factory resources e.g. production machines/equipment. Each
layer has a general focus but is flexible enough to make up of different requirements i.e.
processes, systems, tools, to meet different requirements. The architecture is controlled
by identity access and management.

Predictive Maintenance Dashboards

(Real-time monitoring, machine operator, etc.) 3" Organization:
Real-time Predictive Maintenance g ’ Machine manufacturer
[ notification models schedules

Machine 1
| | - e

Big Data Analytics

Processing engines FIWARE Context Broker
(Spark, Hadoop ...)

I I

( data management )

( lower level data (10T, sensor, machine data) collection )

( loT data adapter ) ( sensor adapter ) (ma(hmc adaptcr) (IDS data ccm\c(tcr)

s
Camera etc = -
(arzcnne ) (achine stines ) ({wactin st )

(3 Axes, spindle)

< CPS Systems, Machine, Equipment >

Fig. 1. Proposed FIWARE architecture platform.

At the resource layer i.e. the shop floor in Fig. 1, the framework gathers data from
the shop floor, deployed sensors or devices deployed in the shop floor, which contains
for example, operational machine data such as CNC operation data and spindle, CNC
machine data, CNC assistant data, predefined CNC setting, machine statues, etc.

At the middleware and data layer, the FIWARE context broker acts as the core
middleware in a publish and subscribe manner, accommodating the interaction of
different processes, APIs, systems for the whole platform. Lower level data is collected
using different data adapters, injecting into the Big data analytics processing engines
for the process layer. Collected data is kept in storage like HDFS as required. In
addition, machine measurement and basic machine data from the manufacturer is stored
and managed in the industrial data space.

The process layer is implemented by the FIWARE framework, integrating different
modules and functionalities required for predictive maintenance. The capability of big
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data analytics is essential for operating predictive maintenance in modern manufac-
turing described in Sect. 2. Thus, the core function of the proposed predictive main-
tenance platform is big data analytics, enabling big data analytics including batch and
streaming data analytics processing incorporating with different data from sensor,
Hadoop Distributed File System (HDFS), the platform database and other related
manufacturing systems. The analytics can be available via the context broker’s APIs
for the functionalities of the application layer as a publish/subscribe manner.

For the application layer, the FIWARE context broker will collect data from dif-
ferent resources via various adapters or sensor enabled devices. This is used to fill the
top-level Dashboards for monitoring purposes as well as inform predictive maintenance
modules for maintenance scheduling purposes.

3.2 Predictive Maintenance Methods

As Industry 4.0 associates with IoT, big data and cloud computing, data driven
approach is the cost-effective option compared with the model-based and experience-
based approaches which are highly complex, difficult to build and maintain [6]. Hence,
data driven approach is adopted in this work. A general data driven predictive main-
tenance approach includes data acquisition, data preprocessing, development of
detection or prediction model and deployment and integration of the developed model
[16]. In the case of Industry 4.0, multiple different machines/equipment involve in the
production chain, hence further considerations such as multiple resources, machines,
data fusion and processing, etc., are recognized.

In the case of RUL and tool wear detection aspects such as failure, degradation,
various data such as manufacturing machine/equipment operational data collected via
sensor are used to build models, capturing time sequence information [5, 10]. Methods
such as sliding window, Hidden Markov Model (HMM) and Recurrent Neural Net-
work (RNN) are widely used [10]. However, these approaches face challenges; com-
putational complexity and storage with HMM, memory problems with RNN [17, 18].
Long Short-Term Memory Network (LSTM), a type of RNN, overcomes the memory
problems by controlling information flow using gates (input, forget and output) [19].
Due to the nature of sequential sensor data, LSTM is suitable for data driven predictive
models for machine condition and RUL. The approach for learning LSTM model in
this work is presented in Fig. 2. The step can be iterative i.e. evaluate model to train
model, etc., and adjusted to different needs i.e. parameter or network settings,
autoencoder, etc., as required to the learning purpose.

i
| Data Processing Train Model Evaluate Model

[l Machine dataset Feature Engineering, Build LSTM P:::et::e

| (operation, Normalization, architecture and Training LSTM Input testing

il condition such as Train/Test dataset, [EEE—- initialize model > - ] ‘_(RUtL_
CNC, etc) Target variable parameters estimation,

RMSE, baseline Condition)
models, datasets, etc

Fig. 2. Procedure of LSTM model
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To support the aspect of predictive maintenance within the Big data analytics of the
process layer, the predictive models in Fig. 1, combining data derived from the
machine tool operator, manufacturer and sensors are used for developing the predictive
models following the steps in Fig. 2, and are predicting the machine condition (e.g.
worn) and remaining useful life (RUL) [5, 6, 10].

As in the case of real-time monitoring and notification in Fig. 1, the underlying
machines, devices and factories are considered as the maintenance items. During
operation, real-time state data collected from the underlying machine is processed by
comparing the key state of each maintenance item including the threshold [5]. The state
and threshold of the equipment item is stored in the maintenance repository in a database.
Based on the notification of machine condition and RUL, maintenance schedule can be
planned, and appropriate tasks can then be decided and performed for optimal operation.

4 FIWARE Predictive Maintenance for Application Case

A flexible manufacturing factory consists of a processing system, a logistics system, an
information system, and an auxiliary system, collaborating multiple partners and
customers. A concrete scene of the flexible factory is shown in Fig. 3. The processing
system in the scene consists of 4 sets of equipment, which consists of an automatic
stereoscopic warehouse, numbers of AGV trolleys, three robots, numbers of frames of
carrier plates. Coordinate measuring machine (CMM) is responsible for the measure-
ment. A cleaning machine and a drying machine are responsible for cleaning and
drying the workpiece. Production data are typically generated by different machines
equipment operation, condition, setting, etc., including CNC machine tool.

Fig. 3. Flexible manufacturing factory [5]
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In the context of flexible manufacturing in this case, data are collected from dif-
ferent machines and tools via sensor as well as other information systems like ERP,
MES, etc. Also, the manufacturing industries work beyond their boundary i.e. col-
laborative partners, suppliers, etc., and the nature of dynamic data can be extremely
frequent and highly voluminous in the context of modern factory [1, 2, 5]. Thus, it is
essential to use a consistent but extensible model to allow for a flexible predictive
maintenance in manufacturing. FIWARE offers a data model based on an entity-
attribute model, the entities are used to represent and model real world objects
including virtual entities, the attributes that describe different aspects of the entity as
well as supporting open standards and extensibility [15]. In this aspect, FIWARE
model meets the requirements of flexible predictive maintenance platform, thus it is
adopted for the application case as presented in Fig. 4.
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Fig. 4. Sample machine data model
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The proposed architecture in Fig. 1 is instantiated for the application case in Fig. 3
using key components enabling Big Data Analytics within FIWARE framework in
Fig. 5 with the LSTM predictive models in Sect. 3.2 and data model in Fig. 4.

At the resource layer, different machines/devices are used for production, con-
nected via associated adapters enabling the interaction with the context broker and
related data processes and storage using the proposed data model. For seamlessly
connecting, managing and gathering data of IoT devices in this case, FIWARE generic
enablers such as IoT Agent for JSON, and OPC-UA, as well as Ultralight 2.0 protocol
and NGSI for complex real-time processing are configured as required.

For the middleware and data layer, Orion Context Broker as the middleware
represents a Publish/Subscribe Context Broker Generic Enabler hosted within the
predictive maintenance platform. It provides services including the registration of
provider systems, updates and notifications based on changes in context information,
and query of context information [15]. The Orion context broker utilizes the
NGSI REST API and PEP Proxy, which provides a connector that enables the context
data coming from the Context Broker to be pushed into HDFS storage as the data layer
enforcing security policy. Following the big data systems architecture and FIWARE
open standards [7, 15], collected data are kept into the platform Data Lake enabling a
central source for processing and analytics.

In the context of process layer, the Cosmos Big Data Analysis Generic Enabler
enables Big Data analysis of both batch and stream data. It includes a Hadoop engine,
an authentications generator based on NGSI API Oauth2, and a connector to the
Context Broker [21]. Data is injected into the Big Data GE’s HDFS by either accessing
the integrated Hadoop command line interface via a shell, or by using Telefonica’s
SSH File Transfer Protocol (SFTP) server for direct data injection into HDFS [21, 22].
The results from MapReduce will be accessed via HDFS (input and output folders
created) [21, 22]. The processed data is then made available to the context broker. For
real-time analytics, QuantumLeap with the ability to configure rules on the complex
event process allows instant time-series data pushed by machine equipment, which then
can be available, for example via Gafana at the application layer.

For the application layer, different dashboards, applications and other user
interfaces can be integrated upon requirements. In this case, dashboards such as Gra-
fana offers to view or notify real-time data generated by machine equipment. In
addition, Hive (SQL) query is supported for ad hoc query within the big data analytics
module [15, 21].

Regarding predictive model, a sample dataset is initially trained, following the
procedure in Fig. 2. At this stage, it is the initial training from a sample dataset 12000
with 30 time step to process a batch of 28 variables. Initial batch size of 750 was used.
The number of training epochs was set at 71 epochs but was increased for datasets
where the algorithm required a longer time to converge. A dropout rate of 20% were
used after the LSTM. The model is trained using Keras library with TensorFlow
backend [20]. All models were trained via the Adam optimizer. The sample data and
initial sample result are presented in Fig. 6 and Fig. 7 respectively. Full analysis and
model learning will be carried out as future work in order to achieve optimized models
for production deployment.
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In addition to utilizing LSTM predictive models, actual operating time can be
calculated, and the remaining operating time until maintenance is subsequently
determined using the proposed data model in Fig. 4 [5, 23]. Furthermore, the remaining
operating life of the machine equipment can be calculated by the extended Taylor’s
equation, obtaining the values of the parameters including the speed, the feed rate, and
the properties of the machine tool material and the workpiece as well as KPIs [23].

The information about the machine equipment stored in the machine repository
proposed in the data model is available via the dashboard, which is also accessible to
the digital twins for available machine equipment. This includes, the design of each
machine and its configuration capability such as the workpiece, etc., and the infor-
mation related to the available machines and their parameters. This enables the
maintenance operators who create the process plan, obtaining the information about the
availability of the resources for creating viable process plans via the dashboard.

To support transparent collaboration in the proposed platform, machine base data is
accessed via the FIWARE’s IDS connector, facilitating the transparency of policy, data
flow, usage and access across the interactions between each component with the
context broker on the platform. To gain greater scalability of the proposed architecture,
FIWARE offered container virtualization using container images is adopted for
deployment [24].

feedrate
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Fig. 6. (a) Sample machine dataset (b) Sample machine operational data
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5 Discussion

Modern manufacturing such as the application case in Fig. 3 is complex and involves
modern plant-run machines deployed smart sensors (sensor networks), network of
collaborative partners and processes, and robots running on the shop floor. Flexibility is
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critical for the whole production chain, in the sense that the existing systems e.g.
machines can easily be integrated with predictive maintenance, and other different
systems or processes without significant effort. In other words, interoperability i.e. the
ease integration of the existing machines, robots, systems, etc. and predictive main-
tenance platform is highly important. Existing approach [11] offers 5-level architecture
for Industry 4.0 manufacturing systems, however it lacks the consideration for mod-
ularity, collaboration, middleware component or big data analytics implementation.

The proposed solution however aims to provide flexible and modular architecture
using FIWARE framework in Fig. 5. The flexibility is achieved by facilitating the ease
integration of different components required for predictive maintenance. The proposed
4-layer approach, like 5-level approach [11] supports better understanding of different
components/processes at different levels as well as the overall architecture. Our
adoption of FIWARE framework also provides the modularity which facilitates the
ease integration i.e. interoperability of different components as pluggable components.
In this sense, the case’s current different machines, robots, systems and other infor-
mation systems like MES, ERP, Logistics, CRM, etc., can be easily integrated with the
designed predictive maintenance solution, enabling effective maintenance analytics
with minimal effort.

Besides, middleware technology which is not considered in existing 5-level
architecture [11], is the basis for any IoT system to manage effective communications/
interactions i.e. machine to machine, machine to system, etc. within a context. The
adopted FIWARE context broker along with Big Data Analysis module facilitates the
support for the interaction and integration of existing as well as future different IoT
devices within the production plant as well as other collaborative context for infor-
mation analytics.

In the context of collaboration in the described case, various collaborative processes
exist in the form of network of machines and systems as well as network of collabo-
rations i.e. machine manufacturers, suppliers, insurers, customers, etc. In other words,
data interaction occurs at different levels i.e. components, machines, systems. Also,
collaborative data are moved/accessed; machine base data from manufacturer, product
design data from partner as well as machine status/diagnosis required to the insurer for
purposes e.g. claim analysis. The application of IDS connector along with the proposed
data model facilitates greater interoperability as well as greater transparency of data
access due to the policy and usage controls of the IDS connector in a collaborative
context. Ultimately, it will facilitate virtual factory production mode which requires a
higher level of integration of data from customers, suppliers and partners across
enterprises, enabling the optimization of the information flow and delivery process for
smart plant information systems.

In the case of maintenance in the presented case, effective maintenance is essential
to decreasing the costs associated with downtime and faulty products. The proposed
solution currently focuses on predictive maintenance in the manner that maintenance
activity can be carried out before a potential failure or a degradation of a
machine/equipment is detected. On the other hand, without the process of optimal
maintenance schedule plan for the existing complex machines/equipment within the
production chain, it is not easy to manage effective maintenance. In this regard, optimal
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maintenance schedule plan considering complex systems, cost, etc., in the context of
Industry 4.0, will be hugely significant for future work.

6 Conclusion

In this paper, we proposed flexible and modular Predictive Maintenance using
FIWARE to overcome some challenges of predictive maintenance in modern collab-
orative manufacturing. Predictive maintenance in industry collaborations in the com-
plex and dynamic manufacturing environment requires a concrete, extensible
architecture and platform. Unlike the 5-level approach, the proposed predictive
maintenance platform offers flexible and modular system with advanced capabilities to
handle the requirements of Industry 4.0 and advanced analytics e.g. LSTM models
(machine condition, RUL). The effectiveness of the proposed solution is demonstrated
within a flexible manufacturing case. Using predictive maintenance analytics, the
maintenance task can be performed in an efficient manner to avoid unnecessary
downtime, to keep low cost and to provide better management of the condition and
process of expensive manufacturing equipment and optimization of the whole pro-
duction chain. Regarding future work, we plan to do the implementation and evaluation
of the design platform including predictive models, with the described application case
and further use cases across industries as well as the development of optimal predictive
maintenance schedule plan considering complex systems of Industry 4.0.
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Abstract. Massive amounts of data produced by railway systems are
a valuable resource to enable Big Data analytics. Despite its richness,
several challenges arise when dealing with the deployment of a big data
architecture into a railway system. In this paper, we propose a four-layers
big data architecture with the goal of establishing a data management
policy to manage massive amounts of data produced by railway switch
points and perform analytical tasks efficiently. An implementation of the
architecture is given along with the realization of a Long Short-Term
Memory prediction model for detecting failures on the Italian Railway
Line of Milano - Monza - Chiasso.

Keywords: Railway data - Predictive maintenance - Big data
architecture

1 Introduction

In recent years, Big Data analytics has gained relevant interest from both indus-
tries and academia thanks to its possibilities to open up new shapes of data
analysis as well as its essential role in the decision-making processes of enter-
prises. Different studies [8], highlight the importance of big data, among other
sectors, for the railway industries. The insight offered by big data analytics covers
different areas of the railway industry, including and not limited to maintenance,
safety, operation, and customer satisfaction. In fact, according to the growing
demand for railway transportation, the analysis of the huge amount of data
produced by the railway world has a positive impact not only in the services
offered to the customers but also for the railway providers. Knowledge extracted
from raw data enables railway operators to optimize the maintenance costs and
enforce the safety and reliability of the railway infrastructure by the adoption of
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new analytical tools based on descriptive and predictive analysis. Maintenance
of railway lines encompasses different elements placed along the railway track,
including but not limited to signals and points. Our interest is mainly on predic-
tive maintenance tasks that aim to build a variety of models with the scope of
monitoring the health status of the points composing the line. Typical predicting
metrics of Remaining Useful Life (RUL) and Time To Failure (TTF) enable pre-
dictive maintenance by estimating healthy status of objects and replacing them
before failures occur. Despite unquestionable value of big data for the railway
companies, according to [3] big data analytics is not fully adopted by them, yet
due to different aspects mainly related with the lack of understanding on how
big data can be deployed into railway transportation systems and the lack of
efficient collection and analysis of massive amount of data. The goal of our work
is to design a big data architecture for enabling analytical tasks typical required
by the railway industry as well as enabling an effective data management policy
to allows end-users to manage huge amounts of data coming from railway lines
efficiently. As already mentioned, we considered predictive maintenance as the
main task of our architecture; hence to show the effectiveness of the proposed
architecture, we use real data collected from points placed over the Italian rail-
way line (Milano - Monza - Chiasso). The complexity of the considered system
poses different challenges for enabling efficient management of the huge amount
of data. The first challenge concerns the collection of the data given the hetero-
geneity of the data sources. Multiple railway points produce distinct log files,
which must be collected and processed efficiently. The second challenge is to
deal with the data itself. Data collected from the system must be stored as raw
data without any modification to preserve the original data in case of necessity
(e.g., in case of failures, further analyses require to analyze data at a higher level
of granularity). At the same time, collected data must be processed and trans-
formed to be useful for analysis thus, data must be pre-processed and aggregated
before fitting models for analytics. Finally, the data analysis performed by the
end-users requires analytical models to perform predictive or descriptive anal-
ysis; thus, the architecture should enable model creation as well as graphical
visualization of results.

The paper is organized as follows. Section 2 describes similar works that dis-
cuss the design of Big Data architectures for railways systems. Section 3 describes
the kinds of data produced by a railway system. Sections 4 and 5 describe, respec-
tively, the architectural design and its implementation. The Sect. 6 presents a
real case scenario in which failure prediction is performed on real data. Section 7
draws some conclusions.

2 Related Work

To the best of our knowledge, few solutions take into consideration challenges
arisen when deploying a big data architecture for railway systems. Most works
focus on theoretical frameworks where simulations produce results without
experimenting with real data. Moreover, researchers mainly focus on Machine
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Learning algorithms as well as analytical models, giving less importance to the
fundamental tasks related to data management, ingestion processing, and stor-
age. Close to our work in [9], authors propose a cloud-based big data architecture
for real-time analysis of data produced by on-board equipment of high-speed
trains. However, the proposed architecture presents scalability issues since it is
not possible to deploy large-scale computing clusters in high-speed trains; nei-
ther is it possible to deploy a fully cloud-based architecture due to bandwidth
limitation of trains which make infeasible transferring huge amount of data to
the cloud to perform real-time analysis. On the contrary, the scope of our work
is to define a scalable Big Data architecture for enabling analytical tasks using
railway data. For this reason and due to space limit, we have reported only work
related to the railway scenario.

3 Data Produced by a Railway Interlocking System

In our work, we take into consideration the data log files produced by a railway
interlocking system. A railway interlocking is a complex safety-critical system
that ensures the establishment of routes for trains through a railway yard [1]. The
computer-based interlocking system guarantees that no critical-safety condition
(i.e., a train circulate in a track occupied by another train) will arise during
the train circulation. Among other actions issued by the interlocking, before
the route is composed, it checks the state of each point along the line. The
interlocking system produces log files that store information about the command
issued to the point as well as data about its behavior. Commands are issued by
the interlocking through smart boards, which in turn control the physical point
on the line and collect data about their status. Once data are collected, they
are written into the data storage of the interlocking system as log files. These
log files can be both structured and semi-structured data and contain diverse
information about the behavior of the points upon the requests sent by the
interlocking system. Requests may vary according to the logic that must be
executed to set up a route (e.g., a switch point is moved from the normal to the
reverse position or vice versa) and this implies that the information contained in
log files may vary. A complete railway line is controlled by multiple interlocking
systems, which in turn produce different log files according to the points they
control. The analytical task which motivates the design of our architecture is the
prediction of failures. A failure may occur when a mechanical part of points has
a break. This kind of failure propagates negatively on the entire railway traffic;
therefore, its prediction is desirable. Moreover, instead of doing maintenance
when a failure occurs, it is also useful in particular, to estimate the RUL of
point in order to enable predictive maintenance by estimating if a points will
fail or not in a certain time-frame. Predicting failures of railway points requires
to take into consideration the log files produced by the interlocking whenever
a command is issued to a point. These log files are heterogeneous in type and
contain different information resumed as:
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Fig. 1. Graphical visualization of data sample collected from a switch point

. Timestamps respectively indicating the time recorded the logging server upon

submitting the command, and the timestamp recorded by the smartboard
when an action is performed.

Information about the smartboard that controls the point (channel number,
name of the smartboard, sampling frequency).

Information about the operation issued by the interlocking (type of move-
ment, total number of movements, number of current movement in a single
day).

A set of raw data representing values of Voltage and Power supplied to the
point to operate.

Data 3 and 4 are considered to train and evaluate the proposed model to

estimate the health status of the points, thus to estimate its RUL (see Sect.5).
As an example, we report a sample collected from a railway switch point (Fig. 1).
These samples contain three types of information:

1.

4

ReferenceCurve: is a sample curve representing the behavior of the point
upon the command issued by the interlocking. This curve is used to derive
the following ones;

. PreAlarmSample: is a pre-threshold curve, computed by adding to the

ReferenceCurve an intermediate threshold value;
AlarmSample: is the alarm curve computed as the previous one by adding
an alarm threshold value.

System Architecture

The Big Data architecture presented in this section covers all the fundamental
stages of a big data pipeline [4] of:
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Fig. 2. Architecture for railway big data management

1. Data acquisition by implementing ingestion tasks for collecting data from
external sources.

2. Information extraction and retrieval by processing ingested data and storing
them in a raw format.

3. Data integration, aggregation, and representation by data table view as well
as data aggregation functionalities to produce new data for analytics.

4. Modeling and analysis by providing a set of functionalities to build models
to perform predictive analytics.

5. Interpretation of results by graphical visualization of data.

The architecture presented in Fig. 2 includes the following layers:

Storage layer is the layer responsible for implementing the data storage. It
contains the storage platform to provide a distributed and fault-tolerant filesys-
tem. In particular, this layer, should store data in their raw form. Therefore
datasets for analytic models will be originated from the upper layers.

Processing layer provides all tasks for data manipulation/transformation
useful for the analytical layer. In particular, this layer presents a structured view
of the data of the Storage layer, allowing the creation of datasets by transforming
raw data coming from the Storage layer. The structured view of data is imple-
mented through table views of the raw data. The transformation of original data
is performed through aggregation functions provided by this layer.

Service layer contains all components to provide analytics as a service to
the end-users. This layer interacts with the processing layer in order to access
data stored on the platform, manipulate and transform data to fit analytical
models. In addition, it provides: 1) Data visualization functionalities for graph-
ical displaying data 2) Models creation to perform analytical tasks.

Ingestion layer This layer implements all the tasks for the ingestion of data
from external sources. It is based on ingestion tools, which enable the definition
of dataflows. A dataflow consists of a variable number of processes that transform
data by the creation of flow files that are moved from one processor to another
through process relations. A relation is a connection between two processors to
define data flow policies among data flow processes.
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Our architecture is an implementation of the concept of a datalake [2]. To
avoid situations in which data stored in the platform become not usable due to
multiple challenges related to their complexity, size, variety, and lack of meta-
data, we adopt a mechanism of URI' abstraction to simplify data access, thus
establishing a data governance policy. As an example, at the storage layer, the
URI of a resource is simply its absolute path. In order, to avoid the definition
of multiples URISs for each resource (since they can be used by multiple compo-
nents at different architectural layer), we define a URI abstraction mechanism
to simplify the access to resources since they are stored in a distributed manner
(where keeping track of the physical location of a resources could be tricky).
Therefore the Real URI refers to a resource stored on the distributed filesystem
abstracting its physical location. A RealURI is bound to a single VirtualURI,
which is in charge of abstracting the details of paths adopted by a particular
implementation of a distributed filesystems. A PresentationURI is an optional
URI created whenever a component of the Processing layer or Service layer uses
a resource stored on the filesystem. As an example, the URI abstractions defined
for a single resource are reported in Table 1. Each resource is identified by 1)
a smartboard id, 2) a channel number that controls a specific point, 3) a point
number which identifies the object on the line. These metadata are extracted
from the data described in Sect.3. through the tasks provided by the Inges-
tion layer described in the next section. In addition, the VirtualURI refers to
the resource at a platform level, while the PresentationURI represents a HIVE
table view of the data created by the processing layer (see Sect.5). We stress
the fact that while resources can be assigned to an unbounded number of Pre-
sentationURI, depending on the type of components that consume the data, the
VirtualURI is mandatory and it refers to a single RealURL

Table 1. URI abstractions for storage resources

URI type URI View level
RealURI hdfs://data_path/smart_board number/channel/point_number Filesystem
VirtualURI adc://data_path/smart_board number/channel/point_number Platform
PresentationURI | adc:hive://data_path/smart_board number/channel/point_number | Analytics

5 Architecture Implementation

The architecture has been implemented mainly using components of the Hadoop?
stack. Hadoop is a framework that allows for the distributed processing of
large data sets across clusters of computers using simple commodity-hardware.
Hadoop provides different components to implement a complete big data archi-
tecture. In particular, for this work, we considered:

! An Uniform Resource Identifier (URI) is a sequence of characters that uniquely
identify resources on a system.
2 http://hadoop.apache.org/.


http://hadoop.apache.org/

An Architecture for Predictive Maintenance of Railway Points 35

smart_board_number_poin_umber /

e
HDFS - storage layer
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Fig. 4. Class diagram of the dataset builder module

Storage layer, which has been implemented using the Hadoop Filesystem
named HDFS. HDF'S is a fault-tolerant distributed filesystem that runs on clus-
ter providing fault-tolerance and high availability of the data. HDFS stores raw
data as ingested by the Ingestion layer, as represented in Fig.3. In particular,
the Ingestion layer performs extraction of data and metadata and aggregate data
into a specific folder stored on HDFS representing data for a particular point.
Data representing point behavior (see Sect. 3) are stored in their original format
as XML files. Therefore these data must be processed and transformed to create
new datasets. This task is performed by the processing layer.

Processing layer Before data can be employed into analysis must be trans-
formed to fulfill the requirements of analytical models. The processing layer
implements all the tasks required to build datasets from raw data. This layer
has been implemented through the specification of two components. The first
component has the scope of processing raw XML files by extracting relevant fea-
tures and aggregating them into CSV files, thus producing new datasets. Results
are written back to the HDFS in the folder of the original data provenance. This
mechanism allows enriching the data available, producing aggregation of raw
data as well as providing features extraction functionalities to extract/aggregate
features to be used by analytical models.
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Fig. 5. Example of a NiFi dataflow pipeline which implement an ingestion task from
a local filesystem

To fulfill this task, a dataset builder processes raw data and extracts relevant
features (classes are reported in Fig. 4). This module extracts features provided
as input and aggregates them into CSV files using an aggregation function (min,
max, avg). Results are written back to the HDFS utilizing the HDFS context to
get the original data path.

In addition, to enable an analysis of aggregated data, these files are imported
into HIVE tables. HIVE is a data warehousing tool provided by the Hadoop
stack, which includes a SQL-like language (HIVEQL) to query data. To import
data into HIVE tables, we define a general schema to match the structure of data
points. The table schema for representing data points is read from the aggregated
CSV created by the dataset builder. A general table schema representing data
for a generic point is structured as:

smart_board_number_point_number (RecordSampleTime DATE,
MovTime FLOAT, current_mA FLOAT, voltage_V FLOAT)

The designed HIVE tables store aggregated data containing the extracted
features obtained from raw data. Results of aggregation extract four features
respectively representing: 1) a timestamp in which sample was collected, 2) the
estimated time to complete the operation, 3) the average current expressed in
mA issued by the point 4) the average voltage V. Features 2, 3 and 4 are obtained
by the aggregation of single measurements contained in the original data.

Service layer acts as a presentation layer. It implements all the tasks needed
to build models for analytics as well as graphical visualize data. These tasks are
fulfilled by Jupyter notebooks. Notebooks are designed to support the workflow
of scientific computing, from interactive exploration to publishing a detailed
record of computation. The code in a notebook is organized into cells, chunks
which can be individually modified and run. The output from each cell appears
directly below it and is stored as part of the document [5]. In addition, a variety of
languages supported by notebooks allows integrating different open-source tools
for data analysis like Numpy, Pandas, and Matplot [7]. These tools allow to parse
data in a structured format and to perform data manipulation and visualization
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by built-in libraries. In addition, the data structure adopted by Pandas, named,
DataFrame, is widely adopted as input format by a variety of analytical models
offered via machine learning libraries like scikit-learn and SciPy.

Ingestion layer has been realized through Apache NiFi, a dataflow system
based on the concepts of flow-based programming. Dataflows specify a path
that describes how data are extracted from the external sources and stored on
the platform. An example of DataFlow, which combines data coming from an
external filesystem, is provided in Fig. 5. The flow files created by the dataflow
are then written to the HDFS. In the reported example, the files read from
a local filesystem are unpacked and then written into a specific folder on the
HDFS. This folder is created by extracting meaningful information necessary to
identify the smartboard where the data comes from as well as the point which
produced that data.

The proposed architecture has been employed for the collection and process-
ing of data of the railway line Milano-Monza-Chiasso. This line is composed
of 72 points forming the railway track, which are managed by multiple smart
boards that collect data. In particular, data are collected from 7 points which
produces roughly 32 GB/month. Data produced by the system contains infor-
mation about points status and type of commands issued by the interlocking
to move points. The definition of a data management policy allows to collects,
govern, and controls raw data as well as enabling data analysis for end-users.
The proposed platform has been deployed in a test environment using a con-
tainerization technology Fig. 6.
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. \
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WebService
o
e Yarn web UL

Fig. 6. Architecture deployment using containers.

We adopted two separate containers, which respectively implement the data
storage & processing layers plus the ingestion layer in a separate environment.
These containers communicate over a virtual network, which allows exchanging
data in an isolated environment exposing web services to access the platforms
and perform tasks. This deployment enables scalability of the architecture by
moving containers on a cluster. Cloudera pre-built image has been adopted as a
container implementing the Hadoop stack, while a separate container based on
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Apache NiFi has been proposed to perform the ingestion tasks. A docker image
containing the proposed platform is made available for further testing®.

6 Example of Failure Detection Using LSTM

As an example to show the effectiveness of the proposed architecture, we report
the creation of a Long Short- Term Memory (LSTM) model for failure detection
of a specific railway point along the railway line Milano-Monza-Chiasso. LSTM
models are a special kind of Recurrent Neural Networks (RNN) widely employed
by both Academia and Industries for failure prediction [6]. A key aspect of RNN
is their ability to store information or cell state for use later to make new pre-
dictions. Therefore these aspects make them particularly suitable for analysis of
temporal data like analysis of sensor readings for detecting anomalies. For the
considered scenario, we use sensor reading collected from a specific switch point
positioned along the line. Data originated from the point includes measurements
of power supplied to the object, voltage, and time of movement (to move from
a normal to a reversal position or vice-versa) of types described in Sect.3 and
reported in Fig.2. Once data are ingested, we use components composing the
Processing Layer to produce useful datasets for anomalies detection using the
techniques described in the previous sections. Results of the aggregation pro-
cess produce a dataset consisting of 2443 samples, which are used as input for
training the model. The evaluation part is performed using reference data, which
represents threshold values above which failures occur (89 samples). Examples
of features used for training the model are reported in Fig.7, 8, 9.
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Fig. 7. Extracted feature used Fig. 8. Extracted feature Fig.9. Extracted feature
as model input, representing representing time of move- representing emitted volt-
power supplied to a point ment in seconds age

The autoencoder model used to make predictions learns a compressed repre-
sentation of the input data and then learns to reconstruct them again. The idea
is training the model on data not containing anomalies; therefore, the model
will likely to be able to reconstruct healthy samples. We expect that until the
model predicts healthy samples, its reconstruction error (representing the dis-
tance between the input and the reconstructed sample) is low. Whenever the
model processes data outside the norm as the ones represented by the reference

3 docker pull julio92sg/data:cloudera-hadoop-nifi.
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data, which consist of threshold values, we expect an increase in the recon-
struction error as the model was not trained to reconstruct these kinds of data.
Therefore, we use the reconstruction error as an indicator for anomaly detec-
tion. Figure 10 reports anomalies detected by trying to predict reference values.
In particular, we will see an increase of the reconstruction error on those val-
ues which are greater than a threshold of 0.25. This threshold was obtained by
computing the error loss on the training set. Therefore, we identified this value
suitable for the point considered as a case study, but it varies according to the
particular behavior of the object. For example, considering two objects having
the same characteristics (e.g., switch points) placed in different railway network
topologies, may have different behaviors; therefore, they must be analyzed using
different prediction models.
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Fig. 10. Anomalies detection on a railway switch point of railway line Milano-Monza-
Chiasso.

7 Conclusion

This paper proposes a novel architecture for big data management and analysis
of railway data. Despite big data attract railways industries, many challenges
have to be faced to enable effective big data analysis of railway data. This work
proposes a four-layer architecture for enabling data analytics of railway points.
Each layer is loosely coupled with others; therefore, it enables the integration
of diverse data processing components intra-layers and inter-layers. To show the
effectiveness of the proposed architecture, we reported the analysis of a railway
switch points using predictive models for detecting failures. Nevertheless, instead
of being task-oriented, the proposed architecture integrates different data pro-
cessing tools to perform diverse analytical tasks as real-time data analysis. A
data governance policy has been defined to deal with the variety and the com-
plexity of railway data making them easily manageable at different granularity
levels. A containerized deployment has been proposed to scale the architecture
on a cluster, increasing up its scalability, thus enabling parallel data processing.
Our architecture can also be extended according to the nature of the task to
perform. In fact, it allows practitioners to extend architectural components to
fulfil different tasks not limited to failure prediction. Moreover, in this work, we
did not consider any real-time scenario in which data must be analyzed using
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streaming techniques, but the architecture flexibility also allows to deal with
such cases. As future work, the analytical layer will be extended, proposing a
comparison of different classes of predictive algorithms to measure their accuracy
in diverse predictive maintenance tasks of a railway system. Moreover, we aim to
extend the scope of the architecture by monitoring other kinds of infrastructures,
including but not limited to power grids and highways intelligent systems.
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Abstract. The core problem of the application of MES (Manufacturing Exe-
cution System) in intelligent manufacturing systems is integration, which solves
the problem of the data interoperation between the distributed manufacturing
systems. The previous researches on MES integration rarely considered the
problem of system data security access. A three-level data security access
mechanism based on the independence of the system administrators, security
administrators, and security auditors is proposed which integrated into the MES
integration framework to guarantee the business and engineering data security
access for the related distributed clients. The principle is using the domain to
make the logical isolation for different clients and data sources and applying the
pre-defined data sharing rules for safe access. In the proposed MES integration
framework model, the data interoperation between MES and the engineering
software systems is discussed which includes ERP (Enterprise Resource Man-
agement), CAPP (Computer Aided Process Planning), DNC (Distribution
Numerical Control), WMS (Warehouse Management System), and SCADA
(Supervisory Control and Data Acquisition), etc., the implementation method of
personalized data display GUI is discussed as well. The study is based on the
KMMES developed by Wuhan KM-Software of China, and it has been
deployed in over forty companies from the sections of aerospace, automotive,
shipbuilding and other industries.

Keywords: MES - Integration - Interoperability + Data security access -
Intelligent manufacturing

1 Introduction

The application of Industry 4.0 technology can help to establish smart factories and
virtual production systems in optimized and competitive features. Along with the latest
technologies development, the existing mass batch manufacturing mode will be
changed to large-scale personalized production mode but is affordable. It means that the
production mode innovation will change the market competition manner, i.e., from
price competition to comprehensive quality competition. MES is one of the indis-
pensable systems for building an industrial software layer of such smart factories and
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the virtual production systems. It plays a bridge role between ERP, DNC and the other
systems in the entire manufacturing system.

According to the Industry 4.0 technology, an intelligent manufacturing system to a
five layers architecture can be inferred as below, i.e., the underlying is automation
equipment layer; the second is the information physical system layer; the third is the
industrial software layer; the fourth is the enterprise operations and management layers,
and the top layer is the enterprise management optimization layer. In the architecture,
the MES belongs to the third layer, i.e., the industrial software layer. By integrating
with ERP to obtain product design models, manufacturing processes and production
planning information, it can provide the necessary data for DNC, WMS, SCADA, and
the other related systems in the workshop. It means that the operating efficiency and
performance of the automated production system will be greatly affected if the inte-
gration of MES and related systems cannot be solved properly. Therefore, MES
integration problems can be transformed into data interoperability management
between MES and related business systems.

The current research on MES mainly focused on the following aspects: (1) MES
and manufacturing system hardware integration [1, 2, 9-11], aimed to solve the
problem of MES management of workshop manufacturing resources; (2) MES industry
applications and related software system integration [3, 4, 8], such as the integration of
MES and ERP; (3) with the development of intelligent manufacturing technology, the
status, functions and integration platforms of MES in intelligent manufacturing systems
issues have gradually become research hotspots [6, 7, 9—12], including vertical inte-
gration of manufacturing assets (i.e., supporting virtual production line evaluation by
simulation) and horizontal integration (i.e., cloud manufacturing); (4) the standards and
specifications to support MES integration [13, 14]. Therefore, in a broad sense, in-
depth research on MES integration objects and integration scope of data interoper-
ability is still lacking or insufficient, especially in the researches on how to incorporate
data access security issues in the MES integration architecture.

Therefore, the research objectives/questions are: how to establish a more com-
prehensive MES data interoperability object model, incorporate the distributed data
security access mechanism with the MES integration architecture, and then apply the
solution in discrete manufacturing sector.

2 The Related Work

According to ISO/IEC 2382-01, the definition of data interoperability in the basic
terminology of information technology is as follows: to require users to have little or no
knowledge of the unique characteristics of these functional units, establish communi-
cation mechanisms in each functional unit and execute the ability to program or transfer
data. The related work on MES interoperability mainly normally includes MES inte-
gration specification and MES integration development. The following are briefly
discussed.
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2.1 Specifications for MES Integration

In supporting MES integration and data interoperability, the popular specifications and
standards are ISA-95 and the SPL (Process Specification Language) proposed by the
American NIST, and the integration specifications proposed by MES developers for
some specific applications. ISA-95 (IEC/ISO 62246 standard) defines a comprehensive
set of functional models, which can reflect the organizational functional architecture of
an enterprise and can be extended to meet the needs of different integrations [13]. In
terms of manufacturing processes, to solve the problem of interoperability of process
information, the United States NIST proposed a PSL (Process Specification Language)
specification [14]. In terms of MES modeling technology, Witsch [5] developed a
novel MES modeling language (MES-ML), which integrates all important and nec-
essary functional views of the MES system; the users can build the interdependence
between functional views by MES-ML and then help to create a universal MES system
framework model. Thereby it can improve the standardization of the MES software
development process.

Aiming at the application integration problem based on the KMPDM platform, our
research team developed the user-specific interoperable data display modeling tool
based on the KM-software products, i.e., KMPDM/KMCAPP/KMCAD, by expanding
the SPL specification [15]. Ultimately, it realized the data integration via XML-based
description language.

Based on the above review, the author believes that B2MML (ISA-95) is suitable to
describe the information of the production information of MES; PSL can be used for
the description of the manufacturing process information, and the user-customized
interoperable data display modeling tools we developed in the past can be used for the
final MES interoperable data display.

2.2 MES Integration and Development

Earlier, Choi [1] analyzed the MES (Manufacturing Execution System) architecture
and explored how to integrate with the FMS (Flexible Manufacturing System) pro-
duction line in an ERP (Enterprise Planning System) environment, similar to the
current MES and Manufacturing system integration issues, in which a two-layer MES
architecture was proposed. To further solve the hardware integration problem of the
distributed manufacturing systems, Garetti [2] used an integration method based on
Ontology and Web services technology to propose a new type of automated manu-
facturing system control architecture solution, which allowed the control system to be
easily implemented, including configuration, update, and extending. This integrated
method provided a completely open environment for the operation and control of the
manufacturing assets and could easily and quickly troubleshoot the manufacturing
system of a new factory.

MES is also applied in continued manufacturing sections, e.g., iron and steel
industry. For example, Li [3] proposed a three-tier automation system integration
scheme based on BPS (Business Planning System)/MES/PCS (Process Control System).
The comprehensive functions of this MES were analyzed in detail and were applied in
Shanghai Iron and Steel Company. In terms of PLM and MES integration, due to the
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large differences in the integrated data format, source, scale, etc., Anis [4] proposed to
integrate a product design, manufacturing system hardware data, and real-time data
generated in the production process to design an intermediary system that resolves
syntactic and semantic conflicts. In the integration of various functions within the MES,
Jeon [8] introduced a design method of advanced MES (i.e., intelligent MES), by
establishing a collaboration mechanism of MES internal functions. It supported the
functions improvement and auxiliary management decision-making capability of the
MES in data collection and analysis. Anyway, it only analyzed its feasibility by sim-
ulation based on the established TO-BE scenario model and AS-IS model.

With the development of Industry 4.0 technology, the status, role and integration
methods of MES in intelligent manufacturing systems have also become research
hotspots. For example, Novak [6] believes that intelligent manufacturing systems can
use a five-layer pyramid to describe an automated system structure. To support
dynamic production scheduling, provide the flexibility of intelligent manufacturing
systems, and reduce response time, it presented a way to integrate a production
planning and scheduling module within MES. However, the levels and integration
methods of software such as DNC/CAPP are not concerned. Cai [7] aimed at the
integration of the distributed manufacturing services in virtual factories, and adopted
the ontology and constraint-based distributed manufacturing service modeling methods
to develop a prototype of the semantic Web system of ManuHub (i.e., Manufacturing
Center), which provides a friendly graphical user interface to search for the required
services and get the semantic annotations for the manufacturing assets services.
Ghielmini [9] and Mourtzis [10] believes that the existing ICT solutions have low
interoperability in supporting the distributed manufacturing assets integration for small
and medium enterprises. Therefore, they proposed a virtual factory framework (VFF) to
solve this problem, including semantic shared data models, virtual factory managers
(VEM), and so on. Mourtzis [11] proposed an integrated quality monitoring method to
support cloud manufacturing in virtual factories. larovyi [12] proposed an open,
knowledge-driven MES architecture by adopting the base-of-breed method, which can
effectively support MES to intelligently expand functions and performance, improve
MES application quality, and reduce configuration costs and system downtime.

In summary, according to the aforementioned review, in-depth research on MES
integration objects and integration scope of data interoperability is still lacking. In
particular, research on how to incorporate the data access security mechanism in MES
is also inadequate. Therefore, our research should focus on how to establish a com-
prehensive MES data interoperability object model, introduce the data security access
module with MES data interoperability, and ultimately establish a feasible MES
integration framework for discrete manufacturing.

3 Methodology

By comprehensively analyzing the strengths and weaknesses of the existing MES
integration and its development technologies, the author believes that starting from
analyzing the input and output of MES interoperable objects to establish the MES data
interoperable object model is feasible and reasonable.
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Fig. 1. Proposed modeling methodology

Then to integrate data access security measures with MES data, it can be used to
establish an MES integration framework that is more suitable for the actual application
requirements of discrete manufacturing (such as machining workshops) and develop
applications verification by referring to the principal of the domain-based security
mechanism of the operating system. The concept of domain here can be defined
according to the user’s department, role, etc., and the business domain of MES user can
be distinguished as well as the corresponding authority. Therefore, the domain is a key
concept in MES data interoperability security management. It takes the method of pre-
defining the access rights of personnel at different levels and roles in the virtual
manufacturing system. The applied methodology is illustrated in Fig. 1.

When establishing the MES interoperability object model, it is necessary to fully
investigate the data interoperation types, input and output information, and processes of
MES and ERP, CAPP, DNC, WMS, SCADA systems; and then to use the principle of
operating system domain security mechanisms to establish a hierarchical architecture of
users secure access to the domain data. Furthermore, using the ISA-95/extended PSL
specification (application of B2ZMML to describe production information and extended
PSL to describe process information) and the user-oriented personalized data inter-
operable access interface definition tool, a complete MES integration framework for the
data interoperability can be established.

4 Proposed Integration Architecture

According to the above section, the exploration of interoperation data object modeling,
the discussion of the data interoperable secure access modules based on domain
security mechanisms, and the exploration of user-oriented data interoperable person-
alized interface development methods will be carried out successively as the following.

4.1 Data Interoperation Object Modeling

According to the investigation result of data interoperation type, input and output of
MES and ERP, CAPP, DNC, WMS, SCADA systems, the MES data interoperation
object model are established as Fig. 2.
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Fig. 2. MES integration object model

Among them, the main input and output information is as follows. (1) MES is
responsible for receiving planning instruction information issued from the upstream
ERP (Enterprise Resource Planning) system, i.e., how many products are completed at
what time; products information is also sent to MES, i.e., what the products needed to
manufacturing, including products function specification, size, material, etc. (2) MES
feeds back the relevant information about the production and the progress of compo-
nent manufacturing process execution to ERP. (3) The CAPP system sends the prod-
ucts manufacturing methods, processes, and the required types of manufacturing assets
(such as machine tools and equipment, etc.) to the MES, i.e., how the products are
processed, the processing steps and their operations and the required processes
equipment (e.g., tools, fixtures, gauges, and accessories, etc.). (4) MES will feedback
on the execution status of the parts processing to CAPP so that the process planners can
refer to the execution information of the process task when they design new manu-
facturing processes or execute processes change design. (5) The MES sends the CNC
machining instructions in the CAM to the DNC system according to the production
plan, and then the DNC system downloads the cutting program to the CNC machine.
(6) DNC needs to feedback the equipment information to the MES (information of the
parts being processed by the machine tool, processing status, processing start time and
estimated end time). (7) The MES sends the materials and quantity information of the
currently processed parts to the WMS. After the processing is completed, it is stored in
the warehouse and the completed part information is entered into WMS/ERP. (8) MES
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interacts with SCADA. On the one hand, when the MES is scheduled for production, it
is necessary to obtain the status of manufacturing assets from SCADA (whether the
equipment is normal, whether the operators are on the job, whether the inventory is
sufficient, etc.), and pass the processing parameters to the processing equipment and
testing equipment; on the other hand, MES sends statistical analysis data of workshop
equipment to the SACADA and then the management staff can access the information

by graphical viewing tools.

4.2 Domain-Based Data Access Security

The application of MES in the distributed manufacturing mode needs to provide a secure
access mechanism to the data of all parties to meet the privacy protection requirements
of the group’s distributed applications. In this designed security mechanism, the system
can use the “domain” to identify the organization’s access scope to the individual data,
and users belonging to the current organization are allowed to access the current domain
data. If domain users need to access data in other domains, it needs to grant the users
who need cross-domain access through the system administrator to realize.
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Fig. 3. Domain-based data security policy definition process

Domain

Usually, there is only one “primary domain” in the system, and the system
administrator has the administrative rights of the primary domain. The domains that the
system administrator creates later are all subdomains, and users in the subdomains can
only access data in their private domains. The system administrator can access the data
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of all sub-domains as required. The domain-based data security policy definition
process is shown in above Fig. 3.

Main Domain and System Administrator. After logging in to the main domain, the
system administrator can perform domain-related operations and manage subdomains
and related activities. These include:

(1) Add, modify, and delete the subdomains, i.e., creating subdomain, naming
administrator of the subdomain.

(2) Browse and management subdomain. However, under normal circumstances, the
primary domain administrator should not directly manipulate the subdomain data,
but only manage the subdomain and its organization, and the subdomain
administrator and users manage the corresponding data.

(3) Check and manage the logged-in users of the MES, and intervene in the man-
agement of operations that do not meet the private data access management
requirements.

(4) Modify the configuration and metadata definitions belonging to the main domain.

Only the system administrator of the primary domain is a superuser. The other
organizational users’ data access authority in the primary domains are the same as users
in the subdomains. Usually, they can only log in to the domain to which they belong.

The data in a specific subdomain can be manually specified by the system admin-
istrator, and users in other domains can access them through the pre-defined processes
and tasks. This mechanism is also called a data sharing policy, which can support work
collaboration between multiple domains.

Role and Authority Management. Role is a concept that is independent of users and
refers to the role played in the organization of the corresponding responsibilities.
Therefore, users in an organization can have multiple roles, but a role may also be the
attribute of multiple users. However, only when the role is specifically associated with
the user can the permissions of the “user + role” in a specific domain be determined,
and the domain should be specified when the permissions are defined.

Domain and its data access permission rules should be created according to the
domain in which they are created, that is, all permission rules have a clear domain. Data
access permissions and function usage permissions created by the system are displayed
in the graphical interface according to the domain. Cross-domain permissions are
physically isolated and cannot be displayed directly in the subdomain. Instead, they
need to be accessed through the management function of the main domain.

The system authority management adopts three layers of management: system
administrator, security administrator, and security log auditor. The system adminis-
trator, security administrator, and security log auditor are three independent roles with
different responsibilities, namely: the system administrator is responsible for creating
and defining the domain organization structure and associated the roles with the per-
sonnel, of which the primary domain administrator is only responsible for the sub-
domain management, and normally the subdomain administrator is responsible for the
management of the subdomain’s organizational structure. The system security
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Fig. 4. User-oriented integration hierarchy model for MES data interoperability

administrator defines data access rights and management functions for users in the
domain according to data access requirements; the security log auditor is responsible
for the security issued to the system abnormal log management, tracking rectification,
and ensuring the data access security for the entire distributed collaborative work
environment (Fig. 4).
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The data access rights management adopts a hierarchical strategy, which supports
the definition and management of data object operation rights, software function use
rights, extended function rights, position roles, discarded object operation rights, and
attribute authorization interfaces. The information about level-level rights management
is stored according to the tree structure, and the tree nodes are displayed according to
the domain in which they are located, achieving hierarchical management and control.

User-Oriented MES Data Interoperability Integration Framework. First, the
foundation (bottom layer) of the integration framework is the security layer. As
mentioned above, the security mechanism uses a domain-based three-layer security
management mechanism, that is, a system administrator, a security administrator, and a
security log auditor. Data access requests are initiated by users in the domain. Through
the top-level data interoperability integration framework interoperability layer, a three-
layer secure data access mechanism and DBMS are used to obtain data from ERP,
PDM, CAD/CAPP/CAX, and other related systems; then through the personalized
interface implementation layer development tool can establish the data display models
required by users and provide them with multi-dimensional MES data display services.

The second layer is the MES data interoperability layer. In our earlier development
of the KMMES system, the interoperation mode of MES and systems such as PDM,
ERP, WMS, DNC, SCADA mainly adopted the three modes: rule-based file sharing,
rule-based database sharing, and web service-based data shared. The interoperation
framework is logically isolated through the work domain. The data access scope of
users in the domain and the data sharing strategy of the MES (intra-domain sharing or
cross-domain sharing) are predefined. Among them, the MES data access types are
general business data, relevant data created along with the workflow execution, and
data affected by data associations. These data can be grouped into three categories,
namely production data, quality assurance data, and distributed manufacturing assets
data (machine tools, equipment, robots, operators, etc.).

The top level of the integration framework is the personalized interoperation data
display deployment layer. This layer consists of three parts, namely: integrated spec-
ifications and integrated development tools, personalized data display GUI modeling
tools, personalized GUI model management tools. The integration specification and
integrated development tools provide extended PSL language and B2MML language,
describe the data obtained from the interaction layer, and display the data after parsing
by the software tools. In the toolkit, a GUI graphical definition dynamic link library is
also developed by Visual C++ which supports the encapsulation for the common
controls, so that users can easily define the personalized GUI by drag and drop,
including text boxes, dialog boxes, buttons, etc. The personalized data display GUI
modeling tool supports logic modeling, GUI interface layout design, and GUI control
and data association definition. The model management tool provides personalized
GUI model creation, modification, deletion, and other operations.

After defining the personalized data display GUI through the deployment tool of the
implementation layer, users can browse the predefined data through the MES GUIL. If
the corresponding permissions are defined, the required data can also be edited and
deleted.
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5 Conclusion and Future Work

MES, which focuses on the integrated management of distributed manufacturing
resources, is facing how to integrate these resources and how to perform data inter-
operation with related software systems. The research starts with the establishment of
an MES data interoperability object model and discusses the types of data interoper-
ability, input and output information, and processes of MES and ERP, CAPP, DNC,
WMS, and SCADA systems; proposes a three-level data security access mechanism by
the system administrators, security management and security log auditors, which not
only supports data security access for users in the domain but also provides cross-
domain data sharing rule definitions to support distributed business collaboration. The
integrated framework modeling method was applied in KMMES developed by Wuhan
KM-Soft Co., and more than 40 sets were deployed in aerospace, automotive, ship-
building and other sections.

To better support the virtual factory application system, next, we will continue to
research on how MES integrates virtual factory horizontal and vertical integration
technology, optimize the production plans of the distributed MES, and improve the
management level of virtual manufacturing assets.
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Abstract. The technological foundation of smart manufacturing con-
sists of cyber-physical systems and the Internet-of-Things (IoT). Despite
smart manufacturing has become a key paradigm to promote the inte-
gration of manufacturing processes using digital technologies, the manu-
facturing processes themselves are designed by human experts in a tradi-
tional way and have limited ability to adapt their behavior to exceptional
circumstances. We leverage the fact that each IoT device in a smart fac-
tory can be coupled with a digital twin — that is, a software artefact that
faithfully represents the physical system using real-time sensor data — to
envision a software architecture to support adaptation of the manufac-
turing process when divergence from reference practices occur.

Keywords: Smart manufacturing * Digital Twins - Internet-of-Things

1 Introduction

Production processes are nowadays fragmented across different companies and
organized in global multi-tier supply chains. This is the result of a first wave of
globalization, fueled by the diffusion of Internet-based Information and Commu-
nication Technologies in the early years 2000. The recent wave of new Industry
4.0 technologies is further multiplying opportunities, with a wide range of ser-
vices offered by small and medium-sized suppliers and automated production
plants routinely employing thousands of devices from hundreds of vendors.

In such a dynamic context, smart manufacturing has become a key paradigm,
using digital technologies to promote the integration of product design processes,
manufacturing processes, and general collaborative business processes across fac-
tories and enterprises. Smart factories consist of a multi-layered integration of the
information related to various activities along the factory and related resources.
However, processes still generally reflect established work practices and have lim-
ited ability to properly adapt their behavior to exceptional circumstances where
variations or divergence from reference practices occur.
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Ezxample 1. Consider a cardboard manufacturing scenario where two types of
die cutters are available, dubbed type 1 and type 2, with different digital com-
munication interfaces, potentially adopting a different language and vocabulary,
and employed in two separate production processes. Suppose that a customer
makes a new order for type 1 while type 1 die cutters are busy processing a
former order. The cardboard manufacturer can either wait until type 1 become
idle again and possibly miss its production goal or re-configure a type 2 die
cutter (if available) to serve as a substitute. Such interoperability is a critical
goal for the cardboard manufacturer to avoid interruptions in the production
process, but traditional manual mapping and configuration practices take time
and anticipating all possible scenarios at design-time is often infeasible.

In smart factories, physical devices typically have a faithful representation
in the digital world, usually referred to as digital twins. A Digital Twin (DT)
exposes a set of services allowing to execute certain operations and produce data
describing its activity. DTs are typically used to query or manipulate the state
of the shop floor and the availability of DT data can have a huge impact on
the design of manufacturing processes. We can imagine shop floor data stored in
a factory data space together with other information, e.g., data available from
the company’s employment and production history, business data and worker
preferences. Such information in the data space can be used to allow agility of the
manufacturing process and even automatic composition of the intermediate steps
for achieving a production goal, for instance by suggesting a specific mapping
for automatic configuration of the type 2 die cutter in the example above.

Our final aim is to support agile recovery of smart manufacturing processes
at run-time when unanticipated events in the industrial practices occur. Our
goal is to automatically detect variations with respect to reference practices and
trigger the exploration of the factory data space to discover the needed services
and data, thus requiring no specification of policies at design-time to handle all
possible events. It is worth mentioning that the EFFRA association identifies
“agile value networks” as one of the five key priorities for the Future of Factories
to deliver innovative products with a high degree of personalization.

Our Contribution. In this paper we discuss available technologies that can be
used to achieve our final goal and describe how a user can leverage the adaptive
architecture for smart manufacturing described in [4]. The considered architec-
ture captures indeed analogies between DTs and traditional software services
(accessible for instance through Web technologies) and enables automatic inte-
gration and composition of DTs through data available in the data space.

2 Background and Related Work

Authors in [12] provide an overview of Industry 4.0 features in multiple reference
architectures and develops a maturity model for I'T architectures for data-driven
manufacturing. The group around Reference Architecture Model Industry 4.0 —
RAMI — developed a detailed conceptual architecture and a first implementation
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of the digital twin, the open Asset Administrative Shell. RAMI still does not
pursue a seamless integrated approach, which starting from processes arrives to
data nor supports in-process dynamic orchestration of services and data. Authors
in [3] provide a methodological and technological support to agile supply chains
in the Industry 4.0 context. To this end, it sets forth an architectural framework
that leverages RAMI 4.0 and addresses the methodological issue of making RAMI
4.0 capable of enabling agility in supply chains. In this paper, Business Process
Management (BPM) is proposed as a mean to coordinate all the different actors
of a digital factory, but no exploration policies of the data available in the factory
data space are considered.

Digital Twins. Although the concept of DT dates back to 2002 [6], DTs gained
popularity among researchers and practitioners only recently, with the spread
of IoT technologies. Authors in [1] introduce a DT reference model for a cloud-
based cyber-physical system (such as a smart city) based on a smart interaction
controller using a Bayesian belief network. They provide a context-based control
decision scheme that uses Bayesian networks and fuzzy logic based rules to select
any of these system modes for inter-system interactions. Authors in [13] intro-
duce a novel architecture for large-scale DT platforms including a distributed DT
cooperation framework, flexible data-centric communication middleware, and the
platform-based DT application to develop a reliable advanced driver assistance
system. Finally, the work of [11] provides a conceptual model and specific oper-
ation mechanisms for a DT shop-floor, that is, a basic unit of manufacturing,
where data from both physical and virtual sides as well as the fused data are pro-
vided to drive all the steps of the production process. For sake of completeness,
we also mention the concepts of Digital Shadow (DS) and Digital Model (DM).
While in DT's the state of the physical object can affect the state of the digital
object and vice-versa, (i) in DSs only the state of the physical object can affect
the state of the digital object, and (ii) in DMs the state of the digital object is
computed via simulation. We refer the reader to [8] for more discussion.

Polystores. In digital factories, it is of strategic importance to provide effec-
tive mechanisms for searching information along diverse and distributed data
sources. Data interoperability and integration techniques have been proposed as
a way for resolving the structural and semantic heterogeneities that can exist
between data stored in distinct repositories. However, such techniques can be
difficult to implement for the many organizations deploying polyglot architec-
tures with different data management systems [7]. Polystores [10], together with
its first reference implementation BigDAWG [5] have been proposed recently as
a valuable solution for this scenario. A polystore system provides a loosely cou-
pled integration over multiple, disparate data models and query languages. In
this system, queries are posed over islands of information, i.e. collections of data
sources, each accessed with a single query language, and the same data can be
accessed from multiple islands. The issue of data manipulation in polystores has
been addressed in different papers. In [9], the authors propose the introduction
of a probabilistic relation that allows the enrichment of query answering with
data outside the queried data source but available in the polystore (Fig.1).
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Fig. 1. The smart manufacturing architecture described in [4].

3 Architectural Model

We now summarize the main features of the architecture in [4] and discuss how it
can be used for the purpose of agile recovery of smart manufacturing processes.

DTs wrap physical entities involved in the process. These physical entities
can be manufacturing machines or human operators. A DT exposes a Web API
consisting, in general, of three parts: the synchronous one, the query interface
and the asynchronous one. The synchronous interface allows to give instructions
to the physical entity. These instructions may, for example, produce a state
change in a manufacturing machine (in case the twin is over a machine) or
ask a human operator to perform a manual task (in case the twin is over a
manufacturing worker). The query interface allows for asking information to
the physical entity about its state and accessing the related data (possibly by
applying diagnostic and prognostic functions results of machine learning). The
asynchronous interface generates events available to subscribers.

The data space contains all the data available to the process. These data
are heterogeneous in their nature from the access technology point of view, the
employed schema (or its absence) and the employed vocabulary. It is important
to note how the DTs contribute to the data space with both the query API
and the asynchronous one. Other sources for the data space may include rela-
tional and no-SQL databases or unstructured sources which constitute the fac-
tory information system. In the approach in [4], the data space can be modelled
as a polystore. We inherit the data modelling approach proposed in [9] where a
polystore is made of a set of databases stored in a variety of data management
systems, each one potentially offered by a twin through the query interface.

The human supervisor is the one defining the goals of the process in terms
of both final outcomes and key performance indicators to be obtained.

The Recovery Task. Upon unanticipated events resulting in variations with
respect to reference practices, available DT's and data must be integrated. This
task is fulfilled by the mediator. The mediator acts in two phases: the synthesis
phase and the execution/recovery phase. During the synthesis phase, the specifi-
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cations of the APIs exposed by digital twins and the meta-data (e.g. data source
schemas) available in the data space, are composed in order to construct a medi-
ator process. During the execution/recovery phase, the mediator run his program
and detects possible variations with respect to reference practices (such as, the
presence of a type 2 die cutter as a substitute of a type 1 die cutter in Example 1).
Detection can be done by using situation calculus to model the manufacturing
process, sending a run-time alert when there is no further step available in the
process and identifying the DTs involved in the anomaly (such as, type 2 die
cutter in Example 1). Upon detection of a variation, the mediator can perform
the recovery task by composing the required input/output messages requested
by the anomalous DT's and thus integrating them into the regular manufacturing
process. To this end, the mediator can explore the factory data space, translate
and integrate the data available to comply with the format requested by the
DTs involved in the recovered sequencing/interleaving. A technique for explor-
ing data spaces modelled a polystore is described in [9]. In this context, DTs
can be modeled as guarded automaton [2]: the synchronous API of the DT cor-
responds to input messages of the guarded automaton and the data contained
in the local storage is part of the polystore defining the process.

4 Concluding Remarks

In this paper, we describe our preliminary effort towards an approach to auto-
matically recover a smart manufacturing process at run-time, through automatic
discovery of the needed services and data. To this end, we discussed available
technologies that can be used to achieve this goal and how an adaptive architec-
ture for smart manufacturing, based on the notion of Digital Twin (DT) can be
used effectively. Our approach supports agile supply chains through innovative
technological solutions aiming at the dynamic discovery of service and data flows
that best fit the requirements expressed in smart manufacturing process speci-
fications and their evolution. Next steps include developing frameworks for real
manufacturing machines and company services. To this end, we are conducting
a real world study in a cardboard manufacturing scenario.
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In the era of digitalization, new technologies (augmented reality, cyber-physical
systems, networks, cloud computing, social media, and so on) change not only
enterprises and organizations functioning, but also all aspects of human life: healthcare,
cities governance, agriculture, robots, tourism, ecological trends... the list can be long.
These various technologies are intended to improve or enhance the life of human
beings. In one way or another, they intend to contribute to a smarter life.

Until now, digital technologies have been brought into the game as silo solutions,
mostly for themselves and efficiency as the main purpose. Reasoning holistically about
information in the context of a bank or a manufacturing plant is routine practice.
However, it is less common with emerging technologies for everyday life public digital
application. We deeply believe that methods, models, and techniques inherited from
information systems engineering research could considerably improve the way human
interact with the digital world and would enhance the user experience to live a smarter
life.

The goal of the workshop is to bring together researchers and practitioners who are
interested in the application of disruptive approaches to foster a smarter life. The
workshop topics include, but are not limited to, the application and emerging concepts
of rising digital technologies to different fields of life through ICT (information
communication technology). This holistic approach, mixing human life and digital
systems, is a challenge for the 21st century and society.

For this first edition of the ISESL workshop, we selected 6 contributions (4 full and
2 short papers) from 12 submitted papers, and invited 1 paper. The review process was
single blind. Each paper was reviewed by three or four Program Committee members.
The invited paper introduces a new concept: Artificial Sentience that complements
artificial intelligence to drive digital technology towards consciousness. The three
following papers deal with information systems engineering applications to various
aspects of human life: healthcare, agriculture, and tourism. The next three papers
address fields of society management: social participation networks, sustainability, and
governance.

We thank all authors of the submitted papers for their contribution to the ISESL
2020 workshop. We are grateful to all Program Committee members and the organizers
of the CAiSE 2020 conference for trust and support.
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Abstract. The main challenge of technology is to facilitate the tasks and to
transfer the functions that are usually performed by the humans to the non-
humans. However, the pervasion of machines in everyday life requires that the
non-humans are increasingly closer in their abilities to the ordinary thought,
action and behaviour of the humans. This view merges the idea of the
Humaniter, a longstanding myth in the history of technology: an artificial
creature that thinks, acts and feels like a human to the point that one cannot
make the difference between the two. In the wake of the opposition of Strong Al
and Weak Al, this challenge can be expressed in terms of a shift from the
performance of intelligence (reason, reasoning, cognition, judgment) to that
of sentience (experience, sensation, emotion, consciousness). In other words,
the challenge of technology if this possible shift is taken seriously is to move
from the paradigm of Artificial Intelligence (AI) to that of Artificial Sen-
tience (AS). But for the Humaniter not to be regarded as a mere myth, any
intelligent or sentient machine must pass through a Test of Humanity that refers
to or that differs from the Turing Test. One can suggest several options for this
kind of test and also point out some conditions and limits to the very idea of the
Humaniter as an artificial human.

Keywords: Artificial intelligence - Artificial sentience -+ Humaniter

1 The Myth of the Humaniter

The possible substitution of the machine for the human as regards the mind functions
has been the heart of the research program on Artificial Intelligence (AI) since the
outset. The idea is to produce an identical or similar performance in a machine for the
logical and noetic abilities (from the Greek logos, reason, speech, and noesis, thought)
said wrongly or rightly “superior”. There are undoubtedly many possible definitions of
Al, and, failing to find a simple and unique one, which covers the whole spectrum of
reasoning and cognition, it is nevertheless possible to indicate its objective: “The
objective of artificial intelligence is, in the long term, to have everything that man can
do in terms of reasoning done by a computer system (Ladri¢re) [1] ”. The fact remains
that intelligence, especially if it is artificial, is still the subject of many debates, some
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going so far as to declare that “Artificial intelligence doesn’t exist” [2]. They mean that
the substitution of the machine for the human is not so easy and that, rather than an
artificial intelligence, it would probably be better to speak of an “enhanced intelli-
gence” [2].

The problem is even more acute when it comes to substituting the machine for the
human as regards other functions, sometimes called “inferior” when compared to those
of intelligence. More precisely, these are abilities that can be broadly described as
empirical and aesthetical (from the Greek emperia, experience, and aisthesis, sensa-
tion). These multiple aptitudes of experience, namely, sensation, perception, emotion
and sentiment, to which consciousness can be added, turn attention to the sentience. In
this other dimension, perhaps even more complex, of human life lies the origin of a
research program which supplements that of artificial intelligence. One could name it,
with all the precautions of use, the Artificial Sentience (AS), that is to say the explo-
ration and the transfer of the functions and abilities of human experience and senses to
a machine. However, it would be legitimate to ask, critically, if it goes for artificial
sentience as for artificial intelligence, so that one could state as well that “Artificial
sentience doesn’t exist” [3]1.

Sentience is a challenge for artificial intelligence, but it can also be presented as its
new frontier, and some, like Husain, speak without hesitation of the “sentient machine”
[4]. The difficulty of a shift from Al to AS comes from the fact that all human functions
and abilities, from the most intellectual to the most sensory, can be transferred to
machines. The idea of a total substitution, which concerns both the mind and the body,
corresponds to an ancient myth of technology, of the art of production of artefacts and
possibly, of artificial creatures [S]. I propose to call it the Myth of the Humaniter, that
is, the fictitious or imaginary idea of a humanoid artificial creature which allows a total
and perfect substitution between human and machine. The Humaniter is an artificial
creature which combines and articulates a whole set of human functions and abilities
beyond those, more classic, of the Actor or the Producer: the Reasoner, for reasoning
and intelligence, the Cogniter, for knowledge and belief, the Voliter, for will and
desire, and finally, the Experiencer, for experience, sensation, emotion and possibly
consciousness. The Humaniter as an artificial creature that replaces the human is held to
be a myth, but this does not prevent many researchers from trying to realise it.

The thesis that I would like to defend is the following one: I do not think for a
second that the Humaniter can exist, and in particular, that there can be an artificial
creature which not only is intelligent, but moreover, can also be sentient. In other
words, I think that the Humaniter is indeed a myth and that, just as there is no artificial
intelligence, there is no artificial sentience. The major argument in support of this thesis
is that, if an artificial creature such as the Humaniter existed, it would be actually a
human being. It would be endowed with the same general physical and psychic

! As Matson stated, “very little, if any, distinctively human or animal behaviourcan be duplicated or
possibly simulated by existing machines. No existing machine is sentient, and nothing that any of
them could do would go the slightest way toward indicating sentience. But these facts are no interest.
We want to talk of possible, conceivable machines”, p. 78 .
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constitution, and only its creation would be artificial, that is, non-sexual?. Nevertheless,
I am convinced that, in a certain type of interaction between the human and the
machine, it is possible that the machine passes the test of humanity and can be confused
with a human.

It is this point that I propose to explore in the second part of this paper, after having
presented in the first part what the Humaniter is, considered in its different dimensions,
from intelligence to sentience. In this short study, which is only a kind of brief
inventory of some aspects of the problem, I propose after formulating the principles to
identify certain conditions and limits of each of the options.

2 From Intelligence to Sentience

The Computer as an information and communication machine is at the heart of the
research on Al and of the comparison of human and machine for the operations of
reasoning and cognition. If one takes the broader paradigm of the Humaniter, it appears
that the AS can be viewed as the other side of the transfer of functions and abilities
from the human to the machine. However, some questions need to be raised concerning
Al and AS, in particular on the difference between the strong version and the weak
version and on the question of consciousness.

2.1 From Intelligence to Sentience, Through Consciousness

There are actually various reasons for moving from a research program on intelligence
to a research program on sentience. From an operational point of view, it is justified by
the need to have machines which, when interacting with humans, behave in a manner
that shows their ability to express sensations, emotions and even consciousness. It is a
way of making machines more “human”, especially if they are called upon to play an
increasingly important role in our daily lives. From a reflexive point of view, this shift
from intelligence to sentience is justified by the need to better understand the abilities
of machines to process information, so that they come as close as possible to the
humans processing. This makes it possible to measure the possible difference between
the ability of the machine and that of the human and to learn therefore about the
singularity of the human, which in turn questions the singularity of the machine [6].
The fact remains that this shift from Al to AS can be interpreted according to the
Humaniter’s paradigm as an attempt to go through with a substitution of human
functions and abilities by the machine. From this point of view, it takes sides, in the
debate between strong Al and weak Al, if one takes up the cleavage proposed by
Searle, in favour of a strong program, even if it can be shown that only the weak one
can be achieved. Strong Al refers to the Artificial Intelligence program which envisions
the intelligent machine as endowed with ability not only of reasoning, but also of
consciousness. In comparison, weak Al bounds to an intelligent machine deprived from

2 This is an argument which partly links up with the Frankenstein's axiom: “An exact physical replica,
although it has been produced, of a sentient being would itself be a sentient being”.
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this full scope of abilities and that can then function as a device intended to better
understand human intelligence, the only one provided with consciousness. One could
say that the parallel works for artificial sentience, if we consider that strong AS des-
ignates the program of Artificial Sentience in which the sentient machine is endowed
with an ability of sensation and emotion and to some extent, consciousness. In com-
parison, weak AS relates to a sentient machine deprived from this full scope of abilities
and that can function as a device intended to better understand human sentience and the
role of consciousness.

Now, one can come back to the two principles, the Principle of Artificial Intelli-
gence and the Principle of Artificial Sentience, in order to clarify their meaning, but
also, to show their conditions and limits.

2.2 Principle of Artificial Intelligence (AI)

The principle of Al can be formulated as follows:

(1) Principle of Artificial Intelligence (PAI): A machine can think like a human.
From there, you can specify two versions, one strong and the other weak:

(1.a) Principle of strong AI: A machine can think exactly like a human, both from the
point of view of reasoning and of consciousness.

(1.b) Principle of weak AI: A machine can think approximately like a human, both
from the point of view of reasoning and of consciousness.

When it is said about a machine that it can think /ike a human, it does not mean the
same thing as a machine that thinks as a human. Because if it was so, then it would
mean that the machine is a human who, among other things, is able to say “I” - as in the
expression “I think”. In this respect, it is illusory to think that when a machine says “I,
Robot”, it has comparatively the same kind of meaning as in the sentence of a human
who says “I, Human”... In addition, it can be noted that the difference between identity
(“exactly”) and similarity (“approximately”’) says nothing about the power of reasoning
given to the machine by calculation, if only we compare it to that of the human. Thus, a
machine can follow a reasoning which approximates that of the human, whereas it is of
a power which is clearly higher than that of the human (as in the chess game with Deep
Blue, or the Go game with Alpha Go).

Now, it goes without saying that the “thought” has a fairly diverse set of meanings,
as suggested by Descartes who uses this term to designate reason, doubt and imagi-
nation as well as knowledge, will and sentiment [7]’. In another interpretation, a
philosopher such as Wittgenstein would say that the concept “to think™ requires to
consider the multiple uses that one makes of it in everyday life, the relationship with
language and with the behaviour of the body [8]: “194. We must never forget that
‘thinking’ is a word of everyday language ... We should not expect him to have a
unified use, quite the contrary. 220. ‘Thinking’ is a largely ramified concept. A concept

3 er. . o . . L . N
“Je suis une chose qui pense, c’est-a-dire qui doute, qui affirme, qui nie, qui connait peu de choses,
qui en ignore beaucoup, qui veut, qui ne veut pas, qui imagine aussi, et qui sent ”, III.
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that contains many manifestations of life. The phenomena of thought are dispersed.
223. The expression on the face of someone who thinks, and that of an idiot. The brow
that creases in reflection, in attention.” This last point raises the whole question of the
bodily expression of the mental life, if assumed alike Wittgenstein that it cannot be
only “internal”. It is, so to speak, its “external” face that draws attention, or more
exactly, the coupling of thought with the words of language as well as the behaviour of
the body.

A rational approach to the thought suggests that it merges with the different types of
reasoning that have been identified in logic. It is customary in this field to differentiate
between the reasoning which proceeds by deduction, by induction and by abduction: in
other words, going from the general to the particular (syllogism) or from the particular
to the general, with in the abduction a return to the particular. However, this implies
that certain rules of reasoning stemming from logic are norms provided with a binding
force for an ordinary reasoning which deviates quite often from them. In contrast, a
broader approach to thinking includes, in addition to reasoning, a variety of forms of
intelligence, with sometimes an emphasis put on creation and invention, that is, the
production of novelty. This is how in a psychological version we distinguish a variety
of forms of intelligence, grouped under the expression “multiple intelligence” [9]: the
logical-mathematical form, which corresponds to the rational approach; but also, the
linguistic, the spatial, the bodily (implementation in dance or sport), the intra-personal
(ability to understand oneself) and the inter-personal (ability to understand others), the
musical; to these forms can be added the naturalist (ability to recognize animals, plants)
and the existential.

However, the term intelligence is taken with caution in psychology, and that of
performance is often preferred to it for various fields: execution, adaptation, control,
speed of processing, abilities of working memory, of reasoning. Thus, we can see that,
even in the research program on artificial intelligence, there is still a long way to go to
replace the human with machine. One wonders if the same kind of difficulties occurs in
this part of the Humaniter paradigm which makes artificial sentience the other horizon
of the research program.

2.3 Principle of Artificial Sentience (AS)

The principle of Artificial Sentience can be formulated as follows:

(2) Principle of Artificial Sentience (PAS): A machine can feel like a human.
From there, you can specify two versions, one strong, and the other weak:

(2.a) Principle of strong AS: A machine can feel exactly like a human, from the point
of view of sensation and emotion and of consciousness.

(2.b) Principle of weak AS: A machine can feel approximately like a human, from the
point of view of sensation and emotion and of consciousness.

Again, when it is said that the machine can feel like a human, this view does not
imply that it feels as a human, as that would imply that it is a human. The significant
point is that a human able to say that he or she is a sentient being is a being who has the
ability to speak, in particular to say “I”, which is linked to an ability to think.
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Sentience belongs to the vast realm of “experience” which covers a wide range of
meanings, from sensation to sentiment. The nuance as far as the thought is concerned is
that experience heard in the sense of phenomenal experience is said in first person, at
the risk of fall into Descartes’ solipsism. This is suggested by the experiential approach
which focuses on phenomenal experience, supposedly distinct from one person to
another, since no one can have access to the mental states of others. So, in the sub-
jective approach to experience, I have no guarantee that the object as I see it (for
example, a squirrel) is seen in the same way by someone else. However, this is a point
disputed by Wittgenstein who notes that, by making my experience too much a strictly
private matter, it can no longer be identified with that of the others. Yet even the most
personal experiences, such as those of sensation and emotion, suppose a public lan-
guage and disqualify the idea of a private one used by myself alone in order to express
my personal sensation or emotion [8]: “275. Look at the blue of the sky and say to
yourself: “How blue the sky is!” If you do it spontaneously - without philosophical
intentions - the idea will never occur to you that this impression of colour belongs only
to you. And you will have no hesitation in making this exclamation to someone else...
303. Just try to doubt - in a real case - the fear or pain of others!”. What the philosopher
suggests is such behaviour of doubt, in a real situation, would be for those who suffer
perfectly inappropriate and could arouse their greatest anger. This does not detract from
the relativity of perception, in the “seeing like” mode, when, in a figure such as the
Duck-Rabbit (Jastrow), some see a duck, where others see a rabbit [10].

The field of sentience covers a set of aspects of experience which incite to make a
difference between sensation, perception, emotion, sentiment, and in a broad sense,
consciousness [11]. Literally, sentience (from the Latin sentientem, in the nominative
sentiens) describes the ability to feel, whereas the gerundive of the verb sentire refers to
the concept of consciousness, taken in the sense of being aware of what surrounds us. It
is common to express the difference in experience between sensation and perception by
taking into account what the judgment adds, however basic it may be. This is about
how I see an object, for example, a red cube: I have the sensation of the colour red, but
I have the perception of a red body as a unit that occupies a certain volume in space.
Sensation is distinguished from perception in the sense that my judgment, even at a
primitive level, tells me that this object is not just a flat surface. It would then be
necessary to add a concept, in this case the concept of “cube”, in order to differentiate
between a cube and a square, or between a cube and a sphere. Emotion (from the Latin
emovere, to set in motion) is another dimension of sentience that is not easy to define,
perhaps because it covers actually a multitude of aspects. Emotions do have one thing
in common, however: they are the subject’s overt responses to meaningful events and
can trigger distinctive bodily changes and behaviours [12].

2.4 The Question of Consciousness

Consciousness is one of the most difficult problems to solve in any study of both
intelligence and sentience, all the more if they are artificial. Numerous studies have
attempted to define what consciousness is and to determine whether it is possible that a
machine could be endowed with this ability characteristic of humans or certain non-
humans (animals). As Chalmers puts it, it is customary to differentiate between “easy
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problems” and “difficult problems” of consciousness. Easy problems are those which
relate to the explanation of cognitive and behavioral functions: for instance, the ability
to discriminate, categorize, and react to environmental stimuli; the integration of
information by a cognitive system; the reportability of mental states; the ability of a
system to access its own internal states; the focus of attention; the deliberate control of
behavior; the difference between awakeness and sleep. The difficult problems are those
relating to the explanation of conscious experience, whether you call it phenomenal or
qualitative if what is insisted on is the qualia.

The difficulty of conscious experience is well explained by Chalmers [13]: “the
easy problems are easy precisely because they concern the explanation of cognitive
abilities and functions. When it comes to conscious experience, this sort of explanation
fails. What makes the hard problem hard and almost unique is that it goes beyond
problems about the performance of functions. To see this, note that even when we have
explained the performance of all the cognitive and behavioral functions in the vicinity
of experience - perceptual discrimination, categorization, internal access, verbal report -
there may still remain a further unanswered question: Why is the performance of these
functions accompanied by experience? A simple explanation of the functions leaves
this question open... This is not to say that experience has no function. Perhaps it will
turn out to play an important cognitive role. But for any role it might play, there will be
more to the explanation of experience than a simple explanation of the function ... The
same criticism applies to any purely physical account of consciousness. For any
physical process we specify there will be an unanswered question: Why should this
process give rise to experience?”.

The question of consciousness, and more specifically, the possibility of an artificial
consciousness is as much on the side of artificial intelligence as that of the artificial
sentience. But when we take a closer look at the variety of abilities that are grouped
under the term “consciousness”, it is not surprising that it is found on both sides, as this
list shows [14]: attention, creativity, dynamism, emotion, imagination, intelligence,
intentionality, language, quality (qualia), perception, self, volition. It follows that the
dividing line between intelligence and sentience is not so obvious, especially when you
consider the role that consciousness plays in distinguishing between human and
machine. This question of consciousness refers more fundamentally to the kind of tests
that have been designed to characterize a machine as capable of being endowed with
intelligence and sentience.

3 Tests of Humanity

The Humaniter is a machine that, if it is meant to take the place of humans for all or a
part of their functions or abilities, must be able to pass a test of humanity. The test of
the machine intelligence is now quite well established, even if it continues to generate a
lot of debate, but it remains to be clarified what is or what can be a test for the machine
sentience. We favour here an approach that insists on the behaviour and the interpre-
tation made of it by a judge, while another approach would rather emphasize the
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architecture of a system [14]4. In addition, we favour an approach which, in the wake of
the original Turing test, develops a test modality that is not limited to a computer, but
results in the action of a machine (a robot), like in the Total Turing Test [15]. It can be
suggested that, for intelligence as for sentience, a test of humanity calls upon the
criterion of the action of an agent, but without thereby reducing to it the whole of the
“human” behaviour of a machine.

3.1 Tests for the Intelligence of a Machine

The Turing Test for the machine intelligence was originally an imitation game which
consisted in developing a machine that cannot be distinguished from a human [16].
Turing suggests that a judge J exchanges typed messages with a human being H on the
one hand, and a machine M on the other, messages that can relate to all kinds of
subjects. Judge J does not know which of his two interlocutors (whom he knows under
the names A and B) is the machine M and the human H. In the rules of the game, it is
stipulated that, after a series of exchanges, the Judge must guess who between the two
of them is respectively the human being and the machine. Correct identification con-
sists for Judge in producing a misidentification rate of 50% identical to what a random
answer would give. Turing believes that if a machine one day does not allow correct
identification by a human, it is an intelligent machine or, if you put it in other words, a
“thinking machine”.

The Turing test procedure has given rise to many interesting discussions and is the
source of a series of concrete IT achievements, despite the difficulty of a program to
pass the Turing test. We can put ourselves in the place of a judge J who dialogues
through a computer terminal with the two interlocutors A and B and, from there,
identify some possible options. A first option, to recognize the machine, is to ask a
question such as “what is the value of 327 at the 4th power?” If A answers
11433811041 after a second and B refuses to answer, or waits a few minutes to propose
a result, there is no doubt that A is the machine and B the human. However, the
specialists who design the programs for taking the Turing test are not stupid and they
foresee this coarse trick. Their program is able to lead the calculation of 327 to the 4th
power without difficulty in no time, but it will refuse to answer or ask ten minutes
before providing a result, or even offer an incorrect answer. Everything that a human
does not fully succeed and that a computer succeeds without difficulty is treated in the
same way, by a computer that “pretends” to fail, as if failure was the hallmark of the
human, not the machine.

In order to identify the human, the judge’s method must be based on tasks that
humans can easily handle and that computers stumble upon. One of those aspects is
humour - like for example, in this short joke: “Have you heard of the new restaurant
called Karma? It has no menu, you get what you deserve”: the judge tells the funny
story and asks A and B to explain where and why you should laugh. Another aspect is
the news, a set of points that everyone is informed about and that can be used as a basis

* Elamrani et Yampolskiy suggest that all the tests implies one human who interprets the interaction
and favors an approach that is either oriented to the architecture, or to the behaviour.
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for an identification attempt. One can also engage a computer in a conversation that
deals with all kinds of subjects (for example, science, history, art, entertainment, music,
etc.), which represents a high level of difficulty. Turing’s idea seems correct in prin-
ciple, because if you can fool a judge with a program, then your computer is operating
in a mode that resembles intelligence. The fact remains that, even with the best pro-
grams, the result is still often only a simulated conversation that does not deceive a
human judge for a long time.

3.2 Limits of the Intelligence Tests

Some philosophers, among them Searle, believe that even if you manage to complete a
program that passes the Turing test, it does not prove that you have put intelligence into
the computer [17]. This is his famous thought experiment of the Chinese Room in
which an individual who does not speak a word of Chinese can nevertheless use a set of
language rules and thus apply them to have a conversation in Chinese. Searle states that
the non-Chinese speaker can provide correct answers from a syntactic point of view,
when he or she understands nothing about the meaning of the symbols he or she
manipulates from a semantic point of view. This is meant to show that computer
programs are syntactic, they are only tools to manipulate symbols, while human
thoughts have a semantic content, a meaning which is attached to words. The meaning
of words in language is not reduced to syntax, because it comes from biophysical
properties of our neurons that a program cannot possess. Hence this basic idea that
programs cannot think: literally speaking, a computer does not speak Chinese, for it
does not understand this language as humans can do... The machines will therefore
never be intelligent, even if they pass the Turing Test, because the latter is not a
sufficient condition for the intelligence of a machine’.

Another criticism of the Turing test was made by French, who argued that passing
the test is not a necessary condition of intelligence [18]. He imagines the story of a
people who would know only one species of bird, the seagull, and would face the
problem of making a flying machine. In order to determine if they are successful in this
project, these people would use the seagull test in which a machine is flying if it cannot
be distinguished from a seagull whose behaviour is observed with help of a radar. The
radar limits the precision of the request for imitation as the dialogue, by means of typed
exchanges, limits the precision of the request for imitation in the implementation of the
Turing test. In this test, planes, helicopters, hot air balloons and even other birds will
not pass the seagull test and will therefore not be considered able of fly. Thus, the
Turing test is perhaps a sufficient condition of intelligence, but of human intelligence,
and it is linked to the language used for dialogues, which prevents it from being
considered universal. It may well also be that many of our behaviours are highly
dependent on the particular way in which our brain processes information at the deepest
level, the one which of the subcognitive processes [18].

> Now, Searle might admit that if one day the machines succeed in faithfully imitating humans, we
would no doubt have to change our position, against a vision that by principle seems to reserve
intelligence to humans.
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3.3 Tests for the Sentience of a Machine

One can also imagine a test of humanity for the sentience of a machine in order to
assess its ability to “feel” like a human in the interaction it can have with him or her. It
is not certain that this kind of test should be based on that of Turing, but it can be
fruitful to explore this track, as already envisaged by Campbell who speaks of a game
of human imitation (Imitation Man) [19]. Attention is focused on the conversation
between a judge J, a human H and a machine M, but the main difference in the
sentience test is that the content of information and the mode of communication are not
the only things that counts. It is also information and communication as it shows a set
of aspects of a partner’s behaviour that testify the presence of a sentience in the
language itself. It is therefore a linguistic evidence which grounds the Judge I’s
judgment in the absence of access by the judge to physical data which could express
the psychic state of A and B.

The test of humanity of a machine is moved towards the expression of sentience in
verbal language, towards what reveals the sensation, the emotion, the sentiment or even
the consciousness of A or B. This expression of sentience in language supposes not
only an information content, but also a mode of communication. Now, if we stick to a
classic Turing test, this implies that it can only be a verbal communication, to the
exclusion of any non-verbal one which would pass through expressions of the body
(gestures, facial expressions, etc.). It is therefore in the realm of the language used by
the speaker that the sentience can reside, as when A or B says: “I have a toothache, it’s
been a long time since it happened to me. It’s a pain that takes me to the bottom molar,
on the right side, and goes down into the gums.” Or when A or B answers, to a question
asked about its isolation and its awareness of it: “Yes, I feel a little lonely in this room,
and I must say that, usually, I am rather someone who likes the presence of others.” If a
machine M is able to express itself in this way, a judge J can conclude that it is a human
H who communicates this message to him or her.

Now, one could also conceive that the sentience test takes into account, according
to the access clause to physical information, and consequently, to psychic information,
the non-verbal communication. The information and the communication of a machine
M should then not only be taken for that of a human H by a judge J, but it should be
also by virtue of a certain behaviour of the body. This supposes that, in its dynamic
aspect, that of non-verbal communication, if however it is coherently coupled to verbal
communication, a machine is identical to a human. It would be so if a machine M, of
strictly human aspect, begins to get angry, with the blood rising to the cheeks, the
sound of the voice raising, the arms waggling, while saying to children: “Listen, I have
told you several times not to touch this Ming vase. Are you an idiot?” Now, we are
entitled to wonder if verbal and non-verbal communication and the coherent coupling
between the two do not requires something like a “grammar” of expressions. It is
certainly this common grammar that judge J should share with machine M and human
H in order to produce a correct interpretation of their behaviour.
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3.4 Limits of the Sentience Tests

Searle is also famous for developing the pragmatics, the study of speech acts which
supposes that the meaning of a statement depends on the speaker intentions and on the
speech situation [20]. The speech act can succeed or fail depending on the situation,
like when I say “I baptise this ship Queen Mary” and the conditions for success are or
are not satisfied. For instance, I am achieving this baptism with a bottle of champagne,
but the bottle does not break on the hull, which is interpreted as a failure of the speech
act, since the ship is not properly baptised. Behind the intention of a speech act stands
the intentionality, the relation of consciousness to an object, which can be extended by
considering the background of this relation, the tendency or the disposition of belief
and desire [21]. This notion of intentionality can be useful beyond intelligence for the
sentience test as a necessary condition in order to give a meaning to an action. Now,
one could argue that it is not a sufficient condition, in the sense that, if a machine
passed the sentience test, it would not prove that it has intentionality. It would just
prove that it behaves in action and communication as if it had an intentionality, but
without experiencing sensation or emotion, neither desire and belief. In this respect, no
more than syntax, the pragmatics of action would allow access to the meaning of
words, if these depend on intentionality and are empty of any intention, desire or belief.
A more radical objection puts forward the idea of the “philosophical zombie”, as in
Kirk’s thought experiment, according to which it is possible that a being has all the
characteristics of a human, but is found lacking in sentience [22]. One can imagine as a
logical possibility that an organism or even a machine cannot be distinguished from a
normal human being, in its bodily and behavioural aspects, but that he feels nothing®.
Thus, the being in question could for example be struck by an object, but not feel any
pain, while giving the appearance in his reaction that he did feel pain. The argument is
quite close in the spirit to that of the doctrine of physicalism and amounts to saying that
consciousness is nothing more than a physical phenomenon. However, some
researchers in artificial intelligence, like Minsky, try to show that the argument is
circular: the possibility of something physically identical to a human, but deprived of
subjective experience, assumes that the physical characters of humans are not what
produce experience... which is contradictory to physicalism. It follows as far as arti-
ficial sentience is concerned that the relation between the physical aspects of the bodily
behaviour is also narrowly coupled with the psychic activity of a mind endowed with a
subjective experience - the “hard problem” of consciousness for Chalmers [13].

4 Human-Machine Interaction

A significant number of humanity tests give primacy to the interaction between the
human and the machine, on the narrow mode if the interaction is bounded to con-
versation, on a broader mode if it includes the behaviour in action. This is all the

S As stated by Kirk, «it is at least logically possible for there to be an organism indistinguishable from
a normal human being in all anatomical, behavioral and other respects, yet insentient», p. 43.
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difference between a partial Turing test (Turing 1) and a total Turing test (Turing 2),
but one can wonder if the first kind, with its restrictive clause of conversation, is still
relevant.

If it is considered obsolete, the move to the second kind of test, which widens it to
action and behaviour, results in the production of machines that in their physical aspect
can be confused with humans. This clause also assumes that the behaviour of these
machines is like a door open on a psychic life which must have a certain form, or
structure, and show some coherence. But perhaps this is too demanding a clause, for it
suggests that humans themselves would be fully coherent beings, while simple ordinary
experience proves the opposite. It is therefore towards the idea of a personality of
machines, endowed with a certain character, coupled with a certain temper, that it
would be wise to direct the reflection on the action of artificial devices. But the
personality of a machine, if such a thing exists, cannot be kept aside from the codes of a
society or a culture which owns a certain “grammar” of the person and for some of
them only refers to the notion of Ego.

All in all, the Humaniter as an idea is a machine which not only thinks like a
human, feels like a human, but also can coordinate these two kinds of abilities and link
them to another one, action, so that the machine also acts like a human. One could thus
suggest that the idea of a Humaniter, as a total machine, requires not only the principle
of Al, the principle of AS, but also the principle of AA: Artificial Action. This AA
Principle could be formulated as follows: A machine can act like a human. Thus, a
Humaniter is a machine which articulates the functions and abilities of the Reasoner,
the Cogniter, the Voliter, the Experiencer and, finally, the Actor. This is a point to keep
in mind in the project of making a both intelligent and sentient machine, namely a
machine that properly speaking is not and cannot be a Humaniter, but that nevertheless
can be a machine with a human face.
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Abstract. Healthcare providers generally spend excessive time on
administrative tasks at the expense of direct patient care. The emergence
of new artificial intelligence and natural language processing technolo-
gies gives rise to innovations that could relieve them of this burden. In
this paper, we present a pipeline structure for building dialogue summa-
rization systems. Our pipeline summarizes a consultation of a patient
with a care provider and automatically generates a report compliant
with medical formats. Four pipeline components are used to generate a
report based on audio input. The outputs of each component are ana-
lyzed to determine the most important challenges and issues. The current
proof-of-concept, which was applied to eight doctor-to-patient sessions
concerning ear infection, shows that automatic dialogue summarization
and reporting is achievable, but requires improvements to increase com-
pleteness.

Keywords: Dialogue summarization - Automated reporting - Natural
language processing - Artificial intelligence -+ Healthcare

1 Introduction

The introduction of the Electronic Medical Record (EMR) was intended to
improve the communication among care providers within and between health-
care institutions. The EMR contains information about patients such as medical
history, vital signs and medication among others. In addition, the EMR demands
guideline adherence and may, in some uses, provide decision support [7].

While the EMR aims to improve patient care, this may not always be the
case. Administrative burden in healthcare is a well-known problem, especially in
general practice, psychiatric care, and trauma surgery [12,28]. In the US, a first
year resident spends more time with the EMR than with patients [8].

As a solution to these problems, the Care2Report project strives for auto-
mated reporting in healthcare [18]. The goal is to automatically generate medi-
cal reports of patient-doctor dialogues in compliance with clinical guidelines and
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without disrupting the current way of working. This is the research framework
within which we position this paper.

Starting from the vision and overall architecture of Care2Report [18], we
focus here on a detailed study of the dialogue summarization pipeline, which aims
to support speech and text processing in healthcare by combining computational
linguistics and AT techniques. After a brief description of the pipeline structure,
we investigate difference facets of quality. We make the following contributions:

1. We study how quality in the pipeline can be measured and which threats can
affect quality;

2. We evaluate the quality of the pipeline and its components by analyzing eight
reports generated by the proof-of-concept;

3. We identify which threats have affected the quality to provide a basis for
further improvement of the pipeline.

The paper is structured as follows. Sect. 2 describes related work. We present
the dialogue summarization pipeline in Sect.3. We describe metrics of and
threats to quality in Sect.4. We report on an analysis of eight medical con-
sultations in Sect. 5. Finally, we present limitations and outline future work in
Sect. 6.

2 Related Works

An extensive study on the effect of the EMR on doctor-patient communication [2]
revealed several benefits, such as improved understanding by the patient and a
positive communication experience with the EMR. However, several concerns
were identified, both from the perspective of patients and doctors. In case of the
former, patients expressed worries about the doctor potentially getting distracted
by the computer during the appointment. The latter mentioned not being able
to tend to the patient while interacting with the computer at the same time. In
addition, it is reported that doctors spent an estimated 32% of the appointment
interacting with the computer (based on an average of six studies). In three
studies, patients were found to stop talking whenever the doctor was typing [2].
Another issue is the potential loss of emotional and/or psychosocial elements.
Non-verbal communication (e.g., eye contact) is important for sharing emotions
between patient and physician and such information may be overlooked if the
physician is interacting with the EMR, [22]. In summary, challenges arise when
medical staff needs to interact with the EMR during direct patient care.

In the healthcare domain, various attempts have been made to automatically
generate documents concerned with patient data. Firstly, speech recognition is a
prominent approach to reducing time spent on reporting in healthcare, as stud-
ies frequently make use of dictating after a consultation [1]. In the Netherlands,
however, a mere 1% of medical staff makes use of speech recognition. Reasons
for the lack of adoption are, reportedly, interference with doctors’ normal way
of working, lack of support by hospitals and financial limitations [17]. Secondly,
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Klann & Szolovits delivered a proof-of-concept framework that captures the dia-
logue during a doctor-patient meeting. Their approach covers the entire dialogue,
rather than a report of the consultation [14]. More recently, Chiu et al. devel-
oped and tested a system that transcribes conversations between doctors and
patients. Their best model resulted in a word error rate of 18.3% [9]. Again, this
system delivers a medical transcription, rather than an EMR, update or a report.
Finally, the BabyTalk project utilizes a prototype that generates summaries in
text, using physiological signals and events performed by medical staff as input.
While the prototype proved to be able to generate proper summaries of clinical
data, the texts provided by human experts were still superior [21].

Jiang et al. [13] discuss the use of Al in healthcare and conclude that both
linguistics (through NLP) and AI (via Machine Learning, ML) are used to
enrich medical data. In their study, NLP uses human language notes as input
and returns a structured version of these notes for the EMR. Then, the EMR
data feeds ML algorithms. The summarization pipeline aims to combine the two
rather than execute them sequentially: both NLP and ML are used to enrich the
data stored in the EMR. Without taking precautions, neural networks may over-
look rare outcomes, due to the under-representation of these outcomes in training
data [26]. Another possible disadvantage of using (deep) neural networks is that
they often lack transparency, which limits their use in the healthcare domain [15].

3 Dialogue Summarization Pipeline

We use the term dialogue summarization pipeline to refer to the set of software
components required to generate reports using audio input [18]. We define a
pipeline as a series of (NLP- and/or Al-enabled) computational components,
which transform output from one system into input for another system.

The pipeline combines Al and computational linguistics algorithms to auto-
matically generate reports through the components shown in Fig. 1. Example
outputs generated by the components using real-world input (from patient-
General Practitioner (GP) consultations) are depicted in boxes with dashed
arrows (note that the original audio input was in Dutch and was translated for
the purpose of this example). First, a speech transcription is made using the
audio of the dialogue as input. Subsequently, the triple extraction compo-
nent extracts semantic triples from the transcription. Semantic triples consist
of subjects, predicates and objects respectively [4]. A domain-specific example
of a triple is: (Far, hasSymptom, Pain). In a separate component, triples are
utilized for ontology population. The ontology contains domain-specific infor-
mation, such as clinical guidelines and standards. Once the ontology contains the
guidelines for a specific illness, it does not need to be populated for this illness
again. Ideally, the ontology will contain all the clinical guidelines and will only
be modified if changes to the original guidelines are made.

Thirdly, triples are selected in the triple matching component. Extracted
triples are selected if they match triples in the ontology. For instance, in Fig. 1,
one of the triples is (Patient, has, Earache), which can be matched to part of
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Nothing changed and it keeps
getting worse. { "source": "fred", " "y,
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"hasTruthvalue", "subject": "Change" } }

Fig. 1. Dialogue summarization pipeline for reporting in healthcare.

the guidelines shown at the top “Patient history ask for: pain in ear”. All the
triples that are matched in this manner are selected to be included in the report
and are stored in a graph. This graph contains an overview of the patient’s
symptoms, the findings by the GP, the diagnosis and the treatment.

To avoid affecting the way of working of care providers, the report is gener-
ated in compliance with medical conventions. For example, GPs in the Nether-
lands use the SOEP (or SOAP) format, which defines four sections for reporting
on a consultation: Subjective (S), Objective (O), Evaluation (E) (or Assessment
(A)) and Plan (P) [6]. When the triples are matched, they are also categorized,
to ensure they are included in the correct place in the format or report. Finally,
the categorized triples are transformed back into natural language by the report
generation component, to make them easier to read and understand.

4 Quality in the Dialogue Summarization Pipeline

We first describe the quality metrics that can be used for assessing the perfor-
mance of individual components of a pipeline or of the pipeline as a whole in
Sect. 4.1. Then, we discuss how to cope with threats that affect the performance
of the dialogue summarization pipeline in Sect. 4.2.

4.1 Measuring Quality in a Pipeline

A pipeline consists of multiple components that are sequentially connected:
(c1y...,¢p). Since each component is an imperfect data processor, the outcomes
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of that component will contain error. Intuitively, at each step, additional error
is potentially introduced, thereby affecting the quality of the pipeline.

We define quality in terms of information retrieval metrics such as precision,
recall, Fg-score, etc. We use the generic term quality to refer to one of these
metrics, or a combination of them. The choice of the specific quality metrics is
domain specific. Given a pipeline (c1,...,¢,), an input 43 and a ground truth
output gt,, the pipeline quality can be measured by feeding ¢; to c¢;, executing
in sequence all the components until ¢,, and comparing the output against gt,,.

Pipeline quality can be used to assess the quality of a sub-sequence of compo-
nents (c;, ..., cg) with ¢ > 1 and k < n, by feeding gt;_; as input to ¢;, running
the sub-pipeline till ¢, and by comparing the output against gt;. Brought to
the extreme, given a sequence of a single component (¢;), we can feed gt;_; to
¢; and compare the output against gt; to measure the component quality.

Inspired by Valls-Vargas et al. [27], we consider the notion of error propa-
gation: given a sub-pipeline (¢, ..., ck), we feed gt;—1 to ¢; and run the entire
pipeline to obtain some output o', then feed gt;_1 to ¢; and run that component
to obtain another output o”, and consider the quality difference between o and
o'. Such a difference denotes how much error in ¢ is introduced by ¢;.

The measures of pipeline quality, component quality and error propagation
provide a comprehensive picture of how a pipeline performs, also how the earlier
components of a pipeline affect the performance of a later component.

4.2 Handling with Quality Threats

Table 1 lists the major threats that affect the quality of a pipeline’s processing.
The list is not meant to be exhaustive, but it rather serves as a summary of the
challenges to consider in order to maximize quality.

The speech transcription component suffers from well known challenges
in automated speech recognition [10]. For example, background noise makes it
harder for the algorithms to distinguish the voices of the participants in the
conversation. Moreover, when multiple voices participate in the conversation,
they have to be distinguished [25]. Out-of-vocabulary words pose a challenge, as
the algorithm is unable to match the recorded sound to a word within its prior
knowledge. Finally, in the context of dialogue summarization, it is reasonable to
expect that the people in the conversation may have accents or employ dialect.

Regarding triple extraction, the existing challenges arise from computa-
tional linguistics. A common problem refers to non-trivial sentence fragments
such as compound nouns and phrasal verbs. For example, a phrasal verb such as
‘to search for’ it not easy to map to a triple; take the sentence ‘I was searching my
cupboard for my pills’ could result either in a triple (I, search, Cupboard) or in a
triple (I, searchFor, Pills). Furthermore, coreference resolution is a well-known
issue [19], which refers to how pronouns can be linked to the noun they refer to.
The use of pronouns such as ‘it” or ‘which’ are common in medical consultations.
Conflicting statements are also a hard to tackle; consider the following dialogue:
(i) [patient] ‘my hand hurts’; (ii) [doctor] ‘you are indicating your finger, so I
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Table 1. Overview of the quality threats within the dialogue summarization pipeline.

Component Threat to quality

Speech transcription | T1: Background noise
T2: Multiple voices in the conversation
T3: Out-of-vocabulary words

T4: Accent, dialect, and spontaneous speech

Triple extraction T5: Compound nouns and phrasal verbs
T6: Coreference resolution

T7: Conflicting statements

Triple matching T8: Incompleteness of ontology
T9: Omission of relevant information out of context
T10: Different categorization of measuring values

T11: Redundancy of information (synonyms detection)

Report generation | T12: Erroneous triple categorization (SOEP)

T13: Wrong positioning of information in text

suppose your finger hurts’ — in this case, only the doctor’s statement should be
considered for triplification, but it is hard to reliably do so.

The quality of triple matching could also be affected by several threats.
One of them is the incompleteness of the ontology. The building and population
of the ontology is a component described in [18] that only needs to be done during
the development phase of the system and could involve some threats to the
triple matching component. If this ontology is incomplete or has been populated
for a very specific medical specialization, some concepts could be missing, and
therefore the triple matching process could discard relevant information. Also,
some relevant information to be included in the final report could be discarded
if it belongs to a non-medical domain and it is not included in the ontology
or it is not mentioned in the clinical guidelines. For instance, some experience
lived by the patient, which could look like an anecdote to omit in the report,
but maybe it is the precursor of the disease. Another threat to be taken into
account is the way of measuring some values. For example, pain can be measured
from 1 to 10, or from soft to strong, or from light to hard, etc. Despite these
different categories, 1, soft and light are representing the same level of pain and
this could cause errors in the categorization if this is not taken into account
during the matching process. Also, some information can be repeated by the
care provider or the patient, even using synonyms. This redundancy should be
detected while doing the matching to avoid redundancy in the generated report.

During report generation, some challenges arise to ensure the quality of
the final report. One important part of this component is the categorization
of the triples according to the SOEP convention. If a triple is categorized in
a wrong section, not only the information of this triple is missing in the cor-
responding section, but the correctness of the wrongly assigned section is also
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affected. Once this categorization is done, the Natural Language Generation pro-
cess starts. During this process, the relevant triples are ordered (text planning),
each triple is converted into a standalone sentence (lexicalization) and some of
these sentences are merged into longer ones (aggregation) [18]. Assuring a correct
order of the triples in the text planning and aggregation phases is essential to
avoid incorrect meanings and interpretations of the information collected during
the consultation, which could cause erroneous statements in the final report.

5 Analysis of Automatically Generated Reports

We build a proof-of-concept implementation of our pipeline. In the current imple-
mentation, we rely on Google Speech for the speech-to-text transcription. For the
triple extraction component, three different triple analyzers are used: Frog [5],
FRED [11], Ollie [23]. The former supports Dutch, while the other two only sup-
port English, for these the transcriptions are translated from Dutch to English
using Google Translate. The ontology was populated using clinical standards®
that GPs in the Netherlands use to examine and diagnose patients. Matched
triples are stored in a custom component, the patient medical graph [18]. Triples
are transformed into natural language sentences using an extension of Natu-
ralOWL [3] that supports the Dutch language.

The pipeline was tested on eight real-world consultations concerning exter-
nal and middle ear infection. Transcriptions of the consultations were provided
as input for the system, resulting in automatically generated medical reports,
according to the SOEP convention. On average, the reports consisted of 1,132
words, ranging between 568 words (R-4) and 1,767 words (R-6).

We assessed the quality of the reports and of the intermediate results of the
components in the pipeline (Fig.1). Four out of five results of components in
the pipeline are analyzed: transcription, triples, selected triples, and the SOEP
report. If items are missing in the generated reports, we attempt to determine
where these ‘went missing’ by tracing backward through the intermediate results.

Golden Standard. The SOEP format does not include any metrics with which
to measure report quality and completeness. In addition, to the best of our
knowledge, medical professionals in the Netherlands do not receive any formal
training on how to write such formatted reports. Therefore, in order to determine
the quality of the generated reports, we will rely on consultation reports, written
by a GP in the SOEP format, which we use as a golden standard [16].

5.1 Report Quality

The eight generated reports were compared to the golden standard. We mea-
sure pipeline quality using three metrics: precision, recall and false positives
(FPs). The quality of the reports was assessed according to the following pro-
cess. Firstly, the number of items included in the generated and golden standards

! https://www.nhg.org/nhg-standaarden.
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was established. Since GPs do not always include full sentences, but also partial
phrases or even just words, the term ‘item’ needs to be defined. In this case, an
item can be defined as a word or a sequence of words. Items are separated from
each other using conjunctions (e.g., “and”) and/or punctuation (e.g., periods,
commas). Secondly, precision and recall were calculated. Thirdly, the number
of false positives was determined, by counting items that were included in the
generated report and items that are incorrectly included (i.e., partial items). An
example of the latter is when the generated Plan includes “paracetamol”, while
the golden standard explicitly states “no paracetamol”.

The number of items included for each section of the SOEP format by the
generated (R-z) and golden standard (S-z) of the consultations (C-z) are shown
in Table2. For the generated reports the number of true positives (TPs), FPs
and false negatives (FNs) are also shown, respectively.

Table 2. Number of items included for each section of the SOEP format, with
TPs/FPs/FNs for the generated reports.

C-1 C-2 c-3 C-4 C-5 C-6 c-7 C-8
R-1 |[S-1| R-2 |S-2| R-3 |S-3 R4 |S-4| R-5 |S-5 R-6 |S-6| R-7 |S-7| R-8 |S-8
s|1/0/3| 4|1/0/8| 9|1/0/4| 5 0/0/4| 4|0/0/4| 4 0/0/9| 9|0/0/8| 8| 0/0/8| 8
ol|o/o/2| 2|o/1/6| 6|2/0/1| 3|1/1/8| 9|0/0/4| 4 0/0/4| 4|1/0/2| 3|1/0/1| 2
E 0/0/1| 1|o0/o/2| 2|1/0/0| 1|1/0/1| 2|0/0/2| 2|o0/0/1| 1|0/0/1| 1|0/0/1| 1
Plo/2/1| 1(3/1/5| 8|1/1/1| 2|1/0/2| 3|1/0/5| 6|0/2/5| 5|/0/1/2| 2 2/0/0| 2

It is apparent that the golden standards tend to consist of more items than
the generated reports. The precision, recall, F1-score and number of FPs of each
of the generated reports are presented in Table 3.

Table 3. Analysis of relevance and completeness of generated reports using the preci-
sion, recall and F-measure.

R-1 | R2 R3|R4 | R5 | R6 | R7T | R-8 W

Precision | 0.333 | 0.667 | 0.833 | 0.750 | 1.000 | 0.000 | 0.500 | 1.000 | 0.635
Recall 0.125]0.160 | 0.455 | 0.167 | 0.063 | 0.000 | 0.071 | 0.231 | 0.159
Fl-score |0.1820.258 | 0.588 | 0.273 | 0.112 | 0.000 | 0.125 | 0.375 | 0.239
FPs 2 2 1 1 0 2 1 0 1.125

Since we consider relevance (precision) and completeness (recall) to be
equally important, the Fl-score is calculated by assigning equal weight to both.
Six out of eight reports achieved a precision score of half or higher, with the aver-
age being 0.635, meaning that the majority of the selected items are relevant.
The recall score, however, is much lower. On average, 15.9% of the items that are
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considered relevant are included, meaning that the majority of relevant items is
missing. The Subjective section lacks most items, even though this section often
includes a high frequency of items when written by a GP. The reason may be
T9, i.e., the omission of out-of-context information (see Sect.4).

Finally, nearly all reports include FPs. While some of these items are harm-
less, for example if they provide additional information that is not required,
others can lead to inaccurate reporting. In R-2, “antibiotics” was included as an
item, while the golden standard explicitly stated “in consultation with patient no
antibiotics”. Challenge 1: The system should be able to recognize negations,
in order to provide correct information.

5.2 Pipeline Analysis

We analyze the quality of the outputs of two automated components in the
pipeline: triple extraction and triple matching. We omit the transcription com-
ponent because, in our case, this activity was done manually. We also use the
intermediate results to locate where the missing item in the report were lost.

Triple Extraction. Triples are extracted from text using three triple analyzers:
FRED (78.3% of extracted triples), Ollie (15.3%) and Frog (6.5%). All extracted
triples are checked for their quality and labeled as good or bad (see Fig. 1). If a
triple contains an item of excessive length (e.g., a full sentence instead of one or
a few words) and/or does not contain a reference to either the doctor or patient,
the triple is given the label bad. Only between 0.9% and 2.1% of the triples are
labeled good (on average 21.1 triples out of 1,367 based on eight reports).

Triple Matching. All matched triples end up in the generated report, however,
not all matched triples receive the correct categorization according to the SOEP
format (see T12 in Sect.4). The only erroneous categorization is within the Plan
section. Medication mentioned during the consultation is always assigned to the
Plan, while sometimes it is part of the Subjective. This part is in essence ‘the
patient’s side of the story’ and may also include previously used medication.
Challenge 2: The location of the item in the transcription can help mitigate
these errors, by separating the Subjective and the Plan. In addition, the tense
of verbs can be used, since they distinguish past medications from future ones.

Locating Missing Report Items. When compared to the golden standards,
the generated reports lacked 106 items. To determine at which point in the
pipeline these items were lost (excluded or not identified), each missing item
was traced back from the report to the transcript. Out of 106 items, only eleven
could not be found in any of the intermediate results in the pipeline, as shown
in Table4. Note that the table does not show how many items were found, but
the number of items that are still not identified in the particular output of the
pipeline. Percentages are shown as portion of the total number of missing items.

All items that we found in the extracted triples (and yet were not included)
had low quality. The analysis controller assesses the quality of the triples and
distinguishes good and bad triples. 50.9% of the missing items were found in
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Table 4. Overview of which missing items could not be located in the pipeline.

R-1 R-2|R-3| R-4|R-5|R-6 R-7|R-8 % "
Missing items (total) 721 6| 15 15| 19| 13| 10|100.0% | 13.3
In extracted triples 4 2 11, 9| 8| 5| 49.1% 6.5
In transcription (explicit)| 0| 3| 1 4/ 4, 1| 0] 142%| 1.9
In transcription (fully) 1 0 3, 2| 2| 0| 104%| 14

the extracted triples, but were all of bad quality. Challenge 3: Increasing the
number of relevant items requires improving the quality of the triples.

A small portion of the items (14.2%) could only be located implicitly: they
can be inferred from the transcript, but are not explicitly mentioned. An exam-
ple of an implicit item is an explanation or recommendation given by the care
provider to the patient. The GP does not announce that they will explain some-
thing, but this can be observed when reading the text. Another example is that
the GP may state they will perform some medical action on the patient tomor-
row, which means that the patient will return for another appointment, but this
second appointment is not made explicit. Challenge 4: Conversation analysis
techniques can be utilized to extract implicit information from transcripts.

The items that could not be located in any of the intermediate results in
the pipeline are either observations or decisions made by the GP or gestures.
Examples of observations are: (1) whether the eardrum is visible; this is part
of the clinical guideline for ear infection, but the doctor makes no utterance
about it, (2) if the ear canal is red, which only sometimes is mentioned out loud.
Decisions made by the GP mostly refer to the diagnosis and plan. Based on the
observations, they conclude a diagnosis which may or may not be communicated
to the patient explicitly. Furthermore, the plan is discussed with the patient, but
not in full detail. For instance, the GP will explain the patient receives ear drops,
but does not specify how many of these drops they should use per day, while this
is included in the report. The system, however, does allow the GP to add, modify
or remove text in the report if necessary. Finally, it is hard to ascribe gestures to
the GP or the patient (see T6 in Sect.4). Oftentimes, patient mention “I don’t
hear anything on this side” or “do you want to see the other ear as well”, in
combination with pointing the GP is able to tell which ear they are referring to,
but based on text alone the system cannot distinguish between left and right.
Challenge 5: Video input can be used to enhance text that includes a gesture
by disambiguating the antecedent to reference pronouns such as “this”.

6 Discussion and Future Work

In this paper, we introduced a dialogue summarization pipeline as a series of
components that can generate a report of a conversation. The quality of the
pipeline was evaluated through eight real medical consultations regarding ear
infections. We compared the automatically generated reports, as well as the
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intermediate results, to the reports produced by a GP. While the evaluation
demonstrates feasibility, it also points out several limitations and challenges.

Limitations. More consultations are needed for a more reliable assessment of
the pipeline’s quality. However, the list of challenges in Sect.5 suggest clear
improvement points. Furthermore, the golden standards were written by a sin-
gle GP; since medical students/professionals do not receive any formal training
on writing reports using the SOEP format, other care providers might write
slightly different reports. Papineni et al. referred to these situations as ‘stylistic
variations’ [20]. Finally, some items in the golden standards are not mentioned
explicitly and, thus, may not end up in the output of the triple extraction. To
ensure that implicitly discussed relevant information is also extracted by the sys-
tem, conversation analysis techniques are needed. For instance, when the patient
and GP agree on a course of action, this is not contained in one sentence and
can only be inferred from the dialogue between both [24].

Future Directions. We plan on generating more reports to acquire more data
and to measure the effects of error propagation in the pipeline, as discussed in
Sect. 4. We will ask more care providers to write reports in SOEP formats in
order to be able to randomly select stylistic variations of golden standards to
compare the output to. We also intend to include support for additional diseases
and ailments by including them in the ontology. The results from our evaluation
(the low number of good triples), together previous findings showing that over
half of the utterances in the speech transcript are not relevant for reporting [18],
call for relevance selection algorithms that diminish the amount of unnecessary
information that is stored. Furthermore, we intend to implement support for the
two additional modalities, video and sensors, as well.

Conclusion. While the generated reports are still imperfect, the proof-of-
concept shows that dialogue summarization using the proposed pipeline struc-
ture is achievable when sufficient engineering effort is put in optimizing the
implementation. When sufficiently improved, our pipeline can help care providers
reduce their administrative burden and focus on direct patient care.
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Abstract. Sustainable agriculture is crucial to society since it aims at
supporting the world’s current food needs without compromising future
generations. Recent developments in Smart Agriculture and Internet of
Things have made possible the collection of unprecedented amounts of
agricultural data with the goal of making agricultural processes better
and more efficient, and thus supporting sustainable agriculture. These
data coming from different types of IoT devices can also be combined
with relevant information published in online social networks and on the
Web in the form of textual documents. Our objective is to integrate such
heterogeneous data into knowledge bases that can support farmers in
their activities, and to present global, real-time and comprehensive infor-
mation to researchers. Semantic technologies and linked data provide a
possibility for data integration and for automatic information extrac-
tion. This paper aims to give a brief review on the current semantic web
technology applications for agricultural corpus, then to discuss the limits
and potentials in construction and maintenance of existing ontologies in
agricultural domain.

Keywords: Ontology *+ Smart agriculture + Internet of Things (IoT) -
Semantics - Data integration

1 Introduction

Recent advances in Information and Communication Technology (ICT) aim at
tackling some of the most important challenges in agriculture we face today [5].
Supporting the world’s current food needs without compromising future gen-
erations through sustainable agriculture is of great challenge. Indeed, among
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all the topics around sustainable agriculture, how to reduce the usage, and the
impact of pesticide without losing the quantity or quality in the yield to fulfill the
requirement of the growing population has an increasingly important place [6].

Researchers have applied a wide range of technologies to tackle some spe-
cific goals. Among these goals: climate prediction in agriculture using simulation
models [7], making the production of certain types of grains more efficient and
effective with computer vision and Artificial Intelligence [11], soil assessment
with drones [14], and the IoT paradigm when connected devices such as sensors
capture real-time data at the field level and that, combined with Cloud Comput-
ing, can be used to monitor agricultural components such as soil, plants, animals
and weather and other environmental conditions [16]. The usage of such ICTs
to improve farming processes is known as smart farming [18].

In the context of smart farming, IoT devices themselves are both data pro-
ducers and data consumers and they produce highly-structured data; however
these devices and the technologies we presented above are far from being the
only data sources. Indeed, important information related to agriculture can also
come from different sources such as official periodic reports and journals like the
French Plants Health Bulletins (BSV, for its name in French Bulletin de Santé
du Végétal)', social media such as Twitter and farmers experiences. The goal
of the BSV is to: i), present a report of crop health, including their stages of
development, observations of pests and diseases, and the presence of symptoms
related to them; and ii), provide an evaluation of the phytosanitary risk, accord-
ing to the periods of crop sensitivity and the pest and disease thresholds. The
BSV and other formal reports are semi-structured data.

In the agricultural context, Twitter -or any other social media- can be used
as a platform for knowledge exchange about sustainable soil management [10]
and it can also help the public to understand agricultural issues and support
risk and crisis communication in agriculture [1]. Farmer experiences (aka Old
farming practices or ancestral knowledge) may be collected through interviews
and participatory processes. Social media posts and farmer experiences are non-
structured data.

Figure 1 illustrates how this heterogeneous data coming from different sources
may look like for farmers: information is not always explicit or timely. Our
objective is to integrate such heterogeneous data into knowledge bases that can
support farmers in their activities, and to present global, real-time and com-
prehensive information to researchers and interested parties. We present related
work in Sect. 2, our initial approach in Sect.3 and conclusions and perspectives
in Sect. 4.

2 Previous Works

We classify existing works into two categories: information access and manage-
ment in plant health domain, and data integration in agriculture. In the infor-
mation access and management in plant health domain category, the semantic
annotation in BSV focuses on extracting information for the traditional BSV.

! https://agriculture.gouv.fr/bulletins-de-sante-du-vegetal.
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Fig. 1. Heterogeneous sources of agricultural data: non-structured data from Twit-
ter and from farmers experiences www.bio-centre.org; semi-structured data from The
French Plants Health Bulletins; and structured data from a weather sensor from www.
data.gouv.fr.

Indeed, for more than 50 years, printed plant health bulletins have been dif-
fused by regions and by crops in France, giving information about the arrival
and the evolution of pests, pathogens, and weeds, and advises for preventive
actions. These bulletins serve not only as agricultural alerts for farmers but also
documentation for those who want to study the historical data. The French
National Institute For Agricultural Research (INRA) has been working towards
the publishing of the bulletins as Linked Open Data [12], where BSV from dif-
ferent regions are centralized, tagged with crop type, region, date and published
on the Internet. To organize the bulletins by crop usage in France, an ontology
with 272 concepts was manually constructed. With the volume of concepts and
relations augmenting, manual construction of ontologies will become too expen-
sive [3]. Thus, ontology learning methods to automatically extract concepts and
relationships should be studied.

INRA has also introduced a method to modulate an ontology for crop obser-
vation [13]. The process is the following: 1) collect competency questions from
researchers in agronomy; 2) construct the ontology corresponding to require-
ments in competency questions; 3) ask semantic experts who have not partici-
pated in the conception of the ontology to translate the competency questions
into SPARQL queries to validate the ontology design. In this exercise, a model
to describe the appearance of pests was given but not instantiated, nevertheless
it could be a reference to our future crop-pest ontology conception.
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Finally, Pest observer (http://www.pestobserver.eu/) is a web portal [15]
which enables users to explore BSV with a combination of the following filters:
crop, disease and pest; however, crop-pest relationships are not included. It relies
on text-mining techniques to index BSV documents.

Regarding data integration in agriculture, AGRIS?, the International System
for Agricultural Science Technology states that many initiatives are developed to
return more meaningful data to users [4]. Some of these initiatives are: extracting
keywords by crawling the Web to build the AGROVOC vocabulary, which cov-
ers all areas of interest of the Food and Agriculture Organization of the United
Nations; and SemaGrow [9], which is an open-source infrastructure for linked
open data (LOD) integration that federates SPARQL endpoints from differ-
ent providers. To extract pest and insecticide related relations, SemaGrow uses
Computer-aided Ontology Development Architecture (CODA) for RDF triplifi-
cation of Unstructured Information Management Architecture (UIMA) results
from analysis of unstructured content.

Though INRA kick-started categorizing the french crop bulletins using linked
open data, and that project SemaGrow shed light upon heterogeneous data
integration using ontologies, both projects focused on processing formal and
technical documents. Moreover, in CODA application case, IsPestOf rule was
defined but not instantiated. Therefore, a global knowledge base, that covers
the crops, the natural hazards including pests, diseases, and climate variations,
and the relations between them, is still missing. There is also an increasing
necessity to a comprehensive and an automatic approach to integrate knowledge
from an ampler variety of heterogeneous sources.

Unstructured Linguistic Semi-structured
data pre-processing data
'
Terms/concept
— . Ontology
ATnGiETon detection 7
base - ! External
Relation Evaluation annotated data
detection (e. g.pest
v t observer)
structured I Mapping terms ontology
sensor data to classes generation

Fig. 2. Our approach for building a phytosanitary knowledge

3 Proposed Design

Figure 2 illustrates our initial design to manage the phytosanitary knowledge
from heterogeneous data sources. It consists of a first phase based on ontology
learning and a second phase based on ontology-based information extraction:

2 http://agris.fao.org.
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— Linguistic preprocessing: Unstructured and semi-structured textual data are
passed through a linguistic prepossessing pipeline (Sentence segmentation,
Tokenization, Part-of-Speech (POS) tagging, Lemmatization) with existing
natural language processing (NLP) tools such as Stanford NLP (https://
nlp.stanford.edu/), GATE (https://gate.ac.uk/) and UIMA (https://uima.
apache.org/).

— Terms/concept detection: At the best of our knowledge and from the state
of the art study, there is no ontology in french that modulates the natural
hazards and their relations with crops. Existing french thesaurus like french
crop usage and Agrovoc can be applied to filter collected data and served as
gazetteer. Linguistic rules represented by regular expressions can be used to
extract temporal data. Recurrent neural network (RNN), conditional random
field (CRF) model and bidirectional long-short term memory (BiLSTM) were
applied for health-related name entity recognition from twitter messages and
gave a remarkable result [2]. Once the ontology is populated, it could provide
knowledge and constraints to the extraction of terms [17].

— Relation detection: Similar to term/concept detection, initially there’s no
ontology. A basic strategy could be using self-supervised methods like Mod-
ified Open Information Extraction (MOIE): i) use wordnet-based semantic
similarity and frequency distribution to identify related terms among detected
terms from previous step ii) slicing the textual patterns between related
terms [8]. Once the ontology is populated, it could contribute to calculate
semantic similarities between detected terms in phase i).

— Ontology generation: Ontology generation with CODA and Pearl, as in the
SemaGrow project presented in Sect. 2.

— FEwaluation: This architecture presents a mutual application-based evaluation
design: ideally the learned ontology should improve the information extrac-
tion. Besides, Pest observer web portal can be served to validate phytosanitary
information extraction from plant health bulletins.

4 Conclusions and Perspectives

New digital technologies allow farmers to predict the yield of their fields, to
optimize their resources and to avoid or protect their fields from natural haz-
ards whether they are due to the weather, pests or diseases. This is a recent
area where research is constantly evolving. We have introduced in this paper
work relevant to our problem, namely: the integration of several data sources
to extract information related to the natural hazards in agriculture. We then
proposed an architecture based on ontology learning and ontology-based infor-
mation extraction. We plan in a first phase build an ontology from twitter data
that contains vocabulary in the existing thesaurus. To evaluate the constructed
ontology, we will extract crops and pests from the learnt ontology, and compare
it with tags in pest observer. In the following iterations, we will work on ontology
alignment strategies to update the ontology with data from other sources. To go
further, multilingual ontology management with keeping tempo-spacial contexts
should be investigated.
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Abstract. This paper applies a smart tourism approach to tourist destination
marketing campaigns through the analysis of tourists’ reviews from TripAdvisor
to identify significant patterns in the data. The proposed method combines topic
modelling using Structured Topic Analysis with sentiment polarity, information
on culture, and purchasing power of tourists for the development of a Decision
Tree (DT) to predict tourists’ experience. For data collection and analysis,
several custom-made python scripts were used. Data underwent integration,
cleansing, incomplete data processing, and imbalance data treatments prior to
being analysed. The patterns that emerged from the DT are expressed in terms of
rules that highlight variable combinations leading to negative or positive sen-
timent. The generated predictive model can be used by destination management
to tailor marketing strategy by targeting tourists who are more likely to be
satisfied at the destination according to their needs.

Keywords: Topic modelling + Sentiment analysis - Decision tree *+ Tourists’
reviews

1 Introduction

With the recent information explosion as a result of the proliferation of data from social
media, a new challenge emerged to discover information patterns hidden in big data
using effective data mining techniques [19]. Micro-blogs are small messages com-
municated via social media such as Twitter, and gained popularity recently as means of
expressing peoples’ views [6]. Micro-blogs fall under the category of unstructured big
data and are considered a type of electronic word of mouth (eWOM). A significant
amount of eWOM are generated as part of consumers’ evaluations of products and the
hospitality services they are linked to [2, 33]. Hence, consumers and tourists now play
an active role in shaping an organization’s reputation [13], which in turn can impact the
organisation’s sales performance [36]. Therefore, the analysis of reviews has become a
mainstream activity in marketing to improve product and services positioning based on
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customers’ needs and opinions [18]. According to [28], a brand is no longer what the
company tells a customer it is, but rather, what customers tell each other it is.

TripAdvisor and other social media platforms have become valuable sources of
eWOM in the tourism domain, with several studies investigating sentiment in reviews
[27] given evidence that it can predict product success [29]. Topic modelling has also
been used to identify topics discussed in reviews to provide temporal associations
between topics in a timeline. These studies, however, concentrated on endogenous
aspects of tourists’ reviews (i.e., sentiment) whilst exogenous aspects, such as culture
and purchasing power, have been addressed separately. No study so far combines
exogenous with endogenous variables in one model to investigate the reasons for
tourist dissatisfaction and predict perspective tourists’ sentiment. Therefore, this paper
investigates the application of Decision Trees to identify patterns, by evaluating the
combined effect of culture, purchasing power, and topics discussed by tourists in
reviews, on sentiment polarity. The research questions addressed in this paper are:
(i) What are the main patterns emerging from tourist reviews of Cyprus hotels?
(i) How endogenous and exogenous reviews’ parameters affect tourist sentiment?

The paper is organized as follows. Section 2 reviews the literature pertaining to the
effect of culture and purchasing power on tourists’ experience. Sections 3 and 4
elaborate on the proposed methodology and the obtained results, respectively. The
paper concludes with the implications of the research and future directions.

2 Literature Review

The literature related to culture and purchasing power is presented next.

2.1 Culture

The driver to address culture within our research question is grounded on evidence that
the tourists’ cultural values, such as power distance, individualism, and uncertainty
avoidance, significantly affect their perception of service quality, service evaluation,
and satisfaction [20] Other studies indicate that the customers’ power distance sig-
nificantly affects their service expectations, perceived service quality, and relationship
quality [10]. A key factor that differentiates tourist activities at a destination is culture,
with studies, e.g. [8], identifying that certain traits have significant differences. This
theory is also supported in consumer behaviour by evidence showing that people of the
same nationality tend to have similar preferences [16].

There are several models of culture. In this study, we adopted the model of Hof-
stede [14] due to its eminent reputation. According to this model, there are six different
traits that form a culture: (1) Power Distance (i.e. the degree to which people accept
and expect that power is distributed unequally); (2) Individualism (i.e. the degree to
which people tend to take care of only themselves and their immediate families);
(3) Masculinity (i.e. the degree to which achievement, heroism, assertiveness, and
material rewards for success are preferred); (4) Uncertainty Avoidance (i.e. the degree to
which risk and uncertainty tend to be avoided; (5) Long Term Orientation (i.e. the
degree to which people prefer stability, respect for tradition, and are future-oriented);
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and (6) Indulgence (i.e. the degree to which people prefer freedom and free will). For
the purpose of this study, we used Hofstede’s cross-cultural differences model (similar
to [16]) to obtain each reviewer’s culture values to enhance our tourist review data.

2.2 Purchasing Power

The use of purchasing power is grounded on evidence highlighting that customers from
countries with greater power distance feel superior to service providers [20] and expect
high service quality. This is linked to evidence that purchasing power [38] is linked
with a greater need to portray status through consumption [12], hence promoting power
distance. The financial state of a country has been used for global markets analysis [15]
with Gross Domestic Product (GDP) per capita as a key indicator for comparing the
level of development among countries and socioeconomic status. Human welfare and
GDP per capita go together, while increased GDP per capita is found to be correlated
with happiness [11]. At the same time, in countries with low human development
index, GDP dramatically affects quality of life [17]. Therefore, the argument by many
researchers is that tourists from countries with lower purchasing power compared to
their tourist destination might be more demanding and hence more likely to evaluate
their experience at a destination negatively.

3 Methodology

The techniques used to address our research questions include sentiment analysis, topic
modelling, decision trees, and imbalance data treatment. These are described in turn
along with the overall proposed methodology that combines them.

3.1 Sentiment Analysis

Sentiment analysis (SA) and opinion mining have been studied and used for a while
with several techniques emerging for analysing emotions and opinions from eWOM
[26]. SA is useful for online opinions analysis due to its ability to automatically
measure emotion in online content using algorithms to detect polarity in eWOM [32].
Three common SA approaches are Machine Learning (ML), Lexicon-based Methods,
and Linguistic Analysis techniques. From these ML techniques are considered the most
effective and simplest to use with Naive Bayes (NB) and Support Vector Machines
(SVM) being the most popular. ML techniques are classified into supervised and
unsupervised [41], with supervised requiring training the classifier prior to its use. The
main difference from unsupervised is that supervised techniques use labelled opinions
that have been pre-evaluated as negative, positive, or neutral to train models. Such
techniques include SVM, NB, Logistic Regression, Multilayer Perceptron, K-Nearest
Neighbours, and Decision Trees [23]. In this study, the NB approach is employed for
SA due to its good results and popularity [3, 24, 39].
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3.2 Topic Modelling

Topic modelling, a type of unsupervised data mining technique, constitutes a popular
tool for extracting important themes (topics) from unstructured data and is employed to
reveal and annotate large documents collection with thematic information [31]. Two of
the most popular techniques for topic analysis are the Latent Dirichlet Allocation
(LDA) and the Structural Topic Model (STM) [14]. In LDA, a topic is a probability
distribution function over a set of words used as a type of text summarization. LDA
expresses the relationships between words in terms of their affinity to certain latent
variables (topics), using Bayesian probabilities. STMs extend the LDA framework with
the capability of accommodating supplementary information in the form of metadata
that could reveal important aspects of how topics are linked to covariates [35], or to
observe which topics correlate with one another [9]. LDA and STM are generative
models and assume that each topic is a distribution over words and each document is a
mixture of topics [7]. STM is employed in this study, with each review representing a
distribution of a finite set of topics, which in turn are distributions of the words in the
corpus used in similar reviews. Identified topics were later associated to each review in
the dataset. New columns are added depending on the number of topics, each repre-
senting the degree of association of each topic to the case.

3.3 Decision Trees

Decision Trees (DT) are considered a scalable multivariate method and have been
successfully applied in prediction problems by mimicking the human decision-making
process. They are intuitive and explanatory, unlike black-box algorithms such as
support vector machines or artificial neural networks that cannot be easily compre-
hended by decision makers or validated by domain experts. A DT learns its structure by
partitioning the training dataset into bins using a series of splits, each performed after
identifying the most prevalent split-variable using information gain or Gini impurity
index metrics. Splitting variables are used in defining the structure of the tree that is
made up of nodes. Each node splits the dataset into branches. There are several
algorithms for designing DTs such as CART, ID3, C4.5, CHAID etc. The CART
algorithm [5] is a binary classification technique that utilises the Gini index of
heterogeneity to determine the information gain of each variable and accordingly
decide which variables to be used to split the dataset.

The main advantages of DTs lie in their simple interpretation and visualization
capabilities, and the need for little data preparation. They can handle both numerical
and categorical data. Their drawbacks include creation of over-complex trees that could
sometimes overfit the data and not generalize well. This is due to the use of heuristic
algorithms such as the greedy algorithm, where locally optimal decisions are made at
each node. Another drawback is that DT algorithms create biased trees if the training
set is imbalanced (large difference in number of cases representing the class variable). It
is, thus, recommended to balance the dataset as explained next, prior to DT training.

Hyperparameter tuning is another activity performed prior to model learning to find
the optimum configuration of a DT for improved model performance. There is no
uniform way to specify hyperparameter values to reduce the loss of model
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performance; experimentation through a grid-based search is a common approach.
However, supervised algorithms can be used to automate this process. The main
parameters utilized in this study to optimize the performance of the DT was the alpha
value (DT cost complexity), the DT maximum depth, and minimum samples per leaf
node [25].

3.4 Data Balancing

Data imbalance refers to the situation when the minority class of a dataset is much
smaller than the majority class. In our case, the number of positive sentiment reviews
was much larger than the negative ones (minority). This class imbalance can mislead
the classifier into overfitting, since the majority class dominates the dataset. Hence, the
classifier always generates results that abide with the majority class. Solutions to the
class-imbalance problem include many different forms of under-sampling or over-
sampling. The oversampling approach creates a balanced subset from the original
dataset by duplicating samples of the minority class. Two of the most common
oversampling techniques are Random oversampling (RO) and the Synthetic Minority
Oversampling Technique (SMOTE). RO is easy to implement and involves the
minority samples in the data being replicated randomly until the proportion of majority
class is achieved. The SMOTE technique generates artificial samples from the minority
class by combining several minority-class instances that are similar. That is, for each
minority instance, it introduces a synthetic new sample by utilizing information from
the minority-class nearest-neighbours instances. SMOTE is a more sophisticated
technique and generally produces better results [40] than RO. We implemented and
tested both approaches, confirming SMOTE’s superior performance. Hence, SMOTE
was employed to balance the training dataset before generating the DT model.

3.5 Overall Methodology

The main steps required to answer our research questions are depicted in Fig. 1. The
first step is the collection of reviews, in English, from tourists who visited hotels in
Cyprus during the period 2009-2019. This period is selected due to availability of data.
The total number of reviews obtained from the data collection is 65000 from tourists
representing 27 countries with the majority (85%) of cases representing years 2014-
2019 due to the recent increase in eWOM popularity. Data was automatically extracted
from TripAdvisor, with an algorithm developed in python that scrapped the reviews,
and included: Username, Rating of hotel, Date of stay, Feedback date, Country of
origin, Past contributions, Confidence votes, Review. To estimate each country’s
purchasing power, the GDP per capita index was used, using data from the World
Monetary Fund. The variable is expressed in US dollars and was standardized in a scale
from O to 100. Similarly, for the cultural values of each reviewer, the Hofstede website
was used, associating each cultural dimension to a value in a scale from 0-100, based
on country of origin. The tourists’ reviews, GDP, and culture data were integrated to
form a collated dataset used for DT training.

Prior to DT training, the data underwent cleansing, dimensionality reduction, and
irrelevant data elimination. Cases with missing values (i.e., culture values) were
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Fig. 1. Overall methodology

eliminated from the dataset, reducing the number of cases to 45000. The next step
involved the analysis of consumers’ sentiment and the topics discussed in the reviews,
through polarity detection and topic analysis, respectively.

For the sentiment analysis, a pre-trained NB classifier was used, to evaluate the
polarity of reviews initially in three categories: positive, negative, and neutral. The
rationale for using a sentiment classifier instead of the actual review’s rating in Trip
Adpvisor, lies in evidence [22] suggesting that reviewers tend to refrain from giving low
scores to hotels unless their experience is extremely negative. In this study [22] for
instance they examined whether reviewers from collectivist-leaning societies (valuing
tradition and helping each other) tend to write fewer excessively negative reviews than
those from individualistic societies. They found that despite being marginally positive
in ratings, reviewers use negative connotations in narrative descriptions that indicate
dissatisfaction. To avoid this problem, we opted for a sentiment classification approach
rather than using the reviewer’s ratings alone. The two trained sentiment models used
for this task were Textblob (based on Naive Bayes) and Vader [17], which are popular
classifiers with satisfactory precision and recall scores. Both models were used in an
ensemble manner to improve our confidence in the results. A python script automat-
ically utilized the Textblob and Vader models and averaged their results. The process
was repeated for all downloaded reviews, and their polarity was saved next to each
review as a new attribute.

To reduce the data imbalance (5% negative, 10% neutral, and 85% positive), the
sentiment polarity was converted to a binary state by merging the neutral and negative
sentiments. This assumes that neutral sentiment is closer to the negative than the
positive class due to reluctance of people giving negative reviews. This resulted in 15-
85 data distribution, which was still imbalanced and was tackled in a subsequent step.

An additional issue that needed addressing prior to DT model learning was the fact
that many of the reviews were from UK tourists. These represented 70% of the dataset
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that monopolised the GDP and culture scores. Therefore, to minimize the bias from this
majority group, a random sample was selected from the UK group to equate the
maximum number of reviews from other tourists’ groups. The resulting dataset
included a total of 10,3K reviews.

The STM topic modelling approach is subsequently used to associate reviews with
key thematic topics identified from the whole dataset. To learn the topic model, reviews
had to be pre-processed further. During this step, irrelevant information was eliminated
through the sub-steps of stop-word removal, tokenization, stemming. Stop-words refer
to words providing little or no useful information to text analysis and can hence be
considered as noise. Common stop-words include articles, conjunctions, prepositions
and pronouns. Tokenization refers to the transformation of a stream of strings into a
stream of processing units, referred to as tokens. Thus, during this step reviews were
converted into a sequence of tokens, by choosing n-grams (phrases composed by
n words in length). The Stemming process involves converting words to their root
form. After data pre-processing, the STM topic modelling approach was employed.
Extracted topics were inspected based on prior domain knowledge; therefore, expertise
in the field under investigation was required to make the necessary connections. The
identification of the recommended number of topics (k) was based on the model’s
semantic coherence and exclusivity for each model and topic [35]. The recommended
value for k from this process was 10. Manual inspection of the resulting topics followed
to identify possible topic merges into super-topics to reduce the dimensionality of the
model further. This yielded the six super-topics of Table 2. Each review was then
associated with super-topics based on the results of the trained model and the topic
merges. The super-topic associations were appended as new variables in the datafile
based on the probability distribution of topics per review, i.e., each review is associated
with more than one topic.

To tackle the data imbalance challenge, the dataset that emerged from the super-
topic assignment underwent treatment using SMOTE and RO techniques, yielding two
new datasets that were utilized during DT training. Hyperparameter tuning was per-
formed to identify the best configuration of the DT learning algorithm (CART) to
maximize the model’s performance. To validate the generated DTs from the SMOTE
and RO datasets, the K-fold cross-validation approach was used. The Area Under the
Receiver Operating Characteristic (ROC) curve (AUC), used for binary classification
problems such as this one (pos/neg sentiment), describes the performance of a model as
a whole and is useful for evaluating models trained on imbalanced data [4]. The higher
the area under the ROC curve the better the model’s performance. The best model was
obtained using the SMOTE dataset with AUC 81.9%, while the DT generated from the
RO dataset was inferior (78%) due to replicating existing cases from minority class.

The learned DT is finally used to identify the most significant patterns in the
dataset. These are expressed as rules that combine both exogenous and endogenous
variables of tourists’ reviews and are indicated as nodes on the tree. Nodes also provide
information concerning the polarity and are color-coded accordingly. The key rules are
subsequently used to filter cases from the dataset that satisfy the rules, which are then
used to estimate the distribution of tourists by country of origin. Countries with higher
probabilities in each rules’ sample-set, represent tourist origins that are more likely to
be satisfied by existing services at a tourist destination. Such information can provide
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interesting marketing insights to be used by destination managers to identify the things
they do well or badly, and accordingly tailor their campaigns knowing which groups
they can satisfy better.

4 Results

The first analytical step was the identification of the main topics discussed in the corpus
of tourists’ reviews. The STM method was used, and the recommended number of
topics was identified to be ten based on the topic coherence, which denotes whether
words in the same topic make sense when they are put together. The 10 topics iden-
tified are depicted in Table 1 along with the distribution of words for each topic. The
table shows the most popular words that comprise each topic using different metrics
such as highest probability, FREX, Lift, and Score. FREX weights words by their
overall frequency and how exclusive they are to the topic, while Lift weights words by
giving higher weight to words that appear less frequently in other topics. Score divides
the log frequency of the word in the topic by the log frequency of the word in other
topics. Based on these scores, words are presented in order from left to right, indicating
their importance to the topic. The right column presents the interpretation of the topic
in domain specific language.

To minimize the complexity of the topic model, the generated topics were merged
into six super-topics based on common themes specified in Table 2. The last column in
Table 2 provides the meaning of a high score for a super-topic. For example, a high
cleanliness score indicates many complains about the cleanness of the hotel, while a
high services/staff score indicates high satisfaction with the staff.

The DT classification task using the compiled data revealed that the combined use
of the three predictor variables (culture, GDP per capita, super-topics) were able to
predict group membership (reviews’ sentiment polarity) better than chance (50/50) with
overall prediction accuracy of 80%. The optimal decision tree is presented in Fig. 2.
Each node depicts the state of each of the variables with super-topics expressed as a
percentage with zero indicating no discussions about a topic and 100 many discussions.
The values in each tree node denote the number of cases from the dataset that satisfy a
given node criterion. The values on the left correspond to negative sentiment cases and
the values on the right with positive. The Gini index (calculated by subtracting the sum
of the squared probabilities of each class from one) shows the level of impurity of the
distribution for each node with lower index indicating a larger difference between
negative and positive sentiment. This is also visually represented using colour coding
for the tree nodes. The Gini index is utilised to identify strong patterns in the dataset
that are expressed in the form of rules.

The dominating variable in this tree is the topic associated with cleanliness fol-
lowed by service and staff professionalism. High cleanliness issues (cleanli-
ness > 20.5), indicating a lot of complains about cleanliness, yield 91% negative
reviews (computed based on negative cases over total cases on the leaf node). This
abides with results from [37]. However, when mild cleanliness is combined with high
professional staff attitude (Service/Staff > 12.5), the reviews are slightly positive
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Table 1. Emerging topics from STA and their interpretation

Topic Top words per topic from STA based on four metrics Interpretation
1 Highest Prob: room, hotel, bathroom, one, bed, shower, | Cleanness of hotel and
water rooms
FREX: shower, toilet, smell, window, eggs, air,
bathroom
Lift: toast, electric, scrambled, curtain, soap, ham,
conditioner
Score: toast, room, shower, bathroom, air, toilet, dirty
2 Highest Prob: hotel, staff, great, service, will, time, best | Service/Staff
FREX: wonderful, thank, amazing, thanks, vacation,
highly, come
Lift: die, wonderfull, pampered, costas, thanks, thank,
surely
Score: die, amazing, hotel, thank, great, staff, perfect
3 Highest Prob: kids, restaurant, pool, well, pools, every, | Family friendly
day
FREX: resort, kids, club, gardens, chef, activities, adults
Lift: elias, tranquility, exotic, azia, treatments, slides,
dome
Score: elias, kids, resort, team, pools, children, spa
4 Highest Prob: good, breakfast, hotel, room, rooms, Breakfast and overall
clean, staff quality
FREX: breakfast, comfortable, modern, view, spacious,
rooms, wifi
Lift: wonderfully, modern, satisfactory, spread,
amphora, comfortable
Score: wonderfully, good, breakfast, room, rooms, clean,
comfortable
5 Highest Prob: place, stay, stayed, cyprus, apartment, Budget stay
night, everything
FREX: apartment, owner, apartments, place,
accommodation, budget
Lift: scale, asty, pyramos, san, remo, owner, apt
Score: scale, place, apartment, apartments, stay, nicosia,
owner
6 Highest Prob: hotel, food, dinner, get, day, evening, All-inclusive food
drinks
FREX: board, half, drinks, eat, bay, lunch, inclusive
Lift: famagusta, casino, brits, salamis, ajax, potatoes,
Turkish
Score: famagusta, half, entertainment, euro, board, food,
inclusive
7 Highest Prob: hotel, room, day, didnt, one, got, night Complains about room

FREX: told, said, wasnt, didnt, asked, got, never
Lift: paint, veronica, upset, sorted, complaining, dirt,
realised

Score: paint, told, didnt, said, asked, never, got

(continued)
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Table 1. (continued)

Topic Top words per topic from STA based on four metrics Interpretation

8 Highest Prob: hotel, walk, bus, minutes, beach, Hotel location and
restaurants, larnaca things to do
FREX: walking, distance, bus, street, shops, walk,
minutes
Lift: route, mackenzie, cafes, intercity, lazarus, sights,
mall
Score: route, bus, walk, street, distance, city, larnaca

9 Highest Prob: hotel, guests, hotels, star, one, well, area | Other guests
FREX: guests, seasons, standards, four, management,
star, years
Lift: miserable, allows, result, wona, greatly, thoughtful,
post
Score: miserable, guests, seasons, star, years, four,
management

10 Highest Prob: nice, pool, beach, hotel, good, really, Beach hotel and pool
great

FREX: napa, nice, ayia, pool, really, swimming, plaza
Lift: pleasent, swiming, plaza, nestor, napa, ayia, aya
Score: pleasent, nice, pool, napa, beach, great, good

Table 2. Super-topics that emerged from topic combinations and score interpretations

Topics with overlapping themes | Interpretation High score meaning

Topic 1,7 Cleanliness Complains

Topic 3,10, 6, 4 Family/Pool/Food | Satisfaction

Topic 5 Budget Budget hotel

Topic 8 Location Good location

Topic 2 Service/Staff Satisfaction

Topic 9 Other Guests High mixture of guest cultures

(67%). Staff professionalism and quality of service is a strong predictor of positive
reviews with a weight of 93%, result also supported by [37].

Issues with multicultural guests (other guests) emerge with hotel guests from dif-
ferent cultures interacting in a hotel, combined with low staff satisfaction, leading to
81% negative reviews. An important cultural dimension that yields negative sentiment
when the hotel service is not adequate is Power distance with a 65% weight on negative
reviews. Low indulgence (indicating control of desires) yields positive sentiment in
71% of the cases when no cleanliness and staff issues are encountered, while the
combination of high indulgence with low GDP per capita results in marginally negative
sentiment, indicating that tourist from poorer countries who want to satisfy their desires
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Cleanliness <= 12.5
gini = 0.494
samples = 10307
value = [4573, 5734]

Clzanliness <=3.5 Service/Staff <= 12.5
gini = 0.468 gini = 0.48
samples = 2532 samples = 1734
value = [947, 1585] value = [1041, 893]
93% positive

91% negative

Cleanliness <= 7.5

Other Guests <= 14.5

gini = 0.485 gini = 0.459
samples = 1380 samples = 1409
value = [842, 1038) value = [084, 535]

Power Distance <= 32.0
gini = 0.475
samples = 1284
value = [773, 401]

indulgence <=455) { Budget<=25
gini = 0.472 gini=0.5
samples = 882 samples = 988
value = [340, 552] (value = [502, 486]

81% negative

gini=0.413 pesifont g gini =0.483 e gini= 0.408 gini = 0.458
samples = 367 sagrl:ll:»;s S0 samples = 221 s:":;{;s = 787 samples = 287 samples = 887
value =[107,280)) | 7T 1233207, \wslee=[90.1311) | TEOETE aea) value =[126, 141] | | value = [847, 350]
71% positive 65% negative
gini = 0.409 gini = 0.476 gini =0.485 gini = 0.487
samples =217 samples = 308 samples = 457 samples = 210
value =[113, 104] value =[120, 188] valus = [288, 189) value =[144, 158]

61% positive

Fig. 2. Learned Decision Tree with colour coded sentiment predictions (negative shown in
shades of orange and positive in shades of blue). Key results are annotated under the leafs. (Color
figure online)

expect more for their money. On the other hand, tourists from richer countries tend to
give positive sentiment in 61% of cases. Preliminary evaluation of the model’s most
prevalent patterns was performed using comparative analysis with relevant literature.
Studies on cleanliness, service [37], and value for money (GDP) [30] report a similar
effect on satisfaction. The latter is similar to our GDP dimension and utilises equity
theory [1] to observe that satisfaction is occurring when the performance of the service
equates the money paid for the service. The model was further evaluated by two experts
from the hospitality industry who verified the validity of these rules.

5 Conclusions

This study serves as a proof-of-concept and is the first to combine a DT approach with
topic modelling to identify patterns using both exogenous and endogenous parameters
of tourists’ reviews. Several studies examined mainly the impact of culture on review
generation [21, 22, 34], therefore this work provides a contribution by combining other
exogenous and endogenous variables. The case study used to elaborate this method
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refers to Cyprus as a popular tourist destination and the data collected span the years
2009-2019. The results indicate that the three determinants of sentiment polarity in
reviews are firstly, issues with cleanliness and staff professionalism that emerge from
topic analysis, and then the cultural dimensions of indulgence and power distance.
Based on the most prevalent rules from the DT and the cases that fall under each one,
Cypriot hotels seem to have failed to satisfy tourists from Romania and Greece when
issues with cleanliness emerge and the Power distance is relatively high. In contrast,
when issues with Cleanliness alone emerge, tourists from the UK are more likely to be
dissatisfied. Current hotel services cannot satisfy adequately tourists from these
countries and, hence, destination marketing managers need to either improve their
service or concentrate on tourists from other countries such as Australia, Switzerland
and Netherlands that have higher GDP than Cyprus or have low levels of indulgence
(<45) and are more likely to be satisfied. Tourist origin countries with positive results
with regards to service quality and staff are, Israel, Lebanon and Greece, meaning that
staff attitude and professionalism can affect their overall sentiment by 12% and 8%
(Israel, Greece/Lebanon) compared to tourists from other countries with much lower
positive sentiments. The main findings align with evidence from other studies indi-
cating that consumers from countries with lower purchasing power provide low ratings
to hotels. This is also consistent with evidence that power distance affects reviews
polarity, supported by theory highlighting that in countries with high power distance,
consumers often feel superior to service providers in the social hierarchy [20] and less
tolerant with service quality, while they tend to give low service evaluations. Results
from this work also highlight that other cultural traits from Hofstede, such as indi-
vidualism, tend to be related to tourist review sentiment, while the topics that are
associated with highest sentiment are those about hotel services. Limitations of this
work reside in the quality of the data collected and issues pertaining to fake reviews
that might affect the results. Our future work aims to filter out these reviews and
examine if the effect of the aforementioned variables alters in any way the main
conclusions of the current study.
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Abstract. Digital technologies have impacted almost every aspect of
our society, including how people participate in activities that matter
to them. Indeed, digital participation allows people to be involved in
different societal activities at an unprecedented scale through the use
of Information and Communication Technologies (ICT). Still, enabling
participation at scale requires making it seamless for people to: inter-
act with a variety of software platforms, get information from connected
physical objects and software services, and communicate and collabo-
rate with their peers. Toward this objective, this paper introduces and
formalizes the concept of Social Participation Network, which captures
the diverse participation relationships — between people, digital services
and connected things — supporting participatory processes. The paper
further presents the early design of an associated online service to sup-
port the creation and management of Social Participation Networks.
The design advocates the instantiation of Social Participation Networks
within distinct participation contexts—spanning, e.g., private institu-
tions, neighbor communities, and governmental institutions—so that the
participants’ information and contributions to participation remain iso-
lated and private within the given context.

Keywords: Social networks * Internet of Things - Participatory
technologies + Rule-based systems - Ontology

1 Introduction

An increasing number of institutions and self-organized communities have been
promoting the use of information and communication technologies (ICT) to
improve the participation of people in community-wide processes as diverse
as, e.g., online education, neighborhood projects, or public consultation. Such
digitally-powered participation, known as digital participation [24], has led to
the emergence of various participatory practices that empower people at scale.
Tlustrative examples include: crowd-sourcing/-funding [14], participatory bud-
geting [15], peer to peer sharing in communities [26], open government data
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access & analysis [25], participatory urban planning [6], and public consulta-
tions [21].

Digital participation
Citizen control

(‘rech platform /

Collaborative tools

Co-operation
Partnership‘

Concertation ‘

Participant as subject

Crowd-
sourcing

Open data

Informing ‘

Non-participatory W

Fig. 1. Ladder of Participation and supporting technologies.

As the “Ladder of Participation” illustrates [4], there exist different levels of
involvement of the community in participatory processes, from non-participatory
to citizen control, through to, e.g., informing, consultation and partnership. Still,
independent of the target level of participation, enabling digital participation
requires making it seamless for people to connect and interact with the rele-
vant community of people but also of digital entities (see Fig.1). Indeed, the
“community” of digital entities is essential to support the implementation of
participatory processes in the digital world and even in the physical world by
way of the IoT. Toward that direction, this paper introduces the concept of Social
Participation Network, which captures the various entities that may potentially
engage in a given digital participatory process, while abstracting the underlying
heterogeneity.

In what follows, we first walk through illustrative examples of participa-
tion that have flourished in the digital society over the last ten years, from
the government-led top-down to the people-led bottom-up approaches (Sect. 2).
Then, using a dedicated ontology, we define the digital entities and relations
among them that a Social Participation Network characterizes (Sect. 3). We also
introduce the rules that govern the emergence of relationships among the partici-
pating entities within a network to enhance the associated participatory process,
while enforcing privacy and security guarantees to participants. We then present
the early design of an online service — introducing its architecture and component
technologies — supporting the implementation of participatory processes based
on the proposed concept of Social Participation Network (Sect.4). Finally, we
conclude with a summary of our contribution and the research challenges ahead
of us (Sect.5).
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2 Digital Participation: A Socio-Technical Perspective

The development of participatory technologies has been drastic over the last ten
years, as it builds upon the development of ICT and their increasing widespread
adoption by the masses. We may classify the related participatory initiatives
according to who is leading them: government, people or both.

Government-Led Initiatives: Open government promotes governmental
transparency and accountability, so as to reduce democratic malfunctioning inci-
dents. Open data is among the pioneer implementation of open government
in today’s digital era. Still, there exist various implementations of the con-
cept [16], which differ according to the level of participation, from the citizen
being a mere consumer to an actor, of the government actions. Accordingly,
a number of software tools support the open data movement, from the man-
agement of data to engaging developers in the creation of new applications
as Open Government Data as a Service illustrates [20]. The proper organiza-
tion of the exposed data is in particular essential to avoid misinterpretations
and requires appropriate visualization tools. Still in the direction of leveraging
digital technologies for opening up government knowledge and practices, agen-
cies have applied crowdsourcing to foster civic participation at a massive scale
for top-down politics, reform discussion and e-voting. Examples are many and
include: the constitution reform in Iceland [17], open ministry in Finland [8] and
open innovation strategies [7]. According to Aitamurto [1], crowdsourcing with
co-creation constitutes the main method for realizing participatory democracy.

The analysis of practices and associated digital tools supporting the “open
government” approach shows that they ignore too often the fundamental princi-
ples of effective deliberation, participation and collaboration, and focus mainly
on transparency and information [13]. People-led initiatives fostering actions at
the community level tend to overcome the shortcomings.

People-Led Community Actions: Social media are a tool of choice for com-
munities of people to organize themselves. This includes using well-established
Online Social Networks (OSNs) for political discussion and online deliberation
[12]. Existing studies of this specific use of OSNs further suggest the design of
OSN services dedicated to political organization and action. This is to foster
online interactions that have shown to play a crucial role in the formation of
a movement, where politics is obvious to everyday life, in contrast to formal
settings [9]. The emergence of specialized community social media sustains well
the analysis. The associated software applications then serve connecting the res-
idents of a given local community via an exclusive portal, further implementing
strong features for building trust and safety among users.

It is worth stressing that the society’s digitization allows for people-led
actions at a large scale. The Web-based We Europeans' civic consultation is
one such illustration. The consultation, run between February and March 2019,
allowed European citizens to offer solutions on concrete steps to be taken to

! https://weeuropeans.eu.
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reinvent Europe. The initiative collected 30,000 proposals and 1,7 million votes.
The top 10 proposals of each country were then translated in all the European
languages, so that European citizens could vote in a second round to identify
the top 10 proposals at the European level. Finally, the political parties of every
country were able to take a stand on these proposals and share their position
via the We Europeans Web application.

Hybrid Urban-Scale Actions: The most common form of people participation
is urban-centric. With the development of computing in urban environments and
of the smart city vision, participatory platforms have been gaining momentum.
These platforms and associated applications ease and organize the interactions
of the connected people among them and/or with local authorities and agencies.
They also promote collective actions.

Urban computing is at the heart of the development of urban applications. As
defined in [28], urban computing is a process of acquisition, integration, and anal-
ysis of big and heterogeneous data generated by diverse sources in urban spaces,
such as sensors, devices, vehicles, buildings, and humans, to tackle major issues
that cities face. The supporting software platforms then cope with: sensing and
data collection, analyzing the data, and combining the physical with the virtual
environments (i.e., social networking and sensor data integration). As such, the
software solutions involve a large diversity of systems, spanning: mobile comput-
ing, cyber-physical, and Artificial Intelligence, to name a few. The widespread
adoption of smartphones and further development of the IoT, allow collecting
data that address multiple domains of the smart cities — mobility, health, util-
ities, etc. — and offer a unique opportunity for participatory applications. This
includes accommodating political expression and participation. Fostering mas-
sive participation then becomes the target in the deployment of applications in
the wild [23], while the abundance and complexity of applications ultimately lead
to lessen the interactions with people and among them. However, development in
the area of civic technologies (aka Civic Tech) aims at offering platforms easing
participatory processes at scale although introducing proprietary technologies
that limit their adoption.

3 Social Participation Networks: Connecting the Actors
of Participation

The previous section illustrates the key role of Cyber-Physical-Social Systems
(CPSS) in the realization of digital participatory processes: People not solely
need to network together, they also need the digital tools to collaborate, get
access to the relevant information and (co-)create. We argue that the specific
participatory CPSS must be structured around the paradigm of social participa-
tion network that manages the connection of people, actions and digital entities
according to their relevance to the focus of the participation. The paradigm of
social participation network builds upon the well known one of OSN and of the
more recent social ToT [5]. The latter aims at integrating social networking con-
cepts into the Internet of Things (IoT). That is, the social IoT creates social
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network graphs of people and things, in which the relations with things derive
from the things’ ownership and physical properties. The distinctive feature of
a social participation network is then to specifically manage participatory links
among people and digital entities so as to enable:

— People to connect with other people who share similar interests within a given
group, thereby enabling the social character of participation.

— People to discover the participatory actions in which they are interested and
may engage in online and/or offline.

— Digital entities — associated with the participants and/or the actions — to
discover and connect with each other, thereby automating supporting actions
(e.g., information sharing).

The structure of a social participation network underlying a participatory process
evolves as the participants come and go, and their contributions and interests
change over the course of the process. Table 1 illustrates events and operations
that instigate changes to social participation networks, while we focus on the
case of the network expansion in the paper. Events are fired by the participating
human and cyber actors (e.g., a person showing interest in a theme, a new
device providing observations about the physical environment). Operations are
reactions to these events that modify the structure of the social participation
network. That is, operations manage participatory links among people and digital
entities.

Table 1. Social participation network events and operations.

Operations & events | Type Description

engagesIn event An actor engages in an action
showsInterestIn event An actor shows interest for a theme
create link operation | Creates a link between two nodes

3.1 The Network Ontology

We formalize the entities and relations of social participation networks using
an ontology. This provides us with a formal foundation to: discover new par-
ticipatory relationships using inference engines, verify the network consistency,
compose Social Participation Networks, and build participatory platforms and
services by creating instances of the ontology classes.

There already exist ontologies that establish participation concepts. For
instance, [10] defines the concepts and relations of traditional participatory sce-
narios such as persons, organizations, causes and supporters. Another example
is [19] that focuses on digital paricipation, thereby addressing the specification
of both supporting software platforms and democratic processes and projects.
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Fig. 2. The network ontology modeled using WebVOWL [27].

Our ontology differs in that it includes not only human participants but also
IoT devices and software services, which are essential to the implementation of
digital participation.

Figure 2 outlines the social participation network ontology. It is composed of
three main classes:

— Actor: Actor has the subclasses Human and Cyber. Cyber has two subclasses:
Thing and Service. Things can be connected sensors, actuators and appli-
ances, and also more powerful devices such as mobile phones. Services are
cloud services, Web Services, APIs, databases, etc.

— Theme: Themes are topics representing subjects of interest such as parks,
security and climate change, just to mention some examples.

— Action: Actions represent concrete projects aiming at doing something; for
example, rethinking a particular park in the city, improving the security of a
particular street, or reducing carbon emissions around schools.

In the following, we denote with lowercase letters h, ¢, t and a, the instances of
the classes Human, Cyber, Theme and Action, respectively. The ontology also
introduces two types of relations:
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— FEaxplicit relations are defined based on the declared behavior of actors. A
base explicit relation is hasInterestIn with which a human can relate to a
theme. Actions and cybers may also relate to themes through the isAbout and
relatesTo relations. Humans can relate to other humans through the relations
collaborates With, meaning the humans participate in the same action.

— Implicit relations characterize inferred relations. They derive from the explicit
ones and their labels add the prefix may (e.g., mayHavelnterestIn) as the rela-
tionships are inferred by the system as opposed to being explicitly specified.

3.2 Social Participation Network Invariants and Dynamics

In the last years, several initiatives have emerged to build rule-based systems
for the Social IoT where rules automate the formation of social links between
IoT devices and allow the inference of new relations. Examples of such systems
are diverse (see [22] for a survey) and include, e.g., University & Car Pooling,
and Trust Management & Smart Building. In a way similar to these works,
this section introduces rules associated with the management of “participatory
links” , although it focuses only on the case of creation.

We first define the invariant properties of any Social Participation Network
for which the two following Rules1 and 2 must always hold.

Rule 1. Every registered human declares at least one theme of interest:

hasInterestin

Vh € Human, 3t € Theme: h ———— ¢t

Rule 2. FEvery action, thing and service relates to at least one theme:

Va € Action, 3t € Theme : a isAbout

Ve € Cyber, 3t € Theme : ¢ relatesTo, y
The dynamics of social participation networks results from the occurrence of
events (e.g., see Table 1) as the two next rules specify.

Rule 3. If a user shows interest in a theme, a link is created between that human
and that theme:

dh € Human,3t € Theme : showsInterestIn(h,t): h frasinterestng 4
Furthermore, the link mayUse is created between that human and all the cybers
(things and services) related to that theme:

Jh € Human, 3t € Theme,dc € Cyber :

hasInterestin relatesTo mayUse
h——————tAc t:h c

And, the link mayHavelnterestIn is created between that human and all the
actions that relate to that theme:

Jh € Human, 3t € Theme,da € Action :

hasInterestin isAbout mayHavelnterestin
h tAa t:h
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Finally, if two humans are interested in the same theme, the link mayCollabo-
rate With is created between them:

Jh1, he € Human, 3t € Theme :
LA h2 hasInterestin tihl mayCollaborateWith

ho

hasInterestin
h1 haA

mayCollaborateWith hl

Rule 4. If a human engages in an action, the link participatesIn is created for
that action.

participatesIn
it bl

3h € Human, Ja € Action : engagesIn(h,a): h

Following, if two users engage in the same action, then the link collaborates With
is created between them.

. participatesIn participatesIn
dh1, he € Human,da € Action : hy ——————— aANhyg —————

hl collaboratesWith h2 A h2 collaboratesWith hl
The rules we presented in this section are an early formalization of the social
participation network paradigm. While the paradigm builds on those of social
network and social IoT, it goes further by addressing the necessary connection
among people and cyber entities within participatory processes. We are currently
analyzing the rich literature on digital participation in order to discover the core
set of rules for participation. However, we do not pretend to introduce a fixed set,
other rules can be added during the design phase of a participatory process to
meet specific needs. In addition, although we have not presented rules associated
with the removal of links, they are similar to those presented in this section.

4 Designing an Online Social Network Service
for Participation

The social participation network paradigm paves the way for the design of an
associated Participatory OSNS (Online Social Network Service), through which
people may connect and collaborate together as well as with relevant cyber-
entities to engage in participatory processes. One key feature of the participa-
tory OSNS is to provide interoperability across the heterogeneous cyber entities,
including the diverse online communication services people use (from email to
popular OSNSes). We have previously introduced the social middleware solution
to address such interoperability requirements [2]. In particular, social middleware
leverages the Universal Social Network Bus [3] which mediates interaction across
online communication technologies to overcome the platform lock-in.
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Fig. 3. Participatory OSNS architecture.

Participatory OSNS Architecture: Building on the above contributions and
state-of-the-art technology building blocks, Fig. 3 depicts the architecture design
of a participatory OSNS. The architecture includes the Event Handler Service as
a Node.js (www.nodejs.org) and Express (www.expressjs.com) application.
Actors, in a given participatory context, then trigger events such as engagesin
and showsInterestIn, which are published to a message broker such as RabbitMQ
(www.rabbitmq.com) (see Publish event in Fig.3). The Event Handler Service
consumes events from the message broker (see Consume event in Fig. 3), which it
evaluates using the Rule Engine and Knowledge Base containing the social par-
ticipation network rules we presented in Sect. 3.2 (see Fvent evaluation in Fig. 3).
The rules are stored in a MongoDB (www.mongodb.com) database as Json doc-
uments. If the event evaluation triggers an operation, the social participation
network graph structure is updated accordingly (see operation in Fig. 3), where
we leverage the graph-oriented database Neo4j (www.neo4j.com), to store the
social participation network graph. Finally, actors receive an updated version of
the social participation network graph that concerns them (see Publish update
and Consume update in Fig. 3).

Privacy-Preserving Participation: Participatory technologies such as the
proposed dedicated OSNS can support a wide range of activities. However, the
possibility of gathering unprecedented amount of information can endanger the
privacy of people. This is a threat that participatory technologies share with the
more global paradigm of smart cities [18] and, in general, with any online activ-
ity [11]. A base requirement is for any participatory service/platform to enforce
the isolation of the diverse participation contexts (e.g., consultation within an
enterprise, participatory budgeting campaign, neighborhood co-creation initia-
tives, ...).


www.nodejs.org
www.expressjs.com
www.rabbitmq.com
www.mongodb.com
www.neo4j.com
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Fig. 4. Participatory process isolation.

Figure 4 illustrates the isolation of participatory processes. The social partic-
ipation network graph and its associated data hosted by a Town Hall is distinct
and isolated from the one hosted by a group of neighbors and by a private insti-
tution. The Town Hall hosts two instances for two participatory contexts, which
can have different participants and relations among them. The main goal is to
protect information such as who are the participants, their personal and private
data and their participation contributions. This example shows the two main
levels of participatory process isolation:

1. Service provider-level: The isolation is at the level of the party -or consortium-
interested in setting up the participatory process. The interested parties act
as service providers, as they host an OSNS for the participation instance -or
are responsible for finding an appropriate host-.

2. Participatory context-level: The isolation is at the level of participants con-
tributions and interactions. All information remains isolated among different
participatory contexts even within the same service provider.

5 Conclusions and Future Work

We have introduced and formalized the paradigm of Social Participation Net-
work to capture the diverse participation relationships — between people, digital
services and connected things — supporting participatory processes. In a nutshell,
the introduced relationships allow automating the finding of: potential collabora-
tors by commonality of interests, participatory actions, and relevant information
coming from digital services. We have presented an early formalization of the
rules allowing the creation and management of a Social Participation Network
together with the architecture design of an associated Participatory Online Social
Network Service. Moreover, we recommend the instantiation of social partici-
pation networks within distinct participation contexts—spanning, e.g., private
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institutions, neighbor communities, and governmental institutions—to protect
personal data and privacy given the diverse, and maybe sensitive, participatory
contexts.

The work we presented here is preliminary and there are still open questions
regarding the conceptualisation and implementation of Social Participation Net-
works. As part of our ongoing and future work, we are developing key technical
aspects of our architecture design, such as the integration of heterogeneous IoT
devices and software services, as part of the extension of the Universal Social Net-
work Bus [3]. We are also studying the definition of additional social participa-
tion network rules to automatically learn and adapt the embedded participatory
links. We also plan to evaluate our work both by simulations of participatory
contexts and by running small real use cases. Finally, it is crucial to address
key challenges facing digital participation, such as the digital divide since not
everyone has Internet access and/or is digital literate, and improving the level
of engagement by supporting the right participation incentives.
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Abstract. There is an increasing interest in corporate sustainability and how
companies should include it to satisfy user’s requirements concerning social,
economic, and environmental impacts. Research about sustainability in com-
puter science aims to offer methods, techniques and tools to lessen the impact of
new technologies on the environment, to offer a better world, a smarter life, to
the next generations. Information systems must participate in the collective
effort to move towards sustainable development, and software and application
companies must lead a CSR strategy to achieve this aim. Moreover, beyond an
individual company approach, sustainability should be seen as an integral
quality of any software (as well as safety, performance or reliability). All of this
seem obvious at a time when applications and programs of all kinds are ubiq-
uitous in everyday life. Nevertheless, the challenges of sustainable development
have still not been considered in certain key sectors such as the development of
information technology. A lot of ecolabels exist for a lot of different products,
although not for software sustainability. We propose in this work an ecolabel for
software sustainability, based on a set of relevant criteria found in different
works.

Keywords: Sustainability - Ecolabel - Software

1 Introduction

The 21st century is a period of new technologies and could be called the digital age. It
is also a period that is very affected by sustainable development issues that apply to all
aspects of our society. Information technologies, because of their importance, do not
escape preoccupations and questions as to their role and responsibility in developing a
more respectful and sustainable economic model. As defined for the first time in 1987
in the Brundtland Report, «humanity has the ability to make development sustainable
to ensure that it meets the needs of the present without compromising the ability of
future generations to meet their own needs [1]. This involves a gradual transformation
of the economy and society across the spectrum of sustainability.

As a result, international communities have become aware of the need to control
greenhouse gas emissions, which are the main drivers of climate change, and therefore
to reduce energy consumption and carbon footprint globally [2]. In this context,
information technologies have an ambivalent role: they reduce the impact on the
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environment in certain contexts of use, notably through virtualization or business
process optimization. However, in other cases they are themselves responsible for
negative effects on the environment, such as the very energy-intensive use of data
centers [3]. This global dematerialization continues, particularly with the transition to
the cloud, making IT responsible for 10% of global electricity consumption in 2017 [4].
Information technology must therefore be fully considered in sustainable development
actions and more particularly in companies social and environmental responsibility
(CSR) strategies. It is therefore essential to be able to provide models, methods and
tools which allow, first, to measure and assess the impact of technologies on the
environment, and then, second, to be able to apply tools in the development process of
these technologies in order to improve their sustainability.

Research on information technology and computer science in general aims to make
technologies more efficient and efficient, to create a smarter planet [5]. In this new
business model, the sustainability aspect is more rarely considered. Sustainable
development efforts in the information technology sector have so far focused on
infrastructure (data centers) and the manufacturing of hardware [6]. The data centers
are particularly targeted by the objectives of reducing energy consumption in the IT
sector, considering both their importance in the infrastructure of enterprises and their
data, and their considerable energy requirements. In 2012, the European Union even
took the lead by launching a project called GAMES (Green Active Management of
Energy in IT Service centers), which aims to develop a set of tools, methods and
techniques for managing the energy performance of next-generation data centers [7].
For both data centers and other information technology infrastructure and services, the
source of energy consumption is in the software layer [8]. As a result, a reduction in the
resource consumption of software components leads to a reduction in the electricity
consumption of computer equipment. The software layer is therefore an important if
not crucial lever in reducing ICT energy consumption.

Since 2010, there has been growing interest in research on the concept of sus-
tainability in computer engineering, but sustainable development applied to informa-
tion technology remains a less important topic [9]. Nevertheless, the ever-increasing
number of scientific publications on the subject shows that researchers are interested in
defining and developing concepts for sustainability in software engineering. This
includes characterizing models, methods and tools to reduce the life cycle impact of
software products and their development.

The definition of sustainability in software engineering brings together several
possible characterizations but we will retain the following one for the continuation of
this work. “Sustainable Software is software, whose impacts on economy, society,
human beings, and environment that result from development, deployment, and usage
of the software are minimal and/or which have a positive effect on sustainable
development.” [10].

In this paper, we will focus on the environmental sustainability framework. The
impact of new technologies on the environment is rather ambiguous because, as stated
earlier, they can be both a benefit and a harm. For a more in-depth analysis of their
impact, it is also necessary to consider the different phases of their life cycle and the
effects associated with them: the effects due to the production of information tech-
nology, effects due to their use and systemic effects.
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e Production effects consider the use and consumption of natural resources, as well as
pollution associated with the extraction of raw materials and end-of-life electronic
waste.

e The effects of use concern the positive indirect effects of their use, such as process
optimization and product virtualization and simulation, and thus the conservation of
natural resources.

e The systemic effects concern the long-term indirect effects resulting from the use of
information technology, such as changing lifestyles that encourage stronger eco-
nomic growth leading to a rebound effect as resource consumption increases.

These effects on the environment, in order to be controlled, must be measured and
evaluated and therefore monitored by companies. It is the commitment of these
companies to contribute to the sustainable development of their information systems
and technologies that is crucial.

Companies and organizations, by their place in society, have social responsibility
for their practices and the effects they have on society [11]. Their activities and
decisions directly influence the economy, making their commitment to sustainable
development all the more important in reducing the digital environmental footprint. To
help and encourage companies to become more involved in social responsibility, ISO
26000 was created in 2014 to provide guidelines for the implementation of sustainable
practices. Sustainability is approached in a multidimensional way around 7 areas of
action: communities and local development, human rights, relations and working
conditions, consumer issues, the loyalty of practices and the environment. On the
occasion of the Horizon 2020 program for research and innovation, the European
Commission has also launched a platform providing information technology companies
with a set of tools and methodologies to assess the energy consumption and the carbon
footprint associated with technologies they use and develop'. This initiative aims to
encourage companies to move towards eco-design by developing software solutions
that use fewer resources and have a longer lifespan. Companies, in particular software
publishers, must be responsible for the management of their information systems and
the programs they sell to their customers.

The sustainable development strategy for companies is increasingly an important
competitive advantage for their growth, particularly because of the influence it has on
their brand image. In addition to financial gains, such as reducing energy bills, this
gives them an image of responsibility that is increasingly important for consumers. The
benefits of a sustainability policy convince an increasing number of structures to
integrate CSR objectives into their business models [12]. In particular, new technology
companies are a real lever for reducing the consumption of energy resources, and even
more for reducing the environmental impacts of ICT [13].

So, the problem today is the lack of clear consensus and definitions about sus-
tainability in software engineering. In order to move towards sustainable development,
information systems must participate in the collective effort and software and appli-
cation companies must pursue a CSR strategy geared to the sustainability of software
development. So how can sustainability be integrated into software development?

! https://ictfootprint.eu/.
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More specifically, how can ecodesign be integrated into software and application
development?

We will be looking at the concept of software eco-design as a way to make the
software layer of new technologies more environmentally friendly. It will be a question
of how digital players, whether government, organizations, businesses or users, can
make software and applications more sustainable, particularly in terms of energy
efficiency.

This work will first look at the related works in the field of ecolabeling. Then, the
proposed EcoSoft label is presented with all the defined criteria in Sect. 2. We conclude
in Sect. 3.

2 Related Works

More and more consumers are considering the ecological dimension of the products
they buy and use in line with the growing interest in environmental issues [13]. Eco-
labels were then introduced to meet this demand, with more than 450 consumer labels
worldwide awarded by governments, organizations or consumer associations in 2016
[14]. These labels help consumers to identify more responsible products and to choose
according to criteria that integrate environmental quality. Labels, especially if assigned
by official authorities, are a guarantee of consumer confidence and credibility [15].

An eco-label is a quality label that certifies that a product or service has a reduced
impact on the environment. It aims to “promote the design, production, marketing and
use of products with less impact on the environment throughout their life cycle” and
“better inform consumers of the effects of products on the environment, without
compromising the safety of the product or workers, or significantly affecting the
qualities that make the product suitable for use™”.

An eco-label may certify products and services of different categories which
comply with certain ecological criteria. For example, we find labels for food (Organic
Agriculture label), textile (GOTS label3), tourist accommodation (Panda Gite label4),
electronic devices (Energy Star labels), wood (FSC labeIG) or cosmetics (label
Cosmebio7).

The award of an eco-label is usually based on a balance record and a life cycle
analysis of the product carried out by a national or international public entity, or
delegated to an independent accredited entity. It may be evidenced by a distinguishing
sign such as a pictogram on the product, a label or a name in order to be easily
identified by the public and consumers.

2 http://www.ecolabels.fr/fr/espace-consommateurs/les-ecolabels.

3 https://www.global-standard.org/ft/.

* https://ecotourisme.gites-de-france.com/notre-demarche-panda.html.
3 https://www.energystar.gov/.

6 https://fr.fsc.org/fr-fr.

7 https://www.cosmebio.org/en/.
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There are a multitude of labels related to ICT products. The multiplicity of products
and the complexity of production chains make it difficult to create a single label. Labels
are classified according to their type, that is to say to which organization they come
from, by which standards they are regulated. There are currently three different types of
labels that can attest to the ability of products to comply with a sustainability approach
by certifying that the environmental impacts of the labelled products are low compared
to those of other products on the market.

Type 1 brings together official labels, that is to say they are proposed by local
authorities (state, European Union), public interest groups (AFNOR - the French
standards association, for example) or self-reported by an ONG. These labels under
ISO 14024 meet strict specifications and their certification is regularly reviewed by
independent certifiers. They consider the entire product life cycle (LCA approach). The
best-known type 1 ecolabels are the European ecolabel, the NF French environment
label, the Blue Angel of German origin (focuses on health, climate, water, and
resources) and the International Energy Star, for the energy efficiency of products.
The TCO label adds a humanitarian aspect to the environmental aspect since it certifies
the creation of products minimizing the impact on human health.

The self-declarations correspond to the Type 2 eco-labels. They fall under ISO
14021 and are developed under the responsibility of companies alone. In general, they
concern only part of a product’s life cycle or relate to a single environmental char-
acteristic of the product. The associated standard frames self-declarations by specific
criteria: it must not be misleading, be clearly presented, be verifiable, etc. The best
known is the EPEAT label created in the United States by the Green electronic Council
which allows companies to evaluate IT equipment according to their eco-
characteristics. This label is now used worldwide by a large number of companies.
The ECMA-370 standard provides a system of measures and environmental features to
help companies in the ICT sector in the creation of self-declarations.

Ecoprofiles are type 3 eco-labels, covered by ISO 14025. Their allocation is the
result of a LCA and allows a comparison between products of the same category at the
level of resource consumption, greenhouse gas emissions, and waste.

In the field of new technologies, labelling is difficult to achieve because of the
virtual dimension of products (software, applications, websites) which makes users
believe that they have no impact on the environment. It is therefore important to add
value to software that is developed in a sustainable way, and labeling is a way to give
them more visibility. By engaging in the implementation of digital technology certi-
fications and labels, governments, particularly at European and global levels, would
help legitimise software eco-design in the eyes of users. Companies that make the effort
to achieve a sustainable strategy in the development of their products also gain cred-
ibility compared to their competitors when this approach is formally recognized [16].
A sustainability label for digital software and services such as EcoSoft would therefore
serve this objective of bringing more visibility and therefore credibility to ecodesign in
the software field. [17] proposes a discussion about the labelisation of sustainable
software products and websites and list a set of possible criteria that can be applied by
separating them in different types. Criteria for green web content management systems
and web applications can be found in [18].
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3 EcoSoft, an Eco-Label for Software Sustainability

We propose the establishment of a sustainability label for software that would allow
users to choose programs and applications based on their impact on the environment.
This label would be a way for consumers to easily identify the most durable software
and thus be able to limit their carbon use as users. It is also an approach that helps to
make the company aware of the environmental impacts of digital software and services
and to be able to implement a commitment to sustainable development. The company
reduces its software footprint and at the same time promotes its image through this eco-
design approach.

Like the Energy Star label on energy-efficient electronic devices, the EcoSoft label
would serve to inform about the voluntary commitment made by designers on the
energy efficiency of software on a computer, a tablet or smartphone according to
several criteria. It would be valid for a period of 2 years, maximum duration given the
many developments and updates that occur in the life of a software or application. The
software or web application would be given a distinctive logo to make its certification
visible. There is a similar project for eco-design of websites in particular called Green
Code Label® which labels websites developed according to web design methods.
However, there is no European or international label that certifies the sustainability of
an application service. Indeed, the official eco-label of the European Union® does not
certify digital products and services, which would make the EcoSoft label a reference in
the field of sustainable software certification.

A software labeled EcoSoft must meet sustainability criteria. It must have been
developed in accordance with software ecodesign techniques by integrating the tools
and methods of sustainable management of the complete product life cycle. EcoSoft is
a multi-criteria label, that is to say that its awarding is based on the respect of a set of
predefined criteria, and therefore it could not be granted on the basis of a single
criterion. Digital softwares, applications and services of all categories and types can be
certified. There are also no restrictions on the source of the program.

Following the Greensoft model [19], a software can be analyzed according to the
three phases of its life cycle: the development phase, the usage phase, the end-of-life
phase. Our EcoSoft label will use criteria than can be classified following these three
phases, as shown in Table 1. However, on the contrary of the Greensoft model, our
eco-label will only specifically address criteria concerning software. It will not take into
account the criteria relating to the energy consumption of computers and other hard-
ware machines, as well as the energy required for the company’s infrastructure. In this
work, we have choose criteria into the two facets of sustainability defined by [20]: the
sustainability BY the software (ICT4Green) and the sustainability IN the software
(GreenlT).

® https:/label.greencodelab.org/.

9 Site officiel écolabel européen: http://ec.europa.eu/environment/ecolabel/eu-ecolabel-products-and-
services.html.
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Table 1. EcoSoft criteria.

Development phase

Sustainable documents Download size

Sustainable specification Hardware requirements

Code optimization Green analysis efficiency
Usage phase

Accessibility Material resource consumption
Usability Backup size

Energy efficiency at running time

End of life phase

Data conversion to the future Long-term data storage
Software or application Packaging and manuals

This section presents all the criteria listed in Table 1. Each criteria is described with
two possible values, the first one indicates that efforts have been done to obtain a
sustainable software, although the second one indicates the contrary. The awarding of
the label should mean that all criteria of the list are respected.

3.1 Development Phase
The criteria for the conception and design phase are the following.

Sustainable documents {up-to-date and integrating sustainable techniques; out-
dated or not sustainable}

The creation and/or provision of reference documents in ecodesign to stakeholders
have to be taken into account. This criterion comes before the start of the project. In the
design phase, it is a question of being able to provide project stakeholders with ref-
erence material enabling them to integrate sustainable design techniques in the form of
good practices, recommendations, checklists, examples of implementation, etc. It also
take into account the maintainability of the software in order to analyse and change files
in an effective and efficient way, regarding the source code but also the content [17].
This relates also to the modifiability criteria proposed in [21].

Sustainable specification {eco-designed specifications; no good practice
application}

The software ecodesign is also based on a specification writing directed towards sus-
tainability with precise functional specifications without unnecessary functionalities
and without unnecessary data production [22]. The expression of adapted functional
needs determines the quality of the software and in particular its efficiency. Indeed,
every feature of the program consumes CPU and memory resources during use even if
they are in the background [22]. The preliminary draft of the specifications should then
include the drafting of a complete specification consisting of functional and technical
specifications that comply with ecodesign standards, including clear modelling of the
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program [19], for instance by using clear and precise UML specifications. As said in
[23] a new form of requirements ‘Environment Requirements’ need to be added to the
non functional usual requirements.

Code optimization {optimized; not optimized}

Programming of the software must be carried out in accordance with good ecodesign
practices. Software ecodesign focuses on functional, graphic, ergonomic and technical
design. In case of a software, we recommend that at least 2/3 of the techniques pro-
vided by the software ecodesign referential (in constant evolution)'” should have been
applied in order to value the criteria as ‘optimized’. We propose to use a checklist to
identify the used techniques. In case of an application, we recommend that at least 65
of the 115 best practices proposed [24] have been applied in order to value the criteria
as ‘optimized’. We propose to use the Opquast checklist'' to work.

Download size {optimized; not optimized}

More and more software products are nowadays downloadable. We recommend that
the size of the downloaded software should be optimized to the maximum [19]. Many
techniques exist to reduce download size so they should be used to do it.

Hardware requirements {average configuration; powerful configuration}
End-user influence is high as nearly 90% of the energy used by ICT hardware can be
attributed to the application software running on it [25]. As a result, it is necessary to
maximize the hardware lifetime by its actual physical durability rather than forcing its
obsolescenc by software platform requirements [21]. If the requirements needs too
powerful hardware, it will induce the buying of new material to be able to run the
software. It then must be able to operate with hardware that is at an average config-
uration compared to current standards to avoid replacement and new hardware pur-
chases [19, 26]. This can be related to the Portability criteria of [21].

Green analysis efficiency

[27] proposes to add a green analysis stage to promote energy efficiency. It determines
the greenness of each increment of the system that is developing. This stage acts like a
testing stage but for energy efficiency. Metrics are used is this stage to perform the
analysis (CPU usage, Green Performance Indicators, etc.).

3.2 Usage Phase
The criteria used for the usage phase are the following.

Accessibility {improved; not improved}

Software ecodesign also addresses the social dimension such as digital accessibility.
Good development practices improve the user experience, especially for people with
disabilities. For people with colour blindness, for example, graphs cannot be under-
stood if colours cannot be identified. The software or application should then be

10" Software ecodesign referential: https://collab.greencodelab.org/.
' https://checklists.opquast.com/fr/eco-conception/.
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designed to comply with good accessibility practices to enable navigation for all
audiences. We recommend to use the standards of W3C'2.

Usability {optimized, not optimized}

The software or application should be user-friendly [21]. If the customer satisfaction if
high, the support cost is low. We recommend to use 2/3 of the usability guidelines
proposed by [28].

Energy efficiency at running time {optimized; not optimized}
[29] states that efficiency defines how software behaves when it comes to saving
resources. We recommend that the program must not have an eco-score of less than
70/100 on the Greenspector test'> in order for the criteria to obtain the value «opti-
mized» . This can be related to the performance criteria of [21].

Material resource consumption {optimized; not optimized}

It is important to identify the resource consumption of the various components of the
software. In [30], the authors distinguish a set of software components to be analyzed
in terms of energy consumption. For example, there is the software architecture, RAM,
processor (also called CPU), storage or source code to take into account. For these
energy consumption measurements, the code must be analysed with diagnostic tools to
determine whether the ecodesign methods have been complied with, for instance
PowerAPI [31], Greenspector”, Intel SoC Watch', Chisel [32]. We recommend to use
Greenspector and to obtain an eco score of more than 70/100 to the test (CPU, memory,
mAh deload) for classifying the criteria as «optimized.

Backup size {optimized; not optimized}

It is possible to optimize the energy consumption necessary for the backup of software
data or application over the long term. Reducing the number of backups can also be a
possible optimization. By eliminating the problem of constantly backing up the same
copy of a file again and again, data de-duplication can decrease backup storage con-
sumption by 10 to 50 times compared to traditional tape-based backup methods. Since
less data is sent across the infrastructure, data de-duplication also can reduce the
bandwidth consumed by traditional network-based backups by up to 500 times [34].

3.3 End-of-Life Phase
The criteria used for the end-of-life phase are the following.

Data conversion to the future {OpenSource format; Proprietary format}

The data of the current program must be of a format allowing easy transfer to the future
software (essentially open source formats), otherwise data can causes compatibility
issues and energy and material resource consumption issues [19].

12 https:/fwww.w3.org/WAL/.

13 https://greenspector.com/fr/product/.

14 https://greenspector.com/ft/.

'3 https://software.intel.com/en-us/socwatch-help-energy-analysis-work flows.
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Long-term data storage (back-up) {optimized, not optimized}

The energy consumption needed to back up software data or long-term application
should be optimized [19]. Sometimes, legal regulations require long-term storage data
and the backup storage size will increase.

Packaging and manuals {recyclable; not recyclable}
If the software or application contains a packaging and/or user manuals in paper form,
these documents must be recycled [19].

4 Conclusion

The label we propose here is at the theoretical stage and has not yet been tested on
practical cases. EcoSoft is an eco-label that takes into account the involvement of
stakeholders (project manager, software architects, developers) in the process of inte-
grating sustainability into the project. The three stages of the software’s life cycle,
namely the development, usage and end of life, are analyzed to determine the envi-
ronmental impacts they generate. We focused the analysis on the energy consumption
of software components, which is an important aspect for the overall quality of the
software, especially for the user experience on the mobile device, but also because
digital energy consumption has a high environmental footprint.

The field of software and its technologies is constantly evolving, especially in the
forms that the software can take. In this sense, the label could evolve by adapting the
criteria to the type of software analyzed in order to be able to take into account its
specificities (application software, web applications, system software...).

Our future work will be to validate the chosen criteria with a set of professionals.
Then to test these criteria on several softwares in order to define if they can be awarded
the label EcoSoft.
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Abstract. This paper presents an exploratory approach for the governance of
Society in the context of Smarter Life. By answering the challenges of the era of
Digitalisation, facing profound societal changes, benefiting from multiple
innovations, information systems and services play an outstanding role in
improving and enhancing life of humans and contribute to the progress in
Smarter Life. This exploratory approach is based on information, whilst infor-
mation systems and services contribute to developing new practices, creating
new situations, generating new added value. In this perspective, information and
knowledge can be viewed as information common good, which is in the heart of
service design. It is essential that services are designed in an exploratory way, by
involving multidisciplinary, multi-institutional, even multi-national actors,
whose active participation would lead to the development of new value-added
services. This can be done thanks to a protected place adapted to co-construction
of information services, Tiers-Lieu for Services (TLS). To assist the dynamics of
the servitised Society and support its governing in a sustainable way, an insti-
tutional instrument, called people-public-private-partnerships for services (4PS),
is presented.

Keywords: Governance of Society - Exploratory approach - Tiers-Lieu for
Services - 4PS

1 Era of Smarter Life

Our Society lives in a real era of digitalisation, with new technologies enhancing
profound transformations in exchanges between people and institutions, changing
practices, creating new situations. Whilst it is essential to continually maintain the
technological growth and the cognitive unity of the progression of Society, this should
also be a safe operating space for Humanity. Furthermore, there are a lot of dissemi-
nated initiatives, which propose a lot of services for Smarter Life. To maintain the
global sustainability and resilience, a new paradigm is thus required, which would
allow integrating the continued development of human societies and the maintenance
of the Earth system [1].

It is an urgent task to create the conditions needed to place digitalisation at the
service of sustainable development [2]. They address different perspectives. In short
term, the advances in digitalisation support and ease sustainability objectives with a

© Springer Nature Switzerland AG 2020
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view to harmonise digitalisation with the global sustainability goals agreed in 2015 [3].
Sustainable digitalised societies are subjects of medium term. Already today, precau-
tions must be taken to deal with inevitable societal changes that will accompany
digitalisation: e.g. radical structural change on the labour markets as a result of
advancing automation, networking, creating new activities and jobs, co-design and
sharing common goods, to mention just a few. In a long term, the focus is made on the
future: the way humans interact with technologies and, more generally, the Information
World; risks and challenges to human personality and integrity, ethical aspects of
digitalisation, etc. This includes the exploration of the emerging concepts in the
innovative area of sustainability and digital technology [4], the results of societal
transformations, as well as creation of new practices in governing Society.

This paper is structured as follows. Section 2 discusses the current slants for
governing Society and introduces the exploratory approach. Section 3 presents col-
laborative service design enabled by Tiers-Lieu for Services (TLS). Section 4 describes
an institutional instrument, called people-public-private-partnerships for services (4PS).

2 Exploratory Approach for Governing Society

In broad outline, the existing approaches for governing Society in the context of
Smarter Life can be described by two slants.

In “top-down” approach, the decisions on governing Society are made by a rela-
tively small group of decision-makers, who belong to steering or executive committees,
according to predefined rules (in form of laws, regulations, industrial standards and
conceptualized procedures), and imposed on all members of Society. The main
advantage of this approach is to encourage consistent studies in comprehending well-
developed subjects to implement profoundly-studied strategies (as, for example, in the
case of sustainable development goals [5]). At the same time, a risk of the non-
inclusiveness of members of Society and different degrees of non-transparency of
decision-making governing processes are among its limitations.

“Bottom-up” approach takes into account the successful practices, already effi-
ciently implemented in specific circumstances and domains, by talented persons by
means of services. Its advantages concern better identification of risks, broader col-
laborative knowledge base and agility in making decisions in concrete situations, but
they cannot guarantee their applicability and/or consistency in the scope of whole
Society.

It becomes obvious that despite the advantages of each of these slants, none of them
can address the complexity of governing Society in the context of Smarter Life. A new
form of inclusive governance is thus required. Such inclusive governance includes new
modes of governance, integrates various practices, performs interdisciplinary analysis
covering legal, policy-making and theoretical concerns, develops methods for coor-
dination (e.g. the Open Method of coordination as a technique of EU governance [6]).

In this perspective, we suggest an exploratory approach for governing Society for
Smarter Life. Its main idea is as follows. We should not think purely in terms of
technologies. We should think in terms of information, information systems and ser-
vices. We should think in accordance to propulsors in the context of the progression of
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Society, and the added value these propulsors are inducing. A propulsor can be a new
law, a political or strategic will, a new technology like a digital system, etc. The
propulsions of Society are enabled by propulsors into activities of Society in the form
of information services. An information service contains a value proposition [7]. Its
aim is not limited to increasing the efficiency of existing business processes, but
generating additional value for businesses by creating and enabling situations, in which
value may emerge.

Information common goods are formed from information services, in order to
establish bases of the progression of Society by means of services. They are based on
the concept of common goods [8] whose basic resource is of natural origin (pastures
and forests). In contrast, the basic resource of the information common goods is arti-
ficial: data, information or knowledge. For both natural and information common
goods, there is a risk of falling into a tragedy of the commons [9], when unlimited
usage (for natural ones) and uncontrolled rush for digital innovations (for information
common goods) might lead to their exhaustion. To avoid the tragedy of the commons
and make information common goods efficient and resilient, they are organised in an
institutional form of informational common. Myriads of services, which are envisaged
as information common goods, currently are, have been and will be developing
practices, create new situations, lead to new added value. And this added value in
services comes from enabling informational commons [10].

The exploratory approach for governing Society is thus based on governing
informational propulsions inducing added value and all related information common
goods. In other words, the exploratory approach for governing Society relies on
information common goods, which are formed from information services and organised
as informational commons, in order to establish bases of the progression of Society by
means of services. To support the development of services in a sustainable and
responsible way, we suggest a protected place adapted to co-construction of infor-
mation services, called Tiers-Lieu for Services (TLS). To govern them, we should
ensure it is done in an exploratory way in co-design, so that responsible and interested
persons could all actively participate. This is enabled by people-public-private part-
nerships for services (4PS), an institutional instrument of the administration of infor-
mational propulsions.

3 Service Design Through Tiers-Lieu for Services

Information common goods are formed of information services related to multiple
institutions, professions, responsibilities, disciplines. It is thus essential to encourage
people who are interested in governing Society, to participate in it by conceiving,
creating, implementing them, by mixing various aspects of engineering and exact
sciences with aspects of law, management, human sciences, and by continually con-
ducting explorations.

These people will need a protected place, outside of their own institutions, where
they can face their differences, sometimes even their divergences, by focusing on co-
creating services. A possible candidate for such a protected place is Tiers-Lieu for
Services (TLS) [11].
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Conceptually, Tiers-Lieu is “a social configuration where the encounter between
individual entities intentionally engages in the conception of common representations”
[12]. This social configuration is an open place that allows co-creation processes
involving various people. It is sufficient to adapt it to the characteristics of informa-
tional propulsions and information common goods, in order to make it the place of their
construction under the name of Tiers-Lieu for Services: the TLS configuration is a
social configuration between different entities whose encounter intentionally engages
them in the conception of common informational representations, expressed by means
of informational models, in order to construct information services assembling in an
information common good.

TLS initiators propose an action corresponding to an informational propulsion of
Society. It is described by a pursued intention, with the sense, which it gives to the
subsequent progression of Society. It also describes situations to overcome and societal
issues of the informational propulsion. This intention leads to defining a corresponding
initiative, which is concretised through information. The information plays the key
role: it enables the development of multiple propulsions and provides their informa-
tional base. This informational base consists of a multitude of informational models, all
oriented towards the design and implementation of propulsions. In a generic way, TLS
is a social configuration that allows all contributors to have access to informational
models of the information service. They can therefore criticize these models. They can
make proposals for modifications or even progressions. They can give them the sense
in the context of governing Society.

To support the activities of contributors, TLS provides them with a framework: the
cross-pollination space [13]. Despite their heterogeneity, they share the common lan-
guage of the cross-pollination space, the language of information, so they can under-
stand each other and to conceive informational models essential for the implementation
of information trans-services. They exchange views and continue explorations by
emerging the points of view that are not usual in their own activities, throughout the
process of establishing informational models. The informational model is based on the
informational base, as well as all the digital and organisational implementations that
have been put in place, in order to make operational the information service they are
co-designing.

TLS sessions can take many forms: face-to-face or virtual meetings, or their
combination. They are all facilitated by a digital platform dedicated to TLS. In all these
sessions, there are many innovative ideas that come up and are exploited. TLS takes
place under a free license adapted to the constitution of information services and
information common goods, following the example of software projects governed by
free licenses like the GNU-GPL.

4 4PS

Since there is a huge number of various complex activities and responsibilities related
to any informational propulsion, it is essential to have an institutional instrument
supporting elaborating and enabling the governance of Society in the context of
Smarter Life. This instrument should be designed in the way that all contributors for
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propulsions can operate efficiently and fully fulfil their responsibilities. This instrument
should make it possible to form the necessary partnerships between all physical and
legal persons, the world of private or public enterprises, public administrations, asso-
ciations, national or international organisations, research and training centres, associ-
ations of citizens interested in contributing to the co-construction of one or another
information service of an informational propulsion. As such an institutional instrument,
we suggest to implement 4PS: people-public-private partnerships for services.

4PS is built on the basis of a formal framework, Public-Private Partnerships (PPP),
which is well-known internationally and has shown efficiency in various projects.
Generally, PPP is defined as a long-term contract between a private party and a gov-
ernment entity, for providing a public asset or service, in which the private party bears
significant risk and management responsibility and remuneration is linked to perfor-
mance [14]. Traditionally, PPP is intended to facilitate public-private partnerships
mainly in the context of infrastructure (hospitals, transport, buildings) and is not par-
ticularly focused on services. To enable service creation, our exploratory approach
suggests to expand PPP to people-public-private partnerships for services (4PS). 4PS
does not only benefit from the advantages of PPP that typically allocates each risk to
the party that can best manage and handle it, optimises management responsibility and
finds coherence between private interests and the public interest. 4PS specifically
targets service design and co-creation, where the key role is given to talented persons
who actively collaborate in defining, concretising and developing services.

4PS enables the governing of Society to access the design levels of informational
propulsions. It can: (i) guarantee the compliance of informational propulsions with
regulatory frames; (ii) steer the progression of Society by taking into account the
informational propulsions, by fostering their construction, notably by supporting the
necessary expansion of regulatory frames (including in some situations the legal
frame); (iii) decide the concordance between the construction of informational
propulsions and the politics of the progression of Society.

Furthermore, 4PS fosters more inclusive progression that allows active engagement
of communities, discloses more information about propulsions, especially on the
commitments made to various contributors through the information common goods,
and de-risks informational propulsions by providing more predictability in their
enabling environment.

5 Conclusion

This exploratory approach with information services, information common goods, TLS
and 4PS places constructors of informational propulsions for Smarter Life in more
consistent positions, where they can contribute to the progression of Society in con-
cordance with their own competencies and legitimacy. This approach lies on the
powerful information level, inherited from IS engineering with its methods, models and
techniques. This information level provides a meeting place for persons in charge of
governing Society and of constructing information services and informational
propulsions in the context of Smarter Life.
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