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To my youngest child, Addyson.
What wonders await you in your lifetime?
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The future. Sometimes, we can close our eyes and almost see it. In the years 
leading up to 2020, digital surgery had reached a fever pitch. Abraham 
Lincoln once said, “the best way to predict the future is to create it.” In this 
context, the coming age of surgery will be formed in the present by our own 
design. This book is written by many of those who, today, are laying the foun-
dation for tomorrow’s operating environment. This textbook provides a trove 
of insightful perspectives on where we are at this instant in time … and the 
trek ahead toward the realization of digital surgery.

What is digital surgery? Perhaps its definition should be left bound not by 
diction but rather by imagination. To some degree, digital surgery is kaleido-
scopic—its facets and shapes, shifting. In its commonest context, it entails the 
application of artificial intelligence toward computer vision and automation in 
robotic-assisted surgery. More generally, however, the objective is to digitally 
define the patient, the surgical field, and the surgical problem or task at hand—
to operate based on information, rather than based on anatomic planes alone.

But digital surgery has shapeshifted into other, equally intriguing facets—
many of which are exemplified by chapter headings throughout this book. 
Digital surgery is fundamental to 3D-printed organs, mind-controlled limbs, 
image- guided navigation, and tele-mentoring. It is the key that unlocks the 
metaphorical doorway to surgical access, thereby creating a global frame-
work for surgical training, education, planning, and much more. This 4.0-ver-
sion of surgery will also provide methods of measurement and perception 
outside of the human umwelt—including the ability to visualize fields beyond 
the visible light spectrum, via near infrared fluorescent organic dyes which 
are rapidly being bioengineered to target specific tumors, as well as native 
anatomic structures of interest.

Digital surgery ushers in the era of patient centricity. Rather than focusing 
solely on the anatome, surgeons will operate with an enriched understanding 
of an individual’s specific attributes: including the human phenome, physi-
ome, microbiome, genome, and epigenome. In parallel, digital surgery will 
harness the power and fluidity of the cloud. The cloud is poised to emerge as 
a significant resource for surgeons over the next decade—especially through 
shared machine learning, both regionally and globally. It is important to 
understand that digital surgery is not the last step in evolution, but only the 
next. A touchstone towards computer-centric surgery and the new age of sur-
gical automation, robotic-machine learning, augmented environments, and 
the like.
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In 2005, when I was a fourth-year surgical resident in training, I was 
reminded of where we stand with regard to innovation in surgery on a grand 
scale. I had the opportunity to meet famed surgeon Michael DeBakey that 
year. At our encounter, I asked him with genuine curiosity, “do you think the 
era of innovation and discovery in surgery is over and done?” I went on to 
ramble off several seismic milestones—the first heart transplant in a human, 
the development of general anesthetics, the creation of the lung-heart bypass 
machine, electrocautery, and so on. He shook his head at me and, with a wide 
grin and a sparkle of certainty in his eyes, said, “Not at all!” … he added with 
a chuckle, “This is just the beginning!”

DeBakey was right. Indeed, we are at one of the most exciting times in the 
history of surgery, and we are only getting started. Off we go... a great odys-
sey lies ahead!

We are at the very beginning of time for the human race. It is not unreasonable that 
we grapple with problems. But there are tens of thousands of years in the future. Our 
responsibility is to do what we can, learn what we can, improve the solutions, and 
pass them on. ― Richard P. Feynman

Orlando, FL, USA Sam Atallah, MD 
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The Cognitive Revolution

Thomas M. Ward and Ozanan Meireles

 Introduction

In the last decade, we have been witnessing the 
great potential of a Cognitive Revolution in 
Medicine that promises to completely transform 
surgery. Before exploring its history and poten-
tial, we must establish some basic definitions. 
First, cognition is “the action or faculty of know-
ing” [1]. Cognition is fundamental, but formal 
study only started in the 1950s [2]. Recent prog-
ress in one of its major subfields, artificial intel-
ligence (AI), has created the promise of 
revolution.

A revolution is a “dramatic or wide-reaching 
change in conditions” [1]. Examples include the 
Industrial Revolution, which jump-started mod-
ern society with its transition of manual labor 
into machine-assisted processes. Surgery has 
also undergone many revolutions. In the nine-
teenth century, the development of general anes-
thesia and asepsis allowed for surgeons to 
humanely, and safely, foray into invasive surgical 
procedures. The twentieth-century innovations of 
surgical staplers, endoscopy, and laparoscopy 
have created modern surgery as we know it [3]. 

Despite this progress, surgery is still fraught with 
dangers: almost 30% of surgical patients will suf-
fer a complication [4]. Surgery needs to improve, 
and AI offers a potential solution: the Cognitive 
Revolution.

 Artificial Intelligence

AI is “the study of computations that make it pos-
sible to perceive, reason, and act” [5]. The breadth 
and extent of these computational abilities lead to 
different types of AI. Movies and popular science 
portray AI as computers and automatons with 
cognition equivalent to humans’. This all- 
encompassing AI is termed generalized AI [6]. 
Taken to the extreme, some people even believe 
that AI will obtain superhuman intelligence and 
end humanity’s reign, with an event known as the 
singularity [7]. Despite Hollywood’s hyperboles, 
a more realistic and obtainable intelligence is a 
narrow one, where computer algorithms focus on 
specific tasks and excel. Narrow AI is pervasive 
throughout today’s society, from movie recom-
mendation systems to autonomous vehicles.

Narrow AI aligns closely to Warren McCulloch 
and Walter Pitts’ original conception of AI in 
1943. Based upon a knowledge of basic neuro-
physiology, propositional logic, and Turing’s the-
ory of computation, they proposed that any 
function could be computed with a network of 
neurons that were either on or off [8]. Minsky and 
Edmonds made this “neural network  computer” a 
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reality in 1950 with their SNARC, a computer 
that simulated 40 neurons [9]. These neural net-
works led to initial great success in the 1950s, 
with an early prototype capable of winning games 
of Checkers [10]. Unfortunately, the early gains 
and lofty promises failed to deliver in the ensuing 
decades. Public and private sector opinion soured 
on AI, as epitomized by the Lighthill Report in 
1973 which led to almost total cessation of gov-
ernmental funding for AI in the United Kingdom 
[11]. The ensuing “AI Winter” brought with it a 
near total collapse of the AI industry in the 1980s 
and early 1990s [12]. As the 1990s progressed 
though, AI began to succeed, particularly with 
narrow tasks. Four decades after Samuel’s 
machine learning success with Checkers, IBM 
created “Deep Blue,” a chess computer capable of 
beating the World Chess Champion Garry 
Kasparov [13]. This landmark achievement was 
one of many to follow in the years ahead.

 Artificial Intelligence Revolution

AI in the twentieth century had been a plodding 
field, filled with many promises but few results. 
AI’s fortunes, though, have changed in the past 
two decades. AI, particularly narrow AI, is under-
going a resurgence and revolution  – but why 
now? Its success results from the alignment of 
four major factors: (1) big data, (2) adequate 
compute power, (3) deep learning algorithms, 
and (4) increased investment.

The first key to the AI revolution is big data. 
Data inputs form the foundation for AI and its 
subfield – machine learning (ML). Without data, 
the algorithms cannot learn. Early successes in 
ML came with application to problems that have 
a small, finite data space. For example, Tic-Tac- 
Toe only has nine squares to fill with two possible 
markers (X or O), with only a thousand legal pos-
sible different positions. Checkers has over 1020 
possibilities, and the game Go has 10170 possibili-
ties [14, 15]. Mapping these possibilities is rela-
tively easy for a computer but imagine the amount 
of data needed for an algorithm to not just play a 
board game, but classify objects, understand 
human speech, or even operate a motor vehicle.

Prior to 2003, humanity had generated 5 exa-
bytes (5 ∗ 1018) of data. As of 2012, that much 
data was generated every 2 days [16]. Medicine 
has seen a similar explosion in data availability, 
with 1 minute of high-definition surgical video 
containing 25 times the amount of information in 
one CT scan image [17]. This glut of data has 
given AI and ML algorithms the information they 
need to learn and perform at human levels.

The second key to the AI revolution is ade-
quate compute power. AI and ML algorithms, 
particularly those of the “deep learning” variety, 
are extraordinarily resource intensive. Much of 
AI’s failure to launch in the mid-to-late twentieth 
century stemmed from lack of compute power. 
As Moore famously postulated in 1975, com-
puter circuits have doubled in circuit complexity 
every 2 years, which roughly translates to a dou-
bling in compute power [18]. Even this doubling 
of compute power failed to reach adequate levels 
for some of the newer ML algorithms found with 
“deep learning” which require millions of com-
plex linear algebra calculations. The relatively 
recent employment of graphical processing units 
(GPUs) made these algorithms’ utilization feasi-
ble. GPUs are special computer chips initially 
developed for computer graphical tasks, such as 
video games. For ML tasks, they perform calcu-
lations orders of magnitude faster than traditional 
computer chips [19]. Companies, such as Google, 
have expanded upon this idea with their creation 
of ML-specific chips like tensor processing units 
which run with improved energy costs and speed 
[20]. This additional computer “horsepower” has 
allowed for actual implementations of all the 
algorithms that AI’s inventors could heretofore 
only imagine.

The third key to the AI revolution is deep 
learning algorithms. AI’s inception started with 
the theory that computer networks could mirror a 
human’s own neural networks to create intelli-
gence. Relatively simple tasks with totally know-
able data (such as a Checkers game) were quickly 
implemented [10]. However, complex tasks that 
many would define as a marker of true intelli-
gence, such as image and speech recognition, 
escaped AI designers. Krizhevsky et  al. created 
the breakthrough with their application of deep 
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convolutional neural networks. They realized that 
the natural resources for AI, big data, and com-
pute power finally were bountiful. To tackle com-
plex tasks like image recognition, however, 
required development of a neural architecture – 
like the human brain, complex enough to use a 
limited set of training data to extrapolate recogni-
tion to all permutations. Their use of deep convo-
lutional neural networks halved the error rate for 
image recognition compared to all other competi-
tors [21]. These deep learning algorithms have 
become the primary approach to create intelli-
gence and cognition at levels that meet or exceed 
a human’s capabilities, from image recognition 
(with computer vision [CV]) to language (natural 
language processing [NLP]) [22].

The fourth key to the AI revolution is the 
increased investment that has accompanied the 
previous foundation. No longer is AI trapped in 
the unfundable “AI Winter” where private and 
public sector funding disappeared [12]. The US 
government invested $1.1 billion towards AI in 
2015 alone [23]. The private sector has seen a 
similar increase, with a doubling in AI private 
equity investment from 2016 to 2017. In fact, 
12% of worldwide private equity investment 
went to the AI industry in 2018 alone [24]. 
Healthcare, in particular, is seeing an order-of- 
magnitude increase in funding, from $600 mil-
lion in 2014 to a projected $6.6 billion by 2021 
[25]. Big data, adequate compute power, deep 
learning algorithms, and increased investment 
have generated the rich AI landscape of today.

 AI in Healthcare

The AI revolution has led to an explosion of 
healthcare-related applications. The foundations 
of AI in healthcare rest upon the deep learning 
algorithm’s ability, through CV and NLP, to emu-
late humans’ cognitive capabilities. In the surgi-
cal arena, it mainly has served to augment, rather 
than supplant, the human element. Successful AI 
utilization is found in all phases of the surgery, 
from preoperative diagnosis and risk assessment 
to intraoperative assistance and postoperative 
complication prediction.

The preoperative phase has seen the largest 
application of AI technology. AI algorithms can 
go head-to-head with physicians – particularly in 
the image-predominant fields of radiology and 
pathology for preoperative diagnosis. Some 
examples of applications include diagnosis of 
intracranial hemorrhage from CT images, breast 
cancer from mammography, and lung cancer 
from tissue slides [26]. One exceptional example 
comes from work in dermatology. Esteva et  al. 
developed a diagnostic system based on convolu-
tional neural networks capable of classifying der-
matologic lesions as malignant or benign with 
superior sensitivity and specificity when com-
pared to board-certified dermatologists [27]. AI 
has also helped with preoperative patient risk 
stratification. One example includes the POTTER 
score, an algorithm based on the ML technology 
of optimal classification trees that outperformed 
traditional multivariable logistic regression 
model surgical risk calculators, such as the ACS- 
NSQIP calculator [28].

The postoperative phase has also begun to see 
the introduction of AI technology. The majority 
of efforts have focused on complication predic-
tion, as previous works have identified the con-
cept of “failure to rescue,” where overall 
complication rates between high- and low- 
performing hospitals are identical, but the lower- 
performing hospital have twice the mortality 
rates. These efforts hope to, through integration 
of myriad variables, detect complications early 
and therefore prevent a snowball effect that ulti-
mately leads to higher mortality rates – which, in 
the case of pancreatic cancer, is over an order of 
magnitude higher [29, 30]. For example, one 
model considers over 175,000 data points per 
patient to predict mortality and morbidity [31]. 
Similar efforts aimed to predict postoperative 
surgical site infections from pre- and postopera-
tive laboratory values [32].

Despite the development of AI technology for 
the pre- and postoperative phases, there has been 
relatively fewer applications to the intraoperative 
phase. A few computer vision groups focus on 
temporal segmentation of laparoscopic 
 intraoperative videos with analysis of cholecys-
tectomies, sleeve gastrectomies, and colectomies 
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[33–35]. One other group has worked to link 
intraoperative performance metrics from robotic 
surgery to predict postoperative events. For 
example, investigators could predict, based on 
intraoperative metrics alone, if a patient’s length 
of stay postoperatively would exceed 2 days [36]. 
The past 7 years have generated significant prog-
ress for AI in healthcare, but there continues to 
remain numerous unexplored avenues for further 
applications.

 Future Applications for AI 
in Surgery

The previously described AI innovations in 
healthcare are technologically revolutionary. The 
seemingly impossible tasks of image, speech, 
and language classification are now obtainable, at 
least at a rudimentary level. However, with 
respect to patient care, the advancements hardly 
seem to warrant the label of a “Cognitive 
Revolution.” Fortunately, with the ever- increasing 
amount of generated data, more powerful com-
puters, improved algorithms, and influx of funds, 
AI in healthcare is primed for a revolution.

This revolution will progress in incremental 
steps. Decision-support systems will become 
more pervasive at every stage of a patient’s care. 
Consider a patient referred with a diagnosis of 
colon cancer. In the next few years, the patient’s 
initial visit will seem relatively similar to the one 
from today, but it will incorporate ML algorithms 
throughout to augment their care. For example, 
an algorithm will classify their tumor at a granu-
larity far superior to our currently crude TNM 
staging system to create an individualized treat-
ment plan. Additionally, their metrics, including 
history, vitals, lab values, and imaging, will com-
bine to form a comprehensive risk assessment. 
Initially, the risk assessment will help determine 
surgical readiness. However, in the coming years, 
it will evolve so that it is capable of providing 
recommendations for appropriate “pre- 
habilitation” to optimize the patient for surgery.

Intraoperative decision support will also start 
to slowly pervade the operating room. It will 
likely start with simple guidance, for example, to 
optimize laparoscopic port placement or help 
correlate preoperative imaging (such as tumor 
and major vasculature locations) with intraopera-
tive displays. Work with temporal-phase segmen-
tation will continue to build and begin to provide 
true operative guidance. Early implementations 
may offer a simple traffic light system, with a 
“green light” when dissection is going well, a 
“yellow light” when the surgeon is off course 
from a typical operation, and a “red light” when 
they are about to injure a vital structure. It will 
also offer a “phone-a-friend” functionality to 
connect to consultants for assistance. With con-
tinued development, this technology will ulti-
mately develop into an intraoperative “GPS,” 
guiding a surgeon through an operation 
step-by-step.

Postoperative decision support will include 
early warning systems to flag surgeons that a 
patient may have a certain complication. In the 
near future, integration of postoperative patient 
metrics with intraoperative video findings may 
lead to enhanced prediction that will predict not 
only that a complication may occur, but exactly 
the complication that will occur. Since these 
technologies will incorporate data from across 
hospitals and even countries, their fund of knowl-
edge will far exceed that of any surgeon and cre-
ate a unified “collective surgical consciousness” 
that will provide the optimal care.

Outside of decision-support systems, automa-
tion with underlying AI technology will also start 
to be incorporated into the operating room. It will 
start with automation of small tasks. For exam-
ple, after recommending laparoscopic port place-
ments, the machine may be able to dock a 
robotic-assisted surgery platform independently. 
Other small tasks may include fascial closure or 
anastomoses. Already, the Smart Tissue 
Autonomous Robot (STAR) can perform linear 
suturing and even autonomous sutured bowel 
anastomoses. In fact, its anastomoses can resist 
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double the leak pressure compared to a human- 
sutured bowel anastomosis [37, 38]. In the com-
ing years, the surgeon will perform the majority 
of the dissection, prepare the bowel, and then just 
press a “bowel anastomosis” button for a picture- 
perfect anastomosis constructed with optimal 
tension and precise bite-size throughout. In the 
more distant future, these incremental autono-
mous steps will combine until perhaps fully 
autonomous surgery is realized.

 Challenges

AI promises a Cognitive Revolution, but with this 
revolution will come numerous hurdles and chal-
lenges. Without careful treatment, AI’s progress 
may again derail, as it did in the 1980s, for a sec-
ond coming of the AI Winter.

 Ethics

AI and ML technologies present multiple ethical 
dilemmas. First is the issue of the “moral 
machine.” The original “moral machine” prob-
lem asked a variety of questions to people across 
the world about autonomous driving scenarios, 
such as whether an autonomous vehicle should 
hit pedestrians to save the vehicle’s passengers or 
swerve to avoid the pedestrian, thereby striking a 
barrier and killing the car’s occupants. Answers 
depended on the scenario. For example, partici-
pants were more likely to favor saving the vehi-
cle’s occupants if they were younger than the 
pedestrian, or if the pedestrian was illegally 
crossing the street. Interestingly, answers varied 
greatly across different world regions [39]. 
Similar scenarios could arise as AI becomes per-
vasive in medicine. For example, will decision- 
support algorithms recommend against surgery 
for certain patients based upon their potential 
future societal contributions  – or favor more 
aggressive treatment to wealthier patients? AI 
model designers will need to provide algorithmic 

customization based on the locale’s cultural 
norms and regularly work with communities to 
provide ethically acceptable decisions.

A second ethical dilemma arises in the bias 
inherent to many AI algorithms. A recent analysis 
found one commercial prediction algorithm sig-
nificantly under-triaged black patients compared 
to white patients due to use of healthcare costs as 
a surrogate for a patient’s medical complexity. 
Since black patients had less access to more 
expensive treatment, their less-expensive care tri-
aged them to an incorrect healthier risk strata 
[40]. Training datasets need meticulous curation 
for fair representation of all patients; otherwise, 
algorithms unfairly trained may augment already 
present disparities [41].

A third ethical dilemma comes from the train-
ing process for these models. ML model training 
is incredibly energy intensive, requiring powerful 
computers with hours to days of training time 
over multiple iterations before adequate model 
performance achievement. Since 2012, the 
amount of compute power used to train models 
has increased by 300,000-fold [42]. Training one 
model generates almost 80,000 pounds of carbon 
dioxide, which surpasses double the amount an 
average American produces annually [43]. 
Development of these models must be done in an 
ordered and thoughtful fashion to minimize envi-
ronmental repercussions.

 Privacy

AI and ML require big data, but big data raises 
numerous privacy issues. “De-identified” data 
should be anonymous; however, true “de- 
identification” is difficult, if not impossible. One 
researcher could link over 40% of newspaper sto-
ries regarding hospital admissions to “anony-
mized” public databases for hospital stays in the 
state of Washington [44]. In fact, based off gen-
der, postal zip code, and date of birth (common 
information in “de-identified” datasets), 87% of 
United States’ citizens are uniquely identified 
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[45]. Beyond issues with anonymity, many ML 
algorithms can make inferences about a patient to 
fill in missing data. As an example, some can 
infer smoking status (even if it is unknown) to 
help predict lung cancer risk. Future algorithms 
may be able to infer more sensitive information, 
such as HIV status, that the patient may not want 
known [46]. Other issues include ownership of 
data and patients’ rights to withdraw their data 
and consent. Laws such as the European General 
Data Protection Regulation (GDPR) aim to pro-
tect the data rights of subjects. Concerted effort 
must be made to protect patients’ privacy. One 
such solution may lie in split learning, where 
neural networks train across multiple data sources 
at different locations to prevent information leak 
from a central source [47].

 Policy

To safely go forth and tackle the above issues, 
governmental and societal organizations must 
create sound policy. AI and ML algorithms con-
tinually “learn” and update, so regulatory agency 
approval and guarantee of safety may no longer 
apply after future training iterations. From a US 
perspective, the Food and Drug Administration 
(FDA) made a push in the early 2000s to classify 
software (smart phone application, stand-alone 
software, cloud-based solution) as a medical 
device. Congress then passed the 21st Century 
Cures Act as a response after software lobbying 
to remove many instances of software from the 
medical device list. Unfortunately, the Cures Act 
left a significant loophole for clinical decision 
support software, allowing it to be unregulated as 
long as it intends to explain to physicians its rea-
soning, even if this explanation is unsuccessful 
[48]. On the wings of this relative deregulation, 
the FDA has been approving increasing numbers 
of AI-related technologies and devices, from 
smart watches that can detect atrial fibrillation to 
algorithms that diagnose diabetic retinopathy 
[26]. Thus far, however, only “locked” algorithms 
(ones that will always return the same answer for 
a certain input) have been approved. The FDA 
recognized two main issues: first, the loophole 

and, second, the need for a framework that 
addressed evolving algorithms. As a response, 
they are working on a new regulatory framework 
[49]. As we march towards our AI future, con-
certed efforts, at the corporate, governmental, 
and societal level, must occur to ensure we pro-
ceed safely while still maximally benefiting from 
the new technology.

 Annotations

The majority of the aforementioned algorithms 
represent supervised learning, where machines 
effectively learn from human-labeled examples. 
To teach a model surgical intraoperative phases, a 
surgeon will watch a video and label each phase, 
and then the algorithm will be given both the 
labels and the video and learn what constitutes 
each phase. Learning requires immense amounts 
of data and a commensurate amount of labelling 
time. Other areas solved this labelling problem 
through outsourcing, such as the “reCAPTCHA” 
tests seen online to ascertain whether a user is a 
human or computer. Ahn et al. used the reCAPT-
CHA tests to have regular Internet users tran-
scribe over 440 million words from ancient texts 
with 99% accuracy [50]. Unfortunately for 
healthcare, the data is too complex for labelling 
by untrained annotators, so our annotation capa-
bilities are severely limited by the relatively few 
expert annotators.

To solve the labor requirement, recent efforts 
have looked at streamlining the process. One 
group looked at pretraining models with unla-
beled data to hopefully reduce the amount of 
required labelled data for accurate model training 
[51]. Others used a clever trick: they trained the 
model on a small number of videos and then used 
the model to auto-annotate further videos, achiev-
ing similar accuracy to models trained with four 
times the amount of data [52]. Future efforts will 
hopefully continue this “auto-annotation” pro-
cess. The ML model’s strength and ability to 
truly revolutionize surgery will require it to 
obtain superhuman knowledge and capabilities. 
Training with thousands to ultimately millions of 
videos from across the world will give it the col-
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lective experience of countless surgeons. A rare 
example seen in rural Canada could then prevent 
a complication the next day on the opposite side 
of the globe. The sum of surgical experience will 
create a collective surgical consciousness greater 
than its individual parts.

 Surgical Training

The Cognitive Revolution that AI promises will 
require a different workforce in the future. Fewer 
physicians will be needed, particularly in fields 
that decision-support systems are well-suited to 
replacing (such as radiology and pathology). 
Automation will remove the need for physicians 
to do more quotidian tasks. Instead, the physician 
of the future will need more training in probabil-
ity and statistical learning to accurately interpret 
algorithms that will assist their care. They will 
also need increased exposure to ethics to help 
morally apply these recommendations and com-
puter science to understand the machinations 
providing them with daily assistance.

AI also promises to revolutionize surgical cre-
dentialing. The current process of regular written 
examinations fails to test actual surgical skills. 
With intraoperative ML models, surgeons in the 
future will be able to submit videos for recertifi-
cation. If the video falls within a level of accept-
able practice, they will then successfully recertify 
(of course, provided they also demonstrate apti-
tude in the management and care of the surgical 
patient). Similarly, when new procedures and 
technologies are introduced into surgical prac-
tice, the certification process will start first with 
intraoperative GPS guidance to train the surgeon, 
followed by automated video assessment to cer-
tify practice-ready performance.

 Conclusion

We are at the start of the Cognitive Revolution 
driven by advancements in AI. The combination 
of big data, improved compute power, deep learn-
ing algorithms, and increased investment has led 
to an explosion in AI innovation and applications. 

Despite less than 10 years of innovation, AI mod-
els are matching, and often exceeding, human 
performance across all phases of patient care. 
This explosion brings with it numerous chal-
lenges, ranging from ethical dilemmas to privacy 
issues, which will require thoughtful and mea-
sured policies. The power of a collective surgical 
consciousness promises an exciting future and, 
more importantly, a safer future for patients.
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The Vision of Digital Surgery

Bernhard Fuerst, Danyal M. Fer, David Herrmann, 
and Pablo Garcia Kilroy

 The Need for a New Paradigm 
in Surgery

There are 310 million surgical procedures per-
formed worldwide every year, with approxi-
mately 50 million complications (16%) and 1.4 
million deaths (0.4%) [1, 2]. Some of these com-
plications can be avoided because there is a high 
degree of variability in outcomes depending on 
the institution where the surgical procedure is 
performed and the level of experience the operat-
ing surgeon has [3, 4]. A fraction of these compli-
cations are attributed to poor information, lack of 
coordination, variation of physicians’ patterns, 

and lack of accountability. The science of surgery 
is one of the most complex and therefore one of 
the least transparent and least understood. Digital 
surgery aims to bring a new level of scientific 
rigor and transparency to the field of surgery by 
providing tools that augment the surgeon and 
staff with better perception and judgment. With 
technological advances, we may harness the col-
lective knowledge gathered over millions of pro-
cedures worldwide to provide the best choices for 
every patient. In this chapter, we will briefly out-
line the areas of opportunity in the operating 
room and the building blocks required to bring 
digital surgery into common practice. Some of 
the key areas of focus are as follows:

• Disrupting training
• Bringing transparency to the operating room
• Uncovering the breadth of factors that influ-

ence patient outcomes
• Managing technology complexity in patient 

care

 Disrupting Surgical Training

The conventional, Halstedian paradigm of edu-
cating and training staff and surgeons has not 
significantly evolved over the decades. Surgical 
knowledge is transmitted through one-on-one 
training to communicate the knowledge and 
tools surgical teams utilize to carry out their 
tasks. These teaching methods are inefficient and 
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limited, especially in the context of an increas-
ingly complex disease science and patient treat-
ments. In the United States, the average surgeon 
graduates from residency with thousands of 
hours of surgical training, by performing or 
assisting in a minimum of 850 operations [5]. A 
registered nurse, on average, trains approxi-
mately 4 years prior to beginning their careers. 
However, clinicians are tasked with taking care 
of patients with a unique set of medical issues. 
Even with extensive medical training, this 
remains an ongoing challenge and requires a 
sustained practice dynamic [6]. We still rely on 
paper documents, one-on-one case mentorship, 
scientific publications, and conferences to 
exchange the latest techniques and discuss future 
improvements. Robotic surgery has reduced the 
necessity of certain psychomotor skills for spe-
cific tasks (compared to laparoscopic tech-
niques), and it has flattened the learning curve 
for the execution of minimally invasive surgical 
tasks. However, robotics has not expanded the 
decision-making capacity of surgeons, and train-
ing continues to follow the conventional para-
digm of apprenticeship. Figure 2.1 illustrates a 
model for the adoption and progression from 
open to laparoscopic, to digital surgery, where 
robotics are simply a bridge from laparoscopy to 
digital. Through digital surgery, the surgical 
community has the opportunity to completely 
disrupt this conventional method of education 
and training; by building an ecosystem of knowl-
edge with curated information to seamlessly fos-

ter the interactions, continued learning, and the 
desire to evolve surgical techniques.

 Bringing Transparency 
to the Operating Room

Preoperatively and postoperatively, decisions are 
driven by objective data points guided by patient’s 
overall clinical picture, through radiographic 
images, histologic pathology, and/or hematologic 
tests. In contrast, intraoperative data is limited to 
anesthesia reports, blood loss estimations, fluid 
balance metrics, and generic operative reports. 
The majority of the critical information from an 
operation is unstructured and not captured in a 
way that can be analyzed. As a consequence, 
there is no established way to quantify events 
critical to a patient’s care in a way that can be 
compared across institutions. Data is limited due 
to the subjective nature of documentation and 
lack of standardization of the actions taken by the 
surgeon. The variety of interventions has become 
increasingly complex and surgeons are mostly 
constrained to their own experience. There is no 
objective and systematic feedback system.

Performance improvement relies on self- 
reflection and self-motivation. Discussions per-
taining to the best possible techniques for 
surgeons to implement are only brought to light 
at departmental morbidity and mortality confer-
ences, in written publications, or at medical and 
surgical congresses. Only minimal data from the 
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Laparoscopic Surgery

Digital Surgery

Robotic Surgery is here:
A bridge between Lap
and Digital Surgery
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Time

Fig. 2.1 The S-curve of 
surgery shows the 
progress from open and 
laparoscopic techniques 
to digital surgery
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operating room is provided in such discourse, 
and propagation of information to all surgeons 
experiencing the same difficulties therefore 
remains extremely limited.

There is an opportunity to bring a new level of 
granularity and transparency to the data collected 
during procedures and to make it accessible to 
the surgical community in real time. Analytics 
tools can filter key information relevant to the 
success of the procedure, so that the practicing 
surgical community can learn from such educa-
tional opportunities and make better decisions in 
future procedures.

While this data is critical, it is also extremely 
sensitive which creates significant (yet appropri-
ate) barriers to access. Due to the sensitivity of 
the data involved (patient demographics and per-
sonal data, data pertaining to the planning and 
execution of surgical procedures, etc.), as well as 
the sources from which the data is obtained (elec-
tronic medical records, surgical video, and other 
digital imaging), it is expected that a single surgi-
cal procedure could generate hundreds of giga-
bytes of data triggering multiple legal, regulatory, 
and technical requirements to protect the confi-
dentiality, integrity, and authenticity of the data. 
One design approach is to de-identify personal 
information as much as possible before transfer 
of data from the on-site medical device to an off- 
site cloud storage system. By reducing the level 
of identifiability of information, there is a reduced 
risk to the compromise of patient privacy and 
inadvertent patient harm.

To bring transparency to the OR and optimize 
critical decisions, the surgical community will 
need to drive the creation of data sets which can 
be mined to uncover disruptive insights and 
thereby improve the global delivery of surgical 
care.

 Uncovering Breadth of Factors That 
Influence Patient Outcomes

Successful outcomes are dependent on a complex 
combination of factors, including the type of sur-
gical procedure, surgeon proficiency, and patient 
and disease factors [7–10]. An optimum treat-

ment plan should take all these factors into 
account and ultimately recommend the steps 
required for the specific patient being treated. 
Currently, these factors are often analyzed in iso-
lation and they are focused on minimizing mor-
tality and morbidity risks, but not on maximizing 
the chances of success for the intervention. In 
bariatric surgery, patients are assessed for risk of 
stroke and myocardial infarction [11, 12], but 
predicting the chance of success of any given sur-
gery remains elusive [13]. There is a need for 
analytical models which take into account a 
broad number of factors and determine the best 
course of action based on a cost/benefit calcula-
tion [14, 15].

Part of the reason these models are not pur-
sued is because they would involve very com-
plex, lengthy, and costly clinical studies to 
analyze the correlation between highly heteroge-
neous variables and outcomes. The only practical 
way of determining these correlations and causa-
tions is to regularly collect relevant data points on 
a very large number of patients to produce statis-
tically significant results. Ubiquitous sensing 
technologies, scalable data collection infrastruc-
ture, and powerful machine learning analytics 
tools will enable conducting these studies rou-
tinely, as part of continuous quality improvement 
programs in healthcare systems. As a result, our 
understanding of how to treat disease in a way 
that is optimized and personalized for a specific 
patient will grow exponentially.

 Addressing Complexity 
in the Operation Room

Technology has improved industry and academ-
ics alike. By 2020, we have witnessed the intro-
duction of increasingly complex systems into the 
operating room. Introduction of these new tech-
nologies has led to increased operative times (by 
impacting workflow), increased staff learning 
curves, crowding of the operating room, and 
encroaching on surgeon workspace [16–22]. 
Even the integration of electronic medical records 
has resulted in an increase of documentation 
demands which is a source of ongoing frustration 
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for surgeons and operating room staff. New tech-
nologies often “stand alone” and function in an 
independent ecosystem. This makes the decisions 
on which technologies to employ to be 
 burdensome for various stakeholders in any given 
surgical service, as it is difficult to integrate such 
tools so as to render the best possible operation in 
every instance. The steep learning curves, large 
physical footprints, and the often high price tags 
make incorporating potentially lifesaving tech-
nologies difficult for healthcare systems. There is 
a need to manage the complexity without burden-
ing the clinical staff. A more intelligent device 
connectivity inside and outside the operating 
room will enable utilization of the information 
generated in a more efficient and effective way. It 
will also increase the level of satisfaction of the 
clinical and surgical teams by allowing them to 
focus on the care of the patient—as opposed to 
maintaining and caring for demanding technol-
ogy applications.

 The Objective of Digital Surgery

The ultimate goal for the new digital surgical 
technologies is to improve the efficiency of treat-
ment rendered by surgeons, thereby improving 
clinical outcomes for patients. By delivering care 
more efficiently, surgical care will become more 
accessible to a larger number of patients world-
wide. By harnessing data, optimizing best prac-
tices, and mentoring surgeons on how to deliver 

quality care consistently, digital surgery will 
reduce the variability of outcomes and identify 
the key factors to improve them.

Digital surgery is the third wave of surgical 
innovation, with open and laparoscopic surgery 
preceding it. It will help the surgeon to better 
understand the best way to manage surgical prob-
lems, to interpret a complex surgical environ-
ment, and to effectively manage the surgical 
team. Digital surgery will help staff to better 
understand the needs of the surgeon and the oper-
ative team, so as to provide more effective and 
efficient care to patients. It will aid in educating 
all participants on how to best fulfill their role 
and provide effective feedback for continuous 
improvement. It will help administrators to have 
a more comprehensive insight into what happens 
in the operating room so they can best manage 
resources. Digital surgery will leverage con-
nected intelligence to deliver enhanced experi-
ences and outcomes for patients, surgeons, and 
the healthcare system (Fig. 2.2). With access to 
this information, it can be most effectively uti-
lized to enhance communication between all par-
ties, reducing the overall stress of the team and 
even burnout. Most importantly, it will directly 
help patients. Their care will be provided with 
better quality and at a lower cost.

To realize the vision for digital surgery, the 
following steps are required:

• Establish an infrastructure to collect all appro-
priate patient and procedure-related data in 
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Fig. 2.2 Some unmet needs across the continuum of needs will be met through the introduction of digital surgery
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order to inform the clinician and staff at the 
right time.

• Build and provide access to a global ecosys-
tem of surgical knowledge.

• Build tools to autonomously filter and curate 
relevant data in the ecosystem of knowledge 
to present to the clinician and surgeons.

• Grant seamless access to information and 
knowledge, which can be expected to result in 
reproducible and consistent outcomes 
throughout the surgical community.

• Systematically generate objective data to 
improve efficiency, effectiveness, and 
outcomes.

This new paradigm of digital surgery requires 
the shift from components and devices to a uni-
fied platform and ecosystem to analyze proce-
dures and train surgeons and clinical teams. It 
will require a cultural change in the way new sur-
geons are trained, clinicians continue to educate 
themselves, complications and difficulties are 
discussed, and how clinical data can be shared.

 The Five Pillars of Digital Surgery

As illustrated in the previous section, five critical 
pillars have been identified (Fig. 2.3) to enable an 
intelligent and connected surgical system that 
can provide safer and efficacious surgery. Each of 
these is core to the foundation of digital surgery 
and will be detailed herein.

 Surgical Robotics

Surgical robotics systems have already shown the 
capability to improve dexterity and increase the 
penetration of minimally invasive techniques for 
complex operations. Future systems will support 
the surgeons by executing assist tasks, such as 
acquisition of medical images which are repro-
ducible, performing specific subtask autono-
mously, or establishing virtual boundaries 
[23–26].

 Advanced Instrumentation

Instrumentation is a key enabling component in 
many procedures, and the standardization of 
instrumentation allows for an easier transfer of 
knowledge between surgeons (Fig.  2.4). New 
instruments will not only include advanced 
energy, suturing, or stapling functions, but also a 
variety of sensors to analyze and optimize tissue 
interactions.

 Enhanced Visualization

The success of any surgery is dependent on the 
clear visualization of critical structures and target 
anatomy. Surgeons and assistants need to locate 
or avoid critical structures. Better visualization 
will require the combination of conventional 
imaging, novel imaging techniques, and machine 

Robotics
Advanced

Instrumentation
Enhanced

Visualization Connectivity
Data Analytics &

Machine Learning

Fig. 2.3 The five pillars of digital surgery: (1) robotics, 
(2) advanced instrumentation, (3) enhanced visualization, 
(4) connectivity, and (5) data analytics and machine learn-
ing. Digital surgery can be viewed as an amalgam of 
advanced technologies that span all surgical approaches, 
leveraging robotics, enhanced visualization, advanced 

instrumentation, connectivity, and artificial intelligence to 
deliver exceptional outcomes for patients, surgeons, and 
the broader healthcare system. Such a platform is intended 
to connect the benefits and technology of these five 
pillars
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learning algorithms to enhance what the surgeon 
perceives from the operative field. In addition, a 
modern digital surgery platform needs to be 
capable of connecting and incorporating other 
imaging sources and to allow for the seamless 
and transparent fusion of imaging [27–29]. Novel 
imaging techniques, such as intraoperative 
SPECT imaging [30], can guide the surgeon 
towards deeply seated structures and other 
 anatomic targets which require a complex 
approach, while machine learning algorithms can 
extract information from imaging and other data-
sets [31, 32].

 Connectivity

It is vital for all systems and devices in the oper-
ating room and hospital to be able to communi-
cate with a central gateway, logging all events 
and data points. Once all local signals are syn-
chronized and collected, information can, in real 
time, be extracted and studied [33]. In terms of 
this paradigm shift, a single device standing 
somewhere inside the operating room is perhaps 
not the best model. Instead, there should exist a 
gateway which enables the true connectivity of 
the digital platform. Digital surgery is not com-
prised of a single technology or tool and goes 
beyond a simple collection of data streams avail-
able in the operating room. Connectivity will 

enable the construction of a virtual platform of 
anonymized data to enable an entire ecosystem.

 Data Analytics

Analytics will turn data into actionable insights 
by extracting information, curating knowledge, 
and providing it to all surgeons, staff members, 
and patients. For digital surgery, this is the most 
complex and difficult building block to create. 
The variability of processes, patients and anat-
omy, and surgical techniques presents a chal-
lenge at a scale never before experienced and 
should not be addressed by a singular entity. 
Given that the conventional dataset currently 
obtained from operative records have been lim-
ited, formatting the data for the age of digital sur-
gery provides significant opportunity as well as 
challenge, as the breadth of data which may be 
captured can be vast. Importantly, this informa-
tion will not be confined to the operating room; 
data structures will be required to easily incorpo-
rate preoperative and postoperative data to seam-
lessly integrate the data from a patient’s care 
experience. Through this integration, validation 
of the utility of the digitization of the patient’s 
experience may be achieved through objective 
demonstration of improved cost and outcomes. 
This data can then be leveraged to iterate on con-
tinuous improvement in patient care.

 The Virtuous Cycle (Fig. 2.5)

Digital surgery provides the substrate to inform 
the continuum of sustained deliberate practice in 
surgery. Prior to a given operation, the surgeon 
will have access to the datasets which identify ana-
tomic areas of caution, areas for improvement, and 
areas of focus (such as the target organ or tumor of 
interest). Critical anatomy and steps may be iden-
tified and the practitioner can quickly access glob-
ally recognized best practices, as well as data 
unique to a given institution. This allows for rapid 
preparation of all parties involved in patient care.

Fig. 2.4 The surgeon’s command center is fully con-
nected and enables direct access to medical imaging, ana-
lytics, and teleoperation with advanced instrumentation
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Once in the operating room, data can be used 
to provide guidance to practitioners and teams in 
real time to understand what tools are needed, 
what critical anatomy is exposed, which step of 
the procedure is being performed, and how much 
progress is being made towards the completion of 
a given surgical task. The goal is to enable a real- 
time mentor into the OR which can provide guid-
ance on the optimum path to follow and the 
pitfalls to avoid.

Postoperative critical areas of improvement 
may be identified and clinically relevant 
 information can be uploaded into the EHR so as 
to provide guidance in postoperative care. A 
complete postoperative report can be used to fur-
ther evaluate and optimize the decisions taken in 
the operating room.

This data then further informs trainees, pro-
viding constructive feedback and specific guid-
ance. Moreover, these data can direct training and 
simulation allowing for surgeons to practice 
complex clinical situations and surgical scenarios 
without exposing the patients to risk. Such a digi-
tal platform would also allow surgeons to learn 
from other’s operative errors, so that patient harm 
can be limited globally and so that surgeon edu-
cation can be enhanced. This continuum of per-

sistent improvement will both drive innovation 
based on clinical outcomes and also help in stan-
dardization of surgical practice.

 Transforming Data into Insights 
Through Artificial Intelligence

Advances in computational power, near limitless 
data storage capacity, and robotics have now 
enabled a surgical revolution that seeks to apply 
the successes of big data and the reproducibility 
of modern engineering to the relative subjectivity 
of surgery. This process entails the cataloguing of 
surgical events, seemingly obvious to a human 
user. The immediate goal is to have a computer 
recognize and describe scenes immediately 
apparent to the average surgeon. By aggregating 
thousands of procedures, we will eventually be 
able to reveal trends and events that clinicians are 
not capable of recognizing on their own.

This mass cataloguing of data requires a 
series of novel tools in order to filter the infor-
mation collected and effectively maximize the 
signal-to- noise ratio. The commonly utilized 
subfields of artificial intelligence which may be 
leveraged in surgery involve machine learning, 

Fig. 2.5 The virtuous 
cycle of digital surgery
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neural networks, natural language processing, 
and computer vision. These technologies allow 
for the development of complex statistical mod-
els to automatically recognize and categorize 
specific events and features of a surgical proce-
dure [34] based on a variety of sensors, such as 
video, audio, imaging, encoders, vital signs, etc.

To autonomously recognize events and fea-
tures in the operating room environment, an 
objective language to describe surgery is required. 
Computers must be able to describe what task is 
being done, the target anatomy, the tools being 
used, how the task is being performed, and why it 
is performed. Early work on classifying the tasks 
within an operation began in earnest with the 
classification of the basic building blocks of 
 surgery; these were identified within an operation 
with impressive accuracy [35–37]. There has also 
been significant work on recognition and track-
ing tools and anatomy [37, 38]. These solutions 
to automatically segment an operation are the 
basis for providing automated and specific feed-
back to the surgeon.

Based on the machine language to describe 
surgery, computers can generate metrics to 
improve surgical education, performance, and 
efficiency. It is therefore critical that members of 
the community generate the definitions of 
machine learning targets in collaboration [39] 
and reach consensus on the ontology of how we 
describe surgery [36]. Early work has begun in 
this area of surgical description and digital sur-
gery will apply these principles utilizing machine 
learning to automatically categorize surgical 
insights of individual and groups of surgeons [39, 
40] (Fig. 2.6).

The analysis of surgical video in particular has 
the potential to both bring transparency to the 
operating room [41, 42] and to accelerate learn-
ing of surgeons [43, 44]. Through video analysis, 
critical difference between surgeons performing 
operations has demonstrated significant tech-
nique variances, which, when analyzed and 
implemented, can lead to better outcomes [45, 
46]. These tools can potentially provide targeted 
and specific feedback to training surgeons in the 
context of a busy clinical setting when time is 
scarce.

Artificial intelligence is already an essential 
tool for assisting practitioners in the pathological 
and radiologic fields [47]. In the operating room, 
the majority of solutions remains under research 
and development, or are heavily reliant on in- 
depth manual analysis of large data sets. Part of 
the reason for this is that there are significant 
investments required for operating room infra-
structures to accommodate, store, and analyze 
data in a secure setting. This limits the develop-
ment of new algorithms and their deployment at 
scale. Therefore, it is important to support inno-
vation by giving researchers and clinicians access 
to basic tools to accelerate algorithm develop-
ment and provide a means to scale some of the 
technologies which promise benefit.

 The Future Life as a Digital Surgeon

In the not too distant future, a day in the life of 
a digital surgeon begins like most days. She/he 
uses a computer or mobile device to access a 
secure clinical portal where a list of the sched-
uled operative cases can be viewed. Details on 
the required and recommended instruments are 
instantaneously available and are shared with 
the operating room staff to avoid delays. 
Through the portal, the surgeon can directly 
access an ecosystem of knowledge. Utilizing 
extensive machine learning algorithms [48, 49], 

Fig. 2.6 Machine learning provides a powerful tool to 
automatically recognize and curate the critical compo-
nents of a given operation. Agreement on the language in 
which these components are described is critical
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detailed feedback on the performance during 
past cases is provided. Furthermore, curated 
information is presented to highlight the proce-
dure steps and techniques which are most criti-
cal and which are known to impact outcome. 
This information can be shared with surgical 
assistants, residents, or other OR team mem-
bers. Finally, for the most complex cases, sur-
geons can elicit help through their local, 
regional, or global community to improve their 
technique and efficiency. The digital surgeon is 
able to directly dialogue with experienced col-
leagues for telementoring and for technical 
advice. One can envision that under this frame-
work, a surgeon could invite a remote mentor to 
virtually participate in the procedure. Digital 
mentorship provides a critical portion of next- 
generation platforms; through a combination of 
automated and manual tools, surgical knowl-
edge from an expert of how to perform a specific 
technique will provide directed feedback to 
allow surgeons to quickly adapt the techniques 
that are both the most efficient and that provide 
the greatest probability for the best patient out-
comes. Furthermore, all OR team members will 
have had the opportunity for immersive training 
utilizing augmented and virtual reality under 
such a framework [50–52]. The training is per-
sonalized and aims to support each individual 
role. Prior to entering the operating room, new 
members are trained through a surgeon, a team, 
a procedure, and/or an OR-specific experience. 
This information and guidance are transferred 
into the OR, where visual and auditory feedback 
assists all stakeholders throughout the pre-, 
intra-, and postoperative phases of any given 
procedure [53]. Specialized mobile or aug-
mented reality devices will enable direct visual-
ization of tasks, provide discrete and 
role-specific alerts, and augment the users’ view 
if necessary [54, 55]. This will ensure the effi-
cient utilization of the operating room and will 
limit frustration and psychological strain within 
teams by eliminating communication barriers.

Artificial intelligence-powered case setup will 
eliminate idle time, allowing for the robotic plat-
form and surgeon console to be ready and sup-
portive of the team’s tasks. This streamlines the 

operative process and further eliminates frustra-
tion, when a digital surgical platform is utilized.

With an efficient operative workflow, the criti-
cal tasks of surgery transpire seamlessly, without 
distraction. Digital surgery will not just provide 
the dexterity of a robotic systems, but it will also 
provide decision-making support for surgeons, 
translating into optimal care for patients. This 
support commences when the surgeon accessed 
the ecosystem of knowledge prior to the surgery 
and extends into the operating room during the 
procedure. The surgeon and operative staff 
actions will be recognized by the system to 
ensure all team members are aware of the steps of 
the procedure. In a proposed design, the system 
unobtrusively notifies the surgeon (and all team 
members) of next steps during the operation; the 
system can also be designed to more actively 
alert surgeons prior to the commencement of the 
most critical steps, which correlate with the high-
est impact on outcomes. This information should 
also be available to the OR staff, allowing for an 
uninterrupted execution of the procedure, smooth 
exchange of instrumentation, and clear guidance 
on other assisting tasks. Extending outside the 
operating room, the digital surgery platform can 
communicate the progress of the procedure, 
allowing for materials or services to be ordered, 
ultimately meeting patient care demands in an 
efficient manner. This comprehensive situational 
awareness will allow for better coordination of 
preoperative and recovery rooms as well.

Within the confines of the operating theater, 
the surgeon can focus exclusively on the proce-
dure at hand, using advanced instruments to deli-
cately handle tissue and perform precise 
dissections. In digital surgery, advanced controls 
will expand the dexterity of the human hand and 
will leverage the entire range of motion of the 
robotic system and robotic instruments. 
Furthermore, a surgeon will have the option to 
allow the computer-centric system to coopera-
tively control instruments, ensuring that critical 
structures are avoided and a virtual boundary is 
enforced [56–58], or even allow the system to 
perform subtasks on its own [59–63]. These tech-
nologies in combination with the growing knowl-
edge generated through the deconstruction of 
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surgical tasks will allow the surgeon to not just 
rely on themselves, but they will have access to a 
global ecosystem of knowledge and the collec-
tive wealth of surgeon experience it will entail. 
Such a global ecosystem may provide automated 
suggestions based upon the techniques of a “digi-
tal mentor,” or may even be more specific with 
intraoperative, live telementoring.

During critical operative steps, the platform 
of digital surgery will provide surgeons with 
imaging technologies which can be accessed in 
real time and can thereby provide invaluable 
information relevant to critical structure identifi-
cation. These include advanced multi- and 
hyperspectral optical imaging, enhanced ultra-
sound imaging with tissue characterization, and 
 preoperative imaging modalities. This informa-
tion can be further overlaid and integrated into 
the surgical view [64, 65]. In addition, this infor-
mation can also be presented to the team at bed-
side to provide an additional level of safety and 
guidance to achieve the end goal of optimal 
patient care.

Postoperative metrics will be generated to 
allow the surgeon to advance along her/his 
proficiency- gain curve. This information can be 
shared with peers and experts for more specific 
feedback and for learning from the global surgi-
cal community. The creation of these metrics 
through the global community will provide a 
common language for information to be shared 
between surgeons which will lead to standardiza-
tion of surgical procedures as the most efficient 
and highest-quality techniques are elicited 
through leveraging the surgical community’s col-
lective knowledge. These analytics will allow for 
curated content to be directed to the surgeon so 
they may understand the highest-yield segments 
in their own technique for improvement.

In sum, the digital surgeon’s day promises a 
dramatic reduction in frustration that can cur-
rently be associated with the disconnected oper-
ating theater. Targeting information to key 
stakeholders will ultimately improve the effi-
ciency of the operating room and empower the 
surgeon to focus on the delivery of optimum 

patient care in the operative and perioperative 
setting.

 The Path Forward

As a surgical community, we are striving to make 
digital surgery a reality. A key hurdle towards the 
integrated future of digital surgery is the creation 
of a core, centralized data repository. Another 
important challenge involves resolving the “dis-
connected nature” of the operating room. The 
status quo of the latter and a lack on a unified 
standard results in the friction of adoption and 
leaves nonlinked components (such as standalone 
robotic platforms) isolated from the global eco-
system fundamental to the vision of digital sur-
gery. It also limits the opportunity for iterative 
improvement and the design and ability of the 
artificial intelligence behind it. Many of the tools 
that can contribute to digital surgery are isolated 
to research institutions and small entities. To 
meaningfully implement these technologies and 
to democratize surgery, a venue for these tools to 
be integrated into the operating room must be 
developed.

The path forward requires the establishment 
of a virtual platform which is able to integrate 
the multitude of surgical systems and robotic 
tools commonly used today. It is inefficient and 
unrealistic to expect each component to exist 
separately, disconnected from the other data 
streams in the operating room and hospital set-
tings. The goal is to not only integrate these data 
streams, but also to be discerning and clear- 
sighted as to how data is presented to practitio-
ners and administrators. High-yield data with a 
great opportunity to improve outcomes should 
not be overlooked, and information overload 
needs to be avoided.

Establishing a critical infrastructure to allow 
for seamless integration of robotics, AI, advanced 
instrumentation, advanced training modalities, 
and educational programs will allow for rapid 
innovation and lowering of barriers of entry. In 
this manner and under the framework of digital 
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surgery outlined herein, the global delivery of 
advanced surgical care will continue to improve.
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Artificial Intelligence for Next- 
Generation Medical Robotics
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 Introduction

Since the first use of the word “robot” by a 
Czechoslovakian author Karel Čapek in a drama 
as Rossum’s Universal Robots in 1920, it spread 
quickly all over the world and became a common 
term for artificial beings. Robots have been used 
in surgery since 1978; however, to justify the cost 
of robotic surgery, a quest for proven advantage 
over existing surgical techniques remains ongo-
ing. Artificial intelligence (AI) is understood to 
be near-human intelligence exhibited by a 
machine for pattern recognition and decision-
making. Future systems posing a certain degree 
of intelligence together with the increased possi-
bility of connectivity will provide the answer for 
the questions being raised by traditional sur-
geons. Building these new intelligent robots will 
be one of the future tasks for humanity.

 Artificial Intelligence

Nowadays, vast amounts of data are being gener-
ated in every field of medicine, making data anal-
ysis an immense task for humans. However, the 
level of analysis by humans alone of this big data 
has clearly been surpassed by artificial intelli-
gence (AI) in an age where healthcare is depen-
dent on human precision more than ever. An AI 
machine displays qualities of human intelligence 
by using algorithms to perform pattern recogni-
tion and decision-making. AI is broadly classi-
fied as general AI and narrow AI where the 
former describes machines that exhibit and imi-
tate human thought, emotion, and reason (i.e., 
machines that can pass the Turing test remain 
elusive for now), whereas the latter is used for 
technologies that can perform as well or better 
than humans for specific tasks (like analyzing 
vast medical data in diverse fields).

AI, by eliminating human error, is expected to 
significantly reduce the number of misdiagnosis 
cases, excessive waste of resources, errors in 
treatment, and workflow inefficiencies and also 
increase (not subtract from) the interaction times 
between patients and clinicians. It is, therefore, 
important for surgeons to know about AI and to 
understand its effect on modern healthcare as 
they will be increasingly interacting with AI sys-
tems within the healthcare environment.

AI currently serves many purposes as a power-
ful tool in various areas – such as renewable energy 
systems, economics, weather predictions, manu-
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facturing, and medicine  – helping researchers 
worldwide. Its roots are found in robotics, philoso-
phy, psychology, linguistics, and statistics [1, 2]. 
The popularity of AI soared with the major 
advances in computer science, mainly processing 
power and speed, which enabled the efficient 
implementation of long developed algorithms 
within the area. AI can be divided into four main 
subfields. They are (a) machine learning, (b) natu-
ral language processing, (c) artificial neural net-
works, and (d) computer vision. Although it seems 
complicated, we will try to explain each field sepa-
rately and connect them  – especially for robotic 
surgery applications [1–3]. These four subfields 
are the very foundation of digital surgery.

 Machine Learning

Machine learning (ML) is a subfield of AI which 
can be described as the practice of solving a 
problem by enabling the machines to learn and 
make predictions by using a dataset and algorith-
mically building a statistical model. ML is useful 
for identifying subtle patterns which are impos-
sible to be seen by humans in large datasets. 
There are four types of learning algorithms which 
are termed as follows: supervised, semi- 
supervised, unsupervised, and reinforcement [4].

In supervised learning, human-labeled train-
ing data are fed into an ML algorithm to teach the 
computer a function such as recognizing an organ 
(stomach, duodenum, colon, liver, etc.) in an 
image. This kind of learning is useful in predict-
ing known results or outcomes, as it focuses on 
classification.

In unsupervised learning, the training dataset 
consists of unlabeled examples and this unla-
beled data is fed into the learning algorithm. 
Unlike supervised learning, unsupervised learn-
ing does not involve a predefined outcome; 
hence, it is exploratory and used to find naturally 
occurring undefined patterns or clusters within 
datasets. The significance of such groups learned 
through unsupervised learning is evaluated by its 
performance in subsequent supervised learning 
tasks (i.e., are these new patterns useful in some 
way?).

In semi-supervised learning, the training data-
set contains a small amount of labeled data and a 
large amount of unlabeled data. It can be viewed 
as a mix between supervised and unsupervised 
learning. Training data is clustered similar to 
unsupervised learning and the labeled training 
data is used to classify these clusters in a super-
vised learning fashion. It has been found that 
unlabeled data can produce significant improve-
ment in learning accuracy when used in conjunc-
tion with a small amount of labeled data. 
Semi-supervised learning is similar to supervised 
learning in its goals.

Reinforcement learning consists of learning 
algorithms where the machine attempts to accom-
plish a specified task (playing games, driving, 
robotics, resource management, or logistics) with 
the help of a specifically designed reward func-
tion. Through its own mistakes and successes, the 
reinforcement learning algorithm assigns a nega-
tive or a positive reward to the agent which learns 
a policy to perform a task. A policy defines the 
learning agent’s way of behaving at a given time, 
and it maps the state that the agent is in, to the 
action the agent should execute in that state. 
Reinforcement learning is suitable for particular 
problems in which the decision-making is 
sequential, and the goal is long term.

 Natural Language Processing

Natural language processing (NLP) is the sub-
field of artificial intelligence where the ability to 
understand human language is built into a 
machine [5]. For this purpose, NLP recognizes 
words and understands semantics and syntax. 
NLP has been used to identify words and phrases 
in operative reports and progress notes for surgi-
cal patients that predicted anastomotic leak after 
colorectal surgery. Although the majority of these 
predictions coincided with simple clinical knowl-
edge (operation type and difficulty), the algo-
rithm was also, quite interestingly, able to adjust 
predictive weights of phrases that describe patient 
temperament such as “irritated” or “tired”  relative 
to the post-op day to predict a leak with a sensi-
tivity of 100% and a specificity of 72% [6].
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 Artificial Neural Networks and Deep 
Learning

Artificial neural networks (ANNs) are of out-
standing importance in many AI applications. 
ANNs are based on layers of connected nodes 
(artificial neurons) which model the basic func-
tions of a biological neuron. In this regard, each 
connection is a pathway to transmit signals to 
other nodes (neurons) similar to synapses in the 
brain. In deep learning, a special structure of 
neural networks is used that are called deep neu-
ral networks (DNNs) with multiple layers 
between the input and output layers as opposed 
to simple 1 or 2-layer ANNs, and this complexity 
in structure enables them to learn more complex 
and subtle patterns (Fig. 3.1). Deep learning’s 
autodidactic quality is what sets it apart from the 
other subtypes of AI. The neural network is not 
predesigned, but instead, the number of layers is 
determined by the data itself with this quality. A 

DNN consists of digitized inputs (i.e., speech or 
image data) which go through multiple layers of 
connected nodes that detect features progres-
sively and provide an output (i.e., label) in the 
end. For example, a DNN achieved an unprece-
dentedly low error rate for automated image clas-
sification by analyzing 1.2 million carefully 
annotated images from over 15 million in the 
ImageNet database [3, 5, 7].

 Computer Vision

Computer vision, also known as machine vision, 
is an area of science that focuses on how comput-
ers gain high-level understanding of images and 
videos. Image acquisition and interpretation in 
axial imaging with applications such as image- 
guided surgery, virtual colonoscopy, and 
computer- aided diagnosis are all important utili-
zations of computer vision from a healthcare per-

y

An artifical neuron is the building block of ANNs

Input “u” is passed through an activation function to obtain
output “y”
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Fig. 3.1 (a) Model of a single neuron in machine learning. (b) An example of a deep neural network with multiple 
layers
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spective. Current work in computer vision 
concentrates on understanding higher-level con-
cepts. In surgery, real-time analysis of a laparo-
scopic video has yielded 92.8% accuracy in 
automated identification of the steps of a sleeve 
gastrectomy and noted missing or unexpected 
steps [3]. In addition, recent research efforts exist 
in the field in hopes of “digitizing surgery.” This 
consists of observation of the surgical team and 
equipment in the operating room and perfor-
mance of the surgeon with the help of computer 
vision (real-time, high-resolution, AI-processed 
imaging of the relevant anatomy of the patient) 
and integration of a patient’s comprehensive pre-
operative data which includes full medical his-
tory, labs, and scans [5].

AI is a powerful tool in medicine and different 
methods are used from diagnostics to patient 
care. Figure 3.2 provides a summary of different 
methods and their respective application areas.

 History of Robotic Surgery

The word “robot” was first defined by the Robots 
Institute of America in 1979 as “a reprogram-
mable, multifunctional manipulator designed to 
move materials, parts, tools, or specialized 
devices through various programmed motions 
for the performance of a variety of tasks” [8]. 

The first robot used in a real surgery was PUMA 
(programmable universal machine for assembly) 
developed by Scheinman in 1978 [9]. It was used 
by Kwoh in 1985 for neurosurgical biopsies and 
then by urologists in 1988 [10]. It was changed 
to surgeon-assistant robot for prostatectomy 
(SARP). This robot could only be used on some 
fixed anatomic targets and was not suitable for 
operations like gastrointestinal surgery where 
the surgical targets are dynamic and fluid.

At the Stanford Research Institute, Richard 
Satava, a military surgeon, developed an operat-
ing system for instrument tele-manipulation 
after the introduction of laparoscopic cholecys-
tectomy. In 1988, Satava and his group started 
working on a robotic system for laparoscopic 
surgery. In 1993, AESOP (automated endo-
scopic system for optimal positioning) was 
developed by Yulin Wang and his company, 
Computer Motion, Inc., in Goleta, CA, 
USA. This was the first  FDA- approved surgical 
robot [11]. In 1998, ZEUS, the new robot capa-
ble of reproducing the movements of the arms of 
the surgeon, was developed by DARPA (Defense 
Advanced Research Projects Agency). It was 
later used in 2001 by Prof. Marescaux to per-
form transcontinental telesurgery, a landmark 
achievement [12]. Computer Motion, Inc. was 
eventually acquired by Intuitive Surgical, Inc., 
which retired the development of the ZEUS 
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robot, supplanting it with a new system. Intuitive 
Surgical then developed da Vinci as a master–
slave robot, which received CE mark in 1999 and 
the full FDA approval in 2001. The da Vinci 
Surgical System is currently the most widely 
used, which has the models of S, Si, Xi, and, 
more recently, SP. This master–slave system 
overcame the limitations of laparoscopic sur-
gery, its technical improvements including mag-
nified 3D optics, precisely controlled wristed 
instruments with tremor filtration, and seven 
degrees of freedom. With the preservation of 
natural eye–hand–instrument alignment, it made 
the robotic platform highly suitable for a wide 
range of surgical procedures. The da Vinci Xi, 
the robotic effectors, have a much slimmer 
design than previous renditions as well as a lon-
ger “arm span,” which greatly minimizes instru-
ment clashing and collision. Adjunctive tools 
and accessories include stapling devices with 6 
degrees of freedom (dof) or 6-dof flexible instru-
ments, single site, firefly system, Tilpro system, 
and double console. Recent advancements on 
robotic technology also resulted in the develop-
ment of the VeSPA single- port system. However, 
the VeSPA system has suboptimal ergonomics 

with clashing of instruments and provides only 
4-dof instruments. The SP system designed for 
single-port access has a single arm that delivers 
three multi-jointed instruments and a fully 
wristed 3D HD camera for visualization and 
control in narrow surgical spaces [10]. Robotics 
surgery devices such as these are used in many 
areas in medicine and new applications are 
emerging with each technological development 
(Fig. 3.3).

 Emerging Robotic Surgical Systems

The Italian healthcare company Sofar, Milan, 
Italy (which was later acquired by TransEnterix, 
Morrisville, NC, USA) developed an alternative 
robotic system, the Telelap ALF-X (currently 
known as Senhance). The design featured a 
remote surgeon workstation and three cable- 
actuated robotic arms featuring instruments and a 
telescope mounted on three separate carts. The 
device utilizes an open console design with 3D 
polarized glasses and a monitor with an inte-
grated eye-tracking system which controls cam-
era movements (e.g., the image is zoomed in, 

MIS with Master Slave
setup for Thoracic,
Gastric, Hepatobiliary,
Pancreatic, Urological,
Gynecological Surgery

Robots assisted
eye surgery

Robotic-Assisted
Neurosurgery

Robotic Cardiac Surgery
(Cardiovascular)

Catheter Insertion
Robotics

Robotic Orthopedic Surgery

Fig. 3.3 Applications 
of robotic surgery

3 Artificial Intelligence for Next-Generation Medical Robotics



30

when the surgeon’s head approaches the screen). 
Two handles similar to laparoscopic effectors 
manipulate instruments with 4 dof and 6 dof 
attached to the robotic arms. Tuebingen Scientific 
(Tuebingen, Germany) developed instruments 
based on Radius technology. Haptic feedback 
together with eye tracking is a unique feature of 
Senhance, when compared to standard da Vinci 
robots. Haptic feedback is realized by counter-
movements of the laparoscopic handle at the con-
sole according to force and direction applied at 
the tip of the instrument [13, 14].

 Upcoming Robotic Systems

Robotic surgical systems are evolving to include 
specific features and improvements of the bed-
side cart and effector arms (lightweight, smaller 
size, mounted on operating table or on separate 
carts, single arm with a variety of instruments 
inside), instruments (tactile feedback, micro- 
motors), console (open, closed, semi-open) or 
without a console, and 3D HD video technology 
(polarized glasses, oculars, mirror technology).

Several modifications of master–slave sys-
tems have been developed and the implementa-
tion of the console is one design aspect which 
separates these systems (discussed below). 
Intuitive Surgical and Avateramedical have cho-
sen to design their robotic systems with a closed 
console, with in-line 3D video technology. An 
advantage of this is that polarized glasses are not 
needed, but an important disadvantage is that 
closed consoles are generally associated with 
loss of brightness at the periphery of the field of 
view. An open console system may provide better 
communication with the team at bedside and the 
flexibility to integrate future technologies such as 
ultra-HD (4K) video or full HD 3D screens.

 Avatera
Avateramedical (Jena, Germany), in collabora-
tion with Force Dimension (Nyon, Switzerland) 
and with Tuebingen Scientific (Tuebingen, 
Germany), has been developing Avatera which, 
as previously mentioned, was designed with a 
closed console configuration with an integrated 

seat using microscope-like technology with two 
adjustable oculars for in-line 3D image with full-
 HD resolution. Four robotic arms are mounted on 
a single cart and 6 degrees of freedom (dof) 
instruments with a diameter of 5mm are used. 
The system has no force feedback and only been 
used in preclinical experimentation [15].

 Medicaroid
In 2016, Medicaroid (Kobe, Japan) started a cor-
poration in Silicon Valley to prime the US market 
for medical robots made in Japan with the R&D 
and manufacturing expertise of Sysmex and 
Kawasaki Heavy Industries. The device features 
three robotic arms attached to the operating table; 
a semi-closed console with ocular-like in-line 
technology, which still requires polarized glasses; 
and a telescope with 3D HD technology. 
However, the system has no force feedback. 
Clinical launch is expected in 2020 [16].

 Medtronic
In 2013, Covidien (Dublin, Ireland, later in 2015 
Medtronic) acquired the license for versatile sys-
tem by MiroSurge (German Aerospace Centre, 
Oberpfaffenhofen, Germany) and included fur-
ther developments including instruments in their 
two research and development centers in the 
USA and announced the robot in 2019. The sys-
tem comprises three to four modular robotic 
arms, an open console with an autofocusing mon-
itor, 3D HD telescope and 3D glasses, fingertip- 
controlled handles, clutch mechanism, and foot 
switches to activate bipolar energy. The robotic 
arms are composed of seven joints with serial 
kinematics, comparable to human arms, and the 
instruments are driven by micro-motors option-
ally providing tactile feedback via potentiome-
ters [17].

 Raven
The Raven Project (Universities of Santa Cruz, 
Berkeley, Davis) has an open-source system that 
would allow two surgeons to operate on a single 
patient simultaneously. The prototype system 
included two portable surgical robotic arms, each 
offering 7 dof, and a portable surgical console. 
Raven III offers four robotic arms and (option-
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ally) two cameras. Raven III is one of the most 
advanced surgical robotic research platforms, 
focused on battlefield and underwater remote sur-
gery [18].

 Revo-I
In collaboration with Yonsei University and multi-
ple Korean academic and industry groups, 
Meerecompany (Hwasong, Korea) designed the 
Revo-I platform which features an open console, 
two handles, and foot controller for clutch mode 
and cautery. The four-arm system mounted on a 
single cart uses a 3D HD stereoscope and 6-dof 
instruments with a diameter of 8mm. In 2016, the 
first results of animal studies were published in col-
laboration with Samsung and approval for human 
trials in South Korea has been received [19].

 SPORT™
After the unsuccessful introduction of the Amadeus 
RSS, Titan Medical focused on the SPORT™ 
Surgical System as a platform for robotic laparo-
endoscopic single-site surgery (LESS). SPORT™ 
has an open console with 3D HD vision control-
ling, a 3D flexible telescope with fiber-optic-based 
illumination, and two flexible instruments on a 
single robotic boom. Its main application is 
expected to be LESS cholecystectomy. Recently, 
robotic single-port partial nephrectomy was per-
formed in animal models requiring additional tro-
cars for retraction. The FDA approval for the 
system is currently pending [20].

 Da Vinci SP
The da Vinci Xi system also allows the use of the 
robotic single-port SP 1098 platform including a 
3D HD flexible telescope and three flexible 
instruments. This system has a master console 
and slave patient cart with a single arm. Once 
introduced into the abdominal cavity (or, alterna-
tively, through a natural orifice), the flexible 
instruments, with a snake-style wrist, can sepa-
rate to achieve triangulation [10, 14].

 Verb Surgical
Verb Surgical was formed in 2015 as an indepen-
dent start-up company, backed by Google and 
Johnson & Johnson to harness the unique capa-

bilities of both companies [21]. It is detailed else-
where in this textbook.

 EndoMaster
Developed in Singapore originally for endo-
scopic resection of gastrointestinal polyps and 
tumors, EndoMaster has been used for natural 
orifice transluminal endoscopic surgery (NOTES) 
as well as transoral robotic surgery. This system 
has been designed with robotic arms (a grasper 
and a probe for monopolar diathermy) that are 
incorporated into the end of a flexible endoscope. 
It consists of a master telesurgical workstation 
and a slave manipulator (endoscope with robotic 
arms). Thus far, EndoMaster has only been used 
for preclinical trials on cadavers and animal mod-
els [22].

 Computer Technology Drives Progress 
in Robotics
Innovation in robotic surgery will continue to 
parallel advancements in technology; especially 
with the considerable progress in computer sci-
ence and AI. Novel distinct features, such as hap-
tic gloves, cellular image guidance, or even 
autonomy might be the next step in the evolution 
of next-generation devices. Shademan et al. have 
described in vivo supervised autonomous soft tis-
sue surgery in an open surgical setting, enabled 
by a plenoptic 3D and near-infrared fluorescent 
imaging system that supports an autonomous 
suturing algorithm. A computer program gener-
ates a plan to complete complex surgical tasks on 
deformable soft tissue, such as suturing an intes-
tinal anastomosis based on expert human surgical 
practices [23]. Despite dynamic scene changes 
and tissue movement during surgery, they were 
able to show that the outcome of supervised 
autonomous procedures was superior to surgery 
performed by expert surgeons and robot-assisted 
techniques. The Smart Tissue Autonomous Robot 
(STAR) results show the potential for autono-
mous robots to improve efficacy, consistency, 
functional outcome, and accessibility of surgical 
techniques. By 2020, robotic surgery, once a sim-
ple master–slave device, is poised to merge fun-
damental concepts in AI as it evolves into digital 
surgery [24].
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 Autonomous Robotic Surgery

 What Is Autonomy?

Physical, mental, technical variables dictate the 
performance of the surgeon and these factors 
affect the outcome. Surgical robots have the 
advantage of tremor cancellation, scalable motion, 
insusceptibility to fatigue, and greater range of 
axial movement which should, in turn, positively 
impact the quality of surgical care rendered.

Autonomy is defined as “an ability to perform 
intended tasks based on current state and sensing 
without human intervention.” Although da Vinci 
is a master–slave robot and completely depen-
dent on human control, to some extent, it has a 
variable degree of autonomy, since there is “built-
 in” tremor resistance and scalable motion. If 
equipped with cognitive capabilities, surgical 
robots could accomplish more supervised tasks 
and thus provide a greater level of assistance to 
the surgeon. Partially autonomous robots such as 
TSolution-One (Think Surgical, Fremont, CA), 
Mazor X (Mazor Robotics, Caesarea, Israel), and 
CyberKnife (Accuracy, Sunnyvale, CA) are cur-
rently in clinical use.

A robot is not a single device; rather it is a 
system with three components, sensors, end 
effectors, and control architecture, that process 
data and perform actions. During the procedure, 
there is continuous interaction between the robot, 
the surgeon, and the patient. A learning system is 
augmented with a process that allows a surgeon 
to watch the robot and provide feedback based on 
the behavior of the robot.

Combining AI (machine learning, natural 
language processing, artificial neural networks, 
and computer vision) with surgical robots may 
reduce technical and human errors, operative 
time, and rates of complications and improve the 
outcome as an ultimate end point. The robots can 
be taught specific procedures. There are certain 
methods proposed to “teach” the robots either by 
directly programming it (explicit learning) or by 
having the robot observe a surgeon or video 
directly (implicit learning); in this case, the robot 
may even be trained in simulation or virtual 
reality.

Prior knowledge (collected data) is of key 
importance in machine learning, and in surgery, 
prior knowledge is typically obtained from an 
experienced surgeon. The skills, in this case, are 
collected from robotic surgery videos and from 
the data provided by the robot’s sensory appara-
tus during similar procedures that were per-
formed by a skilled surgeon. A surgical activity 
dataset by Johns Hopkins University and Intuitive 
Surgical Inc. consisting of motion and video data 
is available for researchers interested in this 
problem [24, 25]. However, having access to all 
this data and video content is not enough for a 
robot to perform surgery autonomously. The 
learning model would also need a large database 
of explicit knowledge on how to accomplish a 
specific task in surgery. This sort of database 
would (and should) depend on the inputs from 
the surgical community, based on the interna-
tional surgical consensus for each type of opera-
tion. In any case, it is highly unlikely that either 
implicit or explicit learning alone would be suf-
ficient for automation in robotic surgery. 
However, a merger of both techniques with con-
stant reinforcement and adjustment by human 
surgical experts could achieve acceptable levels 
of autonomy in surgical robotics.

 Machine Learning in Autonomous 
Robotic Surgery

Future surgical robots will have the ability to vir-
tually see, think, and act without active human 
intervention. Certain surgical tasks (suturing, 
cauterizing a leak in gastric bypass, clamping a 
certain area, etc.) could be autonomously per-
formed with varying levels of human  supervision. 
Of course, this would only be considered when 
an automated robotic system has repeatedly dem-
onstrated its ability to achieve an acceptable level 
of performance in executing the necessary surgi-
cal tasks.

Three parameters define the task of an autono-
mous surgical robot: complexity of the surgical 
task, environmental difficulty (properties of the 
surgical site), and human independence. Versatile 
autonomous surgical devices will require exten-
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sive R&D and integration of control algorithms, 
robotics, computer vision, and smart sensor tech-
nology  – in addition to extensive trial periods 
with surgeon-led vetting. Careful study is needed 
due to the highly deformable nature of soft tissue 
environments, the presence of hollow organs that 
are susceptible to rupture, and the delicacy of 
tissues.

There are certain autonomous systems that 
have been able to execute confined surgical 
tasks based on an exemplary dataset (provided 
by human input). For suture knot-tying tasks on 
a laparoscopic telesurgical workstation [26], 
faster and smoother trajectory executions were 
achieved (compared to a human) via trajectory 
smoothing of surgeon-provided motion exam-
ples. The parameters of a controller function 
were iteratively updated based on the error of a 
target trajectory (which is derived from the pro-
vided examples) to achieve faster trajectories 
[27]. The EndoPAR system (Technical 
University of Munich, Germany), a ceiling-
mounted experimental surgical platform, was 
able to execute knot-tying tasks autonomously 
using recurrent neural networks (RNNs) using a 
database of 25 expert trajectories [25]. RNNs 
are a class of artificial neural networks that 
allows previous outputs to be used as inputs 
(feedback connections) while having hidden 
states. In other words, such a machine remem-
bers from the past, and its decisions are influ-
enced by what it has learnt in the past – so the 
same input could produce a different output 
depending on previous inputs in the series 
(sequential memory). This means that RNNs 
can (in principle) approximate any dynamic sys-
tem and can be used to implement sequence to 
sequence mappings that require memory such as 
the set of trajectories involved in suture knot- 
tying [28]. The da Vinci Research Kit (DVRK) 
is used as a platform to apply learning by obser-
vation techniques with the aim of automating 
multilateral subtasks, such as debridement and 
pattern cutting. This approach involved seg-
menting motion examples by a human demon-
strator into structural gestures such as grasping, 
retraction, penetration, and cutting, which is 
then used to define a finite state machine (FSM). 

An FSM is a mathematical model for any sys-
tem that has a limited number of conditional 
states it can exist in for any point in time. In a 
study by Murali et al., 96% repeatability for 50 
trials were achieved for the debridement task of 
3D Viscoelastic Tissue phantoms and a repeat-
ability of 70% for 20 trials of pattern cutting of 
2D Orthotropic Tissue phantoms [29].

A novel endovascular surgery (ES) robot (cur-
rently experimental only) was recently used to 
test a convolutional neural network (CNN)-based 
framework to navigate the ES robot based on sur-
geons’ skills. The CNN-based method shows 
capability of adapting to different situations 
while achieving a similar success rate in average 
operating time compared to known standards. 
Compared to manual operation, robotic operation 
was observed to demonstrate similar operating 
trajectory and maintained a similar level of oper-
ating force [30]. Finally, STAR (mentioned pre-
viously) was used for performing supervised 
autonomous robot-assisted surgery in various 
soft tissue surgical tasks such as ex  vivo linear 
suturing of a longitudinal cut along a length of 
suspended intestine, ex vivo end-to-end anasto-
mosis, and in  vivo end-to-end anastomosis of 
porcine small intestine [31].

Although systems that can perform autono-
mous surgical tasks exist, considerable work will 
be required to bring fully autonomous surgical 
robots into fruition. The existing systems are 
only used in experimental setups on inanimate or 
animal models. However, the advances and 
improvements enabled by the power of machine 
learning cannot be neglected. The automation 
operations, with the aid of ML, will decrease the 
time of surgery, enhance the performance, and 
reduce miscommunication. As mentioned above, 
ML approaches have the potential to learn a 
model of surgical skills of experienced surgeons, 
provided by data points collected in the operating 
room. Such data could also be used for quantita-
tively evaluating surgical skills of trainees and to 
improve existing trainers by accurately modeling 
the interaction amongst surgeons, patients, and 
robots [32]. It is apparent that the future of sur-
gery and surgeons will be shaped by these 
improvements.
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 Limitations of Artificial Intelligence

Although AI and ML have the potential to revolu-
tionize the way surgery is taught and practiced, it 
is not a panacea that can solve all problems in 
surgery. In some cases, traditional analytical 
methods outperformed AI/ML.  Thus, the addi-
tion of ML does not always improve results [33].

ML and other AI analyses are highly data 
driven and the outputs are naturally limited by the 
types and accuracy of available data. Hence, the 
patterns AI can recognize, or the predictions it 
can make, are susceptible to the systematic biases 
in clinical data collection. Furthermore, despite 
advances in causal inference, AI cannot yet deter-
mine causal relationships in data at a level neces-
sary for clinical implementation nor can it 
provide an automated clinical interpretation of its 
analyses as of yet. Instead of a single surgeon’s 
error resulting in single patient’s harm, in the era 
of digital surgery and AI, the potential exists for 
a machine algorithm to result in iatrogenic harm 
affecting multiple surgical patients. The possibil-
ity of such an inadvertent outcome must be care-
fully considered before AI/ML systems are 
deployed in operation theaters. Specifically, sys-
tematic debugging, audit, extensive simulation, 
and validation, along with prospective scrutiny, 
are required when an AI algorithm is introduced 
into clinical and surgical practice.

As Professor Stephen Hawking has warned, 
the creation of powerful AI will be “either the 
best, or the worst thing, ever to happen to human-
ity”. Hawking had praised the creation of an aca-
demic institute dedicated to researching the 
future of intelligence as “crucial to the future of 
our civilization and our species” [34].

 What Surgeons Should Do?

What does the future hold for surgeons as 
machine learning and deep learning technologies 
advance? Data will become increasingly volumi-
nous, and to properly interpret such vast datasets, 
AI and ML will be integral. Where engineers can 
provide automated, computational solutions to 
data analytics problems that would otherwise be 

too costly or time-consuming for manual meth-
ods, surgeons have the clinical insight that can 
guide data scientists and engineers to answer the 
right questions with the right data.

Technology-based advancements have the 
potential to empower every surgeon with the 
ability to improve the quality of global surgical 
care. Given that research has indicated that 
high- quality surgical techniques and skill sets 
correlate positively with patient outcomes, AI 
could help pool this surgical experience – simi-
lar to efforts in genomics and biobanks  – to 
standardize decision- making, thus creating a 
global consensus in operating theaters world-
wide. Surgeons can prove to be essential to data 
scientists by imparting their understanding of 
the relevance and importance of the relationship 
between seemingly simple topics, such as anat-
omy and physiology, to more complex phenom-
ena, such as a disease pathophysiology, operative 
course, or postoperative complications. AI 
needs to be held accountable for its predictions 
and recommendations in medicine; hence, it is 
up to the surgeons and engineers to push for 
transparent and interpretable algorithms to 
ensure that more professionals have an in-depth 
understanding of its implications. Next-
generation surgical robots will be integral in 
augmenting a surgeon’s skills effectively to 
achieve accuracy and high precision during 
complex procedures [35]. The next level of sur-
gery that will be achieved by surgical robotics 
will likely evolve to include AI and ML [36].

At the beginning of the twentieth century, 
robotics, machine learning, artificial intelligence, 
surgical robots, and telesurgery were the stuff of 
science fiction. Yet today, they are all proven real-
ity. We believe everything will change much faster 
in the twenty-first century as compared to the 
twentieth century. Although robots will become an 
indispensable part of routine life, in the field of 
medicine, surgical robots with artificial intelli-
gence will evolve to have at least some autonomy 
and ML-/AI-based decision analysis in the near 
future. Fully autonomous surgical robots probably 
remain far from reach. However, in the coming 
decade, the use of machine learning, deep learn-
ing, big data analysis, and computer vision, will 
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translate into (appropriately equipped) surgical 
robots capable of learning every step of an opera-
tion – a harbinger for the age of digital surgery.
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Cloud Computing for Robotics 
and Surgery

Asa B. Atallah and Sam Atallah

 Introduction

In 1961, Stanford University computer scientist 
and core founder of artificial intelligence (AI) 
John McCarthy (1927–2011) predicted the age of 
cloud computing when he stated the following:

Computing may someday be organized as a com-
puter utility, just as the telephone system is a pub-
lic utility … the computer utility could become the 
basis of a new and important industry [1]. In 2007, 
McCarthy’s prediction would come to fruition as it 
precisely described the very basis of cloud com-
puting today.

In this chapter, the reader is introduced to the his-
tory of the cloud, the general basis of its architec-
ture for both storage and computing, as well as 
potential applications for robotics and surgery. 
The ability to integrate cloud computing into 
operating theaters, and the ability to apply this 
toward the development of AI-equipped next- 
generation surgical robots is also examined. The 
possibility of utilizing such a framework in this 
mode toward the field of surgery is here pro-
posed. Machine learning via the cloud versus 
single device machine learning is also addressed.

 History and Basics of the Cloud

In the field of computing, networks involve com-
plex connections, both wired and unwired. This 
can often be overwhelming to illustrate, and so 
computer scientists, in order to simplify matters, 
reduce these complex networks by representing 
them with the icon of a cumulus cloud. Joseph 
Licklider (1915–1990) is among those credited 
for the origins of cloud computing in the early 
1960s, through his key role with the Advanced 
Research Projects Agency Network (APRANET). 
The actual  term “cloud  computing” was first 
used in 1996 by Compaq executive George 
Favaloro [2], but it would take a decade of incu-
bation before the emergence of modern cloud 
computing. At a Search Engines Strategies 
Conference in 2006, Eric Schmidt reintroduced 
the concept of cloud computing [3, 4]. This was 
the year that Amazon Web Services (AWS) 
launched a cloud- based storage service. This 
defined a key aspect of the cloud – namely, utili-
zation of the cloud for virtually infinite digital 
file storage. The following year (2007) cloud 
computing became a new kind of service. Today, 
the primary global cloud computing service pro-
viders are AWS, Google Cloud Platform (GCP), 
and Microsoft Azure.

Cloud data storage is near infinite, highly 
secure, and extremely reliable. It is estimated that 
for every 10,000 files stored, it would take 10 
million years to lose just one of them. Cloud stor-
age is maintained at actual physical locations 
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(termed datacenters), where information is main-
tained on hard drives and other storage devices 
with backups at more than one locale. When the 
cloud as a utility for storage was introduced in 
2006 by AWS, it was termed Simple Storage 
Service (S3).

S3 and other cloud “storage services” are the 
most familiar to surgeons and non-computer sci-
entists. The idea of storing files “in the cloud” 
and accessing them from anywhere has become 
quite commonplace for end users. Today, most 
use a variety of cloud-based platforms for this 
purpose  – Dropbox, iCloud, and OneDrive are 
just a few examples. While globally accessible 
files, multimedia, and photographic storage pro-
vide a valuable, highly secure, and near-limitless 
resource for machine learning (ML) and deep 
learning (DL) – including for medical robotics – 
it is not in and of itself sufficient, since ML and 
DL require compute capability, not simply hard 
drives packed with data.

 The Advent of Modern Cloud 
Computing

In 2007, a year after the introduction of S3, 
AWS launched Elastic Compute Cloud (EC2), 
which was the start of cloud computing and 
computing as a service as suggested by 
McCarthy. In simple terms, this allowed soft-
ware developers to login to the cloud over the 
Internet and use one, two, three, or many com-
puters at once. Before cloud computing, an 
essential step in providing an Internet-based 
computing framework would require physical 
deployment of servers in a datacenter and estab-
lishing wired connections for them to the 
Internet. The advent of services like EC2 
allowed deployment of computers into the cloud 
in either a point-and-click or programmatic 
manner, which was much more efficient than the 
traditional approach. With EC2, engineers could 
deploy an arbitrary number of computers or 
EC2 “instances” (i.e., for our purposes, an 
instance can simply be thought of as a cloud 
computer). This effectively allowed them to be 
scalable and thus tailored to the level of service 

demand. The concept of having an on-demand 
computer in the cloud that could just be instanti-
ated at will was thus an important step forward 
for computer science.

Instances come in many shapes and sizes. 
Some have just a single processor, while others 
might have dozens. Some may include graphics 
processing units (GPUs) which can have thou-
sands of small processors each, or they may 
include hardware that is programmable. Both of 
these can be used to accelerate certain types of 
compute-intensive tasks. In cloud computing, a 
set of instances all work together to provide a ser-
vice (a term used frequently in this chapter). So, 
just as the web is comprised of interlinked web 
pages, the cloud is comprised of interlinked ser-
vices that communicate with one another via the 
Internet. Some of these services render the web 
pages that we are used to seeing, while others 
only “talk to” other services, or to end-user 
devices, such as mobile phones.

EC2 and other cloud computing services 
essentially provide a network of low-cost com-
puters (tens of thousands of them) organized into 
very large, warehouse-sized datacenters located 
in undisclosed sites at strategic regions. Typically, 
these datacenters are positioned near dense popu-
lation centers. For example, AWS, the world’s 
largest cloud service provider (maintaining 34% 
of the global infrastructure), has datacenters 
located in northern Virginia, in close proximity to 
major North American cities. In addition, data 
storage facilities (housing an array of hard drives) 
are also configured similarly. The cloud repre-
sents the network of these computers within data-
centers and has special interconnections that 
allow them to be accessed remotely. In this fash-
ion, one can access and use computers at one’s 
discretion (for a fee) [3, 4].

Using cloud computers, or instances, for the 
purpose of computing is analogous to renting a 
car in many ways in that the user is not responsi-
ble for the maintenance of the vehicle, can borrow 
it for a preset period of time for a preset monetary 
amount, and return it when it is no longer needed. 
In this way, the cloud provides computing as a 
utility. But with the abundance of computers and 
their relative low cost, why would anyone need to 
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“borrow” computers? What, possibly, could be 
the advantage of such a framework? The answer 
to these questions lies in the advantages of cloud 
computing. In brief, such an approach enables the 
cloud to (a) be elastic, or scalable in terms of 
number of processors and machines used simulta-
neously for a given task; (b) provide near infinite 
storage; and (c) the ability to potentially  obtain 
unbounded virtual processing speeds.

 The Cloud as a Computing Platform: 
Advantages

• Near infinite storage
• Scalable and elastic computing
• Ability to perform distributed computing
• Ability to perform calculations that require a 

large degree of computational power
• Secure system
• Low probability of information loss
• Does not require space-occupying hardware
• Globally accessible
• Upgraded and maintained by cloud service 

provider

The cloud as a computing utility is not dire-
clty utilized by everyday persons (and certainly 
not surgeons) but is crucial to today’s modern 
programmer, computer scientist, and those 
actively developing AI and ML on a global 
scale.

Cloud computing, because of its powerful 
infrastructure and practically infinite capacity, 
has effectively replaced mainframe computing; 
today, almost every major industry is driven by 
the cloud as centralized mainframes have been 
largely abandoned. Cloud computing has trans-
formed software development and, in turn, the 
web itself. At its simplest level, it can be seen as 
a paradigm for how to structure, deploy, monitor, 
and manage arbitrary Internet services or appli-
cations. A core tenant of cloud computing is that 
compute and disk resources are essentially infi-
nite for a very wide class of problems, and that 
they are typically only constrained by budgets. 
Another core tenant is that software engineers, 
via remote access to datacenters, maintain com-

plete control of cloud-computing machinery 
within any given compute cluster. Thus, there is 
no loss of control or versatility within the cloud 
computing construct.

 Offloading Computational Work 
to the Cloud

An important concept in cloud computing is the 
ability to offload computation-intensive tasks 
onto the cloud. Before we understand how the 
cloud can be applied to surgery and robotics in 
the operating theater, it is first important to 
really understand this principle. For this, let us 
consider an example from everyday life. Such 
an example is the use of app-based GPS naviga-
tion to determine automotive routes. While the 
best route and sometimes alternate routes can be 
found in seconds, how exactly does this hap-
pen? Optimal route determination can be com-
plex, involving computation based on Dijkstra’s 
algorithm [5–8], historical traffic data for the 
given geography, as well as broadband cellular, 
real-time traffic patterns from drivers on com-
mon roadways [9]. Thus, determining the short-
est route requires computational power, 
mapping, and traffic data which far exceeds the 
capabilities of our handheld mobile devices. To 
deliver the route computation, mobile phones 
serve as a relay to cloud computers. In this 
infrastructure, the difficult computing is 
offloaded to the cloud, and the calculated route 
information is relayed to cellular phones for 
instant navigation, corrected for traffic patterns 
in real time. Because of the elastic and scalable 
nature of the cloud, the computed routes of mul-
tiple simultaneous users can be managed with-
out difficulty. It was the use of the cloud that 
allowed phone-based navigation to become a 
useful alternative to modular and built- in auto-
motive navigation systems, which required the 
storage of (often outdated) maps on CD devices 
and other bulky hardware. Hence, the principle 
of cloud-based automotive navigation  provides 
a good paradigm for understanding how the 
cloud can be applied towards other fields, 
including surgical robotic systems.

4 Cloud Computing for Robotics and Surgery
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 Principles and Architecture 
of the Cloud

Consider a cloud-based service that just serves 
static web pages for a very busy site. A typical 
way this service would be implemented in the 
cloud would be to use a set number of comput-
ing  instances (N), which typically range 
1  ≤  N  ≤  500. Cloud-based compute  instances 
generally operate in conjunction with a load bal-
ancer. A load balancer is a simple, yet highly 
reliable device that fans incoming requests out to 
the instances behind it for processing (Fig. 4.1). 
This architecture is useful because it is the only 
externally visible presence of the service and it 
allows computer programmers to add and remove 
computing instances transparently to the outside 
world (for example, to dynamically scale any 
given service to meet user demand).

To view a web page, a user might specify the 
URL http://lb on their browser, representing the 
domain name or IP address that the load balancer 
has been configured with. The terminal’s browser 
application would then request the main page 
from the load balancer which would forward that 
request onto one of the instances in a round-robin 

fashion. This instance could read the site’s 
homepage content from its local disk and forward 
it back to the terminal through the load balancer 
for rendering in the browser. An architecture, as 
depicted in Fig.  4.1, can scale to considerably 
high levels because each request to fetch a web 
page by a user can be processed by any of the 
instances, and in fact each instance can typically 
process hundreds of such requests concurrently. 
Load balancers today can handle on the order of 
500,000 requests per second, but even that is not 
an upper bound, because multiple load balancers 
can be used in tandem to handle tens of millions 
of requests per second. Services like this are 
designed so that regardless of which instance a 
load balancer selects to process a request, the 
results the user sees will be the same. In this way, 
if an instance fails while processing a request, it 
can be retried through the loadbalancer with the 
expectation that it will succeed, thus resulting in 
high service availability.

Cloud-based services usually perform func-
tions that are more sophisticated than rendering 
static web pages, but their fundamental structure 
usually does not  vary from that depicted in 
Fig.  4.1.  Sophisticated services are usually 

Terminal Internet LB

C2

C3

CN

C1

Fig. 4.1 The general framework  for a cloud comput-
ing service is shown. Here, a “terminal,” which represents 
any end user computer interface with Internet access can 
be used as a gateway to the cloud. The cloud service  is 
composed of numerous  computers (C1, C2, C3 …CN). A 
load balancer (LB) distributes or triages computational 

workload across the N instances, improving the efficiency 
of computing and allowing for the cloud to be scaled to 
meet demands. An important concept relating to cloud 
computing is that multiple instances can be used simulta-
neously, thus linearly increasing computational power
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 created through service composition. That is, to 
perform a function, one service will typically call 
one or more other service(s) which, in turn, may 
call other services to complete a given task. To 
help us understand this in relation to medicine, 
let us envision a healthcare portal or electronic 
medical record (EMR) service as shown in 
Fig. 4.2. Here, the main healthcare portal service 
would be primarily responsible for rendering the 
portal’s web pages. It might call a patient account 
service for verifying login credentials, an elec-
tronic charting service for showing test results, 
and a patient billing service for displaying billing 
history.

Commercial cloud-based services are 
deployed in multiple regions. The general topol-
ogy is illustrated in Fig.  4.3. This is useful 
because GeoDNS (which essentially routes cloud 
and Internet traffic based on geographic location) 
[10] can be used to seamlessly route requests to 
the datacenter that is closest to the end user, 
resulting in much more responsive user experi-
ence. Without this architecture, network delays 
can be in the hundreds of milliseconds - over an 
order of magnitude higher than what is otherwise 
achievable.

 The Cloud as a Workaround 
for Moore’s Law

In 1965, Gordon Moore, one of the founders of 
Intel, correctly predicted that computational 
speed would continue to increase exponentially, 
and this would be matched by a dramatic fall in 
cost [11–14]. Specifically, Moore predicted a 
doubling of computational speed every two years 
by doubling the number of transistors on a com-
puter circuit board, as expressed by the following 
formula:

 n n
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where Yb represents any given future year and 

nb number of transistors (or equivalent comput-
ing power) for that year, relative to the current 
year (Ya) and current computing power na. 
However, there exist fundamental limits to 
Moore’s law [15–18]. In the words of Stephen 
Hawking, those fundamental limits are defined 
by the atomic nature of matter itself and by the 
speed of light. In 2007, Gordon Moore also 
stated that his law would reach a boundary – a 
fundamental limit beyond which further process-
ing speed and computational doubling would 

Database Service

Patient Billing ServiceElectronic Chart Service

Healthcare Portal

Patient Account Service

Fig. 4.2 In this diagram, a cloud-based model for a basic 
healthcare portal (electronic medical record system) is 
shown for purposes of illustration. In this example, patient 
accounts, patient billing, and physician charting all repre-

sent separate aspects, or services, which make up the 
healthcare portal in the cloud. The combination of these 
services creates a composite service which contains all of 
the essential component of the healthcare portal
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end. This can be mathematically demonstrated 
based on the laws of physics. Specifically, the 
Compton wavelength [19], λc, can be defined as 
follows:
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where h is Plank’s constant (6.63 X 10−34 J s) 
divided by the mass, me, of the electron  multi-
plied by the speed of light, c. Thus, the Compton 
wavelength λc represents a fundamental limit to 
measuring the smallest particle of matter and, in 
quantum computing, the smallest “quantum” bit 
of data (see next chapter). Since the speed of light 
and electron mass are known and because the 
yearly doubling of computing speed can be mod-
eled using Moore’s law (nb  =  na2[(Yb–Ya)/2]), the 

point in time at which the doubling of computer 
speed will plateau can be determined. JR Powel 
has calculated that a limit to Moore’s law will 
approach its limit by the year 2036 [20]. At that 
time, Powel predicts that the absolute physical 
limit of computational speed will have been real-
ized. However, cloud computing could provide a 
workaround for the absolute limit to Moore’s law 
[21–23]. As will be discussed in detail later, 
through distributed computing and cloud net-
worked computers, even if this limit is reached, 
one can still achieve virtual computing speeds 
well in excess of any desktop computer today. In 
this sense, cloud computing provides a critical 
pathway that works around the limit of Moore’s 
law and the most practical framework for mod-
ern machine learning.

Terminal

Internet

GeoDNS

LB

C1

C2

C3

CN

LB

C1

C2

C3

CN

Fig. 4.3 The cloud 
operates best when the 
datacenters housing 
cloud computing 
instances are in 
geographic proximity to 
the end user (terminal). 
To help route users to 
the closest datacenter, a 
GeoDNS is integrated 
into the cloud. GeoDNS 
and load balancers work 
together to improve the 
computing efficiency of 
the cloud and help it 
work seamlessly with 
end users by limiting 
network-related delays
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 Targets for the Cloud: Machine 
Learning and Vision

Artificial Intelligence  (AI) has not evolved as 
swiftly as predicted in the era of mainframes [24, 
25], probably because the transition had to be 
made from algorithm-based logical program-
ming to those which utilize the principles of 
machine and deep learning (ML and DL)  [26–
29]. In computer science, ML deals with a 
machine’s ability to recognize patterns based on 
datasets, typically referred to as training data. 
Unlike traditional computer algorithms which 
operate based on executing sets of instructions 
and syllogisms,  ML trains machines by exam-
ples – lots of them [30, 31]. Human cognition is 
similar, but humans require far fewer examples 
to learn to recognize any specific item or object – 
as the human brain is better than today’s 
machines at using small bits of data to abstract 
information. For example, a young child can rec-
ognize the difference between a bird and an air-
plane after seeing just a few of each, but a 
machine will need to learn by interpreting 
images from a spectrum of various planes and 
birds. For example, a machine would need to 
“see” (digitally interpret based on features) large 
planes, propeller planes, jet planes, etc., before it 
can recognize and label all of them as “planes” 
and especially to be able to tell the difference 
between a plane and bird. This is why ML 
requires a vast database to draw from before 
being able to make distinctions. In ML, the spe-
cific item that is digitally important for identify-
ing an object is known as a feature (e.g., the 
wing and engine of an airplane are “features”), 
while the categorization of the object into a class 
based on the features it posesses is referred to as 
labling.

While we used birds and planes as an exam-
ple, the same principles could be applied to ana-
tomic targets. In clinical medicine, perhaps one 
of the best applications of ML/DL relates to 
image recognition. Specifically, dermal pathol-

ogy with machines using convolutional neural 
networks (ConvNets, see Chap. 31) allows for 
the ability to classify skin cancer with the same 
level of competence as an experienced derma-
tologists [32]. In the field of robotics in surgery, 
next- generation systems could utilize ML with 
the cloud as a platform for this and apply exam-
ples from surgical video and photo libraries 
stored in the cloud which can be accessed glob-
ally. One can start to envision how ML could 
recognize a variety of key anatomic structures 
(such as the superior mesenteric artery, the 
recurrent  laryngeal nerve, the common bile 
duct, or ureter) based on specific features and 
perhaps label such targets to help diminish the 
incidence of operative injury and thereby 
enhance patient safety.

By coupling cloud computing with ML, 
next- generation surgical robots could have 
improved capability, enhanced vision systems, 
and target tracking. The process of position 
orientation and tracking with respect to known 
(machine-learned) features is often referred to 
as visual odometry [33]. This approach relies 
on ML and the ability to interpret the visual 
field (by recognizing features) and then appro-
priately reacting to the given environment. An 
example of visual odometry is how it is used in 
the maneuvering of planetary rovers – namely, 
Mars Curiosity [34]. Visual odometry allows a 
system, such as Curiosity, to be autonomous, 
so long as it is able to recognize key features 
and translate them into labels. This would 
allow it to autonomously avoid hazardous ter-
rain using various approaches to computer 
vision, including simultaneous localization 
and mapping (SLAM) and related algorithms 
[35–41]. Some robotic household vacuum sys-
tems operate by visual odometry as well [42]. 
In the field of medicine, visual SLAM has been 
applied towards the development of endoscopic 
capsule robotics [43, 44] and surface recon-
struction for abdominal minimally invasive 
surgery [45, 46]. 
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 Cloud Robotics for Surgical 
Applications

Robotics in surgery is evolving rapidly, with a mul-
titude of competing platforms poised to launch into 
the surgical arena by 2021 [47]. Such systems are 
being designed to solve problems for today’s sur-
geons and healthcare systems. Operative efficiency 
could be improved [48–50], for example, by reduc-
ing the requirement of a bedside assistant – which 
is an achievable goal [51]. Tomorrow’s surgical 
robots will provide an information and data-rich 
environment for surgeons that could theoretically 
improve the quality of surgery for complex cases 
[52–54] – especially for visual structure recogni-
tion during stepwise operative procedures [55].

Robotic automation in surgery is currently in 
development.  An example of this included the 
emergence of automated robotic suturing – which 
has been demonstrated to be feasible with the 
smart tissue anastomosis robot (STAR) [56]. 
STAR uses AI in conjunction with visual and hap-
tic sensors to complete surgical tasks and even has 
been shown to outperform surgeons on specific 
tasks based on quantitative analysis [53, 56, 57]. In 
order to maximize the potential of emerging sys-
tems such as STAR, however, a new approach to 
computing and processing will be needed. Cloud 
computing could provide the ideal framework, as 
it offsets the limitations of onboard computers.

 Disadvantages of Onboard Robotic 
Computing in the Operating Theater

• Requires physical space and weight that may 
restrict device operation.

• Software management (upgrades) must be 
performed for each individual robot.

• Increases the per-unit cost of the device 
substantially.

• Prevents centralized robotic machine learning 
(each robot is independent of others).

• Does not allow for a method of sharing learned 
information among robots in different locales.

As discussed previously, central to the concept 
of cloud robotics is the ability to offload comput-

ing onto the cloud [58–65]. Importantly, this con-
cept can also be coupled with robotics. The idea 
of “remote-brained” robotics probably emerged 
at the turn of the twenty-first century and pre-
dates the modern cloud by about 6 years [66, 67]. 
Cloud computing underlies globally networked 
robotic systems in a variety of nonsurgical appli-
cations – perhaps most notable among them are 
RoboEarth [68] and the da Vinci Project [69]. 
Today’s cloud framework could support medical 
robotic computing, but medical robotic applica-
tions would essentially be part of a PaaS ( plat-
form as a service) model [70]. The central 
advantage of cloud-based robotics for surgical 
systems is global access to computer processing 
and storage over networks with load balancing, 
where workloads are distributed based on avail-
able cloud computing resources [70]. In this con-
struct, surgical robots with ML capability could 
share learned information, because they share a 
common brain [62, 71].

Suppose, in an example, that surgical robot 
(A) in location (X) learns to recognize a specific 
anatomic structure or to perform a specific task, 
while surgical robot (B) in location (Y) learns to 
recognize a separate anatomic structure or to per-
form a separate task. Over time, both robot (A) 
and robot (B) master each of these objectives. 
Since the robotic systems share a common brain 
in the cloud (Fig. 4.4), effectively robot (A) mas-
ters robot (B)’s tasks and vice versa. In such a 
model, adding more surgical robots (n) increases 
the learning capacity of the central-brain, cloud- 
based system, which exhibits an enhanced longi-
tudinal effect (the cloud brain is enriched by the 
collective surgical robotic experience over time).

As an analogy for surgeons, suppose that 
humans had a common brain like that of cloud 
robotic computing. Instead of robots learning, 
imagine four medical students who matched into 
four specialties – neurosurgery, urology, ophthal-
mology, and pathology. After completing resi-
dency, each will be adept in her/his field, but, 
because there is a common brain, each physician 
has now mastered all four specialties. It would be 
like waking up one day and suddenly being 
skilled at performing brain surgery, although you 
may have only actually completed a pathology 
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residency! Thus, with cloud-centric robotics and 
cloud-based machine learning, the more robots 
there are learning various types of surgical tasks, 
the greater the collective learning and experi-
ence of the common brain system. This under-
scores the potential power of cloud-based 
computing systems. There are other key reasons 
why cloud-based computing could provide the 
basis for next-generation robots and digital sur-
gery itself:

 Advantages of Cloud Computing 
for Medical Robots

• The medical robot’s computing becomes cen-
tralized (common compute brain).

• Minimization of hardware footprint in the 
operating theater as most compute 
resources are housed in the cloud.

• Software and system operations are man-
aged by a third party (cloud service 
provider).

• Storage of files and data is virtually infinite.
• Infrastructure is suitable for ML and AI due to 

scalable capacity and the ability to utilize dis-
tributive computing (see later).

• Information can be shared from one robotic 
system to another regardless of geographic 
locale.

• ML developed on one device is automatically 
known by all devices on the platform via the 
cloud network.

• By off-loading the computational work load 
onto the cloud, the cost of the robot decreases 
as computing systems necessary for ML and 
AI become cloud based.

• Computers in surgery become an operating 
expense, rather than capital expense (pay per 
use).

• Allows for bidirectional flow of data between 
multiple robots and their cloud computing 
environment.

• Ability to share learning among robots and 
operating room devices (collective learning).

• Allows learnt information to be shared longi-
tudinally, over time.

With this background into the cloud, we will 
now take a much closer look at how cloud-based 
computing technology can be used in surgical 
environments. We will also examine how the idea 
of parallelizing problems via cloud-distributed 
computing can provide an invaluable resource for 
machine learning. Later, learning curves for 
cloud-based computers will also be illustrated.

 Cloud Surgery

Imagine the operating theater of the future 
equipped with cloud-based “black box” data- 
centric recorders [72–75]. While these can be a 
valuable tool to improve safety, they can also be 
utilized in a more global fashion, whereby data 
and various metrics are recorded, stored, and ana-
lyzed via the cloud. With such an infrastructure, 
it would be possible to cloud-connect operating 
theaters and perform analysis on a large scale. In 
this manner, various data inputs for each opera-
tion could be auto-captured in an electronic sur-

R1 R2 R3 RN

Cloud Compute
‘Common Brain’

Fig. 4.4 Central to the vision of cloud robotic surgery is 
the concept of a common compute, cloud-based “brain.” 
For any surgical robot, R1, R2, R3 … RN, machine learning 
is maintained centrally. There are important advantages to 
this approach. First, for every independently learned task 
of any single robot, all other robots in the same cloud net-
work of robots automatically learn the same task. Second, 
because of the common brain framework, the more robots 
learning surgical tasks over any given period of time, the 
greater the collective learning of the cloud robot, and this 
learning is conserved over time. Third, offloading vast 
computational workloads onto the cloud reduces individ-
ual robot complexity and, at the same time, allows access 
to an extremely powerful computing framework capable 
of handling the high demands of ML required for next- 
generation surgical robots
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gical record (ESR) as a kind of analogue to the 
electronic medical record (EMR). The ESR could 
be managed via the cloud and thus be accessible 
to various stakeholders from surgeons to research 
scientists, to hospitals, and to governmental 
administrations. While black boxes would cap-
ture individual operative case proceedings, a 
cloud-centric ESR would capture a collective 
whole allowing improved ML and analysis of big 
data [76]. Such metrics from the ESR could be 
informative and may be applied to 
tele-mentoring.

 Electronic Surgical Record (ESR)

 A List of Examples and Uses 
with Cloud-Based Infrastructure

 1. Comparative Analysis. Example: A surgeon 
can query her/his cholecystectomy case time 
against national or international times and a 
percentile score could be computed.

 2. Operative Databases and Metrics. Example: 
The number of minutes spent draping and 
docking a da Vinci Xi robotic cart for all 
robotic right hemicolectomies in a given 
state, country, or continent can be known and 
analyzed.

 3. Longitudinal Operative Case Analysis. 
Example: The number of laparoscopic pan-
createctomies being performed on a given 
day, month, or year can be instantly known 
and tracked over time.

 4. Case Metrics and Variances. Example: 
Average urine output, blood loss, oxygen-
ation, and mean arterial pressure for all right 
upper lobectomies could be computed, com-
pared, and analyzed  – comparing the mea-
surable values against those observed in a 
department, region, nation, or continent. 
Sentinel events could be registered and 
shared in real time, improving the awareness 
of potential operative risks, especially with 
newly implemented operations.

 5. Real-Time Regional and Global Operative 
Logs. Example: Relationship of time of day 
for any operation can be known. For exam-
ple, at any given time, what is the total num-

ber of cesarean sections being performed in 
Paris, France? What is the trend by month 
and day of the week? Such information can 
help budget staffing and operative services.

 6. Operative Service Supply and Demand 
Analysis. Example: Determining the trend in 
the number of bypass grafting operations 
performed in a given city over time, to pre-
dict growth and ascertain overall surgeon 
supply and demand for any given hospital or 
region.

 7. Surgeon Logbook Digitization. Example: 
Automatic logbooks, whereby a surgeon 
tracks their volume and is able to compare 
this to specialists in the same field. For 
example, an ENT surgeon may compare his/
her number of tonsillectomies performed in 
the past year to the number performed by 
ENTs with the same number of years in prac-
tice by city, region, or country. This could be 
automatically registered into a cloud-centric 
logging system.

 8. Surgeon Performance Assessment. Example: 
Creation of factual data could develop verifi-
able score cards for surgeons that assign a 
percentile for case time, blood loss, approach 
used, etc. For example, Surgeon Jones has a 
mean operating time of 34  min for a right 
hemicolectomy, which is in the 98%-tile for 
the nation in 2019; he converts to open 3% of 
the time, which is in the 96%-tile in 2019.

 9. Feature-Searchable Video Fields. Example: 
Via cloud access and storage, a surgeon 
could query the system to view all videos 
which capture (tagged with) a specific ele-
ment or feature for review and analysis and 
educational purposes, for example, videos of 
all common bile duct injuries.

 10. Global Surgical Pathology Data Repository. 
Example: If pathology systems are linked to 
the ESR via the cloud, that pathologic data 
could be incorporated; much as the SEERS 
(Surveillance, Epidemiology, and End 
Results) databases are used today, only this 
information could be instantly known. For 
example, how many T2 rectal adenocarcino-
mas were resected in the state of California 
today? Which country has the highest rate of 
lower extremity sarcoma resections?
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 11. Anatomic Video Library for Machine 
Learning (ML). Example: Modern, cloud-
based medical robots use ML to identify 
key anatomic structures and share this 
information via the cloud. In a construct 
whereby robots share a common brain (e.g., 
cloud robotic surgery), a surgical robot 
being used, for example, to perform a sig-
moid colectomy has just determined the 
features necessary to identify (and thus 
label) the left ureter to prevent it from being 
injured. Now, this information is immedi-
ately known among all robots in the same 
cloud-based model, regardless of geo-
graphic region.

 Distributed Cloud Computing, 
Amdahl’s Law, and Speedup

Recall from our previous analogy that using 
cloud computer(s) is like renting a car – or a fleet 
of cars. Software engineers can access the cloud 
via secure servers and “rent” as many computers 
as they like. The more they rent, the more compu-
tational power becomes available. In this way, 
programmers are able to compute various prob-
lems which demand a heavy CPU workload via 
the cloud. Although the computers that are used 
in datacenters are typically only moderately pow-
ered machines that actually fail at a predictable 
rate, software engineers still prefer to use them 
because they can be linked together for increased 
computational power. 

It is important to understand that distributed 
computing is integral to modern cloud computing 
[77–79], although it predates the cloud by 
decades. Distributed computing is the process of 
dividing computational work among separate 
machines. 

To understand how distributed computing 
works, imagine having a very complex problem 
to solve, one that would require a computer sev-
eral hours to determine the solution, even with 
high processing speeds. A software engineer can 
write the program in such a way as to distribute 
the computation (required to arrive at a solution) 
among different machines. Thus, the more 
machines there are working to solve a problem, 

the faster the solution will be obtained; hence, 
distributed computing is a method to increase a 
machine’s virtual computational speed. 
Remember that cloud computing is scalable, so 
access to multiple computers is possible simulta-
neously due to this intrinsic property [80–82]. 
Distributed cloud computing architecture is a 
structural paradigm fundamental to the cloud. In 
most cases, the “units of work” are very small, so 
the speed gains achievable with distributed com-
puting are not always evident. However, as the 
complexity of the problem increases, the 
improved computing speed, termed speedup, can 
be substantial.

To appreciate the power of distributed com-
puting, we will consider its use in the context of 
computer graphics, specifically in ray tracing. 
Ray tracing is a graphics rendering technique 
that analyzes reflections, the observer’s point of 
view, and light source directionality to produce 
a highly photorealistic digital image. It is very 
computationally intensive since the path light 
taken from each pixel in the image must be ana-
lyzed to see which objects in the scene it inter-
sects and, for reflective objects, which other 
objects  the reflection of the light beam inter-
sects. Rendering a ray- traced image for a com-
plex scene with many objects and light sources 
can take hours, but it is a problem that is highly 
parallelizable. We can do this by having a set of 
computers that each render some portion of the 
target image and just “glue together” their 
results. For example, in the cloud, we can render 
a ray tracing scene almost 4X faster by having 
each of four instances render one quadrant of 
the image (Fig. 4.5). Note that the time needed 
to describe the scene to each of the instances 
and to stitch the completed visual scene together 
is negligible compared to the image rendering 
time. Via the cloud, one could use the following 
hypothetical model to complete the distributed 
computing task of ray tracing. For example, 
consider the m5.xlarge instance from AWS, 
which is a quad-core architecture. Now, assume 
that 500 m5.xlarge instances are configured as a 
service to render a ray-traced image. Since each 
CPU of the m5.xlarge instance has a clock speed 
of 3.1GHz, one can calculate the virtual clock 
speed as follows:
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No of xlarge instances Clock Speed No of Cores Virt. . .m5( ){ } ´ { } ´ { } = uual Clock Speed

 

Thus, the cloud-based distributing computing 
speed is, in this example, over three orders of 
magnitude faster than the fastest commercially 
available processors today.

The limit to the speedup we can achieve on 
such problems is dictated by the unparallelizable 
part of the problem as well as the number of 
“computing units” that the problem can be dis-
turbed across. For the cloud, these computing 
units can be thought of as the number of instances, 
factoring in the number of CPUs per instance. 
This number can be defined as N. For example, 
for a system of 2 instances with 4 CPUs per 
instance, N is as follows:

 
N = { }´{ } =2 4 8instances CPUs

 

If the percentage a problem amenable to paral-
lelization is p, then, according to Amdahl’s law 
[83], the speedup (S) would be given by the fol-
lowing expression:
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where S is the total speedup. So if p = 99.95% 
(i.e., all but 0.05% of the problem can be pro-
cessed in parallel) and N = 4, then:
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Rendering Engine
Instance 1

Rendering Engine
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Rendering Engine
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Rendering Engine
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Ray Tracing Service

Fig. 4.5 Here, the cloud-based framework for a ray trac-
ing service is depicted. Ray tracing, which is computa-
tionally intensive, is also highly parallelizable. Thus, the 
time required to complete any specific digital ray tracing 
can be substantially reduced. Later, we shall see that the 
problem-solving “speedup” can be calculated based on 

Amdahl’s law. In this example, the ray tracing has been 
distributed to four instances in the cloud which can reduce 
the time needed to complete the task and render the digital 
image. This example highlights how distributing a prob-
lem across multiple instances in the cloud can increase 
computational power
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In this example, the speedup expected would 
be ~4×. Thus, based on Amdahl’s law, the more 
any given problem can be parallelized, the 
greater the speedup.

Now, let us suppose a cloud-based computing 
system with a limitless number of instances. As 
N → ∞, and if one assumes that a problem can be 
entirely parallelized (p  =  1.0), then an upper 
bound of speedup would become infinite, as 
S → ∞:

 

S =
-( ) +

¥

=
( ) +

¥

=

¥

= ¥
1

1 1
1

1

0
1

1
1

 

More generally, when p = 1, S = N, speedup 
becomes dependent upon the number of proces-
sors which can be used to solve any given prob-
lem, and this can be shown as follows:
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As N → ∞, the maximum achievable speedup 
can be expressed as follows (0 ≤ p ≥ 1):
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This defines a speedup limit that is depen-
dent on the portion of the problem that can be 
parallelized. We can visually understand how 
speedup varies based on p, as depicted in 
Fig. 4.6, where speedup is given for three arbi-
trary p values, 0.9, 0.8, and 0.4 (note: due to 
practical limitations, p  ≠  1, since computa-
tional problems cannot typically be 100% 
parallelized).

What this tells us is that the more a problem 
can be parallelized, and the greater the number 
of computers which can be used to solve the 
 problem in a distributed fashion, the greater the 
speedup. Since the cloud  places thousands of 
computers at our disposal, it provides the perfect 
framework to create dramatic increases in com-
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Fig. 4.6 Amdahl’s law, in computer science, mathemati-
cally predicts the speedup for any given problem and is 

given by the expression S
p
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 where S repre-

sents the total speedup, and p represents the parallelizable 
portion of any given problem. N represents the number of 

computers (CPUs) computing in a given cloud compute 
system. The graph demonstrates the speedup limitation by 
comparing three different problems that are 40% paral-
lelizable (p = 0.4), 80% parallelizable (p = 0.8), and 90% 
parallelizable (p = 0.9). This demonstrates that the greater 
the portion of a problem which is amenable to paralleliza-
tion, the greater the speedup
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puting speeds, for complex problems that can be 
parallelized. This is why the cloud is often said 
to be infinite in terms of computing power. This 
can be seen as a clear advantage of combining 
the cloud with the architecture of distributed 
computing. In computer science, the ability to 
add more instances, to increase N, is known as 
horizontal scaling. In contrast, vertical scaling 
would involve using faster instances. Thus, the 
cloud, as a scalable computer, provides a virtual 
platform for solving complex problems that 
require high computing power, without leaving a 
bulky physical footprint [84, 85], further making 
this framework ideal for the limited space of 
operating theaters.

 Variability in Human and Machine 
Learning

Just as surgeons exhibit differing learning ability 
and proficiency, so, too, do machines. In this sec-
tion, we explore and try to understand some of 
these differences. Let us first examine surgeon 

learning. Human cognition and the proficiency- 
gain curve is sigmoidal (i.e., a logistic curve) and 
varies to some degree based on the surgeon’s 
ability. This can be expressed as:
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Here, e represents Euler’s number (~2.71828) 
and ∂ represents a coefficient which correlates to 
surgeon skill and ability, approximating the total 
learning capacity for any give task or operation. 
Thus, learning along the proficiency-gain curve is 
variable among surgeons based on their inherent 
ability and aptitude (Fig.  4.7). The smaller the 
coefficient, ∂, the greater the learning ability of the 
surgeon and varies from 0.1 to 0.07 in this hypo-
thetical model; ∆ is also a surgeon-specific coef-
ficient and represents the slope of the sigmoid 
curve, as a measurement of learning speed. Now, 
let us compare human or machine learning over 
time. How would machine learning differ from 
human (surgeon) learning? How would machine 
learning differ for systems that use a cloud-based, 
common brain versus machines that do not? A few 
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Fig. 4.7 In general, surgeon aptitude improves over time 
and is based on experience, but also on a surgeon’s innate 
ability. The human proficiency-gain curve is a sigmoidal 
logistic curve and is here drawn to demonstrate variability 
among three hypothetical surgeons. Surgeon C learns at a 
faster rate than Surgeons B and A, but peaks along the 
proficiency-gain curve early. Surgeon B gains proficiency 
very similar to Surgeon C, but then reaches a lower pla-

teau than Surgeon A. Finally, Surgeon A takes the longest 
to rise along the proficiency-gain curve, but eventually 
surpasses the other two surgeons. Just as surgeons exhibit 
different learning abilities, machine systems also share 
similar variances. Cloud-based systems may be able to 
achieve machine learning capability that significantly 
exceeds the ability of conventional computer systems
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important suppositions need to be made before we 
can understand these relationships. First, we will 
assume that cloud computing capacity is near infi-
nite. Second, theoretically, the number of cloud-
connected robots, capable of machine learning 
activity, has no upper bound (R1, R2, R3… Rn + 1). 
And third, the number of machine-learnable tasks 
or events related to the field of all surgery and 
anatomy is expanding and is likewise unbounded. 
In this model, one could envision a common-
brained system which continues to expand  and, 
with each incremental increase in the number of 
ML capable robots, will grow to orders of magni-
tude beyond non- cloud- based robots.

In a cloud-based surgical system with a com-
mon compute brain, incremental learning of a 
machine can be viewed as function of two covari-
ates, specifically the number of surgical robotics 
(R) in operation (at either a single center or at 
multiple hospitals in separate geographic loca-
tions) and the number of procedures (P) each sys-
tem performs over time. This implies that 
machine learning of a common brain increases 
based on the number of active surgical robots R 
and the number of procedures P for a given cloud 
system.

Network architecture can significantly impact 
overall machine learning ability. A cloud robotic 
approach could, as discussed, be particularly use-
ful. Conceptually, this is a very different method-
ology for machine learning, because it implies 
that a cloud common-brain surgical robotic sys-
tem increases the collective learning as more 
robotic systems are added to the system. As each 
individual robot masters any given ML task, then 
all robots gain mastery of the same task. Stated 
another way, the more robots there are learning, 
the greater the collective skill of each cloud- 
based robot. Therein lies the rationale for under-
standing the power and scalability of cloud 
robotics.

We can think about machine learning from a 
mathematical point of view. Suppose we have a 
single robot with ML capability. It is known that 
ML models improve as the number of training 
samples increase [86]. Often this improvement 
takes the shape of an inverse power-law curve 
[87–89], as follows:

 
d t b a rt

k( ) = - ( )-  
where δ(t), or machine proficiency/skill, 

increases as a function of the number of opera-
tions over time rt, where r  is the operation rate 
per unit of time, k >0, a > 0, and b can be arbi-
trarily defined. Thus, for a single robot learning a 
single skill, the learning and proficiency can be 
illustrated in Fig.  4.8 (for  a  =  1; 
b = 0.99; r = 1; and k = 0.50). With cloud robots, 
we accumulate training samples for an operation 
at a rate N times higher than the single robot case. 
Consequently, skill would increase more sharply 
and would be expected to stay higher asymptoti-
cally since the total number of training samples 
would be higher. Figure 4.9 illustrates the relative 
difference in skill acquisition for 20 cloud robots. 
For multiple operations (i.e., multiple skills or 

learned robotic tasks), a single robot has 1
20

 the 

learning capacity at any given time, relative to 
N = 20 cloud-based robots. Mathematically, this 
can be expressed as follows:

 
single robot :d lt b a t

k( ) = - ( )-  

 
20 20Cloud robots :d lt b a t

k( ) = - ( )-  

Here,  λ represents the operation or learning 
rate for a single surgical robot.  With multiple 
cloud robots, each one of which is learning a dif-
ferent operation, or type of procedure P, the total 
skill S (robotic ability for all operative tasks) will 
continue to increase with P and can be defined as:

 
S t t

P

i

( ) = ( )
=

å
1

d i
 

where δi(t) is the skill level at time t for proce-
dure i. Thus, S(t) is the sum of all robotic skills 
(i.e., machine learning) across all procedure 
types (P). This is possible, because cloud robots 
share a common brain. The difference in skill 
acquisition for P = 1 versus P = 10 is illustrated 
graphically in Fig. 4.10. If the number of robots 
in the system and types of procedures performed 
grow linearly over time and P is unbounded, 
mathematical modeling predicts that the learning 
of the machine will eclipse that of a human 
(Fig. 4.11).
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Fig. 4.8 Machine learning improves as a function of the 
number of training samples. Mathematically, this relation-
ship can be expressed as δ(t) = b − a(rt)−k, where δ(t), or 
machine proficiency/skill, increases as a function of the 
number of operations over time. In this graph, the single 

robot learning a single skill is illustrated (for  a  =  1, 
b = 0.99, r=1, and k = 0.50). The graph takes on the shape 
of the inverse power-law curve and is quite typical for 
single machine learning
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Fig. 4.9 If learning for a single machine or robot can be 
expressed as δ(t) = b − a(λt)−k, then for 20 cloud- connected 
robots, the graph would exhibit a higher plateau and 
would be expressed by δ(t) = b − a(20λt)−k. This illustrates 
the asymptotic increase in the rate of ML for multiple 

(in this example, 20) cloud- connected robots versus ML 
for a single conventional robot. Here,  λ represents the 
operation or learning rate for a single robot. In this exam-
ple, a = 1, b = 0.99, and k = 0.5
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Fig. 4.10 The overall learning potential  of a cloud 
robotic system is dependent on the number of proce-
dures (P) which a robot is able to learn. This graph 
illustrates the relative difference in overall learning for 
a robot that is set to learn only a single procedure 
(P = 1), versus a robot, or system of robots, which is 

able to learn ten procedures (P  =  10). This can be 

expressed as S t t
P

i

( ) = ( )
=

å
1

d i , whereby δi(t) is the skill 

level at time t for procedure i. Thus, S(t) is the sum of 
all machine learning across all procedure types (P)
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Fig. 4.11 Projected models illustrate different learning 
curves for a human, a single robotic system, and a cloud 
robotic system. For a single robotic system and a single 
learnable task, learning plateaus early and the overall 
learning is finite. For any surgeon, the learning of all pro-
cedures increases over time and is modeled based on a 

proficiency-gain curve which is fundamentally sigmoidal. 
Cloud robots exhibit the ability to learn via a common 
compute brain, and if one assumes that the number of 
robots learning procedures continues to increase, then 
there will be no upper bound to the machine learning 
capability
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 A Paradigm for Cloud Robotic 
Surgery

In this section, a service-oriented architecture 
[90] to realize a cloud surgical solution is pre-
sented in theory. Assume there exists a common 
cloud robotic surgical platform that is physically 
capable of performing any operation with vary-
ing levels of autonomy. Such a system could be 
designed such that there are two distinct modes: 
training mode and operating mode. In training 
mode, a surgeon manually delineates the steps of 
the procedure – annotating structures in the field 
of view. During the operation, all input streams 
are recorded and transmitted to a training data 
capture service in the cloud as a type of ESR. With 
N such robots (R), the overall architecture of the 
system would appear as depicted in Fig. 4.12.

In operating mode, the surgical robot is pro-
vided with information regarding the operation 
being performed and patient-specific data. Next, 
an operating skill service in the cloud downloads 
the ML models (i.e., neural networks) and con-
figuration information necessary to drive the 
robot and assist the surgeon in performing the 

operation with variable autonomy, thereby aug-
menting the perception of complex surgical 
fields. The corresponding cloud architecture for 
this is illustrated in Fig. 4.13.

In this framework there exists a key service 
which is responsible for generating ML models 
(i.e., surgical skills) and storing them for use by 
robots using a skill storage service. In particular, 
for each operation type and, on a regular basis, 
it  builds an ML model and stores it in the skill 
storage service. The model is built by querying 
the training data storage service for training sam-
ples for the operation in question then using the 
appropriate ML algorithms to generate the actual 
model(s) for each step of the surgery or for a given 
surgical task. Intuitively, we can think of this as 
follows:    Given 1000 training datasets  for any 
operation which can be decomposed into video 
definable steps (such as for  laparoscopic chole-
cystectomy), the skill generation service would 
analyze the first 800 examples and then use the 
model created  to manipulate controls in simula-
tion for the next 200 training examples. Next, the 
skill generation service would find the model(s) 
that produce(s)  the minimum error between the 
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Fig. 4.12 Cloud-based robotics are elastic and thus 
highly scalable to the N number of robots in a given sys-
tem. As illustrated, robots (R) are trained on various oper-
ating procedures. This data is then captured in the 
common cloud, allowing it to be shared and accessed by 

any given robot at any time. Information is uploaded to a 
data capture service where the data can be both stored and 
analyzed and maintained in a cloud database. This pro-
vides an ideal framework for AI and ML in surgery
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surgeon’s known control inputs (or decision 
points) and the computer-generated ones – storing 
the best model for later use. 

 Conclusions

The cloud is well suited for high-scale computa-
tional tasks necessary for the integration of AI 
and ML  into tomorrow’s surgical suite. It pro-
vides a powerful framework capable of support-
ing next-generation robots in operating theaters 
and will more generally help expand the role of 
AI and ML in medicine and surgery. The near 
infinite capacity for data storage and computation 
and the ability to link surgical robots with a com-
mon brain achieves a collective learning which 
exceeds the ability of conventional systems. 
Thus, the cloud can be viewed as a gateway to 
digital surgery.
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Quantum Theory and Computing 
for Surgeons

Sam Atallah and Asa B. Atallah

 Introduction to Quantum 
Mechanics

What we observe is not nature itself, but nature 
exposed to our method of questioning

Werner Heisenberg
W.  Heisenberg (1901–1976) was awarded the 
Nobel Prize in physics in 1932 for his work on 
quantum mechanics published in 1925, when he 
was 24 years old.

In this chapter, we present some of the funda-
mental principles of quantum physics, intended 
for practicing surgeons and non-physicists. It will 
provide a foundation for understanding of quan-
tum computing. Many of the inherent concepts 
known to us from Newtonian and classical 
mechanics differ in the field of quantum mechan-
ics [1–5]. For example, in classical physics, 
everything in our observable universe is com-
posed of either matter or waves. However, in the 
quantum universe, it is known that particles can 
exhibit wavelike behavior. Moreover, particles 
and waves are not mutually exclusive. Thus, 
waves can behave as particles – discrete packets 
of light (i.e., photons), as demonstrated prior to 
the era of quantum mechanics in the early 1900s 

by Einstein with the photoelectric effect [6]. 
Conversely, particles can behave as waves (not 
meaning particles can move in a wavelike pat-
tern, but rather be a wave). Quantum theory pre-
dicts that everything in our universe can be 
modeled as “both matter and wave” in a superpo-
sition of states, as demonstrated by the Davisson-
Germer double-slit experiment (Fig. 5.1) [7]. The 
“electron as a wave” behavior would later be 
shown to be dependent on whether or not (and 
how) the system was being observed, which 
remains one of the most puzzling enigmas of 
quantum physics to this day [8–11].

In quantum physics, the wave-matter relation-
ship can be expressed by the de Broglie wave-
length. This is precisely the same as the Compton 
wavelength λc [12] for light discussed in the pre-
vious chapter, except it is defined for an electron, 
λe [13], and can be expressed as a wavelength 

le
h

p
= where again h is Planck’s constant and 

p  is the momentum of the electron (the same 
equation is applied for light, but since photons 
have no rest mass, there is another, more complex 
expression for determining momentum when 
traveling near the speed of light, that is beyond the 
scope of this discussion). In simple terms, this 
tells us not only that an electron behaves as a wave 
(as demonstrated by the double-slit experiment) 
but also that it behaves as a wave with a discrete 
and measurable wavelength. Thus, electrons are 
both matter and wave and, in the realm of quan-
tum mechanics, exist in a superposition of states.
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 Quantum Spin and Superposition

From particle physics, it is known that atoms 
and electrons possess tiny magnetic fields, and 
this creates an orientation equitable to the north 
and south poles of two traditional magnets. This 
is called “spin” in quantum physics, and is not 
totally unfamiliar to medical scientists and phy-
sicians since it is the basis of magnetic reso-
nance imaging (MRI), developed in 1947 by 

Felix Bloch and Edward Mills Purcell, which 
manipulates the hydrogen proton spin orienta-
tion in living tissue to derive useful data [14, 
15]. In essence, atomic spin controlled by mag-
netic fields and radio waves is used to determine 
the nature of tissue, for the purpose of medical 
imaging without subjecting patients to harmful, 
ionizing radiation. Particle spin is fundamental 
to quantum mechanics and quantum computing 
as well.

Light as a wave or electrons (as a wave)

BA

Fig. 5.1 The double-slit experiment is one of the most 
fundamental experiments to the understanding of quan-
tum mechanics and particle behavior. Here, light (an elec-
tromagnetic wave) or electrons (particles) are directed 
toward the double slits, as shown, using either a light 
source or an electron gun. Since light is a wave, when it 
passes through the two slits, it creates an interference pat-
tern. In classical physics, any wave (ocean waves, etc.) 
will create the same pattern when passing through two 
slits. Particles, however, are predicted to create no inter-
ference pattern, and rather just two discrete bands – cor-
relating with the position of the two slits. However, 
electrons, instead of exhibiting particle-like behavior, act 
as a wave and create an interference pattern on the screen. 
This ability of particles to behave as a wave sometimes 
and as a particle at other times represents a superposition 

of states that underlies a core principle of quantum 
mechanics. Another important principle in quantum phys-
ics is that the very act of observing or measuring a system 
affects the outcome. In this double-slit experiment, for 
example, if an observer (A) attempts to “see” which slit 
the electrons are going through, the electrons revert back 
to behaving as particles, and two discrete bands appear on 
the screen, not an interference pattern. Even if one tries to 
observe the electrons after they pass through the double 
slits (Observer B), the interference pattern will be replaced 
by two bands as the electrons revert to behaving as parti-
cles, as if they “know they are being watched,” and when 
they are being watched, we only observe particle-like 
behavior. This remains a perplexing property in quantum 
mechanics that scientists still do not fully understand
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In 1924, the spin properties of matter were 
first explored in the context of quantum physics. 
That year, Stern and Gerlach performed a land-
mark study on the atomic spin: Today, it is known 
as the Stern-Gerlach experiment [16, 17]. They 
used silver (Ag) atoms, which have 47 electrons, 
with only one in the outermost orbital according 
to the Bohr atomic model [18]. While the other 
electrons in orbit around the nucleus cancel their 
magnetic fields, the outer electron does not, 
which creates a small magnetic field. Thus, Ag 
atoms become tiny magnets with north and south 
poles. At the time of the experiment, very little 
was understood about atomic and electron mag-
netic fields, but as we will see later, this turns out 
to be a fundamental part of quantum computing 
because it allows particles to be used as bits of 
information. In the Stern-Gerlach experiment, Ag 

atoms were delivered as a beam between two 
magnets, as shown in Fig. 5.2. The position of the 
Ag atoms could then be detected on a screen. The 
south magnet was stronger than the north mag-
net; this essentially allowed the Ag atoms to be 
deflected by the magnetic field and thus spread 
out vertically along the detection screen. If the 
Ag atom has a north “up” spin, then it should be 
attracted to the south magnet, since it is stronger, 
and if an Ag atom has south “up” spin, the atom 
will be drawn more toward the north magnet 
because the repulsion of the south magnet is 
stronger.

But what about all of the atoms that are in 
some other random orientation? For example, 
what if the atom’s north-south orientation was in 
some other direction (e.g., sideways)? Then, one 
would predict that it would fall in the center of 

Ag
Source

South Magnet
(stronger than North Mag)

North Magnet
(weaker than South Mag)

N

N

N

N

N

S

S
S

S

S

Fig. 5.2 The Stern-Gerlach experiment is illustrated. 
Silver atoms (Ag) are delivered as a beam between two 
magnets: a north and a relatively stronger, south magnet. 
Because Ag behaves as a tiny magnet itself, if the north 
pole of Ag is facing toward the (stronger) south pole, it is 
drawn to the far upper end of the screen, where it is 
recorded. If the Ag atom is oriented such that its south 
pole is facing the south magnet, then it is repelled more by 
the stronger south magnet, allowing it to be deflected 
toward the bottom of the screen. It was assumed that for 
every other orientation of Ag (where the north and south 

poles are not precisely up or down), the atoms would 
deflect to varying degrees to create a line along the detec-
tion screen (dashed red arrows). But this was not at all 
what was observed. Instead, Stern and Gerlach observed 
that only two points were found on the measuring screen. 
That is, the Ag atoms either behaved as north up or north 
down (spin up or spin down). This meant that atomic par-
ticles are quantized. In other words, quantum spin resolves 
to either up or down relative to the direction of measure-
ment. This principle is fundamental to quantum theory 
and computing
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the screen, and for every possible spin “direc-
tion” of the atom, a line should be created 
between the north up and north down ends. But 
this is not what was observed. Instead, Stern and 
Gerlach found only two dots on the screen  – 
because the atom spin was either measured to be 
up or measured down – and nothing between the 
two. Thus, atomic spin is quantized (Fig. 5.3). It 
does not give a range of possibilities, but rather 
just two options: spin up or spin down. The quan-
tized nature of this output – upon measurement 
and relative to the direction of measurement  – 
underlies the principle of quantum computing.

There are a few additional findings that have 
been summarized from this and various other 
experiments. First, the probability of spin up or 
spin down for any given particle is completely 
random. Second, whether particle spin is up or 
down is not known until it is measured. Third, 
subsequent measurements may affect the parti-
cle’s spin state. The latter is somewhat odd and 
altogether differs from classical physics. In quan-
tum mechanics, if a particle’s spin is found to be 
up, and you measure it again in the exact same 
way (method 1), it will have a 100% chance of 
being spin up, but if you measure it in another 

way (method 2), it may or not be spin up, as the 
measurement itself could affect the spin orienta-
tion. Now, if you go back and try and measure 
spin as you did before (method 1), you find that 
the outcome has returned to being random (50–
50 probability of spin up). That is, somehow, the 
actual act of measuring spin appears to impact 
the outcome and thus the spin orientation.

For practicing surgeons, let’s use an example 
to help clarify this point. Let’s suppose we are 
measuring the quality of a surgical specimen, 
such as the quality of the mesorectal envelope 
after radical resection for rectal cancer. We ask 
Pathologist A to grade the specimen, and she 
states it is complete (intact mesorectal envelope). 
We ask her again, and she gives us the same 
answer: the specimen is intact. No matter how 
many times we ask Pathologist A to give us the 
specimen grade, it is always the same. Now, after 
we have had the grading by Pathologist A, we ask 
Pathologist B to measure the quality of resection, 
and he states that it is not completely intact, as 
there is a defect in the envelope. Imagine that we 
give the specimen back to Pathologist A, and now 
that she is shown the defect, she changes her 
mind and regrades the specimen as not intact. 
Thus, by changing how we measure something 
(in this case, which pathologist), we impact the 
outcome of the specimen grading, and this can 
affect (subsequently) the original grading by the 
first pathologist. This is essentially what we 
observe in quantum measurements. Although 
Stern and Gerlach used sliver atoms in their 
experiment, the same would apply for electrons, 
which also exhibit the same magnetic field and 
the same quantized spin values (i.e., spin up or 
spin down), allowing them to be useful for quan-
tum computing. This will be addressed further in 
a later section.

 Quantum Entanglement

Quantum entanglement [19–21] is an important 
part of quantum physics, and it represents a spe-
cial relationship between certain particles. 
Entanglement has no correlate in classical phys-

Spin Up

Spin Down

Fig. 5.3 Electrons and other quanta have a random 
chance of being measured in either the spin-up or spin- 
down position. While they may exist in a superposition of 
states prior to measurement, upon measuring their spin, 
they will resolve to either spin up or spin down (and noth-
ing in between) relative to the direction of measurement. 
The ability to quantize or resolve particle spin to just two 
values (i.e., either up or down) means they can be used in 
a similar fashion to binary computer code, where data is 
either 0 or 1
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ics [22]. When two quantum particles are entan-
gled, a measurement of one particle predicts the 
measurement of the other particle. So, if an elec-
tron, for example, is measured to be spin up, then 
an entangled second electron will always be 
found to be spin down when measured, regard-
less of the physical distance that separates the 
two. To help us understand quantum entangle-
ment, we will use a thought experiment from our 
more familiar world. Let us suppose that two 
quantum-entangled particles (electrons) are rep-
resented by two identical coins. Let us place 
each coin into identical boxes. Imagine that you 
take one of them and travel on a plane to the 
opposite side of the Earth, and I stay holding 
mine, right where I am. At a predetermined time, 
you and I will throw our coins out of their boxes 
and onto the ground. I will throw mine down 
first; then, it’s your turn. If my coin lands on 
heads, then, due to quantum entanglement, I 
automatically know your coin has landed on 
tails. Likewise, you, although thousands of miles 
away from me, instantly know that since your 
coin landed on tails, mine has landed on heads. It 
does not matter how much distance separates the 
two entangled particles – the same would hold 
true if they were on opposite sides of the galaxy. 
As strange as this may seem, this “teleportation 
of information” is a proven property of quantum 
mechanics. It has also been elegantly proven by 
John S. Bell (and others) [23] that this is not a 
predetermined outcome that is “fixed ahead of 
time.” That is, there is no communication 
medium between the two particles at a distance. 
Also note that the measurement of the first coin 
landing (heads or tails) is completely random 
since it has a 50–50 probability of landing or 
either side [24, 25]. Einstein had previously 
referred to this as “spooky action at a distance,” 
and that quanta must possess some “hidden vari-
ables” that cause entanglement [26] (later dis-
proven by Bell).

Quantum particle entanglement is an impor-
tant reason for why quantum computing differs 
from classical computing, and it also underlies 
the principle of quantum teleportation [27–29]. 
Entangled qubits (discussed next) create asso-
ciations that do not otherwise exist in classical 

computing, and this can help achieve calcula-
tion shortcuts that otherwise are not possible 
with conventional computational algorithms. 
Most notable of these quantum algorithms 
were ones developed by Shor and Grover 
[30–39].

 Quantum Computing

With this background, we can begin to under-
stand quantum computing [40–42]. While quan-
tum physics was developed in the 1920s by a 
group of physicists (esp. E Schrodinger and W 
Heisenberg) [2, 5], the idea of quantum comput-
ing did not emerge until the mid-1980s, and 
mostly to the credit of R Feynman [43] and D 
Deutsch [44]. Quantum computing is a complex 
yet experimental approach that differs consider-
ably from classical computing in methodology 
(Table 5.1). Classical computing is based on bits 
(BInary digiTS) of information that are either 0 
or 1, representing whether a micro-transistor is in 
the ON or OFF state. Transistors can be either on 
or off (1 or 0), but, of course, cannot exist in both 
states at once. In quantum computing, however, 0 
and 1 are determined by the measurement of par-
ticle spin. Such a unit of computing is known as a 
quantum bit, or qubit, and represents the north 

Table 5.1 Classical versus quantum computing

Classical computing Quantum computing
Binary output (0/1) Binary output (0/1)
Unit of measurement: bit Unit of measurement: 

qubit
One bit: either 0 or 1 One qubit: a 

superposition of 0 and 1
0 or 1: transistor on or off 0 or 1: particle (electron) 

spin |↑〉 or spin |↓〉
Only one type of computing Different types of 

computing
(quantum gate, 
annealing, universal)

Uses algorithms in a 
stepwise method to solve 
problems

Can solve entire 
problems at once

Stable system, not affected 
by environment

Highly vulnerable to 
external environment

Internet accessible Internet accessible
Can be cloud-based Can be cloud-based
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versus south “spin” of an electron (or any other 
atomic particle). From linear algebra, spin up is 
denoted as the vector |↑〉, and spin down can be 
expressed as |↓〉. So, an electron with spin |↑〉 rep-
resents 1, while electron with spin |↓〉 represents 
0. Hence, quantum computers use natural parti-
cles (as opposed to manmade transistors) as the 
basic computational unit (Fig.  5.4). By using 
electrons  – the smallest particle in the atomic 
model – quantum computers are quite literally 
able to function on an atomic scale. Think of 
this as having an ON/OFF transistor the size of 
an electron. While this atomic scale is an advan-
tage which can help lengthen the time before 
Moore’s law reaches its limit, there is something 
far more important. Specifically, it is the ability 
for such a system to exhibit (a) a superposition 
of states and (b) quantum entanglement, that 
quantum computing can be exploited in ways 
not possible with classical computing systems 
(Fig. 5.5). In quantum computing, the basic unit 
of computation (an electron) exists in a superpo-
sition of states (0 →1) until the point of mea-
surement. That is, qubits can be both 0 and 1 

simultaneously. In addition, matter in quantum 
physics is probabilistic (i.e., it behaves with 
uncertainty; thus, we do not know if the out-
come will be 0 or 1, until we measure it). Note 
that a superposition of states is a recurrent theme 
in quantum mechanics, as we saw with the dou-
ble-slit experiment where an electron is both a 
particle and a wave, with a specific and defin-
able de Broglie wavelength.

But how exactly is having a superposition of 
states important, and what makes this feature 
powerful in quantum computing? The answer is 
that qubits (in a superimposed state) increase 
exponentially the amount of information each 
qubit can hold. With 1-qubit, there can be two 
states; with 2-qubits, four states; with 3-qubits, 
eight superimposed states; and so on. In other 
words, for each classical bit of information (0 or 
1), there exist two qubits of information, or more 
generally 2n, where n = the number of qubits in 
the quantum computer or circuit (Fig. 5.6). The 
possible combinations for each quantum comput-
ing system could also be expressed as a matrix as 
follows:

Fig. 5.4 Classical versus quantum computing. With clas-
sical computing, all data is represented using binary code. 
Specifically, bits of information (either 0 or 1) are deter-
mined by the on/off state of a micro-transistor. If the tran-
sistor is off, this represents a binary code of 0, and if it is 
on, it represents a binary code of 1. Quantum computing 
can also be reduced to binary code in this sense. However, 
rather than using manufactured transistors, quantum com-

puters utilize natural atomic particles, such as electrons. 
This is because electrons, upon measurement, produce 
binary outcomes – that is, they are either measured to be 
spin |↑〉 or spin |↓〉. Thus, |↑〉 can represent 1, and |↓〉 can 
represent 0, making computation possible (sometimes, this 
is expressed as |1〉 and |0〉). When quantum spin in used in 
this manner, it represents data. The analogue of the classi-
cal bit (1,0), in quantum computing, is the qubit (|1〉, |0〉)
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Fig. 5.5 (a) Quantum entanglement and (b) quantum 
superposition of states are two of the most important 
aspects of quantum computing that provide a powerful 
framework which allows quantum computers to carry out 
some types of computations more efficiently than classi-
cal computing systems. (a) Quantum entanglement for 
two entangled particles is illustrated. It implies that when 
the measured outcome (e.g., spin orientation) of one par-
ticle is determined, then this automatically predicts the 
outcome of the entangled particle. Thus, if one electron is 
spin |↑〉, then the entangled second electron will be spin 
|↓〉 upon measurement. In classical computing, with man- 

made transistors, there is no ability for one classical bit to 
affect another bit in this manner. (b) Quantum superposi-
tion is another important factor which defines the unique-
ness of quantum computing. While a qubit will resolve to 
either spin |↑〉 or |↓〉, until the point of measurement, they 
are in a superposition of states (that means the qubit is 
both spin up and spin down simultaneously). This 
increases the possible states any given qubit can exist in, 
making for more possible combinations of 1s and 0s 
within any given quantum computing system (see Fig. 5.6)

Due to this exponential characteristic, if a 
 controllable 300-qubit quantum computer was 
developed, it would have 2300 possibilities 
(2.037 × 1090) – which is more than the number 
of all particles in the observable universe (known 
as the Eddington number, approximately 1086). 
This allows each unit of computation to exist in 
an enriched set of states, something which can 

aid scientists in finding solutions to problems 
which pose exponential potential solutions  – 
including problem sets unique to surgery and 
robotic systems. 

Quantum computers can solve some types of 
problems considerably faster than classical com-
puters as well. For example, determining the 
prime factors of a large number – such as a 2100- 
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bit number – would take millions of years for a 
traditional computer to solve, but a quantum 
computer could solve this problem in just min-
utes. This is because quantum computers have 
the ability to reduce the number of steps required 
to determine the computation (not because they 
are intrinsically faster at computing). Recently, 
Arute et  al. demonstrated quantum supremacy 
using a programmable superconducting 53-quibit 
system. In their analysis, what would take their 
quantum computer 200  seconds to complete 
would have taken a conventional supercomputer 
10,000  years [45]. Thus, this modality of com-
puting could be highly useful for problems in 
which the number of possible answers is exceed-
ingly large, such as the possible configuration of 
atoms within a large molecule, or where solu-
tions are based on factorials. For example, for 

computing the solution to a problem whose pos-
sibilities are one hundred factorial, i.e., 100! 
(100  ×  99  ×  98  ×  97…), in general, quantum 
computing would probably be best suited for 
such a calculation.

It is important to understand that quantum 
computing is not a replacement for classical 
computing and that its actual computing speed is 
not necessarily faster. However, when presented 
with a problem that requires multiple complex 
executions to solve, quantum computing can 
exponentially shorten the number of calculations 
necessary to arrive at a solution. Thus, for special 
problems, quantum computing will have an 
incredibly important role, and this may include a 
role in the operating theater and for surgical 
robotics. Today, we are just beginning to under-
stand the power of this new kind of computing. If 
we were to use an analogy to transportation, its 
current stage of development is akin to having a 
working jet engine in a laboratory, but the tech-
nology is years away from placing such engines 
on jets capable of flight.

Quantum computer design is complex, and 
there is more than one approach – quantum gate 
model computing [46, 47] and quantum anneal-
ing [48, 49] are two examples. They use electrons 
or atoms (qubits) which exhibit spin derived from 
what is known as a superconducting Josephson 
junction [50–52] (cooled to 0.015 Kelvin, which 
is colder than the temperature of outer space, 
2.7  K, or −270.45  °C). Such a system is then 
coupled to a microwave resonator; other configu-
ration and approaches including the use of super-
conducting niobium have also been used. As 
seemingly unimaginable and theoretical quantum 
computing may seem, today, there are actually 
operational systems which are accessible via 
cloud networking. The IBM Q System One (a 
quantum gate model computer) was launched in 
2016 and is available to anyone with Internet 
access via the URL: http://ibm.biz/qx-introduc-
tion. The IBM Q has two 5-qubit quantum pro-
cessors and a 16-qubit processor which allows 
end users to construct quantum computing “cir-
cuits” (Fig. 5.7). D-Wave has developed a cloud- 
accessible quantum annealing computer with 
2000-qubits; it is web accessible at https://cloud.
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Fig. 5.6 With classical computing, each bit of informa-
tion holds one and only one value. For example, a bit can 
either be 1 or 0. With quantum computing, however, each 
qubit represents a superposition of states (a qubit is both 1 
and 0 (i.e., spin |↑〉 and spin |↓〉), until it is measured at 
which point it resolves to one or the other. This means that 
for every qubit, there are 2n possibilities, defined as C. For 
example, for 2-qubits, the combination possibilities are 
four – 00, 01, 10, and 11, or 22. In contrast, for classical 
computers, 2 bits of information are just 2 bits of data, and 
there are no combination possibilities, because there is no 
superposition of states in classical computing. The graph 
demonstrates the exponential implication. If one were to 
consider a 300-qubit quantum gate computer, this would 
represent a system with 2300 possible combinations, which 
is more than there are particles in the observable universe
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dwavesys.com. One of the most important chal-
lenges for quantum computing is to control qubits 
so they can be accurately measured and to create 
a stable system, as quantum computers are highly 
sensitive to the external environment.

Utilizing an in-house quantum computer for 
AI and ML for surgical robots would be cost- 
prohibitive and impractical for a multitude of 
reasons, including the requirement to supercool 
and maintain such systems – although the possi-
bility of superconductivity near room tempera-
ture has recently been successfully demonstrated 

(with limitations) [53]. Today, quantum comput-
ers must be maintained at specialized facilities, 
and their physical usage in operating theaters is 
not realistic or likely. However, via the cloud, 
access becomes achievable, and one can envi-
sion quantum cloud computing whereby a cen-
tralized system is maintained at a specialized 
facility yet accessed for computing via the 
Internet in the same manner that cloud comput-
ing is performed with commodity computers 
today, and just as the IBM Q is accessed 
(Fig. 5.8).

Fig. 5.7 Cloud-based quantum gate computing. The 
graphic user interface for creating quantum circuits on the 
IBM Q cloud-accessible quantum computer is shown. 
This computer has four qubits that start in the lower- 
energy spin-down |0〉 state (same as |↓〉) and are denoted 
as q[0], q[1], q[2], and q[3] on the circuit diagram. In this 
simple system, the first qubit q[0] is in the |0〉, and a so- 
called “H” (Hadamard) quantum gate is applied, which, 
via the linear algebraic equation shown in inset (a), effec-
tively causes the spin to be oriented orthogonally |→〉 rela-
tive to the direction of measurement (as denoted by the 
red arrow on the electron spin model, inset (b)). Recall 
from the Stern-Gerlach experiment that spin values are 
quantized and thus must resolve to either |↑〉 or |↓〉 upon 
measurement (i.e., 0 or 1). Due to quantum randomness, 

the true probability of measuring |0〉 or |1〉 spin is 50–50 
after the application of the Hadamard gate. In the second 
qubit, q[1], what is known as a controlled-NOT (C-NOT) 
quantum logic gate has been applied to the circuit in such 
a way that it becomes entangled with the qubit q[0]. With 
the two qubits q[0] and q[1] entangled, we would expect 
the spin to be opposite – for example, if q[0] is|↓〉, then 
q[1] is |↑〉. However, the effect of the CNOT gate is to flip 
the spin of q[1] so that it is the same as q[0]; thus, the 
expected outcomes would be q[0] and q[1]: |↑〉 and |↑〉. 
This relationship of two qubits represents a special condi-
tion called a Bell state, which is an example of maximal 
quantum entanglement of two qubits, often mathemati-
cally expressed as 〈Φ|Φ〉
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 Quantum Robotics and Possible 
Applications for Surgery

The ability to develop functional quantum robots 
is already underway [54–59], and such technol-
ogy could soon be translated into applications for 
next-generation surgical robots. This could allow 
quantum robots to solve certain kinds of problems 
more efficiently (such as determining the optimal 
position and trajectory of robotic devices in rela-
tion to target anatomy). It has been demonstrated 
mathematically that quantum robots can likely 
learn more efficiently. In complexity and com-
puter science theory, Landau’s symbol, O, repre-
sents the rate of growth of any given function. 
Ordinarily, problems related to search are defined 
as Order N, or O(N), but Grover has demonstrated 
that quantum computing can reduce the complex-
ity of this to O N ) [32]. Extrapolating from this, 
one can consider how the Grover algorithm can 
reduce complex operations, such as robotic navi-
gation within a given space (potentially including 

for robotic navigation of anatomic and surgical 
targets). It has been shown by Dong et  al. that 
quantum robots can be designed to take, for 
example, unstructured search problems N, from a 
quadratic relationship used with classical sys-
tems, O(N2) and reduce the problem set to 
O N N( ) which effectively makes the learning 
control algorithm of quantum robots considerably 
more efficient, since the exponential complexity 
of classical computing systems is reduced [57] 
(Fig. 5.9). This occurs essentially because quan-
tum computers and robots have more parallel pro-
cessing power [57–59]. While quantum robotics 
remains theoretical, remote- brained (cloud-based) 
surgical robots with varying degrees of autono-
mous learning could be introduced over the next 
10–15 years. Such systems would be more capa-
ble of solving certain types of complex problems 
quickly and would provide a framework for next-
generation machine and deep learning of surgical 
robots  – ultimately enhancing interpretation of 
surgical fields and operative environments.

Fig. 5.8 A future framework for digital surgery may 
include a cloud-based interface with both classical and 
quantum computers interlinked. In this schematic dia-
gram, robotic operative systems with machine and deep 
learning capability would possess varying degrees of 
autonomy and will offload high-demand computational 
workloads onto the cloud. Surgical robots could be inter-

linked via centralized, cloud-based computing, with vast 
data sets, essential for machine and deep learning, stored 
in the cloud. Because quantum computing is not consid-
ered to be a replacement but instead an adjunct to classical 
computing, such a design would utilize both quantum and 
classical computing within the cloud infrastructure
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5G Networks, Haptic Codecs, 
and the Operating Theatre

Mischa Dohler

 Introduction

The Internet has evolved over many generations: 
The first and “original” Internet, a virtually infi-
nite network of computers, was a paradigm 
change and went on to define the global econo-
mies of the late twentieth century. After that 
Internet came the Mobile Internet, connecting 
billions of smartphones and laptops and yet again 
redefining entire segments of the economy in the 
first decade of the twenty-first century. Today, we 
see the emergence of the Internet of Things (IoT), 
soon to connect billions of objects, and it is 
already starting to redefine various global econo-
mies over the next decades.

Underpinned by zero-delay data transmission 
paradigms in the network and the Tactile Internet 
at the wireless edge, the aforementioned embodi-
ments of the Internet will be dwarfed by the 
emergence of two new Internet families: (i) 
industrial local area networks with focus on 
manufacturing efficiencies (“Industry 4.0”) and 
(ii) the Internet of Skills with focus on human 
skills (“Human 4.0”).

The focus of this chapter is the Internet of 
Skills, which enables the delivery of physical 
experiences  – such as touching or moving an 
object – remotely. This will revolutionize opera-

tions and servicing capabilities for industries, and 
it will revolutionize the way we teach, learn, and 
interact with our surroundings. The Internet of 
Skills will be an enabler for skillset delivery  – 
thus, a very timely technology for service-driven 
economies around the world.

The potential global impact of this creation 
would be instrumental in conquering some of the 
world’s biggest challenges. The Internet of 
Skills  – having reached widespread adoption or 
being deployed at needs – will enable important 
disaster operation applications, such as telesur-
gery and telemedicine for patients in need (e.g. 
applicable in Ebola-afflicted locales); remote 
education (e.g. a child in war-torn Gaza is taught 
painting); and industrial remote decommission-
ing and servicing capabilities (e.g. the remote 
reparation of a broken car in Africa); among 
other important applications.

Take the example of the United Nation’s 
response to the Ebola pandemic, which was, in 
part, as follows: We are confident that some of 
the basic and frequent manual operations like 
spraying antiseptics on equipment and healthcare 
workers and communicating with patients 
through gestures, pictures, or animations can be 
done using commercially available light tactile 
robots. Medical experts will move the hands and 
grippers of an exact replica of the remote robot to 
send commands and receive feedback via the 
Internet of Skills. This will allow aid workers and 
medical experts to contribute to the Ebola 
response operation without endangering their 
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own lives or risking viral spread to other geo-
graphic regions. The same measures could be 
used to curtail the spread of the COVID-19.

Let us consider another example of remote ser-
vicing. Operational costs are one of the largest 
expenditure items for industries to date, with inef-
ficiencies due to the suboptimal skill being one of 
the largest contributors. The Internet of Skills will 
allow matching specific needs in one physical 
location with the best skill in another location. 
Automobiles and airplanes requiring maintenance 
can thus be serviced remotely, industrial plants 
inspected and repaired, and high-value manufac-
turing supervised – all in a significantly more effi-
cient and effective manner, with a minimized 
carbon footprint. The Internet of Skills will thus be 
an enabler for remote skillset delivery and thereby 
democratize labour in the same way as the 
Internet has democratized knowledge.

The aim of this chapter is to introduce the 
technical challenges encountered when design-
ing and building the first iterations of the Internet 
of Skills and how it can be meaningfully applied 
in the context of robotic operating theatres. To 
this end, the chapter is organized as follows. In 
the subsequent section, an overview of the tech-
nical design challenges is provided. Thereupon, 
the important components are carefully 
explored – such as emerging 5G networks, artifi-
cial intelligence (AI), and standardized haptic 
codecs. The chapter concludes by discussing 
applications in the context of medical interven-
tions and future frameworks.

 The Internet of Skills

In this section, the design approach taken for the 
Internet of Skills is outlined, as are the technical 
challenges and limitations.

 Design Approach

Whilst haptic communication has been in exis-
tence for some time [1] and the communica-
tions principles of the zero-delay Internet/
Tactile Internet have been previously estab-

lished [1–6], the design of an Internet of Skills 
requires a ground-breaking, cross-disciplinary 
approach. Specifically, it will require combin-
ing electrical engineering (communications, 
networking), with key aspects of computer sci-
ence (artificial intelligence, data science), and 
will mechanical engineering (kinesthetic robot-
ics, tactile sensors).

To accelerate the design of the new Internet of 
Skills, it is prudent to borrow insights and lessons 
learned from the development of today’s Internet. 
The Internet took several decades of innovation 
to transit from a heavily proprietary paradigm to 
today’s standardized Internet enabling econo-
mies of scale. Two important developments are 
noteworthy:

 1. IP networks: The first is the development of 
Internet protocol (IP) networks where devices 
communicate with each other using a single 
standardized “language”, the IPv4 or now 
IPv6 protocol. As long as a device is able to 
“speak IP”, it can communicate with any other 
device, no matter how large or small, far or 
close. As a result, today an IP-enabled nano- 
sensor can be connected to a supercomputer 
on the opposite side of the planet.

 2. Video/audio codecs: The second major devel-
opment was the introduction of standardized 
encoders and decoders (in short, “codecs”) of 
audio and video signals that not only allowed 
transmission bandwidth to be conserved, but 
also catered for a rich supply of device and 
software manufacturers. As a result, users can 
record a video on any smartphone, allowing it 
to be viewed on any device (e.g. laptop) 
regardless of the manufacturer, due to codec 
standards.

Both IP networks and codecs provide impor-
tant costs reductions and hence the ability to 
scale the network globally to the point where, 
today, it forms the digital fabric of society. The 
aforementioned transition is exemplified in 
Fig. 6.1, where the top half depicts the Internet’s 
more classical transition and the lower half shows 
the pathway required towards the design of the 
Internet of Skills.
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Indeed, when it comes to the Internet of 
Skills, the necessary elements and constituents 
already exist  – just as building blocks were 
present 50 years ago at the birth of the Internet. 
At that time, video-enabled devices worked 
only across the same vendor’s devices and had 
quite prohibitive costs. In 2020, robotic, mas-
ter-slave surgical systems allow for local or 
remote robotic surgery, but still such systems 
can only be linked across the same vendor’s 
devices (da Vinci to da Vinci ®). Furthermore, 
this is quite expensive. Previously, there were 
weak and unstable networks with frequent out-
ages. Today, we have networks which are much 
better – but still not at the reliability and latency 
level to support a remote robotic surgery 
between two hospitals. The key is to define the 
foundational blocks in integrated end-to-end 
low-latency networking and haptic codec 
design to enable a similar transformation from 
today’s proprietary and costly haptic-edge tech-
nologies to a truly global, standardized, and 
scalable Internet of Skills.

 Design Challenges

This transition does have significant design chal-
lenges which must first be solved. To start with, 
the network has to have the following character-
istics: (i) ensure ultra-reliability, since many 
remotely executed tasks are critical; (ii) provide 
negligible latency, since the transmission of kin-
esthetic (movement) data requires closed control 
loops to support action / reaction with long delays 
yielding system instabilities; and (iii) rely on 
cheap edge technologies to enable true scale. 
Illustrated in Fig. 6.2, major research and innova-
tion within three major technology and scientific 
areas is required: (1) communications networks, 
(2) artificial edge intelligence, and (3) standard-
ized haptic codecs.

Networks must provide an infrastructure that 
minimizes transmission delays, resulting in a reli-
able and robust wireless communication system. 
End-to-end path reservation, through network slic-
ing, enabled by software-defined networking 
(SDN) technologies, will be integral to the success 

Science & Innovation:

Science & Innovation:

network technologies, audio & video codecs

Proprietary Circuit-Switched
Audio & Video Technologies

Standardized Packet-Switched
Internet, enabling Economy of Scale

Proprietary (and expensive)
Haptic-Edge Technologies

low-latency optical and wireless
network, intelligence, tactile codecs

Standardized Internet of Skills,
enabling Service Economy of Scale

Fig. 6.1 Top: Visualisation of the fundamental transfor-
mation from a proprietary intranet to a scalable Internet. 
Bottom: The foundational blocks of an “internetization” 
of the haptic paradigm, i.e. enabling the transformation 
from today’s very expensive haptic edge technologies to a 

standardized Internet of Skills. (Bottom left photograph 
©2016 Intuitive Surgical, Inc., used with permission. 
From: Dohler et al. [7]. Reprinted with permission from 
IEEE)
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of such next-generation networks. Furthermore, 
the Tactile Internet will be instrumental in guaran-
teeing minimal delay and maximal robustness 
over the wireless edge. Fundamental architecture 
changes are required to enable low delay, along 
with many other networking transformations, as 
discussed in a subsequent section.

AI, together with networks, plays an instru-
mental role in giving the perception of zero- 
latency networks. Indeed, one could consider 
model-mediated teleoperation systems whereby 
AI is able to predict movement on the remote 
end, thus giving enough time for the signal to 
reach its target, irrespective of geographical 
divide. Haptic control loops typically require a 
delay of 1–10  ms  – which translates to 100–
1000 km range under typical networking condi-
tions. This range can be extended by a 
model-mediated approach to the tens of thou-
sands of kilometres needed to provide acceptable 
service worldwide. Haptic codecs will enable 
scale in the future, as it will avoid vendor “lock- 
ins”. Here, we envisage the combination of tac-
tile (touch) and kinesthetic (movement) 

information into the already available modalities 
of video and audio. Progress and developments in 
this field are discussed in a subsequent section.

Another open challenge is in the area of robot-
ics, including for surgical applications. To enable 
an era of the man-machine interface where the 
Internet of Skills augments human skills, much 
more emphasis needs to be given to soft robotics. 
The challenge is to design robotic structures 
which can exhort force and which are fully con-
trollable whilst being soft — in part or entirely.

 Technical Enablers of the Internet 
of Skills

 5G End-to-End Slicing

The telco system is roughly structured in three 
parts:

 1. Wireless radio channel: It connects the mobile 
phone, a.k.a. end-user equipment (UE), with 
the base station, a larger antenna system often 

Core Technology Enablers of
the “lnternet of Skills”

1) Ultra-Fast Networks (Tactile Internet)

2) Haptic Encoders (both kinestaethic & tactile)

3) Edge Artificial Intelligence (to beat light-limit)

response (e.g. force) command (e.g. velocity)Bi-Directional Haptic Control
with perception of zero-delay

Haptic Codecs
Router

Packet
Gateway

Serving
Gateway

Haptic Codecs

Base Station

(Mobile) Edge-
Cloud

Operator(s) with haptic
human-system interface

(possibly distributed)

Internet, transmitting audio-
visual and haptic

information.

Telecommunications Core and
Radio Access Network, and an

intelligent Haptic Support Engine.

Haptic edge composed
of e.g. remotely

controlled robots.

Master Domain Network Domain Controlled Domain

Fig. 6.2 High-level architecture of the Internet of Skills and required building blocks. (From: Dohler et  al. [7]. 
Reprinted with permission from IEEE)
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installed at elevation, such as on building 
rooftops.

 2. Radio access network: The base station anten-
nas need to be connected between themselves 
using fibre or another wireless system (often 
visible through smaller round antenna dishes 
which enable these connections). All con-
nected base stations form a network, which is 
referred to as the radio access network (RAN). 
This is vital in ensuring handovers, i.e. the 
ability of one base station to hand over a call 
to another base station without breaking the 
connection.

 3. Core and transport networks: The last seg-
ment constitutes the transport network and 
connects rooftop base stations with the wider 
Internet, or another operator, or another base 
station of the same telco operator. The infra-
structure here is vast, as it is in essence a 
telco-owned “private Internet”, which 
stretches throughout the entire country and 
which only has a few gateways to the wider 
Internet. The algorithmic and software frame-
work which controls the entire end-to-end 
infrastructure is called the core network.

For 2G, 3G, and 4G networks, above telco 
constituents were hard-coded and delivered in 
purpose-made hardware, making the infrastruc-
ture inflexible and expensive. A very important 
development within 5G networks is the ability to 
be much more flexible. This design revolution is 
underpinned by the following developments:

• Hardware-software separation: Within the 
5G system, software and hardware are 
becoming increasingly separated from each 
other. This means that 5G features are virtu-
alized in software and delivered over com-
modity hardware, where it runs on virtual 
machines (known as containers). Such a 
decoupling is important as it enables each 
ecosystem to innovate independently and at 
their respective pace. It has proven very suc-
cessful in the computing industry, where 
hardware (computer), middleware (operating 
system), and software (applications) are 
developed independently.

• Atomization of functionalities: We now 
observe a much stronger atomization of func-
tionalities within the software, based upon a 
clear separation between data and control 
plane, where the former carries user traffic 
and the latter control traffic. The clear separa-
tion of software functionalities allows one to 
potentially replace certain functionalities 
much quicker with more advanced embodi-
ments. Therefore, incremental improvements 
of the technology can now occur more easily 
and within months, rather than having to 
change physical devices or firmware which 
traditionally takes years.

• Virtualization and orchestration: The atom-
ized software components are much easier to 
virtualize, then arrange, and physically place, 
as needed. For instance, software functions 
responsible for mobility management (such as 
handovers) can be placed at the very edge of 
the network (i.e. close to the rooftop antennas) 
for mobile users driving or walking; the same 
functions can be hosted much more cost- 
efficiently in a central cloud server for slowly 
moving users, such as people in coffee shops 
watching a streaming video or other content. 
Finally, the functions can be omitted alto-
gether for the Internet of Things applications – 
such as robotic surgery, since those devices 
are stationary. Advanced functionalities can 
thus be moved flexibly, resources instantiated 
in a moment, and services delivered at scale. 
All of these require suitable control which is 
handled by a functionality referred to as 
orchestrator.

• Open source: Another critical development is 
the move towards the use of open-source 
hardware and software. Apart from being 
more cost-efficient, open-source leverages the 
collective intelligence by the community 
designing the solution and is thus also much 
more scrutinized from a security and stability 
point of view. The most prominent initiative is 
the Open-RAN (O-RAN) alliance which 
counts on several high-profile vendors and 
operators.

• (Super-)convergence: Given the high flexibil-
ity of current network systems, 5G will enable 
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a convergence between various wireless tech-
nologies, including 4G/3G/2G and Wi-Fi, as 
well as fibre technologies. Such a “super- 
convergence” between very different systems 
allows for much greater reliability and 
performance.

These substantial design refinements will pro-
vide a foundation for new waves of innovation 
within the telecommunications architecture. As 
related to the advent of digital surgery, this will 
provide a framework for next-generation services 
such as the provisioning of robotic telesurgery 
across different geographies.

More technically, the 5G telco ecosystem 
manifests several advanced features and capabili-
ties. First, it provides an order of magnitude 
improvement on key performance indicators 
(KPIs). This is illustrated in Fig. 6.3, with KPIs 
highlighted in the table. We observe an increase 
of an average experienced data rate from 10Mbps 
in 4G to 100Mbps in 5G, latency decreases from 
10 ms to 1 ms, and the amount of devices which 
can be connected increases from 1000 devices/
km2 to >1,000,000 devices/km2. The three impor-
tant use cases these KPIs will be able to support 
are summarized in Fig. 6.4. They will rely on sig-
nificantly higher data rates (enhanced mobile 
broadband, eMBB), an increased number of 

Internet of Things devices (massive machine- 
type communications, mMTC), and critical ser-
vice capabilities (ultra-reliable and low-latency 
communications, URLLC).

In terms of technical capabilities and features, 
the following are important and worth 
highlighting:

• 5G spectrum: To be able to deliver KPIs, a 
substantially new spectrum needs to be made 
available globally. Although each country dif-
fers in the exact band allocations, the spectral 
areas new to 5G are the three “pioneering 
bands”, as illustrated in Fig. 6.5. The first is 
the sub-GHz band ~700 MHz, typically occu-
pying where analogue television signal bands 
were (before the transition to digital); this 
band provides low capacity but great coverage 
(range). The second is ~3.5GHz band which 
provides great capacity and very good cover-
age. The third is a millimetric wave, i.e. any 
frequencies in the range of 24GHz and higher, 
whilst giving close-range coverage only the 
capacity is outstanding. 5G thus constitutes a 
heterogeneous mix of these bands, which – as 
a whole  – allows providing the required 
services.

• 5G radio capabilities: Apart from the chal-
lenges of providing radio hardware able to 

Fig. 6.3 Important 5G key performance indicators and how they compare to 4G. (Source: ITU and 5G-Courses.com)
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communicate over wider bands and at higher 
frequencies, the most disruptive element in 
5G is massive multiple-input multiple-output 
(massive MIMO, or MMIMO). MIMO is 
being used extensively today in 4G, where 
the more elements are available the more 
data can be transmitted. Today in 4G, mobile 
phones have three to six antenna elements 
available in the back of the phone and three 
to six antenna elements in the base stations 
positioned on building rooftops. In 5G, the 
number of antenna elements in mobile 
phones is slightly augmented, but the antenna 
elements in base stations will be substan-
tially increased in number. Currently, this 
number is around 100 but is expected to 
increase to 1000 or even more. As a result, 

much more data can be transmitted, and 
beams can be generated with higher preci-
sion; this is illustrated in Fig. 6.6.

• Cloud RAN and functional split: Virtualization 
in the context of the access network has 
achieved maturity in standardization bodies 
[8–10]. Prior to 5G, processing of the radio 
signal was conducted at the base station. The 
economics of scale, however, suggests that 
several base stations should utilize a single 
processing server farm, which could be placed 
in a basement of a given building. That separa-
tion of radio elements from the processing by 
means of a cloud infrastructure is referred to as 
Cloud RAN (C-RAN). How exactly the split of 
processing is done is an open choice at imple-
mentation as long as it obeys the configuration 

Enhanced Mobile Broadband
(eMBB)

• Applications: streaming, web
  browsing, video conference, VR, etc.
• High throughput
• Limited movements of the users

Massive Machine Type
Communications

(mMTC)

• Applications: sensors, smart city,
  Huge number of devices
• Low cost
• Enhanced coverage
• Long batery life

Ultra-Reliable and Low
Latency Communications

(URLLC)

• Applications: mission critical,
  industrial automation, drone
  control, self driving cars, etc.
• Short delays
• Extreme reliability

Fig. 6.4 The most important 5G use cases underpinned by higher data rates, more IoT devices, and ability to support 
critical services. (Source: ITU and 5G-Courses.com)

Sub-6GHz used for cellular Milimeter Wave
• Frequency range: 0.3GHz to 6GHz
• Wavelength: 1m to <10mm
• Spectrum availability: ~0.6GHz

• Frequency range: 30GHz to 300GHz
• Wavelength: 10mm to 1mm
• Spectrum availability: ~100GHz

f=0.3GHz = 300MHz
λ = 1000mm = 1m

f=3GHz
λ = 100mm = 10cm

f=30GHz
λ = 10mm = 1cm

f=300GHz
λ = 1mm

f

Beyond 100GHz currently not considered for mobile

66-86 GHz

37-52.6 GHz

24.25-33.4 GHz
(frequencies below 30GHz are also
considered mmW in the industry)

The envisioned mmW frequencies for 5G
(3GPP TR 38.803)

Fig. 6.5 The spectrum regions new to 5G: sub-1GHz, around 3.5GHz, and above 24GHz. (Source: 5G-Courses.com)
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protocols established by the 5G standards 
body, the 3GPP.

• Virtualized core network: Virtualization of 
core network functions allows more flexible 
deployments which can address some of the 
KPIs required for 5G, thereby paving the way 
towards a service-oriented core. Specifically, 
3GPP considers a more modular core network 
architecture for 5G [11], where the control 
and user plane functions are completely 
decoupled and communicate with each other 
through new interfaces. When control and 
user plane functions are separated, the user 
plane, which operates at a more stringent time 
scale than the control plane, can reside closer 
to the edge as a local breakout for content and 
service provisioning. Such a deployment 
allows the decentralization of services and 
distribution of content caching across the net-
work – which addresses both latency and con-
gestion in the transport network.

• Software-defined networking (SDN): The 
routers and switches in the core network are 
also being “softwarized”, i.e. congestion can 
be handled much better at scale and also spe-
cific IP packets labelled as a high priority can 
be ushered through without queuing delays. 
These decisions are being taken by SDN con-
trollers, which rely on information provided 
by the infrastructure and orchestrators. 
Overall, the quality of service (QoS) in the 
network can be significantly improved using 
modern SDN technologies.

• Network function virtualization (NFV) and 
orchestration: Since the inclusion of the NFV 

framework, all network functions included in the 
communications systems are a combination of 
physical elements (such as antennas) and soft-
ware that runs in cloud infrastructures. Illustrated 
in Fig. 6.7, cloud and virtualization technologies 
are therefore a critical tool to allow a dynamic 
deployment and management of these virtual-
ized network functions [10]. In order to achieve 
successful deployment and management, the 
NFV architecture includes the Virtual 
Infrastructure Management (VIM) component, 
which controls the NFV Infrastructure, i.e. the 
totality of all hardware and software components 
that build the environment where VNFs are 
deployed. The telecommunications community 
has recognized the potential of OpenStack, and 
it is well established as a viable platform for 
NFV [12]. The Management and Orchestration 
(MANO) component is addressed via Open 
Source MANO (OSM), a software stack that 
enables the orchestration, synchronization, and 
lifetime management of VNFs or network ser-
vices. OSM facilitates a plugin framework to use 
a variety of different software solutions as well 
as the inclusion of in-house, ready-to-use 
resource orchestration and VIMs [10].

• Service slicing: The technical transformations 
herein allow for a flexible 5G architecture, 
where features are enabled in software on 
demand. Illustrated in Fig.  6.8, the mobility 
management function is not being used for the 
IoT slice (bottom), at the mobile edge for the 
highly mobile car application (middle), and is 
in the central core cloud for the slowly- moving 
broadband user (top).

Regular MIMO Massive MIMO... more accurate beamforming

Interfered
user

• More precise user tracking
• Less interference to other users

• More Energy efficient – less power
  dissipated to unuseful directions

Fig. 6.6 Transition 
from regular MIMO in 
4G to really 
sophisticated massive 
MIMO in 5G. (Source: 
5G-Courses.com)
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 AI and Digital Twinning

A major impediment to ultra-low-latency con-
nectivity across geographies is the finite speed of 
light. Whilst the advances on hardware, proto-
cols, and architecture are paramount in 
 diminishing end-to-end delays, the ultimate limit 
is set by this upper boundary. As breaking the 

laws of physics is not an option, other  – more 
sophisticated – techniques need to be invoked to 
facilitate the required paradigm shift. This could 
be provided by unprecedented edge artificial 
intelligence (AI) engines which are cached and 
then executed in real time, close to the skill 
experience. Two of the most important compo-
nents are:

Network function (NF) – functional
building block with a well defined
interfaces and functional behavior

SW implementation of NF that can be
deployed in a virtualized
infrastructure

Connectivity between VNFs is not
specificed

Each has its own EMS responsible for
setting, monitoring, logging of FCAPS

HW and SW required to
deploy, manage and
execute VNFs

Virtualization specific
management tasks throughout
the lifecycle of VNF (service
coordination, isntatiation,
chaining, monitoring, etc)

Simplified NFV Architecture

Virtualized Network Functions (VNFs)

NFV Infrastructure (NFVI)

NFV Management and
Orchestration (MANO)

VNF Manager

NFVI Manager

VNF VNF VNF VNF

Virtual NetworkVirtual Storage

Virtualization Layer

Hardware resources

Virtual
Computing

Computing
Hardware

Storage
Hardware

Network
Hardware

Fig. 6.7 Completely virtualized infrastructure approach in 5G, mimicking modern computing systems. (Source: 
5G-Courses.com)
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• Edge-cloud content caching: With cloud 
computing technology, the Internet of Skills 
application content needs to be loaded, or 
ported. A typical example would be an AI 
algorithm (see below) which is tailored to 
work in the context of, for example, remote 
surgery. These advanced caching techniques 
and user- oriented traffic management 
approaches at the edge of the network improve 
network performance by decongestion of the 
core network and reduction of end-to-end 
latency – the latter is particularly important to 
the Internet of Skills. Significant work has 
been conducted on optimum edge-cloud 
caching policies [13]. With these advocated 
approaches, peak traffic demands are substan-
tially reduced by intelligently serving predict-
able user and application demands via caching 
at base stations and users’ devices. Whilst the 
advocated approach pertains to rather long-
term windows and file structures, it forms the 
foundation for predictive Internet of Skills 
caching.

• Artificial intelligence engines: The AI algo-
rithms predict the haptic/tactile experience – 
i.e. acceleration of movement on one end 
and the force feedback on the other. That 
allows for the spatial decoupling of the 
active and reactive ends of the Internet of 
Skills, since the tactile experience is virtu-
ally emulated on either end. This, in turn, 
allows a much wider geographic separation 
between the tactile ends, beyond the 10 ms-
at-speed-of-light-limit. The algorithmic 
framework is currently based on simple linear 

regression algorithms which are able to pre-
dict movement and reaction over tens of mil-
liseconds. The reason for this is mainly 
because our skillset driven actions are fairly 
repetitive and exhibit strong patterns across 
the six degrees of freedom. As illustrated in 
Fig. 6.9, when the predicted action/reaction 
deviates from the real one by a certain 
amount ε, then the coefficients are updated 
and transmitted to the other end allowing for 
corrections to be put in place, before damage 
is done at, e.g. a deviation of δ. More sophis-
ticated algorithms have become available. 
For example, Sakr et  al. [14] employed a 
prediction method for three-dimensional 
position and force data by means of an 
advanced first-order autoregressive (AR) 
model. After an initialization and training 
process, the adaptive coefficients of the 
model are computed for the predicted values 
to be produced. The algorithm then decides 
if the training values need to be updated 
either from the predicted data or the current 
real data.

Stabilizing both ends of the system allows 
the creation of Digital Twins, an emerging capa-
bility which visualizes the exact spatial context 
from a remote end. It could be adapted for surgi-
cal use in the future – for example, by allowing 
a surgeon to have improved contextual aware-
ness during telerobotic operation. Illustrated in 
Fig.  6.10, such an approach is enabled by 
model-mediated teleoperation systems which is 
able to stabilize the end-to-end system with 

Haptic
Degree of
Freedom

Predicted
Action #1

Predicted
Action #2

Updating

> 100 ms
(enough time to go around the planet)

ε

time

δ

Real
Action

Fig. 6.9 Illustration of 
how predictive edge AI 
gives the perception of a 
1 ms delay, whilst the 
actual latency due to 
communications can be 
much larger. (From: 
Simsek et al. [5]. 
Reprinted with 
permission from IEEE)
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latencies in excess of 100 ms (thus covering a 
geographic range spanning from 20,000 to 
30,000 kilometres).

 Haptic Codecs

With the consolidation of multimedia technolo-
gies, high-quality audio-visual communication 
makes users feel present remotely to some extent. 
However, physical interaction and a strong sense 
of immersion remain deficient to date, possibly 
because humans rely heavily on haptic interac-
tion within the environment of everyday life [15]. 
The addition of haptic perception has proven to 
significantly increase the degree of immersion 
for distant communications [16]. Haptic percep-
tion relies on two different human receptors that 
are kinesthetic and tactile. The former refers to 
the physical movement/activation of muscles and 
joints, whilst the latter includes sensing pressure, 
temperature, texture, and qualities of touch. 
Design and development of (proprietary) codecs 
for kinesthetic data have been well studied using 
different compression approaches such as sam-
pling and quantization technologies, perceptual 
deadband (PD), and predictive coding [17].

It is instrumental to understand the mechano-
receptors that are responsible for human tactile 
perception, which are summarized in Table  6.1 
and of use as follows [18]:

• Object identification: The human haptic percep-
tion system relies on kinesthetic as well as tac-
tile sensory information in the interaction with 
objects. Humans typically perform various 
types of exploration patterns to identify 
unknown objects. Humans lift objects to esti-
mate their weight. Static touch is used to iden-

tify the thermal conductance through the bare 
finger. Pressing upon the material reveals infor-
mation about its stiffness. Finally, arbitrary 
sliding motions allow for the perception of the 
fine roughness, also known as haptic texture, 
and the friction properties of the object surface.

• Tactile dimensions: Five major tactile dimen-
sions have been identified [18, 19]: friction 
between a bare finger and a surface forces the 
human to apply a specific lateral force during 
sliding motions, hardness perception results 
from specific exploration patterns such as tap-
ping on an object surface, warmth conductiv-
ity which is perceived by the thermal receptors 
in the human skin, and finally determination 
of macroscopic roughness and microscopic 
roughness.

The biggest challenge has been to standardize 
touch perception into a haptic codec which can 
be used by different vendors at low cost. This has 
been a central to the IEEE P1918 Tactile Internet 
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Fig. 6.10 Model- 
mediated teleoperation 
system approach in 
providing digital 
twinning across far 
geographies in real time. 
(Courtesy of Prof 
Eckehard Steinbach, TU 
Munich)

Table 6.1 Function, applications, and respective fre-
quency ranges of four types of mechanoreceptors
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Example Reading 
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Sensing 
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Freq. 
range 
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6 5G Networks, Haptic Codecs, and the Operating Theatre



82

(TI) Standardization Initiative. As outlined in 
detail by Holland et al. [20], the IEEE 1918.1 TI 
Standards WG [15] was formulated initially out 
of the IEEE ComSoc Standards Development 
Board (COM/SDB) 5G Rapid Reaction 
Standardization Initiative (RRSI), as a collabora-
tive effort between King’s College London and 
Technical University of Dresden. The scope of 
the baseline standard is to define a framework for 
the emerging low-latency TI, including descrip-
tions of its application scenarios, definitions and 
terminology, necessary functions involved, and 
technical assumptions. This includes the defini-
tion of a reference model and architecture, com-
prising the detailing of common architectural 
entities, interfaces between those entities, and the 
definition and mapping of functions to those enti-
ties. The structure, including on-going work 
packages, is shown in Fig. 6.11.

The focus of IEEE 1918.1.1 is to define haptic 
codecs (HCs) addressing application scenarios 
with humans in the loop, including remote con-
trol. The mission is to define perceptual data 
reduction algorithms for closed-loop (kinesthetic 
information exchange through muscle move-

ment) and open-loop (tactile information 
exchange through touch) communication. The 
codecs are designed such that they can be com-
bined with stabilizing control and local commu-
nication architectures as discussed above. The 
standard also aims to specify mechanisms and 
protocols for the exchange of capabilities among 
haptic devices – e.g. defining the workspace, the 
number of degrees of freedom of equipment, the 
amplitude range of each, and temporal and spa-
tial resolution [20].

The standards group has now assessed the 
requirements for all types of codecs it is consid-
ering which are summarized in [18]. It was 
decided to split the work into two types of codecs 
based on their underlying requirements: kinaes-
thetic (closed loop) and tactile (open loop), and 
the structure of the standards streams is shown in 
Fig. 6.12 and explained in more detail below:

• Kinesthetic codec (KC) (Part I): This pertains 
to a codec for kinesthetic information, which 
consists of 3-D position, velocity, force, and 
torque data. The data is captured by respective 
sensors and exchanged between different kin-

Fig. 6.11 The working 
groups and its baseline 
standard as a foundation 
for further standards. 
Note that IEEE 1918.1 
and IEEE 1918.1.1 are 
already initiated. (Data 
from Holland et al. [20])

Haptic Codecs
(IEEE 1918.1.1)

Kinesthetic Codec (KC)
(Part I)

Tactile Codec (TC)
(Part II)

Delay-Intolerant KC
(Part I-1)

Delay-Tolerant KC
(Part I-2)

Single-Point TC
(Part II-1)

Multi-Point TC
(Part II-2)

Fig. 6.12 The IEEE 
P1918.1.1 
standardization streams, 
splitting into closed-loop 
kinesthetic codecs and 
open-loop tactile codecs. 
(Data from Holland 
et al. [20])
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esthetic nodes for teleoperation. The main 
objective is to reduce the update rate whilst 
maintaining a high quality of experience 
(QoE), where we need to distinguish between 
two cases:
 – No communication delay (delay-intolerant): 

In that case, the codec does not require a 
control mechanism to stabilize the physical 
interaction as discussed above.

 – With communication delay (delay-tolerant): 
In the presence of communication delay 
(typically above 5–10 ms), a stabilizing con-
trol mechanism needs to be deployed. The 
standards work established that – whilst it is 
possible to separate the codec from the con-
trol approach – there are significant benefits 
for tightly coupling both.

• Tactile codec (TC) (Part II): Open-loop inter-
action in this context means that in particular, 
the delay requirements are fairly relaxed to 
the order of 10–100  ms. This, as suggested 
by Holland et al. [20], opens the opportunity 
for codecs that cannot be used in the KC 
design. Examples thereof are block-based 
processing or frequency-domain models of 
human tactile perception. Although the tac-
tile modality consists of several submodali-
ties (hardness, thermal conductivity, friction, 
micro-roughness, and macro-roughness), the 
task group commenced standards work with 
vibro-tactile signals which pertain to micro-
roughness and friction [21, 22]. Tactile inter-
action can be a point interaction (single 
point) or surface interaction (sampled 
multipoint):
 – Single-point TC (Part II-1): The input is a 

one-dimensional vibro-tactile signal (e.g. 
100 Hz, 32bits). The codec splits the vibro- 
tactile signal into small segments and 
encodes these segments independently 
[20]. A model of vibro-tactile perception 
ought to be used to hide coding artefacts 
below perceptual thresholds. In this sense, 
this coding process shares many similari-
ties with speech/audio coding [22].

 – Multipoint TC (Part II-2): Multipoint tac-
tile coding addresses the simultaneous 
stimulations of the human skin at the sur-

face from several points, which will lead to 
more realistic (area-based) experiences. 
From a codec perspective, additionally to 
temporal correlation in the vibro-tactile 
signal, now, the inter-channel or spatial 
correlation should be used for maximum 
compression performance.

The standardization of the two codec families 
is an open and ongoing process; its importance is 
equitable to the standardization on other files 
requiring human perception, such as audio files 
(e.g. mp3), photograph files (e.g. JPEG), and 
video files (e.g. MPEG).

 Application to the Operating 
Theatre

 Challenges for Minimally Invasive 
Surgery and Robotics in Surgery

Robotic surgery is a type of minimally invasive 
surgery which is now fairly well established. It 
has proven benefits over traditional surgery, with 
reduced incision size and diminished blood loss – 
both significantly decrease risks of infection as 
well as hospital length of stay. Laparoscopy 
offers the same advantages, but does not provide 
a paradigm for scalability. For this, the robotic 
platform is best suited. However, improvements 
are required to enable true scale across markets 
and hospitals globally [23]:

• Haptic feedback: Surgeons rely heavily on 
their sense of touch and the force exerted on 
human tissues, surgical instruments, and 
sutures to differentiate critical structures; this 
enables them to prevent intraoperative com-
plications by inadvertently damaging sur-
rounding tissues [24]. Thus, the loss of both 
kinesthetic and cutaneous haptic feedback is 
an important shortcoming which – once over-
come – would allow for much more complex 
interventions to be performed with a higher 
level of patient safety.

• Telesurgery: Whilst prototype telesurgery tri-
als have been conducted (see below), spatially 
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distributed systems with the surgeon and the 
patient in different locations are not yet practi-
cal. Overcoming this challenge, however, 
would allow for a much more efficient use of 
surgical skills across countries.

• Deployment and operational costs: The sys-
tems are extremely expensive and thus not 
affordable at scale. It is well known that a 
decrease in cost by 10 times leads to an expo-
nential market penetration well beyond 10 
times. The aim thus should be to reduce the cost 
of such equipment by an order of magnitude.

These challenges can be addressed by using 
the aforementioned Internet of Skills and its tech-
nology capabilities [23]. Notably, any future sys-
tem is underpinned by ultra-sensitive miniaturized 
sensors which will be inserted through laparo-
scopic or robotic trocars into a patient’s body 
cavity that are able to provide the surgeon with 
precise haptic feedback. Furthermore, ultra- 
reliable and low-latency 5G communications net-
works will be able to provide signal round-trip 
times of less than 10 ms, enabling fully immer-
sive surgery experiences including visual, audio, 
and haptic information. And finally, standardized 
haptic interfaces will prevent vendor lock-in and 
thus lower costs to hospitals and society, allow-
ing for widespread implementation.

Future embodiments of telesurgery systems 
could allow for multiple operating surgeons to 
intervene at the same time, for the same patient – 
all from different hospitals regardless of location. 
In an even more advanced embodiment, local or 
remote AI could be used for human-assisted 
autonomous surgery. The virtualized skills 
approach of the Internet of Skills would allow dif-
ferent domain specialists  – whether human or 
machine – to operate at the same time and on the 
same patient cooperatively, thus reducing opera-
tive time and healthcare costs.

 Past and Modern Teleoperations

Telesurgery is not new; however, the implemen-
tation using a public and yet extremely reliable 
and low-latency Internet is new. The first tele-

surgery operation was performed in mid-2001 
between Strasbourg in France and New  York 
City, USA. The distance of about 6500 km (ca. 
4000 miles) was covered using expensive dedi-
cated fibre. The surgical system was provided 
by the ZEUS robotic system (subsequently pur-
chased by Intuitive Surgical, Sunnyvale, CA, 
USA). The 2-hour laparoscopic cholecystec-
tomy operation was conducted on a 69-year-old 
female patient, who later recovered unevent-
fully [25]. Thereupon, further trials were con-
ducted such as by Prof Prokar Dasgupta, King’s 
College London, between London and 
Stockholm, and also in 2008 using a Da Vinci 
(Intuitive Surgical, Sunnyvale, CA, USA) 
system.

All studies concluded that, in principle, tele-
surgery is feasible, yet not surprisingly, most of 
the practically tested systems reported the most 
significant shortcoming to be related to network 
latency. In-depth studies [26] have concluded 
that latencies should be less than 100 ms for the 
system to be useable, and latencies above 
300  ms produce serious inaccuracies during 
the medical intervention with potentially cata-
strophic effects. That is further amplified with 
emerging haptic feedback systems, thus requir-
ing even more stringent latency budgets. Other 
major issues pertained to cost and network sta-
bility. In one example, 40 engineers had to be 
used to ensure the stability of the connection. 
Launching the 5G public networking infra-
structure and the emerging Internet of Skills, 
researchers (including the author) at King’s 
College London have been able to demonstrate 
the viability of telesurgery overcoming these 
challenges [27, 28].

A first commercial (preclinical) trial has been 
conducted early 2019 by surgeons in China using 
5G networking technology. As reported, a sur-
geon in Fujian, China, used an ultra-reliable and 
very performant 5G system to control robotic 
arms in a remote location several miles away. The 
surgeon operated on the liver of a laboratory test 
animal and experienced an extremely low latency 
[29]. Over the coming years, we hope to see an 
increasing use of telesurgery using the emerging 
5G infrastructure.
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 Other Medical Applications

The application of telesurgery using 5G and the 
Internet of Skills is just one of many medical use 
scenarios which can be executed using this new 
technology platform. Other applications include 
the usage of advanced 5G technology in ambu-
lances so that skilled doctors can intervene 
quicker and so that treatment can be more appro-
priately delivered in the pre-hospital setting. 
Another application could involve the use of 
5G-connected drones to supply medicine to 
remote areas expeditiously before paramedics 
and other first responders arrive on the scene.

Lastly, one of the most exciting applications 
being explored at King’s College London is the 
design of a 5G-enabled Internet of Skills applica-
tion for tele-colonoscopy [30]. The rationale is 
that colon cancer is difficult to detect by those not 
skilled at performing colonoscopy, thus leading 
to numerous deaths due to non-detection, second-
ary to a lack of clinical expertise. Rural and 
remote areas are particularly affected. Led by Dr. 
Hongbin Liu, a system is being designed which 
allows remote colonoscopy to be conducted from 
main hospitals in China into rural areas using 5G 
and performant fibre. Furthermore, Dr. Liu pio-
neered novel sensing and soft-robotics technolo-
gies, all of which form part of the solution’s 
portfolio. If successful, tele-colonoscopy could 
be an important and potentially life-saving appli-
cation of 5G networks; ultimately, democratizing 
skills the same way as the Internet has democra-
tized information.
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Abbreviations

3D Three dimensional
AR Augmented reality
HD High definition
SD Standard definition
UHD Ultra-high definition
VR Virtual reality

 Introduction

Although one tends to think of robotic surgery as 
a recent development, the first documented surgi-
cal robot, the PUMA, was introduced in the 
1980s. Modern-day robotic systems have evolved 
substantially from these origins due to incremen-
tal improvements in the various technologies 
involved in the functioning of the robotic sys-
tems. In 2000, the da Vinci Surgery System 
(Intuitive Surgical Inc., Sunnyvale, CA) was 
introduced, which launched surgical robotics into 
the mainstream and vastly expanded their poten-
tial uses. Until recently, this was the only FDA- 
approved robotic surgery system, and thus, the 
majority of robotic advances have been focused 
on this system. Today, there are numerous com-

peting companies, both large and small, that are 
developing innovative surgical robots to further 
improve the ability of surgeons to care for their 
patients. The ultimate goal of these varied plat-
forms is to not only replicate the tools innate to 
the operating surgeon but also expand upon them 
as well. This comes in many forms, from 
improved ergonomics to providing access to ana-
tomic targets that are otherwise out of reach with 
conventional laparoscopy and robotics.

One of the areas which has already proven 
utility and holds some of the greatest promise for 
the future is the enhanced visualization afforded 
to the surgeon when operating robotically. 
Alternatively, an area that has somewhat lagged 
behind in development and remains a limiting 
factor in the fidelity of robotic surgery is the 
incorporation of haptic feedback into the robotic 
systems.

 Haptic Feedback in Robotic Surgery

The advent of robotic surgery brought with it the 
promise of not only simulating innate human 
dexterity and vision but also augmenting the sur-
geon’s overall ability and performance. The 
visual aspect of the current robotic systems has 
attained these heights and will continue to evolve 
over time. However, to truly attain the promise of 
simulating and enhancing surgery through the aid 
of a robot, incorporating haptic feedback is para-
mount. However, this is quite challenging, since 
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no currently designed surgical instrument is able 
to replicate the efficacy of the discerning hands 
of a well-trained surgeon. The assessment of tex-
ture, temperature, turgor, and countless other 
haptic cues aids a surgeon in assessing the struc-
tural integrity and identification of important 
anatomy during operation. The human hand 
alone contains a multitude of functionally dis-
tinct tactile nerve endings, each of which aids in 
discerning texture, temperature, and many other 
tissue characteristics that determine how to 
appropriately manipulate a given object [1].

Although not equivalent to direct palpation of 
tissue, tactile feedback with laparoscopic instru-
ments allows rudimentary assessment of tissue 
resistance and tension. The investigation into 
incorporating more informative haptic feedback 
has been explored for laparoscopy, with the test-
ing and development of several systems aimed at 
improving surgeon feedback [2]. Despite the 
ingenuity and potential, this has not been widely 
adopted. One notable exception to this is the 
Senhance® Surgical System (TransEnterix 
Surgical Inc., Morrisville, NC, USA). This plat-
form includes haptic feedback along with preci-
sion dissection at lower costs than conventional 
robotic platforms. Although not in widespread 
use, initial reports of its performance and patient 
outcomes have been promising, though further 
study is needed [3, 4] (Fig. 7.1).

Haptic integration into robotic systems pres-
ents a further challenge, as the surgeon is often 
remote from the instrument being manipulated. 
Myriad technological and logistical hurdles that 
exist for implementation of haptic feedback in 
robotic surgery have forced many investigations 
into these technologies to remain in the design 
and development phase – without progressing to 
clinical use [5]. In addition, some have reported 
difficulty with integrating haptic force feedback 
without leading to potentially disrupting oscilla-
tions in the robotic system [6]. This has led to 
alternate paths for enhancing tactile feedback, 
one of which is sensory substitution. This 
involves translating forces via stimulation of 
other senses, such as auditory or visual. However, 
this has generally been found to be inferior to 
unaltered force feedback [7].

 Haptic Feedback and Surgical 
Training

The importance of tactile feedback in the devel-
opment of surgical skills in trainees cannot be 
understated. As the role of virtual reality has 
blossomed in surgery, this truism has been vali-
dated and tested. A recent systemic review by 
Rangarajan et al. demonstrated that for surgical 
tasks and activities, simulation with haptic feed-

Fig. 7.1 The Senhance® Surgical System (TransEnterix 
Surgical Inc., Morrisville, NC, USA). (©2020 TransEnterix 
Surgical, Inc. All rights reserved. Senhance is a registered 

trademark of TransEnterix. Image publicly available on 
https://www.senhance.com/us/digital-laparoscopy)
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back leads to an improved sense of realism and 
led to a reduced learning curve for trainees when 
compared to simulators without haptic feedback 
[8]. Several other studies have shown that haptic 
feedback is integral in skill acquisition for surgi-
cal trainees [9, 10] One of the limitations of 
applying haptic feedback is that, as a relatively 
new technology, the initial products tend to be 
cumbersome and difficult to integrate – particu-
larly when working in narrow spaces, as is often 
the case in robotic surgery. However, this is an 
area of active research as improvements in tech-
nology will allow for smaller and more discreet 
systems to grant the sensing and transmission of 
haptic information.

 Clinical Implications of Haptic 
Feedback

One of the primary concerns with the lack of tac-
tile sensation with robotic platforms is the poten-
tial for tissue trauma due to often unidentified 
excessive grasping and shearing forces from 
robotic effector arms. A specific task in which the 
incorporation of force sensation has great poten-
tial is in the handling of suture material. Most 
surgeons who have attempted robotic suturing 
have experienced inadvertent fraying or breakage 
of suture material. Even more so than handling 
suture, the tying of knots robotically requires 
practice and close attention to visual cues in 
order to avoid suture breakage. This can be frus-
trating, adding significant time to the operation. 
However, reliance on visual cues is imperfect and 
can also be dependent on image quality [11]. To 
mitigate this, multiple haptic sensors have been 
utilized specifically to avoid suture trauma. One 
of the difficulties in transmitting usable tactile 
information when performing a complex maneu-
ver such as suturing is that the surgeon is often 
pulling the suture material in multiple directions. 
This makes the use of uniaxial sensors of limited 
utility [12]. The development of biaxial shear 
sensing along with haptic feedback has been used 
in order to alert a surgeon when undue tension is 
being applied to suture material. A recent study 
by Dai et al. tested such a system and showed a 

59% reduction in suture breakage while reducing 
the overall mean force application by 25% [13]. 
A similar study by Abiri et  al. utilized a multi-
modal pneumatic system which incorporated 
various tactile facets in order to allow more deli-
cate tissue handling. This study similarly found 
that integration of this system led to significant 
force reduction and a theoretical decrease in tis-
sue trauma [14]. Future integration of this tech-
nology also requires recognition of the different 
tensile strengths of suture material, as this can 
vary widely [15]. The potential complications 
from poorly tied knots or damaged suture mate-
rial are myriad, and one’s standards for quality of 
such a basic tenet of surgery should not be less-
ened to accommodate any surgical platform.

As surgeons gain experience with robotic sur-
gery, many learn to use visual cues to guide their 
movements. Thus, haptic feedback may be of 
limited utility for those at the expert level. In 
fact, this is one area where the improved optics 
afforded by the surgical robot can help compen-
sate for the loss of the sense of touch. In a study 
by Reiley et  al., visual cues to aid with force 
feedback led to improved performance in novice 
surgeons while not significantly impacting sur-
geons with pre-existing experience with the da 
Vinci robotic system [16]. The possibility of 
real- time incorporation of suture strain evalua-
tion by interpreting visual cues has also been 
explored [11].

 Cutaneous Feedback

While the integration of force tension continues 
to present a significant challenge in robotic sur-
gery, the replication of cutaneous feedback, as is 
experienced by the surgeon’s fingertips, is per-
haps an even greater challenge to capture. This 
focuses on the replication of the senses of direc-
tion, location, and intensity (as well as others 
parameters), as would be detected on the sur-
geon’s fingertips. Utilization of cutaneous feed-
back has been found to supply the surgeon with 
tactile information without the negative potential 
effect of causing the destabilization of the 
robotic system [7]. Multiple different technolo-
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gies have been developed and adapted to repli-
cate cutaneous feedback. Many of the earlier 
methods relied upon pneumatic mechanisms to 
relay tactile feedback [17]. One technology that 
has been developed and tested to replicate this is 
the SynTouch BioTac sensor. This system uti-
lizes sensors to replicate deformation, tempera-
ture, and internal fluid pressure. These data are 
then transferred to the operating surgeon’s fin-
gers to allow for cutaneous feedback of tissue. 
Although the current iteration is bulky and not 
currently practical for surgery, further advances 
in this technology could eventually lead to its 
adaptation [18].

 Vision Systems in Robotic Surgery

One of the primary and immediate improvements 
afforded by not only robotic but all modalities of 
video-assisted surgery has been the ability to 
improve upon visualization of critical structures 
when operating in difficult areas. As video tech-
nology has improved, the possible implementa-
tions and enhancements to the performance of 
surgery have as well. While many surgeons 
already enjoy access to improved optics when 
operating robotically, the field itself is relatively 
young and ripe with the potential for further inte-
gration of advanced visual systems to lead to 
safer, more accurate surgery which ultimately 
improves the quality of patient care.

 High-Definition Vision Systems

The advancements in vision projection technol-
ogy have been mostly driven by consumer 
demand for high-resolution television and com-
puter screens. However, those advances can 
then be applied to a broad range of areas, includ-
ing medicine and surgery in particular. 
Unfortunately, there is no universal standard in 
terms of quality of optics utilized in operating 
rooms, and many still utilize standard-definition 
(SD) technology. High-definition (HD) technol-
ogy has become more widespread and can offer 
a significant advantage in terms of resolution, 

providing up to 1920  ×  1080 pixels. Although 
not as widespread, 4K HD vision systems, 
which depict video in 3840 × 2160 pixel resolu-
tion, have been in use in operating theaters for 
several years, first being applied in orthopedic 
surgery. Today, most surgical vision system ven-
dors offer a 4K platform. While the adaptation 
of 4K visual systems has not yet become wide-
spread, even in advanced centers, already there 
are 8K systems being evaluated. 8K technology 
allows for 7680 × 4320 pixels to be displayed, 
significantly improving upon the standard 2K 
HD technology widely used in operating rooms 
in North America and Europe. While many sur-
geons currently utilizing standard HD and even 
SD technology are facile and able to expertly 
perform complex operations in this manner, one 
could argue that supplying the experienced sur-
geon with more information, in this case, pixels, 
will lead to further improvement of technique 
and quality of surgical care rendered. To put this 
in perspective, when compared to standard defi-
nition, 4K offers almost 30 times the pixels, 
while 8K increases the pixels by a factor of one 
hundred (Table 7.1).

Ohigashi et al. reported their experience with 
three cases of colon resections for cancer utiliz-
ing an 8K UHD endoscope. They reported 
improved visualization, allowing enhanced abil-
ity to identify and preserve the autonomic nerves 
during dissection [19]. At this level of definition, 
it is often reported that the stereoscopic vision is 
improved to project a more realistic three- 
dimensional vision without necessarily incorpo-
rating specific technologies to project in 3D. As 
with many new technologies, the first iteration is 
heavier and occupies considerable space, due to 
the increased onboard processors required for a 
higher-definition camera. With time and further 

Table 7.1 Commonly used screen resolutions with 
respective pixel counts

Resolution Measurements (pixels) Pixel count
480p (SD) 640 × 480 307,000
720p (HD) 1280 × 720 921,600
1080p (Full HD) 1920 × 1080 2,073,600
4k (Ultra HD) 3840 × 2160 8,294,400
8k (Ultra HD) 7680 × 4320 33,177,600
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improvements in technology, this is predicted to 
improve, making it more practical for the operat-
ing theater. Notwithstanding, there may be a limit 
to the added value gained by increasing the video 
quality, beyond which appreciable gains are 
diminished. One could also argue that at the 
“close” view-finder distance from the monitor 
being utilized in da Vinci robotic surgery, the 
actual perceptible differences to the surgeon 
would be minute when the image definition is 
further enhanced.

Current iterations of the da Vinci robotic sys-
tem utilize 3DHD vision, which allows for accu-
rate dissection and recognition of minute 
anatomic details. The addition of an integrated 
Firefly® infrared camera has further enabled sur-
geons to identify critical structures in order to 
avoid inadvertent injury and to assess tissue per-
fusion. This technology utilizes near-infrared 
fluorescence (NIRF) and allows the identification 
of tissue perfusion when utilized with indocya-
nine green. This is often particularly useful when 
a patient’s anatomy may be altered, such as in 
reoperative surgery or when neoadjuvant radia-
tion therapy has been administered. Future uses 
of this technology include the potential identifi-
cation of lymph nodes for more precise oncologic 
resection [20]. Recent advances in imaging tech-
nology have allowed for the identification of 
structures based on autofluorescence, obviating 
the need for administration of a fluorescent agent 
and allowing more uninterrupted evaluation of 
structures during surgery [21]. Particularly useful 
in pelvic surgery, the use of infrared lighted ure-
teral stents can aid in the identification and pres-
ervation of these structures during surgical 
dissection (Fig. 7.2).

 Augmented Reality

Augmented reality (AR) is an exciting technol-
ogy that has begun to become more prevalent and 
is particularly important to the development of 
digital surgery. The potential applications are 
clear, and many systems have been developed for 
use in different surgical fields. The value of AR, 
as related to surgery, is probably best suited for 

relatively static anatomical structures, such as the 
brain, retroperitoneal structures, or bones [22–
24]. The nature of these organs leads them to 
accurate representation intraoperatively, as most 
AR systems integrate preoperative imaging to 
display important structures to the operating sur-
geon. The use of AR in the performance of 
robotic nephrectomy has been well-described 
with promising results [25]. Future uses of AR 
segue beyond the overlay of structures and even 
assist surgeons by avoiding hazardous areas and 
redirect dissection in the event an incorrect plane 
is entered. The utilization of AR in robotic surgi-
cal training has led to the development of several 
different systems focused on reproducing accu-
rate anatomic models with integrated guidance 
for surgical education.

Beyond the identification of structures dur-
ing surgery, AR technologies can be utilized to 
enable real-time feedback for surgeons from 
colleagues without geographic restrictions. This 
has the potential to revolutionize the quality of 
surgical care worldwide, particularly in areas 
with poor access to surgical expertise. The 
excitement toward this and other potential uses 

Fig. 7.2 Immunofluorescence of the ureter as seen on 
Firefly® during da Vinci robotic surgery. (Photo courtesy 
of Dr. Avery Walker)
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of AR in surgery led to a seminal TED talk by 
the plastic surgeon and founder of the company 
Proximie, Nadine Hachach-Haram, in 2017 
[26]. With the democratization of data and the 
increased accessibility afforded by communica-
tion technologies, the ability to share expert 
opinions in real time regardless of geographic 
constraints is becoming less science fiction and 
more reality.

 Virtual Reality

Virtual reality (VR) is another technology that is 
already widely used, particularly for the acquisi-
tion of rudimentary robotic skills by surgeons. 
The most commonly used is the da Vinci Skills 
Simulator, which allows the surgeon to practice 
various maneuvers and manipulations in a virtual 
space [27]. Other virtual training platforms 
include the RobotiX Mentor (Simbionix USA 
Inc., Cleveland, OH), Robotic Surgical Simulator 
(RoSS; Simulated Surgical Systems, LLC, 
Williamsville, NY), and the Mimic dV-Trainer 
(Mimic Technologies, Inc., Seattle, WA) [28]. It 
has been well-established that structured robotic 
training utilizing practice within the virtual realm 
leads to increased efficiency in real-time surgical 
technique [29–32]. As this technology continues 
to mature and incorporates more realistic physics 
engines and software, it will become more feasi-
ble to allow surgeons to “practice” specific cases 
in a virtual reality environment prior to embark-
ing upon the actual operation. This could be uti-
lized to aid in the identification of aberrant 
anatomy and even help with the development of 
innovative new techniques to tackle difficult sur-
gical situations.

 Summary

Robotic surgery has enhanced the ability of sur-
geons to perform complex operations, benefit-
ting both the patient and the surgeon. The goal 
of robotic surgery is to not only replicate the 
innate senses of the surgeon but also expand 
upon them as well. The continued development 

of this field has brought together the disciplines 
of medicine, bioengineering, computer pro-
gramming, and many others. As these individual 
fields and technologies continue to advance, the 
possibilities for synergistic collaboration will 
continue to expand into new and often unex-
pected directions. As these advances bring 
increased fidelity and decreased costs to robotic 
surgery, the adoption and utility of this field will 
continue to grow.
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Digital and 3D Printed Models 
for Surgical Planning

Jordan Fletcher and Danilo Miskovic

 Introduction

3D visualization and printing techniques have 
been met with great enthusiasm by the surgical 
community; they potentially provide significant 
benefits in a wide range of clinical applications, 
particularly in preoperative planning [1, 2]. 
Preoperative planning is considered a crucial 
aspect of safe and effective surgery. We can 
broadly define preoperative planning as any 
activity aimed at understanding a patient’s anat-
omy or pathology in order to inform clinical 
decision- making and determine an appropriate 
operative strategy [3]. This can involve attempts 
to understand specific structural relationships, 
preoperative rehearsal, simulation, judgments of 
feasibility for a given procedure (e.g., tumor 
resectability), physiological modeling, or implant 
placement/design [4, 5]. It can encompass a 
diverse range of activities that occur at the level 
of the individual surgeon or as part of a more for-
malized process such as multidisciplinary team 
(MDT) meetings.

Medical imaging plays a major role in surgical 
planning. Currently, clinical decisions are made 
after 2D imaging modalities such as plain radio-
graphs, computed tomography (CT), or magnetic 
resonance imaging (MRI) are reviewed by the 

surgeon and/or radiologist. However, extracting 
the relevant 3D anatomical relationships from 2D 
images in order to apply them intraoperatively 
can be difficult even for experienced practitio-
ners. Intuitively, 3D reconstructions appear to 
have an advantage over traditional 2D images. 
Consequently, the interest of 3D visualization 
techniques in surgical specialties has increased in 
recent years [6].

Anatomically accurate 3D virtual models can 
be reconstructed from standard 2D Digital 
Imaging and Communications in Medicine 
(DICOM) data sets through a variety of methods 
[2]. Such virtual models can subsequently be 
printed as physical objects through a process 
termed additive manufacturing  – more com-
monly known as 3D printing. Although there are 
various methods of 3D printing available, each 
relies on the principle of sequentially laying 2D 
layers of material in order to construct a 3D 
structure.

Advances in technology have facilitated dis-
semination of 3D modeling. Easier access to 
cheaper computer processing power in conjunc-
tion with the proliferation of open-source imag-
ing and computer graphics software has made it 
possible to generate anatomical models on a per-
sonal computer [7]. Similarly, development of 
low-cost 3D desktop printers has enabled use 
outside industrial manufacturing. After initial 
pioneering work performed by oral maxillofacial 
and congenital cardiac surgeons [8, 9], the major-
ity of surgical specialties have now utilized 3D 
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visualization to plan and perform a diverse range 
of procedures [10].

Early research suggests 3D visualization 
may result in improved anatomical understand-
ing [11, 12]. This may be particularly evident in 
cases involving highly variable, complex struc-
tural relationships [13, 14]. Proponents hope 
3D models may facilitate more tailored proce-
dures, reduce errors and complications, and 
ultimately improve patient outcomes [1]. 
Beyond pure anatomical visualization, 3D 
modeling could facilitate new methods of inter-
acting with imaging data for preoperative prep-
aration. 3D models can enable patient-specific 
virtual simulations and computer-aided design 
(CAD) of custom implants and serve as the sub-
strate for augmented reality (AR)-enhanced 
navigation [15–17].

Despite initial optimism, the extent to which 
3D models influence preoperative decision- 
making and their relative effectiveness has yet to 
be established. Furthermore, the ideal user (nov-
ice versus expert), specific indications, optimal 
user interface, and even evaluation methodology 
remain unknown. In this chapter, we will provide 
an overview of 3D reconstruction methods along 
with current 3D printing technology. We will out-
line how these techniques have been used for pre-
operative planning across surgical specialties to 
date and highlight research priorities going 
forward.

 Methods of Generating 3D Virtual 
Reconstructions

 Segmentation

Image segmentation is a fundamental step in 3D 
surface-rendered model production. Segmentation 
refers to the process by which unique labels are 
applied to imaging data in order to identify ana-
tomical or pathological structures of interest [18]. 
This can be manual or automated to varying 
degrees – at present the majority of approaches 
require some user input.

Manual segmentation is the simplest 
method. The user (typically radiologist) will 

manually highlight or outline relevant struc-
tures slice by slice. This can be performed with 
a simple mouse-controlled cursor; however, 
specialized devices like tablet/digital pens are 
preferable.

One of the principle advantages is flexibility. 
Manual segmentation is always applicable, even 
if structures are difficult to delineate owing to 
artifact or poor-quality imaging. However, man-
ual segmentation can be extremely time- 
consuming and lacks precision or reproducibility 
owing to individual interpretation of scan data. 
Despite these drawbacks, manual segmentation is 
widely employed due to its ease of implementa-
tion and availability of multiple open-source soft-
ware solutions.

Several different algorithmic approaches have 
been implemented for segmentation. A detailed 
discussion of this complex area is beyond the 
scope of this chapter. However, we provide an 
overview of key techniques:

 Thresholding
A straightforward and fast method is termed 
thresholding. The user sets a global or upper and 
lower threshold for Hounsfield intensity generat-
ing a binary segmentation. Pixels are classified as 
either belonging to the target structure or else 
marked as background. This method can be 
extremely effective for high-intensity structures 
such as bone [19].

 Edge-Based Segmentation
Edge-based segmentation relies on discontinui-
ties in the image data, usually signified by rapid 
changes in pixel signal intensity between two dif-
ferent structures [19].

 Region-Based Segmentation
Region-based segmentation is based on the 
concept of homogeneity. A target structure is 
assumed to possess similar pixels clustered 
together. With the seed point method, the user 
identifies seed points within a target structure, 
and a region of homogenous pixels of similar 
intensities is then grown iteratively. Region- 
growing approaches are typically used for 
contrast- enhanced vascular structures [18].
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 Atlas-Based Segmentation
In atlas-based segmentation, the geometry and 
features of organs, blood vessels, and soft tissues 
are compiled as an atlas. Large databases of 
images can be constructed, providing a rich com-
pendium of anatomical variation within a popula-
tion. Statistical shape models (SSMs) form the 
basis of atlas-based segmentation. SSMs itera-
tively deform to fit the target of new structures 
with shapes that are derived from the atlas train-
ing set of labeled data. Although conceptually 
simple, the implementation can be computation-
ally demanding and time-consuming [18, 20].

 Automatic Segmentation
Fully automated segmentation remains a highly 
desirable goal, because of the time constraints 
imposed by modern medicine. With “one click,” the 
whole task would be implemented accurately and 
reliably from start to finish. Despite the number of 
algorithmic segmentation methods (as outlined 
above), there remains no universal algorithm for 
every form of medical imaging. It is likely such an 
approach is unrealistic owing to the wide variation 
in imaging modalities, anatomical relationships, 
pathological processes, and biological diversity we 
encounter in medical imaging. Requirements of 
brain imaging, for example, would differ signifi-
cantly from abdominal imaging.

Furthermore, automated solutions must factor 
in problems common to all imaging modalities, 
such as partial volume effect (loss of activity in 
small structures due to limited resolution of 
imaging system), imaging artifact (e.g., motion, 
ring, intensity inhomogeneity), and signal noise.

Key requirements of automatic segmentation 
include:

 1. Accuracy: Relevant structures should be cor-
rectly identified and delineated precisely if results 
are to be used in clinical decision-making

 2. Speed: Results should be sufficiently quick to 
enable integration into current clinical 
workflows

 3. Reproducibility: Results should be similar for 
different users analyzing the same data

 4. Robustness: Methods should be applicable in 
a wide range of scenarios [21].

Recent research has demonstrated that convo-
lutional neural networks (a subset of machine 
learning) may help solve the automatic segmen-
tation problem. Briefly, convolutional neural net-
works (CNNs) take inspiration from the animal 
visual cortex processing data in a grid pattern to 
adaptively learn spatial patterns in a hierarchical 
fashion from low- to high-level features [22]. 
Investigators from around the world have suc-
cessfully applied the technique to multiple seg-
mentation problems including brain and 
abdominal segmentation [23, 24]. CNNs repre-
sent a form of supervised learning  – meaning 
they require large training data sets of labeled 
scan data.

 Rendering Methods for 3D Virtual 
Models

We can broadly divide 3D virtual visualization 
into two main categories:

 1. Surface-rendered models
 2. Volumetrically rendered models

 Surface Rendering Techniques

Surface-rendered models are based on indirect 
polygonal mesh representations derived from the 
results of segmentation. For this reason, it is 
alternatively known as indirect volume visualiza-
tion, as the surface mesh representation is not the 
original data set itself.

Through segmentation, we classify each pixel 
of imaging data as belonging to a certain piece of 
anatomy. Results of this labeling are stacked 
sequentially, slice by slice, and used by segmen-
tation software to reconstruct the 3D surface 
geometry. This can subsequently be exported as a 
polygonal surface mesh for further editing and 
processing (Fig. 8.1).

The basic unit of a mesh is a vertex, which 
describes a position in three-dimensional space. 
Two vertices joined by a straight line form an 
edge. A polygon is defined by three (triangle) or 
four (quad) vertices joined by the corresponding 
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number of edges in Euclidean space. Polygonal 
modeling is an approach for representing three- 
dimensional objects by approximating their sur-
face structure using multiple polygons (Fig. 8.2).

Surface extraction methods typically rely on 
binary decisions – for example, whether or not a 
given pixel in an image slice belongs to the sur-
face. This is appropriate for structures with distinct 
surfaces, such as bone/ teeth. However, this can 
produce misleading results when considering non-
homogeneous data sets (e.g., abdominal or pelvic 
imaging), where structures have indistinct bound-
aries. It is common to see a “staircase” or “step-
ping” effect especially as the distance between 
imaging slices increases (this is especially evident 
with MRI imaging). Most models produced with 
this workflow therefore require some processing.

Original advantages such as faster render 
times, a consequence of reduced memory require-
ments in comparison to volume-rendered mod-
els, are less relevant today – due to advances in 
the capacity of graphical processing units 
(GPUs). However, surface rendering continues to 
be an important technique in medical visualiza-

tion with other potential advantages being as 
follows:

 1. Simplicity of interactive visualization on web 
or mobile platforms, due to lower memory 
requirements

 2. Surface mesh models are required for 3D 
printing (see below)

 3. Biomedical virtual simulation using computer 
game engines requires surface mesh models. 
Producing deformable models with physical 
properties that can be “digitally dissected” 
requires surface mesh objects.

 4. The majority of commercial computer graph-
ics software works with surface meshes allow-
ing for advanced model manipulation 
techniques to be applied (e.g., digital sculpt-
ing, division of structures, colorization and 
transparency, realistic texturing of organs).

 Volumetric Rendering
Volumetric rendering, also termed direct volume 
visualization, represents the original data set 
without the requirement of the intermediate rep-

Fig. 8.1 From image segmentation to surface-rendered model – surface-rendered model of mesenteric vascular anat-
omy derived from CT imaging
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resentation. Data is visualized as sampled func-
tions of the 3D volume data that are projected as 
semitransparent volumes onto the 2D viewing 
plane (Fig. 8.3).

Without the requirement of segmentation, the 
method preserves all information contained in 
the image volume. By classifying the values of 
the contributing structures of the volume and 
assigning visual properties such as color and 
transparency, surfaces can be discerned in the 
rendered image.

 3D Printing

The rapid development of 3D printing technol-
ogy in recent years has created new possibilities 
in surgical planning and education. Dramatic 

reductions in cost along with improvements in 
the accuracy have facilitated production of 
patient-specific anatomical printed models.

3D printing or additive manufacturing with 
rapid prototyping was originally described in 
the 1980s and is based on the principle of 
sequentially layering material in order to con-
struct a physical object. Each layer of material 
will be of equal thickness which varies between 
machines and techniques – the smaller the layer 
height, the greater the accuracy or resolution of 
the model.

The first steps in creating a 3D printed model 
from DICOM data are synonymous with the pro-
cess outlined above for creating a 3D surface 
mesh. The area of interest must be segmented and 
subsequently exported as a stereolithography 
(STL) file – the most widely used file format in 
3D printing. However, the raw segmented mesh 
data will likely need processing in order to be 
optimized for 3D printing.

Basic smoothing algorithms can be applied to 
the model to correct minor surface irregularities 
(e.g., secondary to the “stepping” artifact). A side 
effect of smoothing can be a loss of resolution. 
Care must be taken to not grossly distort the orig-
inal anatomy. More advanced techniques can be 
used to divide objects into separate components, 
complete incomplete mesh structures, and per-
form “digital sculpting.” Such manipulations can 
be achieved with most commercially available 
computer graphics modeling software – however, 
this requires a degree of expertise, with a steep 
learning curve commonly observed for novices.

 3D Printing Methods

There are three main methods of 3D printing 
commonly used:

 1. Material extrusion
• Fused deposition modeling (FDM)
• Fused filament fabrication (FFF)

 2. Powder solidification
• Selective laser sintering (SLS)
• Binder Jetting (BJ)

 3. Photosolidification

Fig. 8.2 Surface-rendered polygon 3D models composed 
of vertices, edges, and faces
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• Stereolithography (SLA)
• Polyjet (PJ)
• Digital light processing (DLA)

Material extrusion is the most common tech-
nique utilized by commercially available desktop 
3D printers. Material extrusion printers require a 
continuous filament of “thermoplastic” which is 
extruded through a heated nozzle. The printer 
head is precisely moved under computer control 
using stepper motors, depositing filament on the 
horizontal plane, one layer at a time to define the 
printed shape (Fig.  8.4). They are widely used 
due to their low cost and ease of setup. However, 
drawbacks include slow print times, a relative 
lack of precision (in comparison to other meth-
ods), and reliability issues which may limit their 
clinical utility [6].

Powder solidification techniques, such as 
SLS and BJ, solidify powdered materials. SLS 
uses a laser to sinter a bed of powder (form a 

mass solid by applying heat and pressure, with-
out melting to the point of liquefaction). When 
the layer is solidified, the build plate lowers and 
a new layer of powder is added, and the process 
is then repeated (Fig. 8.5). No support materials 
are required as the powder bed acts as support. 
Binder jetting similarly uses a powder bed build 
plate but instead uses a precisely sprayed liquid 
binder for solidification [25].

Photosolidification uses an ultraviolet light 
laser controlled with lenses and mirrors in order 
to cure a VAT of photocurable liquid resin. The 
build platform is typically inverted and moved up 
as each layer of the object is fabricated in the 
familiar layer-by-layer fashion (Fig.  8.6). 
Photosolidification can rapidly produce highly 
accurate models of incredible intricacy (ideally 
suited for printing lattice-like vascular struc-
tures). Care needs to be taken to ensure the proper 
handling of resin which can cause severe contact 
dermatitis.

Fig. 8.3 Volume-rendered models. Each voxel represents 
a point on a regular three-dimensional grid. Their posi-
tions/coordinates are not explicitly encoded in their values 
but are instead inferred from their position to other voxels. 

In order to render a 2D project of the 3D data set, a camera 
is defined relative to the volume, and each voxel is defined 
using an RGBA (red, green, blue, and alpha) transfer 
function
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When printing patient models for 3D anatomy, 
several considerations should be kept in mind. 
With each method, a degree of technical knowl-
edge is required in order to troubleshoot common 
mechanical or print errors. This would likely 
require a dedicated technician or department if 
printing is to be used in a clinical setting as part 
of routine care processes [25].

 Computer-Assisted Surgery

Computer-assisted surgery (CAS) aims to 
improve the outcomes and safety of surgical 
interventions by utilizing digital technologies for 

preoperative planning and intraoperative naviga-
tion. 3D patient-specific models form an integral 
aspect of CAS. As discussed above, the workflow 
begins with image acquisition, followed by 
higher order processing (segmentation and ren-
dering, etc.) in order to prepare for the visualiza-
tion stage. It is during this phase that surgical 
planning occurs as the surgeon interacts with the 
virtual/physical model in order to gain an 
 appreciation of the specific anatomy and poten-
tially rehearse aspects of the surgery and model 
outcomes.

This interaction is highly variable in terms of 
the specific hardware, user interface, type of soft-
ware utilized, and the planning activity under-

Fig. 8.4 Material extrusion 3D printing

Fig. 8.5 Powder 
solidification 3D 
printing. A high- 
powered laser is used to 
sinter (fuse) particles of 
material (plastic, glass, 
metal). After each layer 
is produced, the powered 
bed is lowered, and the 
roller is used to add new 
layer of material on top, 
and the process is 
repeated
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taken. While 2D screen interfaces constitute the 
principal method of interacting with virtual mod-
els, developments in both virtual and augmented 
realities have allowed for new innovative interface 
mechanisms.

The resulting plan is subsequently transferred 
into the operating room. This can be implicit, 
through a mental representation of the case derived 
from interaction with the model, or explicit, 
through the use of image-guided surgery or 
mechanical guides (e.g., patient-specific 3D 
printed cutting guides). The distinction between 
planning and navigation is increasingly blurred as 
3D models are utilized in theater to aid intraopera-
tive navigation through real-time augmented real-
ity interfaces in which the digital image is overlaid 
onto the operative view. Images can be static, or 
they can utilize advanced tracking techniques in 
order to deform the model in synchronicity with 
real-world tissue manipulations.

3D models have been used in a wide array of 
planning applications. We can categorize activi-
ties of surgical planning into the following gen-
eral tasks:

 1. Improving spatial understanding anatomy and 
pathology

 2. Patient-specific simulation  – task rehearsal 
versus outcome-oriented modeling

 3. Resection planning (usually in the context of 
oncological surgery)

 4. Reconstruction planning
 5. Implant placement/design

 3D and Anatomical Understanding

Anatomical understanding is the baseline require-
ment on which all surgical procedures are planned 
and performed. An improved spatial understand-
ing of a patient’s anatomy and pathology is a 
commonly cited advantage of 3D visualization. 
The task of mentally reconstructing complex 
structures from 2D imaging slice can be difficult, 
even for experienced surgeons.

Several authors have examined the effect of 3D 
virtual models on undergraduate anatomical 
knowledge acquisition. Azer et  al. performed a 
systematic review on the impact of 3D anatomy 
models on learning. Of the 30 studies, 60% were 
randomized controlled trials and the remaining 
40% non-randomized comparative studies. 60% 
utilized objective outcome measures (OSCE, writ-
ten exam) as opposed to 40% in which subjective 
ratings were used [26]. Definitive conclusions 
from these studies are difficult owing to the het-
erogeneity of methods used and lack of validation 
for the given outcome measures. Students gener-

Fig. 8.6 Photosolidification 
3D printing
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ally had a preference for 3D visualization tech-
niques over traditional teaching methods [26]. 
However, not all studies demonstrated the superi-
ority 3D in comparison to other teaching methods. 
An important observation of this work was to rec-
ognize that multiple factors interact to influence 
the effectiveness of 3D models on learning. These 
include 3D model and interface design, cognitive 
load and task complexity, factors related to the 
learner (e.g., innate visual-spatial ability), and 
integration of 3D tools into a wider curriculum.

Few authors have compared the effectiveness of 
virtual and printed models. Kong et al. found that 
both virtual and printed models enabled superior 
understanding of hepatic segment anatomy in com-
parison to traditional atlas-based training but found 
no difference between the two 3D groups [27].

Relatively fewer studies have evaluated the effect 
of 3D models on surgeon anatomical understanding. 
Awan et al. found the use of 3D printed models of 
acetabular fractures during a formal training pro-
gram improved radiology trainee’s short-term ability 
to identify fracture subtypes [28]. Yang et al. evalu-
ated the effect of 3D printed models on the under-
standing of a retroperitoneal tumor anatomy for 
medical students, trainees, and consultant (attend-
ing) surgeons. When asked to identify three vascular 
structures, 3D printed and virtual models both dem-
onstrated superiority over MDCT (83.33, 73.33, and 
46.67%, respectively, P  =  0.007), with maximum 
benefit derived from student group [14].

3D visualization techniques are thought to be 
of maximum benefit when considering complex 
variable anatomy. Cromeens et al. tested the abil-
ity of pediatric surgeons (n = 21) to identify anat-
omy, understand point-to-point measurements, 
and the shape and scale in pygopagus twins using 
conventional CT versus virtual reconstructions 
versus 3D printed models. 3D printed models sta-
tistically increased understanding of shape, scale, 
and anatomy in a significantly quicker time in 
comparison to MDCT [13].

 Patient-Specific Simulation

We can broadly classify simulation using 3D 
patient-specific modeling into two groups: (a) 
process simulation and (b) outcome simulation. 

In process simulation, the model is used either 
virtually or physically to recreate the entire pro-
cedure or steps of the procedure. Outcome simu-
lation attempts to predict operative outcomes and 
impact of surgery for patients. This can include 
predictions on the aesthetic appearance post- 
reconstruction, blood flow, or organ function 
[21].

 Process Simulation
Surgical education has undergone a paradigm 
shift in recent decades as learning has transi-
tioned from the operating theater to the simula-
tion lab. Reduced operative volume, the need for 
competency-based curriculum, and patient safety 
concerns have accelerated this transition. Surgical 
simulation enables trainees to practice and 
rehearse skills in a safe environment. This may 
be especially important for complex, infrequently 
performed procedures.

Simulation can encompass a wide range of 
techniques and activities; however, perhaps one 
drawback of existing training models is their 
generic nature that lacks the anatomical variation 
found in real patients [29, 30]. 3D modeling has 
opened the possibility of patient-specific rehearsal. 
Imaging data can now be used to generate virtual 
and physical models in which a trainee or surgeon 
can perform key operative steps before carrying 
out the actual operation on a real patient. When 
considering the link between deliberate practice 
and expert performance in a wide range of fields 
such as sports, board games, and music, patient-
specific rehearsal offers great promise in improv-
ing operative performance and safety [31, 32].

 3D Printing and Simulation
The ability to print accurate scale models of bony 
anatomy (Fig. 8.7) has enabled surgeons from a 
variety of specialties to rehearse aspects of 
trauma and reconstructive surgery. Surgeons have 
used these printed models to design and perform 
osteotomies, prebend, and apply osteosynthesis 
implants. Head and neck surgeons have used 
such methods extensively to simulate compli-
cated mandibular and other complex facial recon-
structions [33–35]. Authors commonly cite 
reduced operative times, improved accuracy, and 
superior aesthetic results as the key benefits [8].
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The hard materials used by the majority of 3D 
printers limit their use for simulation of proce-
dures involving soft organs. However, soft flexi-
ble materials can now be printed, and hard 3D 
prints can be used to make silicone molds for tra-
ditional casting techniques.

Coelho et al. recently developed a 3D printed 
model with multiple materials of varying consis-
tencies and resistances for planning frontoeth-
moidal meningoencephalocele surgical 
correction. Aside from reducing operative time 
by an estimated 29%, the model facilitated multi-
disciplinary discussion between neurosurgeon 
and plastic surgeons allowing alterations of the 
previously defined plan [36].

Initial feasibility studies for simulating 
nephrectomies with patient-specific 3D printed 
models have been undertaken. Glybochko et al. 
evaluated patient-specific silicone models for five 
patients with renal cell carcinoma. Surgeons 
rated the models highly for fidelity, and, subjec-
tively, the models enabled better evaluation of the 
tumor anatomy [37]. Von Rundstedt et al. simi-
larly generated patient-specific soft models for 
preoperative rehearsal for ten patients with com-

plex renal tumor anatomy. Construct validity was 
demonstrated by similar enucleation times and 
resected tissue volumes between the model and 
actual tumors. Authors felt such rehearsals 
impacted their operative approach as difficulties 
encountered during the simulation significantly 
altered the approach to the tumor in several cases 
[15]. Cheung et al. used a three-stage production 
process to develop and validate a pediatric lapa-
roscopic pyeloplasty. 3D organs based on imag-
ing data were used to create 3D printed molds for 
subsequent silicone casting. During initial valida-
tion at the Canadian Urological Association, both 
trainee and expert users rated the models 4.75 
(out of 5) for overall impression, 4.50 for realism, 
and 4.38 for handling [38]. Although promising, 
these early studies lack any clear objective assess-
ment of utility or transferability into theater. 
Further drawbacks relate the time and expense 
incurred, with models taking up to 5  days and 
$450–$1000 to produce.

 Virtual Patient-Specific Simulation
Given the material cost and infrastructure 
required for physical model production, virtual 
simulation is desirable. However, generating 
patient-specific realistic procedural simulations 
based on imaging-derived 3D models remains a 
significant challenge.

Models must undergo complex post- 
segmentation processing in order to be optimized 
for a game engine  – the software development 
environment used in video game development 
that enables realistic rendering and physics to be 
applied to 3D models.

Creating deformable models with real-world 
physical properties that the user can interact with 
and dissect would not only be costly and time- 
consuming but also require a team with advanced 
computer programming knowledge [39].

Currently, only a handful of early feasibility 
studies are available. Rai et  al. utilized Mimics 
(Leuven, Belgium) 3D virtual simulation envi-
ronment in order to simulate three partial 
nephrectomy cases using CT reconstructed mod-
els [16]. Other preliminary studies by head and 
neck surgeons developed a virtual surgical envi-
ronment for simulating ten endoscopic skull base 

Fig. 8.7 1:1 scale FDM 3D printed sacrum derived from 
CT data (print material PLA, print time 34 h)
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procedures, demonstrating sufficient realism to 
allow patient-specific rehearsal [40]. Despite the 
obvious difficulties posed by virtual patient- 
specific simulation, the potential benefits for sur-
gical training and patient safety are enormous 
and should therefore be a research priority in sur-
gical education and training moving forward.

 Outcome Simulation
Outcome simulation attempts to predict the result 
of surgery. We encounter four main types of out-
come simulations in the literature: aesthetic, 
motion, blood flow, and structural. As discussed 
in further detail below, aesthetic outcomes are 
especially important in plastic and oral maxillo-
facial surgery. Computer modeling using finite 
element methods can accurately predict the soft 
tissue changes following bony reconstruction of 
the mandible and hence the resulting facial 
appearance [41]. The anticipated range of motion 
can similarly be modeled after orthopedic 
implants. This can facilitate decision-making, as 
real-time feedback is provided as different 
implants and placements are virtually trialed 
[42].

With virtual stenting, postoperative blood 
flow patterns can be modeled. This can be crucial 
when planning interventional procedures, e.g., 
aneurysm repair. The pressure and wall stress fol-
lowing stent placement can be predicted, mean-
ing placement can be optimized [21]. Orthopedic 
surgeons use algorithmic approaches to predict 
the structural integrity of an implant and ana-
tomic embedding. Surgeons can now visualize 
the forces and stresses on implants in order to 
optimize configurations [43].

 Resection Planning

Achieving R0 (tumor-free) resection margins is 
the primary objective of curative oncological sur-
gery and is one of the most important predictors 
of long-term survival [44].

Surgical planning involves interpretation of 
2D CT/MRI imaging in order to mentally recon-
struct the tumor anatomy and relationships to 
surrounding structures. 3D modeling may be 

especially beneficial when planning complex 
resections, given the potential for improved ana-
tomical understanding that may subsequently 
impact decision-making and operative perfor-
mance. One of the challenges of this surgery lies 
in removing sufficient tissue to ensure tumor-free 
margins while preserving enough tissue to avoid 
post-resection liver failure. Identification of vas-
cular tributaries is fundamental aspect of plan in 
order to preserve healthy liver. Hepatobiliary sur-
geons have used 3D reconstructions in planning 
liver resections for primary and secondary liver 
cancer [45].

Tian et  al. virtually simulated resection of 
tumors, demonstrating accurate predicted values 
for the specimen volume and surgical margins 
using the technique [46]. Wang et al. examined 
the effect of 3D visualization and virtual resec-
tion on surgical planning in comparison to 2D 
imaging on 305 consecutive patients undergoing 
hepatectomy. 3D visualization was found to alter 
the intended surgical plan for complex hepatec-
tomy patients in 49/131 cases; notably, 15 
patients deemed unresectable based on 2D 
DICOM data were reconsidered operable. The 
virtual resection volumes similarly correlated 
with the eventual specimen volume [47].

Virtual 3D analysis of hepatic tumors enabled 
accurate identification of tumor-bearing vascula-
ture and perfusion areas essential for anatomical 
segmentectomy. Furthermore, by combining per-
fusion data with virtual resections, surgeons can 
automatically be provided with resection vol-
umes, functional liver reserve, and dysfunction 
volumes, all critical information when planning 
the feasibility of hepatectomy. However, not all 
studies demonstrated 3D had any benefit. For 
example, Andert et  al. found no difference 
between the R0 resection rates for hilar cholan-
giocarcinoma for 3D (n  =  17) versus non-3D 
(n = 16) planning methods [48].

Video-assisted thoracotomy (VATS) lobec-
tomy is a lesion-oriented procedure requiring a 
clear understanding of the pathology in relation 
to the complex distribution of blood vessels and 
bronchi. Consequently, thoracic surgeons have 
utilized 3D reconstructions for planning mini-
mally invasive pulmonary resections [49, 50]. 
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Similar preliminary work has been conducted in 
planning partial nephrectomy for renal cell car-
cinoma, complete mesocolic excision for 
colonic cancer [12], and complex sarcoma 
resections [51]. While 3D was considered to be 
useful and beneficial to operative performance, 
these studies are characterized by subjective 
findings lacking comparators, thus precluding 
any firm conclusions. At St. Mark’s Hospital 
(London, UK), we have performed initial feasi-
bility work assessing 3D reconstructions for 
planning locally advanced rectal cancer exen-
terative surgery (Fig. 8.8).

 Reconstruction

Oral maxillofacial surgery (OMFS) serves as one 
of the best examples of using 3D modeling for 
planning reconstructive surgery. OMFS primarily 
deals with the reconstruction of the bones of the 
facial area following trauma or to correct con-
genital malformations [52]. Not only is craniofa-
cial anatomy geometrically complex, but 
deformities are also exceptionally visible and 
carry a considerable psychosocial burden for 
patients. The precision and aesthetic require-
ments of procedures are therefore particularly 

Fig. 8.8 3D surface- 
rendered reconstructions 
of two complex 
colorectal cancer 
patients requiring 
exenterative surgery

J. Fletcher and D. Miskovic



107

stringent. 3D imaging potentially has its biggest 
impact where correction of defects is essential 
for functional and cosmetic outcomes.

3D visualization techniques have been used 
not only to improve understanding of the defor-
mity but to also accurately plan osteotomies, vir-
tually/physically rehearse reconstructive 
techniques [52], accurately model the soft tissue 
postoperative appearances [53], and 3D print 
patient-specific cutting guides and custom 
implants [54]. Such measures have enabled 
quicker surgery with improved precision and aes-
thetic outcomes [55, 56].

In facial trauma, the spatial localization of 
bone fragments is essential in restoring the shape 
of the face and normal bite. 3D CT enables plan-
ning symmetrical corrections along with place-
ment of implants. Several studies have 
demonstrated the value of 3D CT visualization in 
the treatment of displaced complex midfacial and 
mandibular fractures [54, 57, 58].

3D has also demonstrated value in the evalua-
tion and treatment of craniofacial clefts, synosto-
ses, and other asymmetries. In craniosynostosis – a 
condition in which the cranial suture closes pre-
maturely changing the growth pattern of the 
skull  – 3D CT is more likely to reveal subtle 
asymmetries and result in more accurate classifi-
cation of abnormal suture lines [59]. 3D printing 
also provides a useful means of simulating sur-
gery, particularly through planning and perform-
ing osteotomy sites.

In one review, Lin et al. identified 78 studies in 
the past decade that have employed 3D printing 
to transfer virtual planning to actual orthognathic 
reconstructions (methods include occlusal 
splints, osteotomy guides, repositioning guides, 
fixation plates/implants, spacers, and 3D models) 
[60]. The majority of studies were prospective 
case series ranging between 1 and 150 patients 
(with a median of 10) using accuracy as primary 
outcome measures.

Significantly fewer randomized controlled 
trials have been undertaken. Ayoub et al. com-
pared computer-assisted mandibular recon-
struction with vascularized iliac crest bone 
grafts with conventional surgery with a total of 
20 patients randomized into each group. 

Computer-assisted surgery reduced the trans-
plant ischemia time and reduced the donor site 
defect size [61].

 Discussion

3D modeling is an emerging technology that will 
likely gain increased prominence within surgical 
workflows in the next decade. Patient-specific 
modeling offers not only the potential for improv-
ing anatomical understanding but also novel 
ways of interacting with imaging data. Proponents 
hope the use of such models will facilitate the 
delivery of precision medicine and result in safer, 
faster surgery with better outcomes.

However, the effectiveness of 3D virtual or 
printed models remains to be definitively estab-
lished. Considerable technical challenges remain 
if 3D modeling is to be integrated into routine 
care. The surgical community will likely need to 
partner with industry if model production is to be 
automated.

We have yet to elucidate the ideal user (novice 
versus expert), specific indications, optimum 
design, and interface features. The majority of 
the current literature consists of small-scale fea-
sibility studies in which only subjective measures 
of utility are employed. Future research must 
address these questions and establish adequate 
methodology in order to validate 3D modeling as 
an effective adjunct to preoperative planning.
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Realistic Organ Models 
for Simulation and Training

Pratik M. S. Gurung and Ahmed E. Ghazi

Abbreviations

3D  Three dimensional
CAD Computer-aided design
cm  Centimeter
CT  Computed tomography
DICOM  Digital imaging and communication 

in medicine
EBL  Estimated blood loss
GEARS Global evaluative assessments scores
MIPN  Minimally invasive partial 

nephrectomy
mm  Millimeter
N  Newton
OR  Operating room
PCS  Pelvicalyceal system
PSM Positive surgical margin
PVA  Polyvinyl alcohol
RAPN Robot-assisted partial nephrectomy
RMSE Root mean square error
STL  Stereolithographic
WIT  Warm ischemia time

 Introduction

Simulation training has an important emerging 
role in optimizing the technical as well as non- 
technical skills of surgical trainees in most spe-
cialties, including urology [1]. In the current 
healthcare systems worldwide, with the compet-
ing demands of producing competent surgeons in 
a time-efficient manner on the one hand and 
ensuring patient safety on the other, simulation 
training can move the learning curve of the 
trainee surgeon away from the patient in the oper-
ating room to a more controlled environment in 
the simulation room [2]. Indeed, simulation train-
ing, delivered in a structured format, within pre-
scribed surgical curricula, has been recommended 
by most training program directors [3]. Moreover, 
advances in technologies, such as the expanding 
applications of robotic platforms, necessitates 
updated, dynamic, and sophisticated surgical 
simulation training to be incorporated into such 
surgical curricula [4].

With respect to organ models for use in simu-
lation platforms, the utopian ideal would be high- 
fidelity models which can be utilized to recreate 
the most critical steps of the operation, custom-
ized to the specific patient. Cadaveric and live 
animal models, although allowing a realistic pro-
cedural experience, are significantly limited, for 
routine and wide-scale use in surgical curricula, 
due to a variety of factors – such as cost, avail-
ability, potential for transferrable diseases, and 
ethical concerns [5]. Even allowing for these 
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limitations, such animal or cadaveric models do 
not provide operative exposure to specific ana-
tomical variations (e.g., vascular anatomy) and/
or specific pathologies (e.g., tumor size, location) 
which are important for achieving a higher level 
of proficiency [6]. In this context, artificially 
elaborated organ model platforms, which not 
only replicate the morphological architecture and 
mechanical texture of actual human organs but 
also enable dynamic and functional immersion 
during simulation (e.g., bleeding during partial 
nephrectomy during robotic simulation or urine 
leak during percutaneous nephrolithotomy), may 
add considerable value to the simulation training 
experience. Such immersive and high-fidelity 
simulation training, in turn, may translate to an 
improved learning curve for trainees, better per-
formance (even in experienced surgeons beyond 
their learning curve when tackling complex 
cases), and ultimately better surgical outcomes 
for the individual patient. In this chapter, the uro-
logic system is used as a paradigm, but the same 
principles could be applied to other target anat-
omy and organ systems.

 Combining Technologies: 3D 
Printing and Hydrogel Casting

Three-dimensional (3D) printing is a process 
which enables the creation of a three-dimensional 
solid object from a digital model of that object. 
Since the introduction of stereolithographic 
(STL) systems in the 1980s, 3D printing technol-

ogy has rapidly expanded, and the growth of 
medical 3D printing has been particularly impor-
tant [7]. Essentially, medical 3D printing involves 
five technical steps (Fig. 9.1) [8].

The first step requires the selection of the tar-
get organ (e.g., kidney, prostate) based on the 
available acquired imaging (e.g., computed 
tomography, magnetic resonance imaging). The 
selected target images are then “segmented” from 
digital imaging and communication in medicine 
(DICOM) to STL file format. The segmented 
files are optimized and sent to a selected 3D 
printer with the selected materials. The printer 
then produces the object, using appropriately 
selected materials, from the base layer sequen-
tially into a series of top layers. In the end, the 
selected patient-specific organ model is created.

In general medical use, the majority of printed 
models are made of hard materials. While such 
models are useful to understand anatomical 
pathology for the surgeon and the patient, they do 
not allow simulated practice due to their limited 
material resemblance to tissues and low fidelity 
in haptic feedback and dynamic interactions. 
Hence, materials with the appropriate biome-
chanical properties are required to create an 
organ model (e.g., prostate gland, kidney). 
Furthermore, combinations or permutations of 
such materials may be required to attempt to rep-
licate the differing physical properties of the dif-
ferent structures within the organ (e.g., artery, 
vein, and collecting system within the kidney). 
Moreover, such models may be incorporated into 
a high-fidelity simulation platform (e.g., bleeding 
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Fig. 9.1 Steps in 3D printing workflow (modified from [8]), with our modifications for the fabrication of soft realistic 
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from a renal vein or urine leak from the collecting 
system if such structures are inadvertently vio-
lated during a partial nephrectomy simulation). 
In this regard, polyvinyl alcohol (PVA), a bio-
compatible and inexpensive hydrogel polymer, 
can be adapted to mimic human tissues in the 
fabrication process of the organ model [9]. PVA 
can be altered to replicate the variable mechani-
cal properties of different tissues such as tissue 
parenchyma, blood vessels, tumors, and fat by 
varying PVA concentration and the number of 
processing (freeze/thaw) cycles that form poly-
meric bonds. The desired concentration is 
obtained by heating commercially available PVA 
powder and varying amounts of water. The result 
is a relatively viscous gel that is shelf-stable and 
cost-effective (currently costing approximately 
$1 per liter). The freezing process is completed at 
−20 °C, and thawing is completed at 23 °C for 
varying times depending on the size of the object. 
The phase change property of PVA is also critical 
for the fabrication process whereby the induction 
of cross-links, through successive freeze/thaw 
cycles, polymerizes it from an injectable gel into 
a progressively stiffer and more solid texture that 
maintains its shape. To configure this PVA hydro-
gel into the geometry of a patient’s specific anat-
omy, combinations of additive and subtractive 
methods are utilized.

 Realistic Organ Models in Urology: 
Kidney – Partial Nephrectomy

In urology, there are a number of realistic organ 
models in development and validation. Upper 
tract models include kidney models for partial 
nephrectomy (PN) or percutaneous nephrolithot-
omy (PCNL). Lower tract organ models include 
those of the prostate for radical nephrectomy and 
bladder for radical cystectomy – generally for use 
in minimally invasive surgical platforms (e.g., 
robot-assisted radical prostatectomy and robot- 
assisted radical cystectomy). Herein, using a kid-
ney model optimized for partial nephrectomy as 
an illustrative example, the salient aspects of the 
rationale, methods of creation, and methods of 
validation of a PVA hydrogel model, for use as a 

full immersion surgical simulation platform, are 
summarized. In this chapter, we have provided 
details of our operating protocols for experi-
ments, experimental data, and observational 
experiences enabling readers to follow and/or 
replicate our work.

 Rationale

As opposed to radical nephrectomy, which 
involves the removal of the whole kidney, mini-
mally invasive partial nephrectomy (MIPN), per-
formed either laparoscopically or robotically 
(robot-assisted partial nephrectomy, RAPN), 
attempts to preserve nephrons during the defini-
tive surgical treatment of small renal masses 
(SRMs) which are concerning for cancer. 
Although MIPN, in particular RAPN, is increas-
ingly popular worldwide, there are some techni-
cal barriers to its widespread adoption owing to 
factors which impact on the learning curve of 
those seeking proficiency. These include the need 
to appreciate the 3D spatial configuration of the 
tumor within the kidney in order to minimize 
positive surgical margins or entry into the collect-
ing system; the advanced technical skills required 
to minimize ischemia during selective or nonse-
lective arterial clamping, tumor resection, and 
renorrhaphy; and handling of tissues with limited 
haptic feedback compared to open surgery. In 
this context, a simulation platform, which incor-
porates a realistic patient-specific 3D kidney 
model, allows rehearsal of the MIPN prior to the 
actual case.

 Method of Model Creation

Each patient-specific model starts by importing 
DICOM files from a CT scan of a patient with a 
renal tumor scheduled for a MIPN, into a medical 
image processing software (e.g., Mimics, 
Belgium). Segmentation is completed for each 
component of the patient’s kidney including the 
parenchyma, tumor, inferior vena cava and renal 
vein, abdominal aorta and renal artery, and uri-
nary drainage system (Fig. 9.2a). Most structures 
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are amenable to being isolated with “threshold-
ing” and “region-growing” tools. Multiple slide 
edits are used to increase the accuracy of the seg-
mentation for non-contrasted structures. Each 
component is then converted to a 3D mesh 
(Fig. 9.2b) and imported into the medical image 
processing software to form a computer-aided 
design (CAD) model of the patient’s anatomy. 
Each structure is wrapped and corrections are 
made following recommendations from the “fix 
wizard” (Fig. 9.2c). To recreate both anatomical 
and functional aspects of the patient’s kidney 
using PVA hydrogel, the patient’s CAD is then 
converted into an “injection mold” by using a 
Boolean difference operation to create a cavity of 
the same shape (Fig. 9.2d). PVA is injected into 
these molds and once processed will retain the 
cavity geometry representative of the patient’s 
anatomy (Fig.  9.2e). The three main injection 
molds are of the tumor, kidney, and renal hilum 
(Fig. 9.2f). Once all injection molds are designed, 

they are printed in hard plastic (PLA) on a 3D 
printer (e.g., Fusion3 Design; Greensboro, NC).

To incorporate the functionality of the model 
in terms of bleeding and urine leakage, the hilar 
structures (arterial, venous, and calyx urinary 
systems) are printed using dissolvable PVA fila-
ment using a FlashForge Creator Pro and coated 
with processed PVA (Fig. 9.3a). Once the layers 
are solidified, the inner PVA filament is dissolved 
in water to create a hollow, watertight vascular 
and urinary system (Fig.  9.3b). All these struc-
tures are then registered into the hilar mold and 
surrounded by PVA to mimic fat, which will form 
the hilar plug. Simultaneously, the tumor mold is 
also injected with PVA hydrogel mixed with sil-
ica powder or iodinated contrast to mimic the 
acoustic appearance of these tissues under ultra-
sonography and X-ray imaging. The final injec-
tion mold will form the kidney, encasing the 
preformed tumor and hilar plug to form a single 
entity (Fig. 9.3c). This mold is then injected with 

a b c

d e f

Fig. 9.2 (a) Segmentation of patient’s DICOM images; 
(b) resulting 3D mesh; (c) CAD after repairs and smooth-
ing in 3-matic; (d) Boolean subtraction to form mold for 

kidney; (e) injection mold for kidney printed in PLA with 
registration points for hilar plug and tumor; (f) kidney, 
tumor, and hilar molds
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PVA previously tested to replicate the mechani-
cal properties of human kidneys (discussed 
below). The result is a kidney phantom that repli-
cates the patient anatomy (Fig. 9.3d).

 Methods of Model Validation

There are various levels of validation that are 
desirable for the model generated. Firstly, realis-
tic surgical simulation requires that the synthetic 
organs demonstrate lifelike mechanical charac-
teristics. As a substitute for human kidneys, 
 porcine tissues have been widely used due to 
their greater availability, decreased biohazard 
concerns, and similarity of properties to human 
tissue. Porcine kidneys, ex vivo, have been dem-

onstrated to closely match the material properties 
of human kidneys sufficiently enough to be used 
as a surrogate [10, 11]. Guided by this work, we 
tested fresh porcine kidney specimens to model 
the mechanical properties of the PVA hydrogel 
used in our models. Compression testing was 
completed in order to determine the concentra-
tion of PVA hydrogel that best replicates the 
properties of the porcine kidney. Porcine kidneys 
were obtained within 24 hours after death and 
kept at 4 °C until testing. Samples were carefully 
cut out of the cortex into cubes taking care to 
exclude the medulla. Forty samples were har-
vested. Four different conditions of PVA were 
prepared by varying combinations of concentra-
tions and freeze/thaw cycles. The samples were 
prepared in blocks that are the size of average 

a b

c d

Fig. 9.3 (a) PVA prints of the renal artery, renal vein, and 
calyx. (b) Following our processing technique to fabricate 
hollow vascular structures. (c) Positioning of hilar struc-

tures and tumor in kidney mold (CAD). (d) Kidney phan-
tom arranged in mold
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kidneys. Each sample was placed in a −20  °C 
freezer for 16 hours and then thawed at 23 °C for 
8  hours for as many cycles as prescribed. Ten 
cubes of each condition were cut from the blocks 
and measured 10.14 (± 0.659) mm in length and 
width and 9.966 (± 0.725) mm in height over all 
samples harvested. Samples were placed on 
sandpaper-covered test plates in order to create a 
no-slip boundary, and excess fluids were removed 
between tests (Fig.  9.4a). An Instron 
ElectroPulsTM E10000 Linear-Torsion All- 
Electric Dynamic Test Instrument (Instron Corp, 
Norwood, MA) with a 1000 N load cell was used, 
and data acquisition and testing protocol were 
handled by Bluehill software (Instron Corp, 
Norwood, MA). Porcine samples were com-
pressed along their heights, corresponding with 
the radial vector, at a rate of 10 mm/min. PVA 
samples were compressed along their heights 
without preference to orientation at a rate of 
10 mm/min (Fig. 9.4b). The test ended after fail-
ure or if a force of 1 MPa was reached.

Strain was calculated as a percent change in 
height (mm/mm). Stress was calculated as force 
measured (N) over the initial cross-sectional area 
(mm2). Figure  9.5 displays the average stress 

experienced over low strains relevant to those 
applied during surgery for each of the PVA con-
ditions and cortex samples. The root mean square 
error (RMSE) was calculated between each curve 
representing a PVA condition to the porcine cor-
tex in order to establish which condition best rep-
licated that of the porcine cortex. Results are 
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Fig. 9.4 Compression testing: (a) porcine kidney; (b) cortex sample during compression testing
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displayed in Fig.  9.5. Preliminary mechanical 
testing data showed that the stress-strain relation-
ship for PVA at a concentration of 7% after two 
processing cycles produced the lowest RMSE 
(0.0003) compared to porcine tissue. This assess-
ment would serve as the basis for replicating the 
mechanical properties of human kidney tissue.

Secondly, with respect to validity, the models 
generated need to be validated for anatomical 
accuracy. To authenticate their anatomical accu-
racy, the patient-specific PVA kidney phantoms 
are reimaged using a CT scanner, at a spatial reso-
lution of 3 mm after backfilling the calyx, artery, 
and vein within the kidney with iodinated contrast. 
A similar process of segmentation and surface 
reconstruction is performed using the models’ 
DICOM images to generate duplicate sets of CAD 
files one from the patients’ original scan and the 

other from the PVA replica. The separate CAD 
files from the patient’s original imaging and the 
matching PVA kidney phantom are then overlaid. 
A detailed quantitative error analysis, with multi-
ple iterations in order to minimize the discrepan-
cies between the image overlays, is performed 
using the part comparison tool in the analysis 
module of the medical image processing software 
(e.g., Mimics 3-matic, Belgium). A visual repre-
sentation of the discrepancies between the model 
and patient is displayed over the surface of the 
CAD of the model in millimeters. An example of 
the resulting visual analysis is shown in Fig. 9.6.

Finally, validation of surgical simulation to 
resemble live surgical cases needs to be per-
formed. In order to recreate the entire operative 
experience, a full procedural rehearsal platform 
containing the patient-specific kidney model, 
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Fig. 9.6 Analysis using part comparison tool displaying 
distance (mm) of the model from the patient kidney, (a) 
anterior view of the kidney; (b) posterior view of the kid-

ney; (c) anterior view of the tumor; (d) posterior view of 
the tumor, (e) artery, (f) vein, and (g) calyx
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along with the relevant generic surrounding 
structures such as the bowel, liver, or spleen, is 
fabricated and added one at a time within a cus-
tom abdominal trainer (Fig. 9.7a, b). The trainer 
is further covered in a generic outer abdominal 
wall model so that incisions and trocar access 
can be performed in order to recreate the rele-
vant steps of surgery (e.g., placements of ports 
and docking of the robotic arms, as seen in the 
background of Fig. 9.7c). Rehearsals of the main 
surgical steps, with respect to the patient-specific 
partial nephrectomy, can then be performed 
(e.g., robot-assisted partial nephrectomy, as seen 
in Fig. 9.7c–f). Emphasis is placed not only on 
rehearsing the sequential steps of the actual sur-
gery, from incision to specimen retrieval, but 
also on precision and efficiency with respect to 
identifying the correct tissue planes, avoiding 
collateral damage to adjacent structures, resect-
ing the tumor, and repairing the parenchymal 
defect. In this respect, metrics such as operating 
room (OR) time, estimated blood loss (EBL), 
clamping time or warm ischemia time (WIT), 
entry into the collecting system, and positive 
surgical margins (PSM) can be collected. Such 

metrics from the simulated case can be com-
pared against the readouts for the actual surgical 
case. Moreover, quality of outcome metrics, 
such as perioperative complications and length 
of hospital stay, can also be collected for the sur-
gical cases. Additionally, the multi-metric valid-
ity of these models can be demonstrated through 
their ability to differentiate experts and novices 
(Fig. 9.7). As such, these models have been dem-
onstrated to exhibit face, content, construct, and 
concurrent validity [12–14].

To validate our simulation platform, DICOM 
files, from a CT scan of a patient with a single 
renal artery and moderate tumor complexity 
(4.2 cm in size, partially exophytic, close prox-
imity of the PCS, and a RENAL nephrometry 
score of 7x) scheduled for a RAPN, were 
imported and utilized to fabricate a kidney 
phantom. Individual components (kidneys with 
incorporated vasculature and pelvicalyceal sys-
tem (PCS), Gerota’s fascia, surrounding fat lay-
ers, peritoneum, partial colon segment, and 
abdominal wall) were then assembled in ana-
tomic orientation and subjected to final process-
ing for organ cohesion to create the simulation 

a b

c

d e f

Fig. 9.7 (a) Kidney phantom laying on a fabricated pos-
terior abdominal muscular wall, surrounded by fat and 
with the major vessels in the midline. (b) Completed 
model prior to rehearsal with added fat, descending colon, 
and spleen. (c) Rehearsal in progress in a mock operating 

room. (d) Left: Intraoperative ultrasound image. Right: 
Ultrasound probe used to identify tumor borders during 
simulation. (e) Excision of a tumor with functional bleed-
ing. (f) Closure of the parenchymal defect
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platform for RAPN.  Following institutional 
research review board (IRB) approval, 43 par-
ticipants (16 experts with >150 upper-tract 
robotic cases and 27 novices with >10 but <50 
robotic upper-tract cases) in 2 academic institu-
tions were recruited. Experts were defined as 
per Larcher et  al. [15]. Using the da Vinci 
robotic platform (Intuitive Surgical, CA, USA), 
participants performed all steps of a partial 
nephrectomy (Fig. 9.7). All participants received 
the same instructions prior to surgery and were 
encouraged to treat the procedure as a live case 
with an experienced bedside assistant. 
Differences in performances, among the two 
groups, were calculated by comparing 
procedure- specific metrics incorporated into our 
models. Warm ischemia time (WIT) was calcu-
lated as in live surgery. The fabricated vascula-
ture was perfused with a combination of red 

saline and glycerine to simulate blood viscosity 
[16]. Estimated blood loss (EBL) was calcu-
lated by measuring the artificial blood in the 
suction at the end of the simulation. Positive 
surgical margins (PSM) were ascertained by an 
inspection of the specimen. Third-party valida-
tions (C-SATS) of tumor resection and renorra-
phy were completed after reviewing recovered 
videos using the validated Global Evaluative 
Assessment of Robotic Skills (GEARS) [17]. 
Significant differences were observed, between 
experts and novices, with respect to WIT, EBL, 
PSM, and GEARS (all p values <0.001) 
(Fig.  9.8). Moreover, whereas there were no 
major complications in the expert group, six 
major intraoperative complications were 
reported in the novice group which included two 
renal vein injuries, two renal artery injuries, and 
two ureteric transections.
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Fig. 9.8 Differentiation between experts and novices 
during robotic partial nephrectomy simulation using real-
istic organ models. (a) Operating room (OR) time is sig-
nificantly lower in experts, (b) warm ischemia time (WIT) 

is significantly lower in experts, (c) estimated blood loss 
(EBL) is significantly lower in experts, (d) global evalua-
tive assessments scores (GEARS) are significantly higher 
in experts
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 Conclusions

Using robot-assisted partial nephrectomy as an 
illustrative example, it is evident that realistic 
organ models can be created with the overarching 
goal of improving surgical training and, ulti-
mately, surgical outcomes. As the creation and 
use of such organ models become increasingly 
common within various simulation platforms, it 
is important that literature pertaining to their 
methodology and validation become robustly 
assessed so as to be able to replicate and stan-
dardize reported protocols.
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The Challenge of Augmented 
Reality in Surgery

P. J. “Eddie” Edwards, Manish Chand, Manuel Birlo, 
and Danail Stoyanov

 Introduction

Imaging has revolutionized surgery over the last 
50 years. Diagnostic imaging is a key tool for 
deciding to perform surgery during disease 
management; intraoperative imaging is one of 
the primary drivers for minimally invasive sur-
gery (MIS), and postoperative imaging enables 
effective follow-up and patient monitoring. 
However, notably, there is still relatively little 
interchange of information or imaging modality 
fusion between these different clinical pathway 
stages [1].

Preoperative imaging provides three- 
dimensional (3D) digitization of internal patient 
anatomy and pathology which can be segmented 
and converted to surfaces in order to be displayed 
as a virtual model. The idea of presenting this 
model directly overlaid on the surgeon’s view of 
the surgical site during procedures has been 
around for several decades, with solutions being 
proposed in the neurosurgical microscope as early 
as 1982 [2] and in head-mounted displays in 1996 
[3]. Since these early beginnings, there has been a 
steady increase in research interest around both 
the technology and the clinical translation of such 
systems. An excellent overview of the current 

state of the art in terms of the technology is pro-
vided by the book by Peters et al. [4] and recent 
reviews on the topic [5, 6].

Augmented reality (AR) devices can be 
broadly split into two groups – video-based AR 
and optical see-through AR (Fig. 10.1). Literature 
around the former is dominated by efforts in MIS 
and laparoscopic procedures, which are very 
amenable to AR when performed either with 
handheld instrumentation [5] or with robotic sys-
tems such as the da Vinci® Surgical System 
(Intuitive Surgical Inc., CA) [7].

Optical see-through AR, which began with 
surgical microscope systems, has had a resur-
gence of interest due to the prevalence of wear-
able AR head-mounted displays, such as the 
Microsoft HoloLens™, but recent studies still 
suggest that more work is needed, especially in 
hardware to make the technology more effec-
tively applicable to surgery [8].

Though the idea that an overlay combining 
information from different imaging modalities 
should provide direct and ergonomic visualiza-
tion seems reasonable, such AR visualizations 
have not yet made it into mainstream clinical 
practice. Indeed, while there have been many ini-
tial demonstrations of AR guidance, in the labo-
ratory and in the operating room (OR), there have 
been only a few attempts to investigate clinical 
effectiveness of the systems developed. In such 
cases, the clinical utility of direct overlay on the 
surgical view is often not clear or not proven, and 
there have been very few examples of successful 
products incorporating AR.
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This book chapter provides a critique of exist-
ing AR methods or application studies described 
in the literature using relevant examples. The aim 
is not to provide a comprehensive review, but 
rather to give an indication of the clinical areas in 
which AR has been proposed, to begin to explain 
the lack of clinical systems and to provide some 
clear guidelines to those intending to pursue 
research in this area.

We start by describing the two broad catego-
ries of AR, video see-through and optical see- 
through, within a historical context of the field. 
We then go on to examine the components that 
make up an AR system, in each case examining 
aspects of this component that may provide barri-
ers to introduction in the clinic (Fig.  10.2). 
Finally, we make the case for increased research 
in human perception and effect on performance 
in the virtual and lab settings, as well as task- 
focused applications in the operating room. With 
the ready availability and increasing quality of 
visualization devices, it seems likely that interest 
in this area will continue to increase. We hope 
this chapter is helpful in informing and guiding 
researchers in this field towards clinically effec-
tive products.

 Historical Context

AR guidance of surgery was first proposed in 
1982 by Kelly et  al. [2], who overlaid tumour 
outlines from CT into the view of a surgical 
microscope attached to a stereotactic frame. A 
few years later, Roberts et al. took this further by 
incorporating an ultrasonic tracking system [9]. 
Despite significant errors of >5 cm, these efforts 
are considered to be the beginning of frameless 
stereotaxy in neurosurgery, which is now more 
commonly called image-guided surgery and is 
routinely used for the treatment of conditions in 
the brain [4].

AR overlay in the surgical microscope became 
part of the Zeiss MKM robotic microscope system, 
providing similar views to those originally pro-
posed by Kelly et al. [2]. Augmented reality repre-
sentation providing 3D visualization of preoperative 
imaging models was also proposed within the sur-
gical microscope for ENT and neurosurgery [10]. 
Such augmented views are now available in surgi-
cal microscope products including the Zeiss 
Kinevo® 900 and the Leica ARveo in conjunction 
with image guidance systems such as Brainlab’s 
neurosurgical microscope navigation product [11].

a b c

d e f

Fig. 10.1 Augmented reality devices in surgical applica-
tions. In the top row, we have an optical see-through AR 
example, showing segmented preoperative MRI (a), the 
head-mounted display (Microsoft HoloLens™) in 
colorectal surgery (b) and the surgeon’s view with overlay 

(c). Below is a video see-through example, showing pre-
operative segmented CT (d), the da Vinci robot console 
(e) and overlay of the kidney model through the console 
during partial nephrectomy (f)
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Such microscope-based systems are examples 
of optical see-through (OST) AR, in which the 
overlaid information is projected onto the optical 
view using a half-silvered mirror. The structure 
of an OST-AR system is shown in Fig. 10.3. In 
addition to custom solutions such as the 
PerkStation for needle guidance [12], there has 
been a resurgence of interest in OST-AR with the 
introduction of commercial head-mounted 
devices such as the Microsoft HoloLens 2™ 
(www. microsoft.com/en-us/hololens) and the 
Magic Leap One™ (www.magicleap. com).

In contrast to optical see-through systems, 
Fuchs et  al. developed a camera-based head- 
mounted display system for guidance of breast 
and tumour biopsy in 1996 [3]. The system com-
bined a virtual reality (VR) headset linked to cali-
brated stereo video cameras and was able to show 
the ultrasound image visualized coming physi-
cally out from the end of the probe. This initial 
system was further developed for breast tumour 
aspiration a couple of years later and demon-
strated on phantoms and in four clinical cases 
[13]. This was the first video AR device for surgi-
cal guidance. A schematic showing how video 
AR is achieved is shown in Fig. 10.4, where the 
virtual and real views are mixed on the computer 
and then displayed to the surgeon.

The more recent literature for video-based 
surgical AR is dominated by the da Vinci 
Surgical System (Intuitive Surgical Inc., CA, 
USA). The robot was originally developed for 
cardiac procedures, specifically to perform 
totally endoscopic coronary artery bypass 
(TECAB), and AR has been proposed for such 
operations using a 4D cardiac CT model [14]. 
This was extended to potentially compensate for 
cardiac motion using dynamic information from 
the video feed and finite element modelling [7]. 
However, cost- effectiveness was not readily 
demonstrated for TECAB, and clinical focus for 
the robot has shifted to urology, with prostatec-
tomy and partial nephrectomy becoming com-
monly performed procedures, as well as 
gynaecological surgery like robotic hysterec-
tomy. Accordingly, AR focus shifted towards 
these application areas [15].

A recent comprehensive review of AR in 
robot-assisted surgery is provided by Qian et al. 
[16]. Despite taking into account 93 relevant 
papers over 19 years of research, they state that 
the field of AR in robotic-assisted surgery is not 
yet mature and clinical effectiveness remains to 
be proven. This conclusion is reiterated by a sys-
tematic review of AR in urological procedures 
[17]. The automatic provision of segmentation 

Segmentation–
identification of

structures
(Manual, semi-

automated or fully
automated)

Intraoperative computer

Surface
extraction and
preprocessing

Optical
calibrationRegistration

AR device

AR Visualisation

Virtual model

Patient Space

Tracking

Segmented 3D image stackPreoperative 3D image stack

Fig. 10.2 Schematic of the system layout for AR, showing how the different technical components of an AR system 
that we describe in the chapter are connected
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services for renal cancer is provided by compa-
nies such as Innersight Labs Ltd. (https://www.
innersightlabs.com), Visible Patient (visiblepa-
tient.com), Ceevra Inc. (https://ceevra.com) and 
Intuitive Surgical Inc. (intuitive.com) through 
their da Vinci Iris app. These products should 

enable much greater use of AR in the OR and 
lead towards a clearer understanding of the clini-
cal effectiveness and best modes of operation for 
robotic AR surgical guidance.

In addition to robotic procedures, video-based 
AR has been proposed for non-robotic laparo-
scopic procedures (Fig.  10.5). Providing guid-
ance during laparoscopic liver resection has 
attracted significant effort from both research 
[18, 20] and industry [21]. In laparoscopic gyn-
aecology, Bartoli et al. have proposed an AR sys-
tem for surgery of the uterus [22]. Neurosurgery, 
with the desire for accuracy and comparatively 
rigid anatomy encased within the cranium, is a 
well-suited candidate for image guidance, and 
Meola et al. provide a comprehensive review of 
this area [23].

A Google Scholar search for “augmented real-
ity and surgery” produces the graph in Fig. 10.6. 
The increase in research interest in AR is clear, 

Projector/
Display

Virtual rendering

Half-silvered mirror
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d e

c

Fig. 10.3 The layout 
for an optical see- 
through (OST) AR 
system (a). A purely 
virtual view is overlaid 
on the surgeon’s direct 
optical view using a 
half-silvered mirror. 
Examples include the 
PerkStation for CT 
needle guidance (b) 
(Image courtesy of 
Worcester Polytechnic 
Institute) and the 
Augmedics XVision 
system for spinal 
surgery (c) (Image 
courtesy of Augmedics). 
The VSI overlay system 
from apoQlar (https://
apoqlar.com/) uses facial 
surface alignment to 
guide sinus surgery 
using the HoloLens™ 
(d, e). (Image courtesy 
of apoQlar GmbH)

Video/virtual mix

Projector/Display

Camera/
endoscope

Fig. 10.4 Video-based AR systems. A video camera 
takes a live image of the patient, which is mixed with a 
virtual view on a computer before being displayed to the 
surgeon
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a b

c d

Fig. 10.5 Registration of virtual and augmented views. 
The SmartLiver system [18] showing a rendering of the 
endoscope position relative to the patient anatomy (a) and 
the liver outline, underlying vessels and lesion from CT 
overlaid on the endoscopic view (b). Alignment is 
achieved with surface matching. The orthopaedic guid-

ance system of Pratt et al. [19] uses manual alignment to 
overlay a virtual view of bones and blood vessels (c) on 
the surgeon’s view of the patient using the HoloLens™ 
(d). (From Pratt et al. [19]. Open Access article under the 
Creative Commons Attribution 4.0 International License)
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with almost 5000 papers in 2019, and the trend is 
still upwards. This significant research effort has 
not yet been matched by AR products becoming 
commonplace in the operating room though there 
are indications that such systems may not be in 
the distant future. For example, Philips and 
Microsoft recently announced a collaboration to 
develop AR solutions for the operating room 
combining imaging technology and the 
HoloLens™ platform [24]. The VSI solution 
from apoQlar GmbH offers integration of care 
into the augmented view, including facial surface 
alignment for AR guidance of sinus surgery (see 
Fig. 10.3d, e). The Scopis system also provides 
AR visualization for endoscopic sinus surgery 
(https://navigation. scopis.com/tgs). It is likely 
that interest in AR for surgical applications will 
continue to grow.

In the remainder of this chapter, we consider 
the stages required to produce accurately aligned 

AR  – preoperative model construction, calibra-
tion, registration, tracking and visualization. In 
each instance, we consider how it is achieved, 
what research problems remain and whether 
these problems are likely to be a reason for the 
lack of clinical uptake of AR.

 Preoperative Patient Data 
Acquisition and Model Construction

An example segmentation of a CT scan can be 
seen in Fig. 10.7. The blood vessels supplying the 
kidney are segmented along with the lesion itself 
and the ureter. This model is intended for guid-
ance of robotic-assisted partial nephrectomy. 
Identifying the relevant anatomy and physiology 
has traditionally been achieved by marking struc-
tures either by hand or in a semi-automated fash-
ion in each of the image slices. A number of free 

Fig. 10.7 Example CT segmentation of a kidney tumour. 
Voxels are labelled in the three orthogonal cuts, and a 3D 
rendered model is constructed (bottom left). Blood ves-

sels, ureter, kidney, and lesion are visible. (Model cour-
tesy of Innersight Labs Ltd. displayed in ITKSnap)

P. J. E. Edwards et al.
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or open-source packages are available to help 
with this process, including Slicer (https://www. 
slicer.org/), ITKSnap (http://www.itksnap.org/), 
Osirix (https://www. osirix-viewer.com/) and 
ImageJ (https://imagej.net/). These packages are 
helpful, but not quite ready for routine clinical 
use to generate anatomical models for AR visual-
ization. The main additions needed to such soft-
ware packages are greater automation of 
segmentation to alleviate the time needed for cli-
nicians to generate the AR model and also cus-
tomization for specific organs and modalities to 
ensure high fidelity models are generated across 
different surgical specialties.

The research area of image segmentation is 
substantial and is becoming more mature as auto-
mated identification of structures is improving 
using deep learning [25]. The image shown in 
Fig. 10.7 depicts a model from Innersight Labs 
Ltd. Such services or automated segmentations, 
though currently focused on the kidney, will 
hopefully become more readily available in other 
clinical application areas.

AR surgical guidance provided by preopera-
tive 3D imaging firstly requires that preoperative 
imaging is able to provide information that is 
useful to the surgery being performed. Deep 
learning is leading towards automated segmenta-
tion of images that is approaching the perfor-
mance of expert radiologists [25]. However, 
despite its great promise and considerable 
research effort, automated segmentation meth-
ods have not yet made in into regular clinical 
practice. This presents a significant challenge to 
the surgical workflow for AR guidance. The 
other question is whether preoperative imaging 
provides the desired information and also 
whether the anatomical and pathological struc-
tures can be readily identified in the scans. 
Taking examples from robotic procedures, in 
partial nephrectomy the models obtained from 
CT and CT angiography provide the general 
shape of the kidney and the structure of the feed-
ing arteries that must be clamped before lesion 
removal. The tumour itself can also be seen, 
though the accuracy with which the tumour 
boundary can be delineated in the parenchyma 
has not yet been established. The CT model may 

speed up the process of vessel identification and 
could also help in tumour delineation in con-
junction with laparoscopic ultrasound [26].

For radical prostatectomy the principal struc-
ture of interest is the neurovascular bundle, since 
preservation of the nerves and blood vessels will 
result in improved postoperative function. But 
this structure is not readily and accurately found 
in preoperative imaging, which makes the case 
for AR guidance less clear for this procedure 
[15]. With the adoption of new imaging agents or 
hybrid imaging techniques like PET-MRI this 
issue may be alleviated. This is a key criterion for 
successful future applications of AR. One must 
consider whether preoperative imaging can pro-
vide the relevant critical information that can 
help guide surgery. This is the first consideration 
that should be taken into account when proposing 
AR in any new clinical specialization.

 Optical Calibration

Calibration is a key component of the software 
for AR systems allowing the transformation of 
information between the different coordinate 
frames of the environment, sensors and the AR 
model. The standard procedure is to calibrate the 
surgical camera to establish correspondence 
between 3D space of the surgical site and the 
video image from the camera sensor. There are 
standard implementations in OpenCV and 
MatLab that tend to be used [27, 28]. For video 
see-through, the methods for calibration are well- 
established and most studies suggest that regis-
tration is a larger source of error [29] but perhaps 
new constraints that incorporate the position of 
the trocar point can reduce error [30].

Calibration for OST devices such as the 
HoloLens™ is more complex. In the case of the 
HoloLens™, sensors on the device create a 
model of the room and objects are placed within 
this coordinate system. In order to anchor an 
object to a specific location in the room, optical 
tracking markers have been proposed, such as 
the ARToolkit markers or the image-based track-
ing provided by Vuforia [31]. Such methods per-
form tracking through the same sensors as those 
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used for head tracking; calibration should be 
straightforward or even unnecessary. However, 
one must rely on the manufacturer’s calibration 
to the individual user’s vision. In addition to sin-
gle-user calibrations, it is possible to have mul-
tiple users, each wearing a HoloLens™, to 
interact together by viewing the same object in 
the same place anchored to a reference frame in 
the room. There remains a paucity of data exam-
ining the accuracy of this and while this is great 
for collaborative working, we are not aware of 
this aspect of the HoloLens™ being used for sur-
gery guidance. The spinal surgery guidance sys-
tem from Augmedics (https://www.augmedics.
com/) enables collaborative AR guidance using 
their customized visualization system (see 
Fig. 10.3c).

 Registration of the Preoperative 
Model to the Patient

In order to align the preoperative imaging model 
to an AR view, it is first necessary to align the 
imaging model to the physical space of the surgi-
cal site or patient. This may be achieved with 
markers, either passive or active, and these can be 
either fixed to the anatomy (e.g. bone implanted) 
or attached using adhesives. Fiducial markers 
allow a straightforward calculation of the trans-
formation between the different coordinate 
frames if they can be reliably detected, but practi-
cally such systems can suffer from occlusions or 
line of sight problems even in commercially 
available navigation systems such as Brainlab’s 
surgery products (https://www.brainlab.com/sur-
gery-products/) and the StealthStation™ from 
Medtronic [32].

Markerless registration algorithms to align 
the surgical video feed to preoperative models 
have been the topic of many research systems and 
papers [18, 22, 33–35]. Despite great process in 
such technology and advances in all aspects of 
the required algorithms – real-time performance, 
biomechanical deformation and realism, accu-
racy and robustness  – fully automatic clinical 
solutions are still not readily available. This 

aspect of AR is crucial because registration accu-
racy may be a key factor in the lack of uptake of 
AR. In their critical systematic review of the lit-
erature for urological procedures, Bertolo et  al. 
identify registration accuracy as the major limita-
tion of AR [17].

However, even with perfect registration dem-
onstrated in a virtual system, AR may not be the 
most effective visualization. Dilley et  al. com-
pared AR with nearby virtual rendering and no 
guidance, finding that nearby virtual rendering 
was more effective than AR and no guidance 
[36]. This suggests that accurate registration is 
not the sole cause of AR’s limitations.

 Tracking

Live tracking and update of the image as the sur-
geon’s view changes is required for accurate AR 
as the scene and the observer change their rela-
tionship. In the case of robot-assisted procedures, 
the camera motion can potentially be provided by 
the robot kinematics although correction is likely 
needed because error propagates between the 
robot encoder coordinates and the camera frame 
[30]. For non-robotic MIS, an external tracker is 
usually attached to the proximal end of the lapa-
roscope and used to estimate the camera motion 
[18]. However, for optical tracking, it has been 
recognized that the distance between the tracker 
and the camera position can cause significant 
errors. This has led to interest in improving track-
ing using the endoscope visual view [37–39] and 
potentially mapping the entire surgical scene at 
the same time in structure from motion (SfM) or 
simultaneous localization and mapping (SLAM) 
frameworks [40, 41].

Poor tracking may be problematic for guid-
ance accuracy because a registered AR model 
may drift out of alignment. The relatively slow 
movement of the camera in robotic procedures 
make this less of an issue, and the robot also pro-
vides camera positional information from the 
kinematics of the system. Even with handheld 
laparoscopic surgery, the camera tends to be held 
reasonably steady.
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With head-mounted displays, even a relatively 
small amount of lag can cause a lack of comfort 
or even nausea. One of the main advantages of 
the HoloLens™ is that substantial R&D has gone 
into improving accuracy and reducing latency in 
the head tracking and positional mapping of the 
environment to alleviate this precise problem.

 Intraoperative Visualization

Having calibrated the optics and aligned the 
model correctly to the patient, it remains to 
decide on the most effective visualization for AR 
during surgery. In minimally invasive surgery 
where direct access or visualization of the anat-
omy is not possible or in microsurgery, the inher-
ent use of a display facilitates AR visualization. 
In open surgery or orthopaedics, an AR display 
needs to be incorporated into the process (see 
Figs. 10.3c and 10.5c, d). In addition to the dis-
play, a number of additional considerations are 
important for surgical AR displays including 
fidelity of depth visualization and minimization 
of the information presented to avoid overload 
[42, 43]. Overall, it appears that visualization and 
issues surrounding perception and interaction are 
in fact the biggest issues facing AR surgical guid-
ance [44]. Below, we discuss in a little more 
detail some of the challenges.

 Depth Perception

Even with correct alignment and well-calibrated 
stereo views or other means of 3D scene map-
ping, there are remaining issues of depth percep-
tion that have been investigated in the general 
field of human vision [45]. This is also recog-
nized as a significant problem in surgical applica-
tions [46]. In general, the perceived relative 
depths of the real and virtual objects become dis-
torted as they approach the same depth, an effect 
known as depth contrast. This is an area that 
deserves more attention, as the direction of the 
distortion has been observed differently in differ-
ent experiments [45, 47]. It is possible some of 

these effects can be reduced or perhaps alleviated 
entirely with the correct level of mixing, adjust-
ment of visual parameters such as spatial fre-
quency or colour and incorporation of other 
visual cues such as motion. Techniques such as 
inverse realism have also been proposed to help 
make the real surface look transparent in video- 
based AR, where the real surface can be partially 
blacked out to make perception of underlying 
structures more natural [48, 49]

 Fatigue

It has been recognized in both virtual and aug-
mented displays that, over a period of time, the 
use of the device may cause fatigue or a lack of 
comfort in the user. Symptoms such as tiredness, 
dizziness or even nausea have been reported [50, 
51]. The cause has not been fully established, but 
it has been suggested that lag between head 
motion and movement of the virtual scene could 
be a factor as well as inconsistency between the 
focus and convergence of binocular vision [52]. 
Issues that occur for virtual reality displays are 
equally a problem for AR and can be attributed to 
the display resolution, refresh rate, brightness 
and other characteristics [53]. Efforts from the 
VR community to alleviate fatigue in wearable 
consumer systems for gaming may provide use-
ful ideas to address this in surgery. Examples 
include a dynamic depth-of-field [54] and focal 
surface displays [55].

 Visual Clutter

Possibly the biggest challenge for AR as a method 
of surgical guidance is that it adds clutter to the 
scene. The visualization in Fig.  10.8 demon-
strates the problem, where the tools are obscured 
by the solid AR view. This issue is specifically 
documented by Dixon et  al. [56] and Hughes- 
Hallet et al. [57] and is also recognized in Qian’s 
review of robotic AR, where they suggest that 
methods such as activation-on-demand can be 
used to reduce visual clutter [16].

10 The Challenge of Augmented Reality in Surgery
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 Future Directions

 AR Display Technology

In the MIS or microsurgery setting, the display 
of fused information is naturally accommodated 
by the inherent presence of a digital monitor 
showing the surgical camera feed. However, 
displays are a major technological area for fur-
ther development to allow AR in other proce-
dures or where a surgical camera is not present. 
See-through mirror displays or video see-
through displays could be brought in to enable 
visual information overlay [58]. These could be 
enhanced through different display technologies 
to support, for example, better depth perception 
without immersive consoles using autostereo-
scopic displays or visualization directly on the 
patient through a projection of information onto 
the surgical site [59].

 Interventional Imaging

It is possible to augment views other than the opti-
cal view of the patient in procedures where differ-
ent energy levels are used to image the anatomy. 
This is particularly relevant in endovascular sur-
gery or interventional radiology where fluoroscopy 
is used to see the internal anatomy. Overlays of 
information from CT onto the fluoroscopic image 
can guide treatment in a range of procedures sup-
porting better stent placement or valve replacement 
and meanwhile reducing the time taken for the pro-
cedure and thus the radiation dose. Figure  10.9 
shows the overlay of preoperative CT accurately 
aligned to the fluoroscopic view using the Cydar 
EV system (https://www.cydarmedical.com/prod-
uct). Live deformation is performed in the cloud to 
provide accurate and reliable alignment. This is an 
example of a system where live radiological images 
can be augmented using preoperative models.

a

c

b

Fig. 10.8 A scene from a robotic-assisted partial 
nephrectomy with no overlay (a), transparent overlay (b) 
and solid overlay (c), using the CT model from Fig. 10.7. 

The figure underlines the need to provide appropriate 
mixing of the virtual and real so as not to obscure or dis-
tract from the surgeon’s view
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Live imaging can also be used to augment the 
endoscopic view. Examples of this include the da 
Vinci Firefly fluorescence imaging seen in 
Fig.  10.10. Fluorescence imaging can provide 
live visualization of metabolism, showing the 
location of blood vessels or cancerous tissue [60, 
61]. Blood vessels may also be identified by ana-
lytic methods such as video amplification [62]. 
The use of such live imaging modalities allevi-
ates the need for model registration, and it is 
likely that these methods will have a significant 
role in future surgical practice. But it will still be 
important to develop systems that can optimize 
the displayed information by making use of all 
relevant contrasts of specific structures that are 
available across the different modalities.

 Conclusions and Recommendations

In this chapter, we have outlined the methods and 
applications employed to achieve AR for surgical 
guidance and navigation. Although there have 

been some systems that have demonstrated 
potential clinical advantages of using AR in small 
numbers of cases, there are clearly challenges 
that remain both in the underpinning technology 
and in clinical translation to fit AR with current 
clinical processes. It should be added that a sig-
nificant proportion of the papers in the graph 
shown in Fig.  10.6 details attempts to address 
some of the technical or algorithmic challenges 
in AR visualization or registration. Yet few papers 
address in detail the clinical practicalities and 
possible barriers in underpinning technology 
such as in medical image segmentation and pre-
processing which, despite tremendous advances, 
is still not routinely available for all anatomical 
regions. Other technical challenges remain, such 
as in the level of maturity of wearable AR devices 
and their restricted applicability to surgery [44].

We suggest that there is a need to perform 
experiments in the laboratory to establish the util-
ity of AR for specific tasks. Figure  10.11a–d 
shows a very stylized kidney phantom. Such 
models can be produced relatively cheaply and 

a b

CT overlay on fluoroscopy Deformed CT overlay

Fig. 10.9 The Cydar system, showing a CT model over-
laid on X-ray for the guidance of interventional proce-
dures. The CT model is first aligned rigidly (a) and then 
deformed to match the therapeutic position of the patient 

(b). The alignment allows correct identification of vessels 
and reduces X-ray dose and clinical errors. (Images repro-
duced with permission from cydarmedical.com)
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incorporated into a training curriculum, allowing 
a significant number of experiments to establish 
the effectiveness of AR visualization without 
posing a risk to patients. The phantom shown 
here is not realistic, but may be sufficient to show 
whether AR can improve outcomes such as surgi-
cal margins in the laboratory setting.

There may also be a case for incorporating 
much more realistic phantoms (Fig.  10.11e) into 
the surgical training curriculum in the future, 
enabling trainees to practice in a realistic setting 
without risk to patients [63]. Such a platform would 
also allow safe investigation of the effect of AR 
visualization on surgical training and practice.

When considering AR as visualization meth-
odology for any particular surgical application, 
we recommend considering the following issues:

• What is the real clinical problem being 
addressed, and is AR the most appropriate 
technology to tackle it?

• Is the underlying data needed available? For 
example, are the structures of interest seen in 
MRI or CT, and are they of sufficient 
resolution?

• Is clinical workflow, for example, preprocess-
ing of the data, suitable, and who will prepare 
models prior to surgery?

• How is AR likely to help? Accuracy? Speed? 
Reduction of errors? Decision-making?

• What visualization strategy is the most 
appropriate? Side-by-side? Mixed? OST or 
video AR?

• Aim to demonstrate improved performance in 
a virtual or phantom environment.

a

c

b

Fig. 10.10 Images from the Firefly system, showing the 
endoscopic view (a), and overlays of live fluorescence 
imaging with different thresholds (b, c) which can provide 

a view of blood vessels or tumour metabolism directly on 
the surgeon’s view. Such live views alleviate the need for 
registration

P. J. E. Edwards et al.
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• When should AR visualization be provided 
(which sections of the procedure, only 
on-demand)?

With a focus on finding the appropriate visual-
ization to produce proven improvements in per-
formance and decision-making for specific 
surgical tasks, we believe that AR will find its 
correct place in surgery, and improved outcomes 
for patients will result. Significant research effort 
will still be required to achieve this goal, and it is 
likely that the effort in this area will continue to 
grow, taking advantage of continued improve-
ments in surgical AR technology including both 
hardware and software. We hope this chapter 
helps to guide those working in this field towards 
measurable improvements in surgical perfor-
mance and clinical outcomes.
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 Introduction

At the present time, computer-assisted navigated 
surgery is defined as a surgical procedure with 
real-time continuous tracking of the patient and 
displaying of the tip of a surgical device in rela-
tion to the patient on radiographic images that 
were made pre- or intraoperatively. Stereotactic 
navigation was developed by neurosurgeons who 
integrated medical imaging and stereotaxy to 
minimize invasiveness and radiation exposure for 
the surgeon and ancillary personnel while opti-
mizing the accuracy and safety of the procedure 
[1]. After the advent of computed tomography 

(CT) in the late 1970s, the stereotactic biopsy 
was developed by the joining of CT to a stereo-
tactic frame [2, 3]. Stereotactic surgery without 
the application of a frame (frameless stereotaxy) 
became possible with the development of new 
techniques for neuronavigation [4, 5].

Stereotactic navigation functions quite simi-
larly to a navigation system in a car. Both sys-
tems determine and track the position of an 
instrument or a car in relation to a patient or the 
earth, respectively. However, the type of localiza-
tion technology differs. A stereotactic navigation 
system does not localize via triangulation simi-
larly to a global positioning system with the help 
of several satellites. It has different systems to 
track the position of the patient and the tip of an 
instrument or device. The most widely used 
tracking system works optically and uses a ste-
reoscopic infrared camera that localizes and 
tracks reflective marker spheres that are fixed to 
the patient and to the operating instrument (which 
is free to move). Navigation is performed on the 
basis of pre- or intraoperative radiographic 
images that are uploaded to and processed by a 
computer-based image processing module. In 
this way, the operator can verify the position of 
the tip of an instrument or device on imaging in a 
transverse, coronal, and sagittal direction – or in 
a 3D model based on a reconstruction of these 
images. Stereotactic navigation is reported to 
increase safety and to minimize the invasiveness 
of surgical procedures by acting as a real-time 
guidance tool during the operation using tracked 
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surgical instruments in conjunction with preop-
erative images. It helps the surgeon to identify 
critical anatomical structures, which should be 
either targeted or avoided. These systems are cur-
rently mainly used in cranial surgery, skull base 
surgery, and vertebral surgery, and they have 
proven to be an essential adjunct to surgical pro-
cedures where anatomical landmarks are 
obscured and cannot be used for topographic ori-
entation [6].

Advancements in the field of stereotactic navi-
gation have facilitated its application into a wider 
range of indications including minimally inva-
sive pelvic visceral surgery. The first reports of 
the performance of optical-based stereotactic 
navigation for minimally invasive visceral sur-
gery were published by Atallah et al. in 2015 [7, 
8]. Navigated-surgery was performed by the cali-
bration of the tip of an endoscopic instrument. 
The pelvis was chosen for pioneering in the field 
of minimally invasive visceral surgery since ana-
tomical structures at risk during, for example, 
rectal surgery are largely fixed retroperitoneally. 
Therefore, they seem to be less affected by pneu-
moperitoneum and respiratory movements as 
compared to upper abdominal organs. Nijkamp 
et al. performed electromagnetic-based stereotac-
tic navigation during open pelvic surgery during 
33 cancer resections and reported a radical resec-
tion in all but one patient concluding that the sys-
tem was safe and technique feasible [9]. The 
challenges associated with stereotactic visceral 
pelvic navigation were recently assessed by a 
study investigating the potential differences in 
patient anatomy between intraoperative lithot-
omy and preoperative supine position for imag-
ing [10]. It seems that, when several aspects 
related to patient setup are taken into account, 
minimally invasive pelvic stereotactic navigation 
can be performed with accuracy.

 Types of Frameless Navigation 
Systems

The navigations systems which are currently used 
for frameless stereotactic navigation use different 
techniques to track the position of the patient and 

the tip of a surgical instrument: they are optical-, 
electromagnetic-, and ultrasonic- based. The most 
widely used system is based on passive optical 
tracking. It uses a stereoscopic infrared-emitting 
source connected to a stereoscopic camera that 
detects infrared light which is reflected by marker 
spheres affixed to a patient tracker and an instru-
ment tracker. An active optical tracking system 
uses active infrared light- emitting diodes on the 
patient and instrument. An electromagnetic-based 
navigation system uses a low-frequency magnetic 
field induced by a magnetic source fixed to or near 
the patient to detect the spatial position of a small 
magnetic field sensor (fixed to an instrument). An 
ultrasonic-based navigation system works in the 
same way but with ultrasound transmission 
instead of an electromagnetic field. However, 
these latter two systems have been used to a lesser 
extent because reported accuracy seems inconsis-
tent; however, some investigators have reported 
acceptable accuracy [9, 11].

 Equipment and Operative Setup 
Optical Navigation

Given the widespread use of the optical navigation 
system and the experience of some of the authors 
of this chapter in this area, optical navigation is 
addressed in detail. The rationale for the applica-
tion of stereotactic navigation to rectal surgery lies 
in the poor oncological outcome after surgery for 
locally advanced and recurrent rectal cancer. The 
current rate of irradical resections is unacceptably 
high with around up to a quarter of resections 
in  locally advanced and more than half of the 
resections in recurrent rectal cancer patients being 
irradical [12, 13]. Additionally, long-term morbid-
ity associated with the surgical procedure is high 
and is suggested to mainly originate from nerve 
injury-related disorders such as urogenital and 
bowel dysfunctions [14–16]. Outcomes can be 
improved by a better recognition of anatomical 
dissection planes, anatomical landmarks, and the 
dissection margin to the tumor to optimize resec-
tion margins and to minimize iatrogenic nerve 
damage. Recently, the performance of stereotactic 
navigation for minimally invasive transanal and 
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abdominal rectal surgery has been reported [7, 8, 
17]. Additionally, critical challenges related to 
soft-tissue stereotactic pelvic navigation were 
assessed [10]. In this section, the required equip-
ment and several aspects of the setup of minimally 
invasive stereotactic pelvic navigation are 
described.

The navigation systems rely on several major 
components:

• A stereoscopic infrared-emitting optical sys-
tem – emits infrared light and determines the 
position of an instrument and the pelvis of the 
patient in the operation room (OR) by detect-
ing infrared light which is reflected by marker 
spheres affixed to a patient tracker and an 
instrument tracker (Fig. 11.1).

• A patient tracker – is fixed to the patient or oper-
ating table and has marker spheres fixed to it for 
the continuous tracing of the patient by means 
of the optical system (Figs. 11.1 and 11.2).

• An instrument tracker – is fixed to an instru-
ment and has marker spheres fixed to it for 
continuous tracing by means of the optical 
system (Fig. 11.3).

• Skin fiducials – at least six fiducials are fixed 
to the skin of the patient during CT scan just 
before the operation if registration is to be per-
formed by paired-point matching. Initially in 
the OR, the position of the pelvis is deter-
mined by touching the center of these fiducials 

via a calibrated instrument with marker 
spheres attached to it (Fig. 11.2).

• A computer platform  – matches the three- 
dimensional position of the patient to the CT 
scan by registration. The position of the tip of 
the instrument in the 3D image data set is 
depicted on a separate screen.

• Merging software  – merges an MRI or CT 
scan which was performed well in advance 
and in which relevant anatomical structures 
and tumor were segmented, to the most recent 
CT scan with fiducials which was used to 
determine the position of the patient.

In optical-based stereotactic navigation, it is 
essential to obtain a perfect patient position reg-
istration in the operation room (OR) and image- 
to- patient registration by means of the infrared 
optical system. A computerized process is used to 
match the three-dimensional position of the 
patient in the OR to the preoperative images 
which will be used for navigation. There are sev-
eral registrations methods to determine the exact 
position and orientation of the patient in the OR 
and to reference this position with the patient’s 
radiographic images in the coronal, transverse, 
and sagittal plane:

• Paired-point matching
• New intraoperative 2D or 3D imaging
• Region contour matching

Fig. 11.1 A stereoscopic infrared-emitting optical system 
continuously tracks the patient and instrument by detecting 
infrared light which is reflected by marker spheres affixed 
to a patient tracker and an instrument tracker. On an addi-

tional screen which is connected to the navigation plat-
form, the location of the tip of the instrument is displayed 
in the image data set. (From Romagnolo et  al. [28]. 
Reprinted with permission from Springer Nature)
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To perform paired-point registration, several 
skin reference points overlying the area of ana-
tomical interest are marked by means of at least 
six to ten radiopaque fiducials in a nonlinear dis-
tribution during preoperative CT scanning, and 
these fiducials are left in place or changed for 
sterile fiducials intraoperatively [18]. In the stud-
ies published, 12–18 fiducials were placed on the 
skin anteriorly to the pelvic area to optimize the 
registration process [7, 8, 10, 17]. The more 
paired points registered over the area to be navi-
gated, the more accurate the navigation will 
become. Subsequently, after uploading these pre-
operative CT scan images to the navigation sys-
tem, the position of the patient in the operation 
room (OR) can be determined via recognition 

and registration of the position of the fiducials by 
using a calibrated instrument of which the posi-
tion of the tip is recognized by the infrared opti-
cal system (Figs. 11.2 and 11.3). This is the only 
registration option, which has been described in 
the literature for stereotactic soft-tissue pelvic 
navigation [7, 8, 10].

Another method to register the position of the 
patient is by new, intraoperative 2D or 3D imag-
ing by a compatible C-arm after fixing the patient 
reference to the patient. Two fluoroscopic shots 
with a compatible 2D C-arm and a separate regis-
tration device enable the surgeon to register and 
track the position of the patient. An intraoperative 
scan with a 3D C-arm that is calibrated to the 
navigation system enables the surgeon to register 
the position of the patient without the need for a 
separate registration device.

Finally, registration can be performed manu-
ally by a registration of the surface of the patient, 
usually a bone surface, with a calibrated instru-
ment. By means of an autocorrecting algorithm, 
the navigation system matches the acquired 
points on the patient with the same points on the 
preoperative CT scan.

After this registration, the patient is tracked by 
means of optical markers on a patient tracker, 
which is fixed to the patient, for example, the 
patient’s anterior superior iliac spine by Kirschner 
wires or a screw (Figs. 11.1 and 11.2). Surgical 
instruments are tracked by means of an instru-

Fig. 11.2 Several fiducials are placed on the skin anteri-
orly to the pelvic area. After a CT scan has been made just 
preoperatively with these fiducials in situ, this image data 
set is uploaded to the navigation system. These sterile 
fiducials can then be changed for sterile skin markers after 
marking. Subsequently, the position of the patient in the 
OR can be determined via recognition and registration of 

the position of the fiducials/markers by using a calibrated 
instrument (with marker spheres fixed to it) of which the 
position of the tip is recognized by the infrared optical 
system. Additionally, the patient tracker (with marker 
spheres fixed to it) can be recognized which is fixed to the 
patient or OR table. (From Romagnolo et  al. [28]. 
Reprinted with permission from Springer Nature)

Fig. 11.3 The tip of a surgical instrument can be tracked 
by means of an instrument tracker which is fixed to the 
instrument. It can be attached to an energy device or a 
regular surgical instrument. (From Romagnolo et al. [28]. 
Reprinted with permission from Springer Nature)
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ment tracker, which is fixed to the instrument 
allowing the position of the tip of the instrument 
to be determined, calibrated, and visualized in 
the navigation scans (Figs. 11.3 and 11.4).

Three surgical infrared optical navigation plat-
forms were reported to have been used for stereo-
tactic soft-tissue pelvic navigation (CURVE 
Navigation System, Brainlab, Feldkirchen, 
Germany; StealthStation ®S7 Surgical Navigation 
System, Medtronic Inc., Louisville, USA; Stryker 
Navigation, Kalamazoo, MI, USA;) [7, 10, 19]. 
All systems rely on a stereoscopic camera emit-
ting infrared light, a computer platform, a patient 
tracker, and an instrument tracker.

 Image Analysis

High-resolution CT and MRI data sets that are 
acquired preoperatively are uploaded to the navi-
gation system. Most navigation systems are also 
equipped with software which facilitates the 
merging of different imaging modalities, for 
example, MRI with CT.  By fusing soft-tissue 
MRI information with a registered CT scan, navi-
gation can be performed on the basis of MRI 
imaging, and information of both imaging modal-
ities can be used. Most modern navigation sys-
tems have a planning application through which 
relevant anatomy and target lesions can be delin-
eated after which a 3D reconstruction can be 
made. On the basis of these delineations and 3D 
reconstruction, an operative plan, including sur-
gical trajectory for resection, can be established, 
optimizing oncologic margins and minimizing 
surgical morbidity. This preoperative planning 

has a central role in the functioning of stereotac-
tic navigation. Yet, preoperative planning on the 
basis of imaging acquired prior to surgery has its 
limitations, for example, in case of real-time geo-
metric changes in anatomy and the target lesion 
itself during the course of surgery affecting the 
accuracy [20]. Advancements of imaging tech-
nology include the possibility of intraoperative 
MRI and CT scanning which visualizes changing 
geometry during the operation [20]. A random-
ized clinical trial investigating its use in the 
removal of gliomas compared to conventional 
microsurgery reported promising results with 
significantly more radical resection [20].

 Limitations

Optical tracking is associated with high accuracy 
with an ability to track large volumes. However, 
compared to the other stereotactic navigation 
systems, limitations related to optical navigation 
include the need for maintaining a direct line of 
sight between the infrared camera of the naviga-
tion system and the patient and instrument 
tracker. This line of sight can be hampered (as is 
the case for navigated rectal cancer surgery 
through a transanal approach) by the patient’s 
legs, morbid obesity, or the surgeon who is posi-
tioned between the patient’s legs.

For electromagnetic-based navigation sys-
tems, a direct line of sight is not required. 
However, a variable stability for these electro-
magnetic fields has been reported that can be dis-
torted through metallic objects [21]. 
Ultrasonic-based navigation systems have been 

Fig. 11.4 The position of the tip of the surgical instru-
ment is displayed in the image data set. Using an abdomi-
nal approach, the aortic bifurcation (a) and the left ureter 
are located (b). During a transanal endoscopic approach, 

the border of the mesorectum is located (c). (From 
Romagnolo et  al. [28]. Reprinted with permission from 
Springer Nature)
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used to a lesser extent because reported accuracy 
seems moderate [11].

Another limitation for stereotactic navigation 
in general is its reliance on preoperative images 
for accurate navigation. Real-time geometric 
changes in pelvic anatomy caused by tissue dis-
section and traction are known to affect the accu-
racy of stereotactic navigation. Additionally, 
imaging can be acquired days or weeks prior to 
an intervention during which neoplasms can 
progress and errors are introduced. Other factors 
which should be considered based on earlier 
studies on pelvic organ motion are the following: 
rectal and bladder volume should be equal during 
the scans which are used for registration/naviga-
tion, as well as intraoperatively. Consequently, 
the bladder should be emptied before scanning as 
well as intraoperatively via the placement of a 
catheter. The rectum should be emptied by means 
of an enema. The pelvic diaphragmatic muscle 
tension should be equal during the scans, as well 
as intraoperatively.

An analysis by the FDA into the accuracy of 
stereotactic navigation in 2017 revealed that some 
healthcare providers using stereotactic navigation 
systems experienced navigational errors leading 
to patient death, serious or life- threatening inju-
ries, and inaccurate, aborted, or prolonged medi-
cal procedures [22]. In these cases, navigational 
accuracy errors were reported due to problems 
associated with navigation software/hardware, 
system complexity (including human factors), 
compatibility, anatomical complexity, registration 
and tracking, and medical image quality. However, 
despite these navigational accuracy errors, the 
FDA issued a communication to merely make 
healthcare providers aware of possible naviga-
tional accuracy errors while believing the overall 
benefits of using frameless stereotactic navigation 
systems continue to outweigh the risks.

 Specific Pelvic Surgery-Related 
Navigation Challenges

Since anatomical structures at risk during rectal 
surgery are fixed retroperitoneally, they seem to 
be less affected by pneumoperitoneum and respi-

ratory movements as compared to upper abdomi-
nal organs. However, pelvic surgery is associated 
with additional challenges as compared to surgi-
cal navigation in other fields, such as neurological 
and orthopedic surgery. Rectal surgery is per-
formed in patients with variable degrees of lithot-
omy, a position which is different from the supine 
position used for the acquisition of preoperative 
imaging. This positional change could alter the 
patient anatomy and subsequently render stereo-
tactic pelvic navigation using preoperative imag-
ing inaccurate. Additionally, the motion of the 
skin reference points with their fiducial markers 
by means of positional change may hamper 
patient position registration in the operating room 
(OR) to begin with. To assess these challenges, a 
study was undertaken to determine the difference 
in patient anatomy, sacral tilt, and fiducial marker 
position between these different patient positions 
and to investigate the feasibility and optimal setup 
for stereotactic pelvic navigation [10]. Four con-
secutive human anatomical specimens were sub-
mitted to repeated CT scans in a supine and 
several degrees of lithotomy position. Patient 
anatomy, sacral tilt, and skin fiducial position 
were compared by means of an image computing 
platform. In two specimens, a 10° wedge was 
introduced to reduce the natural tilt of the sacrum 
during the shift from a supine to a lithotomy posi-
tion. A simulation of laparoscopic and endoscopic 
transanal surgical procedures was performed to 
assess the accuracy of stereotactic navigation. A 
significant, supra-centimetric change in patient 
anatomy was noted between different patient 
positions. However, this observation was mini-
mized through the application of a wedge. When 
switching from the supine to another position, 
sacral retroversion occurred irrespective of the 
use of a wedge. There was considerable skin fidu-
cial motion between different positions. Accurate 
stereotactic navigation was obtained with the least 
registration error (1.9 mm) when the position of 
the anatomical specimen was registered in a 
supine position with straight legs, without a pneu-
moperitoneum, using a conventional CT scan 
with an identical specimen positioning.

The authors concluded that the change in 
patient anatomy is small during the sacral tilt 
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induced by positional changes when using a 10° 
wedge, allowing for an accurate stereotactic sur-
gical navigation when certain prerequisites are 
taken into account. The following aspects 
should be considered and included in the proto-
col for an optimal setup of point-merge stereo-
tactic navigation in pelvic surgery. Patient 
position registration should be performed with-
out a pneumoperitoneum in a patient position 
which is similar to the position during preopera-
tive CT scanning with fiducials. This is because 
a changing patient position results in skin fidu-
cial motion, hampering accurate patient position 
registration. A supine position with straight legs 
is the preferred position. The patient tracker 
should be fixed into the anterior superior iliac 
spine to integrate the change in the sacral tilt 
angle into the surgical navigation system since a 
change is expected to occur when switching 
positions. Finally, a forced sacral tilt seems to 
minimize the change in patient anatomy.

 Future Directions in Stereotactic 
Navigation

Stereotactic navigation would be more effective 
when the tumor, relevant anatomical structures, 
and resection margins are highlighted. MRI is 
currently the most accurate tool for the depiction 
of a tumor, mesorectum, and the relationship of 
the tumor to the surrounding structures. A recent 
study in which pelvic nerves were manually 
delineated in 20 volunteers who were scanned 
with a 3-Tesla MRI reported that even pelvic 
nerves are usually visible on high-resolution 
MRI with dedicated scanning protocols [23]. The 
advances in medical software facilitating auto-
matic three-dimensional reconstruction from CT 
scans when used by a radiological technician pro-
vide quite promising opportunities [24]. And all 
the more so because the merging software allows 
the surgeon to auto-merge the three-dimensional 
reconstructions with intraoperative 2D or 3D 
C-arm imaging which is used for the registration 
of the position of the patient.

Additionally, it is expected that the combina-
tion of surgical navigation systems with platforms 
that facilitate robotic-assisted surgery might fur-
ther improve the precision and accuracy of the 
navigation system. For that reason, the Monarch™ 
platform (Auris Health, Inc., Redwood City, CA, 
USA) was established developing a flexible 
robotic endoscope and combining this with elec-
tromagnetic stereotactic navigation to allow physi-
cians to accurately access small and hard-to-reach 
lung nodules early for diagnosis and targeting 
treatment [25]. Preliminary data suggest this might 
be beneficial [26]. Another robotic platform 
guided by stereotactic navigation, Mazor X 
Stealth™ Edition system, was recently acquired 
by Medtronic [27]. These platforms are suggested 
to increase the accuracy of screw placement while 
minimizing radiation exposure during orthopedic 
spine operations [27]. Additionally, such a plat-
form facilitates tool exchange while maintaining 
access to the planned surgical trajectory.

 Conclusions

The application of stereotactic navigation to sev-
eral orthopedic and neurosurgical procedures has 
been reported to improve surgical accuracy. 
Studies also suggest an added value of its appli-
cation to visceral pelvic procedures. With 
improved recognition of anatomical dissection 
planes, anatomical landmarks, and the dissection 
margins to the tumor, oncologic resection mar-
gins can be optimized, and iatrogenic injuries can 
be minimized. This is expected to improve func-
tional and oncological outcomes. Additionally, 
the associated preoperative planning and deter-
mination of surgical trajectory is expected to play 
a major role in the improvements in the quality of 
surgery. The challenges related to optimal patient 
setup for minimally invasive stereotactic pelvic 
visceral navigation are currently being assessed 
in a prospective study. Surgical navigation sys-
tems are expected to improve the quality of sur-
gery for locally advanced and recurrent rectal 
cancer as shown when used in other contexts.
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Operating in the Near-Infrared 
Spectrum
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Abbreviations

APER  Abdominoperineal excision of the 
rectum

CBD Common bile duct
CHD Common hepatic duct
CI Confidence interval
CT Computerised tomography
DSB Distyrylbenzene
EMA European Medicines Agency
EMG Electromyography
FDA Food and Drug Administration
GE General Electric
HCC Hepatocellular carcinoma
ICG Indocyanine green
IMV Inferior mesenteric vein
IOC Intraoperative cholangiogram
IV Intravenous
LAACA Left accessory aberrant colic artery
MRI Magnetic resonance imaging
NHS National Health Service
NIR Near infrared
OR Odds ratio
PET Positron emission tomography
RR Relative risk
SD Standard deviation
SLN Sentinel lymph node

UTI Urinary tract infection
VUJ Vesicoureteric junction

 Introduction

Near-infrared imaging is an evolving technology 
that is increasingly being used in operating the-
atres. NIR technology includes fluorescent dyes 
and NIR-emitting lighted stents. There are a 
number of applications that utilise NIR light and 
include critical anatomy delineation of the biliary 
tree, urological tract (namely, the ureter and ure-
thra) and critical vessel and nerve identification. 
The most common use of NIR light is to assess 
perfusion of gastrointestinal anastomoses, with 
the most widely reported outcomes relating to 
colorectal surgery. In oncological surgery, lym-
phatic mapping, primary tumour and metastatic 
deposit identification have all shown promising 
potential using non-specific fluorescent dyes.

 Ureteric Imaging

Damage to the ureters during surgery is a feared 
but uncommon complication amongst surgeons. 
The nature of injury includes laceration, crush 
injury, ligation and devascularisation resulting in 
either ischaemic necrosis or ischaemic strictures 
[1]. Less than 30% of ureteric injuries are identi-
fied intraoperatively [2, 3], and the clinical 
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sequelae of late identification include sepsis, 
renal failure, ureteral fistulas, urinoma and death 
[4]. Most ureteric injuries occur in patients with-
out significant risk factors, but the incidence 
increases in patients with prior pelvic surgery, 
inflammatory processes including diverticular 
disease and inflammatory bowel disease, sepsis, 
large tumours, obesity, pelvic radiation and aber-
rant ureteric anatomy such as duplication and 
bifid ureters [5]. Gynaecological procedures 
account for the majority of ureteric injuries with 
colorectal surgery being the second most com-
mon cause. In colorectal surgery, the rate of 
injury has remained at ~0.07–1.70% despite the 
introduction of laparoscopic surgery [5–9]. Injury 
of the ureter occurs even in experienced hands, 
and the risk is highest during low anterior resec-
tion or abdominoperineal excision of the rectum 
(APER) [1]. Injury most commonly occurs dur-
ing ligation of mesenteric vessels and dissection 
at the sacral promontory [1]. In addition to the 
devastating effects to the patient, ureteric injury 
contributes a substantial burden from additional 
treatment, increased length of stay and medicole-
gal costs.

Early identification of the ureter, maintaining 
the correct surgical plane and visualising the hall-
mark ‘vermiculation’ of the ureter to confirm its 
location are essential in reducing risk of ureteric 
injury [1]. During colorectal surgery, it is not 
always possible to clearly see the ureter, and it 
may take significant time to identify this critical 
structure during a difficult dissection. As well as 
identifying the ureter to protect it, it is a key land-
mark of left-sided resections indicating to the 
surgeon the correct dissection plane between 
Gerota’s and Toldt’s fascia [10]. Therefore, early 
identification may help the surgeon maintain the 
correct plane of dissection.

 Ureteric Stents

Prophylactic ureteral stents are occasionally 
employed in cases to assist the surgeon in identi-
fying the ureter. In addition to identification of 
ureteric location, stents potentially allow intraop-
erative identification of iatrogenic injury [2]  – 

although there is a paucity of evidence 
surrounding ureteric stents for these purposes 
[11]. Ureteric stents proved a benefit in open sur-
gery where they can be easily palpated, and the 
rigid plastic is distinguishable from any other 
structure in the anatomic environment. Despite 
this, ureteric injury is not completely mitigated 
with the use of a stent; numerous retrospective 
studies reporting on their use compared with 
unstented patients reveal unrecognised ureteric 
injuries [1, 2, 12, 13]. From the limited evidence 
available, one can conclude that stents are placed 
entirely under surgeon choice and only for cases 
where difficulty in identifying the ureter in com-
plex cases, particularly diverticular disease, is 
predicted [1, 12]. Stent placement itself is not 
without morbidity and cost. There is an increased 
operating time and cost associated with place-
ment. Extra staff are required including, in many 
cases, a urologist, radiographer and additional 
equipment for cystoscopy. Additional time for 
stent insertion reported in the literature varies 
from 5 to 55 minutes [2, 14, 15]. Cost of prophy-
lactic stent placement is estimated by Bothwell 
et al. to exceed $2000 [16].

In addition to costs and time, ureteral stents 
can result in specific morbidity. Complications 
from stent insertion range from pain, urinary tract 
infection, urinary retention, haematuria, anuria/
oliguria, which is often secondary to oedema of 
the vesicoureteric junction and may require stent 
re-insertion, and even ureteric perforation. 
Ureteric perforation is a rare complication and 
often follows a traumatic and failed catheterisa-
tion [16].

Over the last 10 years, the number of colorec-
tal resections performed laparoscopically has 
increased with most patients now undergoing a 
minimally invasive approach. Standard ureteric 
stents are less useful in this situation as the ability 
to rely on tactile feedback is reduced, and the 
visual appearance of the stented ureter may not 
be enhanced. As a result, lighted ureteral cathe-
ters have been introduced (Fig.  12.1). In 1994, 
Senagore et al. were the first to report on a case 
series of 49 patients who had undergone lighted 
stent placement during laparoscopic colectomy; 
the authors reported visualisation of the emitted 
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light in 83% of cases [14]. The only other series 
reported in the literature by Boyan et al. describes 
their 5-year experience of using lighted stents in 
402 patients; however, the authors had only 
reported on the rate of ureteric injuries (none in 
this series). Whether or not the stents improved 
ureteric visualisation was not examined [17]. 
Compared with white light, there is an obvious 
advantage of NIR lighted stents to allow increased 
tissue penetration of light and reduced  background 
signal. While NIR lighted stents are most useful 
for colorectal surgery, they have also been 
described as an aid for safe retroperitoneal lymph 
node dissection [18].

 Ureteric Fluorescence

The drawbacks outlined above have led to devel-
opment of a solution providing improved ureteric 
visualisation that is fast, easy and reliable by 

using fluorescence. Over the last 10 years, a small 
number of institutions have investigated ureteric 
fluorescence with different fluorophores and 
techniques. Initially, indocyanine green (ICG) 
was explored as the potential fluorophore for this 
modality given that it has well-established safety 
profile and its approval status by the US Food and 
Drug Administration and the European Medicines 
Agency. However, as it is hepatically excreted, it 
has to be administered via retrograde injection. 
Case series have been reported for both urologi-
cal [19–21] and gynaecological surgeries [22]. 
These fluorescent techniques provide good 
signal- to-background ratios but still require blad-
der instrumentation. While this is simpler than 
stent insertion, it would still come with potential 
risks of urinary tract infection and (rarely) injury. 
In addition, none of these studies report on the 
duration of ICG fluorescence nor signal-to- 
background ratios. Although there is a drawback 
of ureteric instrumentation, the advantage of  

a b

c

Fig. 12.1 (a) A lighted left ureteral stent is clearly visible 
in the near-infrared spectrum in a patient undergoing lapa-
roscopic low anterior resection for distal rectal cancer. 
The ability to visualise the left ureter easily is an impor-
tant aid to surgeons, especially when performing colorec-
tal or gynaecological procedures; (b) even before 
mobilising the left colon, the red light of the NIR stent is 

visible, underscoring the value of its translucency as the 
stent can be seen deep to the descending colon mesentery 
lateral to the inferior mesenteric vein in this example; (c) 
bilateral ureteral stents are well delineated as a stapled 
anastomosis is being constructed laparoscopically. 
(Photographs courtesy of Sam Atallah MD, with 
permission)
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limited background signal could allow more pre-
cise identification (Fig. 12.2).

A number of alternative fluorophores to ICG 
have been explored in animals, including 
IR800CW-CA in rats and pigs [23, 24]. In the lat-
ter study by Tanaka et  al. [23], it was demon-
strated that with intraureteral injection of 
IR800CW-CA, the intraoperative ureteric injury 
could be identified by leakage of fluorescent con-
trast in the NIR visualisation mode. IR800CW-CA 
is a costly, manufactured carboxylated form of 
IR800CW and has since been abandoned for fur-
ther development by its manufacturer LI-COR®. 
IRDye 800BK has been assessed in a first-in-man 
study for ureteric fluorescence during colorectal 
surgery by the author (TGB), and results are due 
to be published in late 2019.

Mahalingam and colleagues have developed 
UreterGlow which is a cyanine fluorophore, 
S0456 (λex 800 nm, λem 830 nm), that has been 
coupled to glucosamine that cannot be released 
or metabolised in physiological conditions and is 
therefore extremely soluble and likely to pass 
through the kidney into the ureter [25]. Similarly, 
Cha et al. synthesised UL-766 [26] to be highly 
water soluble by using triethylene glycol chains. 
Both studies in mice and pigs seem to demon-

strate reduced background signal in other organs 
while maintaining high signal in the ureter and 
kidneys.

Methylene blue was first explored for its NIR 
fluorescent properties and ureteric use by Matsui 
et al. in 2010 [27] in pigs following intravenous 
injection. This was subsequently demonstrated to 
be feasible in humans. The same group of inves-
tigators were the first to study low doses of meth-
ylene blue in patients undergoing abdominal 
surgery in which exposing the ureters was a 
planned step of the procedure [28]. The fluores-
cence device was an in-house manufactured 
mini-FLARE™ system that is not commercially 
in use. A similar study using an in-house device 
demonstrated that the ureters could fluoresce in 
patients (n = 6) undergoing laparoscopic surgery 
[29]. The dosing and timing of methylene blue 
has now been optimised to give signal-to- 
background ratios of up to 5 at a dose of 0.75 mg/
kg given at approximately 10 minutes prior to the 
time at which ureteral identification is required 
[30]. An exemplary figure is shown in Fig. 12.3.

 Urethral Identification Using NIR 
Guidance

The close proximity of the distal prostatic and 
membranous urethra to the anterior rectal wall 
and the perineal body make the pre-prostatic ure-
thra at risk for injury during low rectal cancer 
surgery [31]. The incidence of urethral injury 
during transanal total mesorectal excision 
(taTME) was reported by Penna et al. to be 0.7% 

Fig. 12.2 A left ureter has been injected with ICG admin-
istered retrograde via cystoscopy, since it is undergoes 
hepatic clearance. Bio-fluorescence is a complex process 
which requires ICG to bind to protein. During laparo-
scopic left colectomy, the left ureter is visible (as in the 
example of the lighted NIR stent) deep to the mesentery 
because it, too, is translucent. For complex minimally 
invasive procedures, this provides an important landmark 
for the surgeon. (Photograph courtesy of Sam Atallah 
MD, with permission)

Fig. 12.3 Methylene blue, as an alternative to ICG, has 
been used to delineate the ureter
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in the first 720 voluntarily entered cases in the 
international taTME registry [32]. It is likely, 
however, that this complication is grossly under- 
reported with one reported case series of 30 
patients having two urethral injuries [33] and, in 
another case series, one urethral injury in 50 
cases [34]. In addition, urethral injury is a gender- 
specific complication, and thus reported inci-
dence also includes females in the denominator. 
Incidence of urethral injury is likely to decrease 
as surgeons progress along the learning curve, 
and it has been advocated to undergo appropriate 
cadaver-based training as well as proctorship of 
the technique [31, 35]. Urethral injury during 
abdominoperineal resection (APR) is estimated 
to occur in 1.5–3.125% of cases and historically 
is not associated with sphincter-preserving sur-
gery [36].

A number of strategies still in their explor-
atory phase have attempted to highlight the ure-
thra in the NIR spectrum. These have included 
ICG [37, 38], IRDye 800BK [39] and NIR lighted 
stents [37, 40] both in cadaveric and in vivo work. 
Due to the low incidence of urethral injury, it is 
difficult to power a study that demonstrates a 
reduced injury rate using this technology.

 Identification of the Biliary Tree

Laparoscopic cholecystectomy is one of the 
most commonly performed surgical procedures 
internationally. Common bile duct (CBD) injury 
during this procedure is one of the most serious 
complications having a devastating impact on 
the patient’s quality of life and survival [41]. The 
most frequent biliary injury involves complete 
transection of the CBD when it is mistaken for 
the cystic duct [42]. During cholecystectomy, it 
is essential to visualise the critical view of safety 
where Calot’s triangle is clearly delineated. 
Intraoperative cholangiography (IOC) has been 
used to assist surgeons in outlining the biliary 
anatomy, but this requires training and additional 
equipment, and IOC itself can cause ductal 
injury [43].

As previously mentioned, ICG binds to plasma 
proteins and is eventually excreted via the liver. 

This property has been utilised to visualise the 
bile ducts using fluorescence even before dissec-
tion of Calot’s triangle (Fig. 12.4). First reports 
of fluorescence to identify the bile ducts used 
rolitetracycline and fluorescein as a proof of prin-
ciple study, replaced over 10 years later with ICG 
[44]. Numerous studies have reported on the use 
of ICG fluorescence during cholecystectomy 
with a recent meta-analysis identifying 19 studies 
reporting on visualisation of the CBD and com-
mon hepatic duct (CHD) before and after Calot’s 
dissection as well as four studies comparing ICG 
to IOC [45]. The CBD was visualised under fluo-
rescence prior to Calot’s dissection in 78.7% of 
cases where ICG was given. There was, however, 
no documented comparison to white light visu-
alisation in these studies. In four studies, ICG 
was compared with IOC visualisation of ductal 
structures with moderate quality evidence that 
visualisation of the cystic duct (RR 1.16; 95% CI 
1.00–1.35) and CBD (RR 1.00; 95% CI 0.97–
1.03) but not the CHD (RR 0.76; 95% CI 0.58–
1.01) is better with ICG compared to white light 
visualisation. A large proportion of these studies 
included patients with uncomplicated gallbladder 
disease, and it is likely that patients who have 
gallbladder disease complicated by cholecystitis 
will have a lower fluorescence intensity [46]. A 
larger multicentre randomised trial comparing 
ICG cholangiography with white light visualisa-
tion has completed and is due to report by 2020 
(NCT02702843) [47].

 Critical Vessel Identification

In addition to fluorescence of organ perfusion 
where intravenous ICG eventually reaches the 
micro-vasculature, this technique can be 
employed to visualise critical vessels during sur-
gery. This use of fluorescence has only been 
reported in two studies. Schols et  al. [48] first 
described this technique for using ICG as a 
repeated injection to identify the biliary vascula-
ture, namely, the cystic artery which was success-
ful in 87% of patients, although it was also seen 
clearly under white light. Finally, during esopha-
gectomy, a report from Sarkaria and colleagues 
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[49] demonstrated visualisation of the short gas-
tric arteries, gastroepiploic arcade and unrecog-
nised small communicating arteries aiding the 
gastric mobilisation. Although this was an inci-
dental finding in a study primarily assessing con-
duit perfusion, vessel identification could help in 
numerous procedures.

 Nerve Identification

During most surgical procedures, iatrogenic 
nerve injury can carry significant morbidity to 
patients leading to paralysis of muscle, paraes-
thesia, chronic pain and loss of organ function 
from autonomic nerve injury. A number of early 
technologies have been used to try and identify 
and preserve nerves at risk, including ultrasound, 
magnetic resonance imaging, computed tomog-
raphy, positron emission tomography and elec-
tromyography  – although these are difficult 
modalities to use in the typical operating room. 

Fluorescence is an upcoming technology for 
intraoperative nerve identification with NIR fluo-
rophores being of most interest.

NIR nerve identification is broadly divided 
into non-specific agents and nerve-specific 
agents. The earliest of the non-specific agents are 
axonal transport agents which are traditionally 
used for histological examination of nerves and 
naturally made their way into fluorescence nerve 
identification. These include NeuroTrace, Fast 
Blue and Dio/Fast Dio [50]. These tracers are still 
being tested in animals and as yet are not in the 
NIR spectrum. As they do not cross the blood- 
brain barrier, they must be applied directly to the 
nerve. Other non-specific nerve agents are neuro-
vascular dyes which remain in the intravascular 
space and highlight the vessels in the vasa nervo-
rum, thereby providing proxy visualisation of 
nerves [50]. ICG has been used as a neurovascu-
lar dye in visualising the neurovascular bundles 
in robotic prostatectomy [51], the phrenic nerve 
during thymectomy [52] and the facial nerve dur-

a b

Fig. 12.4 (a) Systemic administration of ICG, because it 
undergoes hepatic excretion, allows for surgeons to visu-
alise critical structures, such as the CBD, during laparo-
scopic cholecystectomy. Here, a laparoscopic dissector 

isolates a well-defined cystic duct, while in (b) FireFly 
technology, using the da Vinci Xi platform allows for 
delineation of the cystic duct and CBD. (Photographs are 
courtesy of Esteban Varela MD (with permission))
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ing mastoid surgery [53]. While promising, the 
fluorescent signal only lasts a few seconds in 
these vessels and nerves before being redistrib-
uted to the surrounding tissues and would there-
fore require repeat administration.

Nerve-specific agents have gained much atten-
tion from pharmacological industry research and 
development. The aim is to specifically target 
nerve fibres and improve the surgeon’s ability to 
detected nerves by minimising the background 
signal. The two targets of interest are myelin and 
the epineurium in peripheral nerves. Myelin tar-
geting agents include distyrylbenzene (DSB) 
derivatives of which the GE Global Research 
Group has assessed sciatic nerve fluorescence in 
porcine models [54]. Unfortunately, translation 
into human is likely to be difficult as the current 
formulations contain products not suitable for 
human use [50]. Epineurium targeted compounds 
use lectins to target the glycan chains which form 
a major part of the connective tissue in peripheral 
nerves. This makes them extremely non-specific 
as these glycans are found in numerous surround-
ing tissues, namely, in lymphatic channels.

Although there is promise in fluorescent iden-
tification in nerves, these compounds are largely 
targeting peripheral nerves. As yet, autonomic 
nerves have not been assessed but remain impor-
tant anatomic targets – particularly for pelvic sur-
gery and esophago-gastric procedures.

 Anastomosis Perfusion During 
Gastrointestinal Resections

For patients who undergo colorectal resection, a 
feared postoperative complication is anasto-
motic leak where healing of the anastomosis 
fails, causing leakage of colonic content, sepsis 
and potential multi-organ failure. In the litera-
ture, the risk of anastomotic leak is reported as 
being between 2.7% and 13.3% [55] with higher 
rates in rectal resection. Over the last 20 years, 
despite improvements in surgical technology, 
there has been no change in the leak rate [56]. 
There are numerous risk factors associated with 
an increased risk of anastomotic leak including 
age, male gender, malnutrition, smoking, preop-

erative chemotherapy and radiotherapy, 
advanced tumour stage, immunosuppression, 
blood loss and sepsis [57]. Notwithstanding, it is 
essential to have an adequate blood supply to 
allow the anastomosis to heal [58]. There has 
been an increasing use of fluorescence angiogra-
phy to detect colonic ischemia near the anasto-
mosis intraoperatively by using intravenous 
ICG.  Traditionally, assessment of bowel perfu-
sion during colorectal surgery includes inspec-
tion of the serosal colour, palpation of pulsating 
vessels in the mesentery and pulsatile bleeding 
at the divided artery [59]. While demonstration 
of pulsatile arterial bleeding at the cut edge of 
the bowel would obviate the need for further per-
fusion assessment, in clinical practice, there is 
often difficulty in determining this due to vaso-
spasm and other factors, making the surgeon’s 
ability to determine perfusion under white light 
highly subjective (Fig. 12.5).

The PILLAR II trial [60] enrolled 139 partici-
pants who underwent left-sided colonic resection 
and observed a leak rate of 1.4% with no leaks 
being observed in those where ICG angiography 
altered the surgical plan (n = 11). A recent meta- 
analysis of studies by Blanco-Colino et al. [61] 
examined the anastomotic leak rate in at least 
30 days of follow-up in 1302 patients where 555 
underwent ICG angiography and 747 underwent 
standard care. In the ICG group, a change to the 
planned anastomotic level was made in 7.4% of 
cases due to hypoperfusion identified on fluores-
cence imaging. On performing a subgroup analy-
sis of the 956 cancer patients (382 ICG, 574 
control), there was a significant decrease in leak 
rate in the ICG group (OR 0.34; CI 0.16–0.74; 
p = 0.006). Similar results were demonstrated in 
those undergoing rectal resection. In a larger 
study by Ris et  al. not included in this meta- 
analysis, a leak rate of 2.6% for colorectal anas-
tomoses and 3% following low anterior resection 
with 29 patients having an altered surgical plan 
following fluorescence angiography was 
observed [62]. Following these promising data, 
the first multicentre randomised trial for ICG 
fluorescence angiography in patients undergoing 
anterior resection is being conducted with results 
expected by 2020 [63].
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This technique must use observation of fluo-
rescence in either adjacent small bowel or proxi-
mal colon as a visual positive control. The current 
technology for anastomosis perfusion lacks 
quantification and the understanding of what is 
important in the interpretation of the fluorescent 
signal (e.g. time to signal, time to wash out, max-
imum signal) [62]. Such technology for quantifi-
cation is already under evaluation where the aim 
is to give a ‘cutoff’ level where an anastomosis is 
less likely to heal [64].

 Lymphatic Mapping

For curative resection of solid tumours, the two 
surgical principles are removing the cancer in its 
entirety (providing an R0 resection) and retriev-
ing the draining lymph node basin. While there 
are few exceptions, in most instances, this 
approach is essential in providing the maximum 
recurrence-free survival to the patient. In addi-
tion, the draining lymph nodes provide essential 
pathological staging to guide further treatment. 
In some solid tumour malignancies, the concept 
of the sentinel lymph node (SLN) allows sur-
geons to stage and stratify patients into those 
requiring lymphadenectomy. In particular, for 
melanoma [65] and breast cancer surgery [66], 
lymph node mapping and SLN biopsy have 
become the standard of care.

The technique for SLN biopsy, in breast can-
cer, often involves injection of a visible blue dye 
(e.g. patent blue-V, isosulfan blue or methylene 
blue), a radioactive tracer with gamma probe 
detection or both, in the vicinity of the tumour, 
retroareolarly or periareolarly. During dissection 
for the SLN, the visible dye or radioactive tracer 
can then be identified positively in the first lymph 
node(s) in the lymphatic basin. Utilising these 
two techniques, the SLN detection is high, mea-
suring on the order of 96–99.1% in large trials 
[67, 68] – note: it can be 10% lower with the use 
of a single technique [69]. The use of radioiso-
topes can provide difficulties for institutions with 
their handling, disposal, training and legislative 
requirements, which increase healthcare delivery 
costs. In most centres, it also is more cumber-
some for patients since the injection takes place 
in the nuclear medicine department. With blue 
dyes, there is a risk of anaphylaxis and tattooing 
of the skin with their use. Thus, fluorescent SLN 
lymphatic mapping has been explored as a valid 
alternative to these modalities. When comparing 
ICG to blue dye alone, ICG is significantly better 
for SLN identification than blue dye (OR 18.37; 
95% CI 8.63–39.10) as indicated by Ahmed et al. 
in a meta-analysis of 15 studies [70]. When com-
pared with a radiocolloid, there is no consensus 
on which is superior [70, 71].

In colorectal cancer, the concept of SLN 
biopsy is less widely adopted because there is 

a b

Fig. 12.5 (a) A stapled segment of small bowel (top) 
appears pink and quite viable under white light; (b) but 
under NIR, after ICG administration systemically, it is 
apparent there is no perfusion to this segment of bowel. 
Surgeons can use ICG as a method to assess perfusion in 
real time, providing an opportunity to improve the integ-

rity of a planned anastomosis, especially in left-sided 
colorectal resections where blood supply of the conduit is 
almost completely predicated on a single vessel (the mar-
ginal artery). (Photographs courtesy of Sam Atallah MD, 
with permission)
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variability in the sensitivity of the SLN technique 
[72]. Therefore, all patients undergoing resection 
undergo en bloc mesenteric resection – even for 
T1 (except highly selected, histologically favour-
able rectal lesions) and T2 disease. This means 
that for the subset of patients who have early- 
stage, node-negative cancer, mesenteric resection 
provides no additional oncological benefit [73]. 
Thus, colorectal surgeons would like to be able to 
determine who does and who does not have 
lymph node metastatic disease and tailor the 
operation accordingly. However, applying SLN 
techniques here may be more challenging due to 
the phenomenon of ‘skip metastases’ where 
lymph nodes of aberrant drainage contain meta-
static disease and thus the SLN biopsy would not 
identify these. The current evidence for 
fluorescence- guided SLN detection in colorectal 
cancer is limited by its heterogeneity in terms of 
technique, dose, equipment and timing as well as 
small patient numbers. Most importantly how-
ever, the published studies on this technique only 
report sensitivity and specificity based on positiv-
ity by histopathology which does not report its 
value in identifying a negative SLN.  ICG is a 
non-specific dye, and thus reporting the sensitiv-
ity according to SLN positivity is perhaps a rea-
sonable explanation for the varying results. Three 
well-conducted meta-analyses, although stating 
the technique as promising, fail to reach the same 
detection rates and quality of evidence seen in 
fluorescence-guided SLN biopsy for breast sur-
gery [74–76].

Aside from SLN biopsy, lymphatic mapping 
with ICG can be used in colorectal surgery to 
identify the pattern of the lymph node basin and 
to recognise aberrant lymph node drainage 
allowing a tailored colorectal resection [77]. 
This is perhaps a more relevant question, with 
outcomes being visualisation of the lymphatic 
drainage, identification of aberrant lymph 
nodes and, ultimately, a potential change to 
mesenteric resection determined in real time. In 
particular, resection of some colorectal cancers, 
including the splenic flexure, is still not stan-
dardised due to difficulty in deciding on the 
appropriate mesenteric resection due to varia-

tion in the regional draining lymphatics from 
middle colic to left colic arteries [78]. Watanabe 
and colleagues have demonstrated a substantial 
variation in the lymphatic drainage of splenic 
flexural tumours with 38.7% of 31 patients hav-
ing lymphatic drainage to the left accessory 
aberrant colic artery (LAACA), and of the 
61.3% without the LAACA, 19.4% drained to 
the left branch of the middle colic, 25.8% to the 
left colic and 16.1% to the route of the IMV 
[79]. More work is required to optimise the 
dosing, timing and patient selection for fluores-
cence lymphatic mapping during colorectal 
cancer surgery.

 Fluorescence Mapping of Disease 
Using Non-targeted Fluorophores

In the literature, there are a number of applica-
tions that utilise non-targeted NIR fluorophores. 
In resection of liver primary and secondary 
malignancy, ICG has been demonstrated as a 
potential non-specific tool to aid surgeons in 
determining the resection margin of these lesions. 
This technique was identified by Ishizawa and 
colleagues [80] who incidentally recognised that 
hepatocellular carcinomas (HCC) fluoresced 
strongly following IV administration of ICG. It is 
hypothesised that such lesions retain pre- 
operatively injected ICG as a result of reduced 
biliary excretion in the cancerous tissue due to 
morphological obstruction in the surround biliary 
system. To date, a number of small studies have 
demonstrated the efficacy of ICG for liver cancer 
identification [80, 81]. Because ICG is not 
cancer- specific, false positives can be problem-
atic and are reported to be as high as 40% [82]. 
Similar promising results have been seen in the 
detection of colorectal peritoneal metastases, 
although, as with liver lesions, this technique 
seems to lack specificity [75, 83]. 
Notwithstanding, colorectal lesions can be 
directly injected with ICG during colonoscopy, 
allowing them to be visible as a ‘translucent tat-
too’ during minimally invasive surgery 
(Fig. 12.6).
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 Future Directions of NIR Imaging

NIR fluorophores have been experimented 
within this thesis. Fluorescence imaging in the 
second near-infrared window (NIR-II, 1000–
1700  nm) is also possible and, some argue, 
more desirable than NIR-I (650–900 nm) owing 
to a reduction in photon scattering, diminished 
tissue autofluorescence and deeper tissue pene-
tration improving imaging quality and signal-
to-noise ratios [84–88]. Until recently, the only 
NIR-II fluorescent agents for in vivo imaging at 
present are inorganic including carbon nano-
tubes, quantum dots and nanoparticles. Toxicity 
concerns over these molecules have arisen as 
they have extremely long circulation times and 
are retained in the liver and spleen [89]. Organic 
fluorophores are much preferred for clinical 
imaging as they have a rapid metabolism and 
low toxicity; however, the design and manufac-
ture of these are extremely difficult hence why 
organic NIR-II dye synthesis is further behind 
the inorganic dyes [85, 89]. Similarly, difficul-
ties with constructing imaging equipment for 
the NIR-II window for in  vivo use are costly 
and lengthy, and as a result, no commercial 
entities are developing such devices.
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5-ALA 5-Aminolevulinic acid
BBB Blood-brain barrier
CCK2 Cholecystokinin-2
CEA Carcinoembryonic antigen
EGFR Epidermal growth factor receptor
EMA European Medicines Agency
FDA Food and Drug Administration
FGS Fluorescence-guided surgery
FITC Fluorescein isothiocyanate
GRPR Gastrin-releasing peptide receptor
GTR Gross total resection
HER  Human epidermal growth factor 

receptor
IGC Indocyanine green
MB Methylene blue
NIR Near-infrared
NIR-PIT Near-infrared photoimmunotherapy
OR Operating room (OR)
PDT Photodynamic therapy
PPIX Protoporphyrin IX
PSMA Prostate-specific membrane antigen
SWIG Second window ICG
VEGF Vascular epithelial growth factor

 Introduction

Surgical resection is considered the primary 
treatment for many malignant tumors. In doing 
so, the aim of surgery is maximal safe tumor 
resection focusing at tumor-free margins, as it is 
a strong predictor for local tumor recurrence and 
correlates with survival in many cancers, such as 
breast cancer [1], head and neck cancer [2], 
colorectal cancer [3], bladder cancer [4], non-
small cell lung cancer [5], and glioblastoma [6].

Visualization of the tumor and its margin is 
often challenging and relies on visual and tactile 
inspection, often being supported by intraopera-
tive histopathological analysis of frozen section, 
a method which is time-consuming and has sev-
eral limitations as a discrepancy with permanent 
pathological results [7]. Studies show that 
despite advances in preoperative imaging, there 
is still a tumor margin positivity rate of 5–21% 
across all cancers [8]. Especially in the field of 
neurosurgery, several conventional and non-opti-
cal imaging modalities, like intraoperative neu-
ronavigation, CT, or MRI, all having in common 
that they are expensive, prolong surgical time, 
disrupt surgical workflow, require additional 
space in the operating room (OR), are not can-
cer-specific and not real-time, have emerged dur-
ing the last decades, and play an important role 
in the management of malignant brain tumors [9, 
10]. These methods mainly base on anatomical 
features and do not allow direct targeting of 
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tumor cells.
For oncological surgeons, the ability to delin-

eate between abnormal and normal tissue is of 
utmost importance in order to perform safe and 
effective surgery. Regarding this requirement, 
fluorescence-guided surgery (FGS) has been 
shown to be extremely helpful. It is based on the 
administration of optical imaging agents to 
patients during or prior to surgery that selectively 
accumulate in tumor tissue. The structures 
labeled by fluorescence can be detected during 
surgery and provide the surgeon with intraopera-
tive visualization and delineation of pathological 
tissues.

Inducing fluorescence in pathological tissues 
has several advantages. Visualization is per-
formed in real time, while the surgeon is operat-
ing. Thus, the surgeon no longer needs to interrupt 
surgery for using tools for reorientation. Not only 
is fluorescence used for detecting residual 
tumors, but also it changes the surgical strategy 
once fluorescence is encountered, e.g., allowing 
the surgeon to resect along the fluorescing edges 
of malignancy, rather than from the inside out. 
Optimally, as in 5-ALA, ambient and unequivo-
cal information with normal illumination is ren-
dered into simple, easily comprehended binary 
information.

The first description and use of FGS date 
back to the 1940s, when George E.  Moore 
showed that brain tumors can be visualized by 
fluorescence after intravenous applications of 
fluorescein [11, 12].

Besides fluorescein, other fluorescent agents 
have been introduced into the field of surgery, 
such as indocyanine green (ICG) [13], methylene 
blue (MB) [14], and 5-aminolevulinic acid 
(5-ALA) [15], which is, to date, the only FDA-
approved agent for intraoperative imaging. In 
addition, fluorescence-guided surgery has been 
developed not only in neurosurgery but also in 
several other surgical specialties for oncological 
and non-oncological indications as well since its 
initial description [16–18]. In this chapter, the 
different established fluorescent agents and 
newer methods with their applicability in surgery 
and their benefits and limitations will be 
discussed.

 Indocyanine Green (ICG)

Indocyanine green (ICG) is a water-soluble tri-
carbocyanine that shows fluorescence in the near-
infrared spectrum with peak emission at 780 nm 
and excitation at 810 nm. It is approved by the 
Food and Drug Administration (FDA) for oph-
thalmic angiography and determination of liver 
blood flow and cardiac function but has been 
used as an off-label device for several other indi-
cations, like uro-oncological surgery and vascu-
lar neurosurgery [13, 19–21].

After intravenous administration, ICG rapidly 
binds to albumin and can be visualized almost 
immediately. It has a rather short half-life of 
150–180 seconds and is cleared by the liver [22]. 
ICG has a high toxic safety; only a low incidence 
of adverse side effects, such as anaphylactic 
shock, arrhythmia, and hypotension in 0.05% 
and mild symptoms as nausea or skin reactions in 
0.2%, is described [13].

Nowadays, ICG has been widely and success-
fully used for sentinel lymph node mapping in 
various types of cancers, such as breast cancer 
[23–27], melanoma [28–30], head and neck can-
cer [28, 31–33], prostate cancer [34–36], lung 
cancer [37], gastric cancer [38, 39], colorectal 
cancer [40–42], and esophagus cancer [43, 44] as 
shown in Table  13.1. Using ICG for sentinel 
lymph node biopsy, the detection rates have been 
improved, and the procedure has become more 
accurate than with the use of methylene blue; 
particularly in detection of sentinel lymph nodes 
for breast cancer, a sensitivity between 95% and 
100% has been described [28, 30, 45]. ICG lym-
phography can be also used for diagnosis and 
staging of chronic lymphedema, and it is helpful 
for intraoperative anatomical location of lym-
phatic pathways in case of planning a lympho-
venous bypass [46].

In addition, ICG has been shown to be helpful 
in the imaging of tumor tissue when administered 
preoperatively, e.g., for the identification of small 
cancer nodules in pulmonary malignancies, low-
ering the rate of thoracotomies, and enabling sur-
geons to carry out precise resections with 
time-saving surgical techniques and less unnec-
essary intraoperative damage [47, 48]. Similar 
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results have been described for the detection of 
peritoneal metastases from colorectal cancer, 
where the use of ICG resulted in modification of 
the planned surgery in almost one-third of cases 
[49]. Apart from metastases, application of ICG 
can be beneficial in the detection of hepatocellu-
lar carcinoma [50–52] and ovarian cancer [53, 
54]. A growing body of research has led to the 
utilization of ICG for resection of malignant glio-
mas as well, a technique referred to as second 
window ICG (SWIG). For this procedure, higher 
doses up to 5.0 mg/kg ICG are administered to 
the patient up to 24 prior to surgery, leading to 
accumulation in tumor tissue. Assuming that ICG 
binds to serum albumin, it can pass through a dis-
rupted blood-brain barrier and is retained due to a 
lack of clearance [55]. Fluorescence is visualized 
using a near-infrared (NIR) camera (700–
850 nm), integrated into the surgical microscope. 
An advantage of ICG is that it has excitation and 
emission in the NIR region of the spectrum, 
enabling visualization of ICG fluorescence even 
in deeper regions [56]. However, so far, there are 
no studies showing a benefit of ICG for the 
improvement of the extent of resection in malig-
nant gliomas.

NIR endoscopy with ICG can support intraop-
eratively to differentiate between benign and 
malignant lesions in the examination of mucosal 
head and neck lesions with a sensitivity and spec-
ificity for the detection of malignant lesions of 
90.5% and 90.9%, respectively [57], and has 

shown to be a useful diagnostic tool for estimat-
ing the invasivity of gastric tumors [58].

In oncological surgery, in addition to maximal 
safe tumor resection, an adequate reconstruction 
plays an important role to maintain quality of life 
and prevent secondary complications [59, 60]. 
ICG angiography is helpful for assessing blood 
flow and tissue perfusion and can be used in gen-
eral in the pre-, intra-, and postoperative setting 
[46, 61]. This justifies that ICG angiography has 
found its routine application in plastic-recon-
structive surgery [62], e.g., for breast reconstruc-
tion after mastectomy using various types of flaps 
[63, 64] or for evaluation of the quality of perfu-
sion at the anastomotic site of other surgical flaps 
after anatomical lung resection [60], or for recon-
struction with free flaps after resection of oral 
cancer [65].

ICG has been extensively used in vascular 
neurosurgery for direct intraoperative assessment 
of aneurysms or arteriovenous malformations 
and the patency of the surrounding vessel struc-
tures via microscope-integrated near-infrared 
ICG videoangiography [13, 66–70] (Fig. 13.1) or 
as the next step via an endoscope with the inte-
gration of videoangiography to gain a wider and 
angled view of the aneurysm and its associated 
vessels [71, 72]. Similar roles does ICG angiog-
raphy play in vascular and cardiac surgery for 
evaluation of patency of coronary artery bypass 
grafting [73, 74] and assessment of blood flow in 
the peripheral arteries in patients with abdominal 

a b

Fig. 13.1 ICG angiography in a patient with a cerebellar hemangioblastoma. (a) Tumor under white light. (b) Angio-
architecture and surrounding vessels are visualized and color-coded via ICG angiography
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aortic aneurysms [75].
Further indications for ICG are cholangiogra-

phy for determination of biliary anatomy in lapa-
roscopic cholecystectomy [76–78], assessment of 
perfusion during kidney [79, 80], liver and pan-
creas transplantation [81], evaluation of intestinal 
anastomosis after esophagectomy and colorectal 
resection [82–85], and neurosurgical endoscopic 
procedures in case of a sellar lesion for anatomical 
visualization of blood supply of adjacent struc-
tures, like the pituitary and the optic nerves [86].

In summary, ICG is extensively used in a huge 
variety of medical subspecialties for various indi-
cations. However, so far, only little randomized 
controlled prospective trials have been carried 
out to evaluate the importance of ICG and its 
benefit for the treatment of different medical dis-
orders. Most of the mentioned results so far rely 
on case studies and monocentric experience. But 
the load of new publications and the rising of 
reports on possible indications for ICG make 
ICG an attractive and possible relevant tool for 
FGS.  It convinces through its widespread use 
including angiography, lymphography, tumor 
imaging, and fluorescence endoscopy depending 
on the timing and dosage of ICG and the tools 
used for visualization [87].

 5-Aminolevulinic Acid (5-ALA)

5-Aminolevulinic acid (5-ALA) is a natural 
metabolite in the heme-pathway and is metabo-
lized into protoporphyrin IX (PPIX), a strongly 
fluorescent precursor of heme. In brain tumor 
surgery, 5-ALA is considered the most intensely 
studied fluorescent agent worldwide and 
approved both by the U.S.  Food and Drug 
Administration (FDA) and the European 
Medicines Agency (EMA) for intraoperative 
imaging of high-grade gliomas. 5-ALA is admin-
istered orally at a dosage of 20  mg/kg body 
weight around 3  hours before the induction of 
anesthesia. It is selectively taken up by glioma 
cells and converted into PPIX in tumor cells. 
Tumor cells can be visualized using a surgical 
microscope with a xenon light source that can be 
switched between white and violet-blue light 
(wavelength: 370–440 nm) and is equipped with 
an emission filter for visualization of red tumor 
fluorescence at a peak of 635 and 704 nm [15, 
88–90]. Fluorescence becomes visible after 
3  hours, with a peak after 6–8  hours [89–91]. 
High-grade gliomas typically show a solid red 
fluorescence that becomes slightly pink at the 
tumor margins, representing the tumor infiltrat-
ing zone [92] (Fig. 13.2).

Fig. 13.2 5-ALA-guided resection of glioblastoma. (a) Tumor under white light, delineation between tumor and nor-
mal tissue is almost impossible. (b) Tumor under violet light, showing a clear and solid fluorescence in the tumor

a b
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These highly malignant and aggressive tumors 
are characterized by their infiltrative nature and 
the lack of a distinct histological border to nor-
mal brain tissue. Several studies have supported 
the benefit of complete resection of contrast-
enhancing tumors on overall survival [93–97]. 
However, identification and delineation of tumor 
tissue from normal brain only by visual impres-
sion and haptic information is often impossible 
[98]. 5-ALA has a high specificity of 100% and 
sensitivity of up to 85% for the detection of 
malignant cells [15].

A randomized controlled multicenter phase III 
study demonstrated a clinical benefit of 5-ALA 
regarding the extent of tumor resection (65% in 
the 5-ALA group and 36% in the white light 
group, p < 0.001) and progression-free survival 
in malignant gliomas [6]. With the usage of 
5-ALA nowadays and due to confidence in the 
use of the method and intraoperative neuromoni-
toring, tumor resection rates between 80% and 
100% have been reported [99, 100].

Even in recurrent glioblastoma, several small 
case studies confirm a benefit of 5-ALA-guided 
resection regarding the amount of tumor removal 
[101–106].

In addition, 5-ALA has advantages for detect-
ing anaplastic foci in the management of low-
grade gliomas [107–110]. Furthermore, 5-ALA 
bears the potential for resection of other non-glial 
brain tumors in individual cases, like meningio-
mas [111–116], cerebral metastases [106, 117, 
118], pediatric brain tumors [119–123], intracra-
nial lymphomas [124–127], hemangioblastomas 
[128, 129], ependymomas [123], subependymo-
mas [130], and germ cell tumors [131]. However, 
so far, only minor series and case reports are 
available, limiting drawing any conclusions 
regarding the usage of 5-ALA for non-glial 
tumors, and further studies are warranted to 
explore the full value of 5-ALA for other tumor 
entities.

Outside the central nervous system, 5-ALA 
has been evaluated in the usage of visualization 
of prostate cancer and is feasible in showing the 
presence of residual tumor at the surgical mar-
gins [132–134]. Recently, a multicenter phase III 
study has been carried out and revealed a high 

diagnostic efficacy and safety of 5-ALA for 
transurethral resection of bladder cancer in the 
identification of tumor tissue [135].

5-ALA has a high toxicological safety; only 
minor side effects like transient skin phototoxic-
ity or temporarily elevated liver enzymes have 
been observed [6, 136].

 Fluorescein Sodium

Fluorescein sodium is a fluorescent biomarker 
with characteristic yellow-green fluorescence; it 
has a peak absorption between 465 and 480 nm 
and an emission peak at 500–530  nm. 
Fluorescence can also be visualized under white 
light, when administered in high concentrations 
(20  mg/kg body weight) [137]. Fluorescein is 
widely being used in ophthalmic surgery for reti-
nal angiography and detection of corneal abra-
sions [138]. Initially introduced by George 
E.  Moore in 1947 for visualization of brain 
tumors, fluorescein is presently under investiga-
tion in the field of neurosurgery [11, 12]. After 
intravenous application in a dosage of 3–5 mg/kg 
body weight just after induction of anesthesia, 
fluorescein is distributed via the bloodstream into 
all perfused tissues, extravasates through the dis-
rupted blood-brain barrier (BBB), and then high-
lights areas of BBB disruption related to tumor 
growth, increased vascular permeability, and 
neovascularization [11, 138–141]. Visualization 
is enabled by special fluorescent filters that are 
incorporated into modern surgical microscopes, 
e.g., the FL650 System (Leica Microscopes) and 
YELLOW 560 system (Carl Zeiss) (Fig. 13.3).

Fluorescein is a safe, robust, and inexpensive 
fluorophore. It can lead to transient discoloration 
of skin and urine after administration, and single 
cases of anaphylactic reactions have been 
described [142].

Several studies, encouraged by the success of 
5-ALA, aimed at analyzing the efficacy and 
applicability of the comparably less expensive 
fluorescence agent fluorescein for resection of 
malignant gliomas and suggest promising out-
comes regarding the improvement of the extent 
of resection with gross total resection (GTR) 
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rates ranging from 53% to 100% [139, 143–149]. 
So far, the evidence for the usage of fluorescein 
in malignant gliomas is limited to small cohorts.

A single-arm phase II study (FLUGLIO) 
revealed that fluorescein-guided glioma surgery 
is safe and feasible [150], but still, randomized 
trials are warranted to investigate the possible 
effect of fluorescein in terms of survival and 
extent of resection. All studies so far are single-
armed, and selection bias in these studies cannot 
be ruled out.

A major limitation with the usage of fluores-
cein is the fact that fluorescein mainly marks 
areas with BBB breakdown that are somewhat 
but not strictly related to tumor tissue, making it 
an ideal marker for edema propagation, rather 
than being tumor-cell-specific, such is the case 
with 5-ALA [139, 151, 152]. In addition, during 
surgery, normal perfused tissue will fluoresce due 
to fluorescein in plasma, and any injury of normal 
brain tissue will lead to unselective extravasation 
of fluorescein from the bloodstream along the cut 
margins. Timing of application is critical, as the 
distribution of fluorescein in tissue follows a cer-
tain time course, possibly leading to unselective 
extravasation after a half-life of 264 minutes and 
staining and the subsequent danger of resection 
of non-tumorous tissue [151].

The simultaneous usage of fluorescein and 
5-ALA has been investigated for the resection 
of malignant gliomas, resulting in highly spe-
cific tumor visualization (PPIX) and enhanced 

background brightness (fluorescein) at the same 
time [153]. Fluorescence was visualized using a 
filter that allows visualization of both fluoro-
phores PPIX and fluorescein, referred to as a YB 
475 filter [154].

Additional applications of fluorescein are 
cerebral metastases, where the use of fluorescein 
has been used for resection, and gross total resec-
tion (GTR) rates of 83–100% have been reported 
[140, 155, 156], meningiomas, either to evaluate 
surrounding and attached vessels via fluores-
cence angiography or to help enhance the con-
trast between normal brain structures and cranial 
nerves and tumors in skull base surgery [157, 
158]. Furthermore, fluorescein can be used to 
visualize primary CNS lymphomas and obtain 
diagnostic samples during biopsy [140, 159].

Similar to ICG, fluorescein is used for fluores-
cence videoangiography, which can be helpful in 
the management of cerebral aneurysms or arte-
riovenous malformations [160–162].

 Methylene Blue (MB)

Methylene blue (MB), mostly known as a dark 
blue contrast agent, has a long history in several 
areas of medicine. It was the first synthetic medica-
tion used for the treatment of malaria, pioneered by 
Paul Ehrlich and Paul Guttmann by the end of the 
nineteenth century [163]. It is used as a medication 
for the treatment of methemoglobinemia [164].

a b

Fig. 13.3 Fluorescein-guided resection of glioblastoma. (a) Tumor under white light. (b) Tumor after application of 
fluorescein under YELLOW 560 filter
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When diluted, MB acts as a fluorescent agent 
that emits light in the near-infrared range with an 
excitation peak of 670 nm and an emission peak 
of 690 nm [165]. A common use is sentinel lymph 
node mapping in a diversity of tumors using MB 
as a dying agent in combination with a radioiso-
tope [14, 166]. Recently, the near-infrared fluores-
cence capabilities of MB have been used to 
develop a new technique, referred to as NIR-
sentinel lymph node mapping using MB, in many 
cases now replaced by ICG [167]. MB has also 
been used for tumor identification in breast cancer 
[168], pancreatic and neuroendocrine tumors 
[169, 170], and parathyroid adenomas [171, 172]. 
As MB is eliminated renally, it can be well used 
for ureter mapping during abdominal surgery 
[173–175]. In low doses (<2 mg/kg), MB is con-
sidered safe. However, MB can induce severe 
adverse effects such as hemolytic anemia, arrhyth-
mias, and coronary vasoconstriction [176].

 Novel Techniques and Approaches 
in Fluorescence-Guided Surgery

Despite the broad use and the advantages of the 
above-discussed fluorescence imaging tech-
niques, there are still some limitations, mainly 
addressing the lack of high sensitivity and speci-
ficity for the detection of cancer cells. 
Consequently, research is ongoing. Requirements 
for an ideal fluorescent imaging probe are a high 
contrast between malignant and normal tissue 
[177], low toxicity, and high tumor selectivity 
[87]. A new generation of FGS aims at the intro-
duction of tumor-target-specific antibodies or 
peptides, conjugated to fluorescent agents. Most 
of these technologies are presently in their fledg-
ing stage and subject to intensive preclinical and 
early-stage clinical research.

 Folate-Targeted Fluorescence-Guided 
Surgery

Targeting biomarkers that are specifically over-
expressed on tumor cells enable a more selective 
approach to cancer treatment and imaging. One 
of these biomarkers is the folate receptor, which 

is commonly upregulated on a number of can-
cers of epithelial origin, including breast, lung, 
renal, and ovarian cancers [178]. For fluores-
cence-guided surgery, folate is conjugated to 
fluorescent agents, e.g., fluorescein isothiocya-
nate (FITC; also known as EC17), an agent with 
fluorescent properties in the visible light spec-
trum (500  nm) [179, 180]. In ovarian cancer, 
small series showed the feasibility of intraopera-
tive imaging of cancer metastases, leading to the 
detection of 16% additional malignant lesions 
compared to palpation or inspection with the 
naked eye [179]. Lung adenocarcinomas can 
also be detected with folate-FITC, a recent study 
demonstrated fluorescence in 92% (46/50) of 
patients. This approach might facilitate mini-
mally invasive surgery, to overcome its limita-
tion of the lack of haptic information [47, 
181–183]. Promising results have been shown 
for breast cancer, as well [179]. Limitations of 
this technique base on the fluorescence within 
the visible spectrum, not providing depth pene-
tration, accompanied by a lack of illumination of 
buried tumor nodules and autofluorescence of 
nonmalignant lesions, leading to false-positive 
results [47, 179]. In an attempt to overcome this 
limitation, a folate analog conjugated to a fluoro-
phore that fluoresces in the NIR spectrum, 
OTL38, has been introduced [184]. OTL38 has 
been successfully used for the detection of lung 
cancer [185, 186] and ovarian cancer, leading to 
an additional 29% of resection of malignant 
lesions [187], renal cancer [188], and pituitary 
adenomas [189, 190].

 Tumor-Specific Antibody-Based 
Fluorescence-Guided Surgery

A further approach for selective tumor-targeting 
with fluorescence-guided surgery is the use of 
tumor-specific monoclonal antibodies that are 
conjugated to fluorescently labeled dyes. There 
are currently multiple ongoing trials for evaluat-
ing the role and benefit of fluorescently labeled 
antibodies to image cancer, targeting a variety of 
cancer-specific markers [191, 192]. The most fre-
quently assessed target is the human epidermal 
growth factor receptor (EGFR), commonly over-
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expressed in head and neck cancer [193]. A phase 
I trial investigated the applicability of cetuximab 
conjugated to the near-infrared fluorescent dye 
IRDye800 in patients undergoing surgical resec-
tion for head and neck cancer and demonstrated 
high safety and precise identification of tumor 
tissue [194], with further studies showing that 
this technique can be used for the identification 
of additional positive lymph node during neck 
dissection [195]. Recently, panitumumab-
IRDye800CW has also shown to be helpful in 
intraoperative decision-making in head and neck 
cancer regarding the detection of unanticipated 
tumor regions [196]. In patients with breast can-
cer, the NIR fluorescent tracer bevacizumab-
IRDye800CW targeting vascular epithelial 
growth factor (VEGF) has been used with prom-
ising results [197]; further targets, currently 
under preclinical investigation, are anti-human 
epidermal growth factor receptor (HER) 2 anti-
body trastuzumab, labeled with IRDye800CW 
for breast cancer [198, 199], carcinoembryonic 
antigen (CEA) [200], anti-CA19-9 for intraoper-
ative imaging of pancreatic tumors [201], and 
anti-prostate-specific membrane antigen (PSMA) 
antibody for prostate cancer [202]. For patients 
with peritoneal carcinomatosis of the colorectal 
region, bevacizumab-IRDye800CW is currently 
under investigation [203].

All these conjugates of antibody and fluores-
cent agent are typically always “on” and emit 
fluorescence signals. A further step toward higher 
target/background ratios and advanced sensitiv-
ity and specificity is the development of activat-
able fluorescent probes that only emit signals 
when bound specifically to tumor cells, whereas 
unbound probes do not yield a signal [87, 204]. 
Activation occurs either enzymatically, by 
endolysosomal processing or due to particular 
physiological conditions in tumor tissue [87]. 
Several preclinical studies have been carried out 
and demonstrated the possible advantages of this 
method [205–208]. LUM015 was the first prote-
ase-activatable fluorescent imaging probe to be 
tested in a clinical study in patients with breast 
cancer. A selective distribution of LUM15 to 
tumor cells and a high target/background fluores-
cence ratio have been found [209]. These data 
encouraged further research revealing promising 

data regarding the translation into clinical use 
[210]. An additional phase I study using AVB-
620, a further protease-activatable fluorescent 
peptide, was carried out in breast cancer patients, 
again indicating high safety and the potential of 
intraoperative real-time detection of tumor and 
metastatic lymph nodes. Currently, phase II stud-
ies have been emerged [211, 212].

In summary, these data suggest that com-
monly available antibodies conjugated to fluores-
cent probes provide the opportunity to identify 
subclinical tumor manifestation and possible 
improving outcomes in oncological surgery. 
However, further clinical trials are warranted to 
prove this promising concept.

 Peptide-Based Fluorescence-Guided 
Surgery

Besides cancer-specific antibodies, tumor-target-
ing peptides have been used for FGS. Compared 
to antibodies, peptides have the advantage of 
rapid distribution and absent immunogenicity 
[213, 214].

BLZ-100 (tozuleristide), extracted from the 
venom of scorpions, has been conjugated to the 
NIR fluorophore ICG [215, 216]. A high affinity 
of BLZ-100 after administration prior to surgery 
toward human gliomas has been shown [217], 
and a phase I study in low- and high-grade glio-
mas has revealed high safety and the potential use 
of this approach to selectively visualize glioma 
cells [218].

Other targets like the cholecystokinin-2 
(CCK2)/gastrin receptor or the gastrin-releasing 
peptide receptor (GRPR) for peptide-based fluores-
cence visualization of a variety of tumors are cur-
rently under preclinical investigation [219–221].

 Advances in Fluorescence-Guided 
Surgery

The substantial number of clinical trials and 
emerging new techniques in FGS for a variety of 
medical indications can be attributed to the 
numerous advantages of this technique. In effect, 
FGS aids in the delineation of tumor tissue from 
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healthy tissue, lowering the risk of residual tumor 
tissue and positive tumor margins while at the 
same time improving safety by avoiding unnec-
essary damage to normal tissue [87]. Additionally, 
it is easy to use with high safety and in most cases 
high specificity. A major advantage is that FGS 
provides real-time information and the surgeon’s 
workflow is not interrupted. Low background 
information and loss of optical information often 
require the surgeon to switch between fluorescent 
and white light mode. In addition, FGS and espe-
cially the introduction of new methods and the 
expansion of medial indications face numerous 
regulatory barriers that prolong or hinder the 
translation into clinical practice. A major barrier 
is the need for approval for both the fluorescent 
agent and imaging device [222]. Further advan-
tages and disadvantages are summarized in 
Table 13.2.

 Future Perspective and Conclusion

FGS aims at better intraoperative visualization of 
pathological and vital structures to improve sur-
gical outcomes regarding the safety and extent of 
resection in the case of malignant tumors. It can 

help overcome the limitation of human eyesight 
and add optical information to the haptic and tac-
tile features, used by a surgeon. The increasing 
number of clinical trials investigating various 
fluorescent agents for a huge variety of indica-
tions emphasizes the great potential that FGS 
bears.

In many medical fields, with neurosurgery 
currently being in the lead, several of these tech-
niques have been already integrated into daily 
clinical routine. FGS gives the opportunity to 
bridge the gap between preoperative tumor imag-
ing and intraoperative real-time tumor-specific 
visualization. However, current fluorescent imag-
ing methods still have to face individual limita-
tions, and as a consequence, further research is 
ongoing to overcome these limitations. One issue 
is the fact that currently, the interpretation of the 
presence and intensity of fluorescence relies on 
the subjective impression of the surgeon. 
Therefore, several attempts have been undertaken 
to quantify fluorescence, e.g., using spectro-
scopic techniques when operating on gliomas 
with the help of handheld devices that allow 
quantification of fluorescence, even when there is 
no visible fluorescence under the microscope, a 
common aspect in low-grade gliomas [223, 224].

Table 13.2 Advantages and disadvantages of fluorescence-guided surgery

Advantages Disadvantages
Delineation between normal and pathological tissue and enhanced 
tumor visualization [222]
Reduction of operating time [87]
Low cost
Real-time visualization
Precision surgery: Detection of microscopical tumors and residual 
lesions – optimizing locoregional control [262]
Decrease the need for second-look surgeries [87]
More complete surgical resection [6] and more efficient adjuvant 
treatment [222]
Preservation of normal and vital tissue, such as nerves, vessels, ureters; 
maintaining the function of daily living [263]
Improved functional outcome, quality of life, decreased morbidity 
[222]
Time-saving
No interruption of surgical workflow
Absence of ionizing radiation [264]
High specificity [264]
Complement the tactile-limited field during minimally invasive surgery 
[222]

Low background illumination and loss of 
optical information [153]
Requires special cameras and instruments 
to be visualized
Time dependency between application and 
visualization [139, 151]
Subjective interpretation of the presence 
and intensity of fluorescence
Lack of tumor specificity in some cases
 Passive labeling (fluorescein) [139, 151]
  Numerous regulatory barriers before 

approval [222]

Summary of major advantages and disadvantages of FGS, not all apply to the various fluorescent agents that are being 
discussed

S. Schipmann and W. Stummer



171

A major disadvantage of some broadly used 
fluorescent agents, like fluorescein or methylene 
blue, is the fact that these agents do not specifi-
cally bind to tumor cells and rather use other 
indirect mechanisms, like enhanced permeability 
to target cancer cells, bearing the risk of resection 
of non-tumorous tissue due to false-positive 
staining effects [139, 151]. As a consequence, the 
introduction of targeted fluorescence with more 
specific tumor labeling is under current investiga-
tion, and so far, several preclinical and clinical 
studies have been carried out using fluorescent 
agents that bind exclusively to cancer-specific 
targets as discussed in this chapter. Innovations 
of imaging devices will improve the view of the 
surgical field, possibly detecting additional opti-
cal features in tumor tissue [56].

The optical properties of the presented fluo-
rescent agents are of importance for successful 
tumor imaging and determine the amount of 
autofluorescence and tissue depth penetration. In 
particular, fluorescent agents that emit in the NIR 
have the advantage of low autofluorescence, 
enabling a higher target/background ratio and 
imaging of targets below the surface [179]. 
Consequently, the attention has shifted toward 
developing tumor-targeting antibodies conju-
gated with fluorophores in the NIR.

In addition to imaging, the use of fluorescence 
offers the possibility for photodynamic therapy 
(PDT). This concept has been used for the treat-
ment of malignant gliomas, as 5-ALA-derived 
PPiX is capable of both, tumor fluorescence and 
acting as a strong photosensitizer [89, 225]. PDT 
is based on a photochemical reaction activated by 
light, and after excitation with laser light, reac-
tive oxygen species and free radicals are released 
that lead to direct cytotoxic effects on cancer 
cells and the induction of immune responses 
[226, 227]. Several small studies have shown 
promising results for the treatment of malignant 
gliomas [228–231].

Potential clinical implications can be found in 
a new method referred to as near-infrared photo-
immunotherapy (NIR-PIT), based on tumor-tar-
geting antibodies that are conjugated to 
photoabsorbing dyes (IRDye700DX) that are 
capable of fluorescence and have cytotoxic 

effects to cells to which they are conjugated, 
offering a dual approach, labeling of cancer cells, 
and selective elimination [87, 232]. Several 
authors reported encouraging results in preclini-
cal studies [233–236].

In summary, FGS offers a wide spectrum of 
surgical imaging and potential therapeutic tools, 
complementing the tactile feature of surgeons to 
improve accuracy and move a step forward 
toward precision surgery and targeted therapy.
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A Virtual Reality for the Digital 
Surgeon

Diana Velazquez-Pimentel, Thomas Hurkxkens, 
and Jean Nehme

 Overview of Virtual Reality 
in Surgery

Virtual reality (VR) is “an artificial environment 
experienced through sensory stimuli provided by 
a computer and in which one’s actions partially 
determine what happens in the environment” [1]. 
The term was first coined in 1965 by Ivan 
Sutherland, in a pivotal article that first described 
VR as an “ultimate display [...] within which the 
computer can control the existence of matter” 
[2]. Later, the concept saw widespread commer-
cialization in the production and release of the 
first consumer VR tool for the gaming industry 
(Autodesk VR, 1988). The application of VR in 
healthcare research quickly followed and focused 
on visualizing complex medical data for the pur-
poses of preoperative planning and endoscopic 
training (MIST-VR, 1997) [3–6].

Rapid successive breakthroughs in informa-
tion technology have resulted in the rise of afford-
able VR headsets, including the Oculus Rift 

(Facebook), the HTC Vive (HTC), and the Sony 
PlayStation VR (Sony) [7]. This digital revolu-
tion has generated a surge of entrepreneurial 
(Fig.  14.1) and academic (Fig.  14.2) activities 
worldwide (Fig. 14.3), in a race to study the pro-
cesses and effects of VR in the real world and 
translate them to practical applications [7, 8]. 
Thanks to the combined efforts of all stakehold-
ers, VR is in a unique position to succeed as a 
digital platform.

Surgery is among the most influential adopters 
of VR. According to a recent cluster and network 
analysis, surgery alone made up 7.7% of all 
VR-related academia. Other notable clinical 
applications are outlined in Table 14.1. In surgi-
cal care (Fig. 14.4), VR represents more than a 
series of point solutions. Instead, it acts as an 
enterprise capability to optimize education, 
enhance productivity, and consolidate available 
resources without compromising patient safety. 
Culturally, VR plays an important and ongoing 
role in a paradigm shift towards patient-centric 
delivery of healthcare.

This chapter defines VR and outlines how this 
technology can be utilized in healthcare. Current 
use-case of VR in surgery, including barriers to 
implementation, future avenues in research and 
real-world applications are discussed.
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 How Is the Technology Delivered?

This section explores the delivery of VR technol-
ogy. To achieve immersion and presence in a 3D 
environment, VR technology must successfully 
create false perceptions of real stimuli – an illu-
sion. Illusions in VR can be classified into place 
illusions, plausibility illusions, and avatar 
embodiment illusions. These are achieved using 
visual and auditory stimuli, with varying levels of 
haptic feedback and vestibular displays.

Broadly speaking, there are three tiers of VR 
immersion, outlined in Table  14.2 [10–12]. 

Despite sharing the same key components, VR 
systems differ in their degrees of immersion, and 
each system has its inherent advantages and limi-
tations to the user experience.

VR visual content can be either computer- 
generated animations or 360-degree-stitched 
video (recorded or live-streamed) [3, 10]. In 
computer- generated content, a user can actively 
participate in a scene that can react to their 
actions in real time. In video content, current 
video capture technology limits participation to a 
single locus, restricting the user to the role of an 
observer only.

a b

Fig. 14.1 Predicted market size for VR technologies. (a) 
The projected economic impact of VR and augmented 
reality technologies from 2016 to 2020, depending on 

adoption. (b) The predicted market size of VR and aug-
mented reality software for different use cases by 2025. 
Data from [9]
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Fig. 14.3 Visual 
representation of 
countries involved in VR 
research. The node 
dimension represents the 
centrality of the country 
involved. (From: 
Cipresso, Giglioli, Raya, 
and Riva [3] (© 2018 
Open Access))

Table 14.1 Results from network and cluster analysis

% Frequency Subject category (for the period)
42.15 9131 Computer Science (1990–2016)
28.66 6210 Engineering (1990–2016)
8.21 1779 Psychology (1990–2016)
7.15 1548 Neurosciences and neurology 

(1992–2016)
5.85 1418 Surgery (1992–2016)
4.80 1040 Neurosciences (1992–2016)
4.74 1027 Imaging science and photographic 

technology (1992–2016)
4.30 931 Education and educational research 

(1992–2016)
3.92 849 Robotics (1992–2016)
% Frequency Subject category (2011–2016)
29.80 2311 Computer science
25.44 1973 Engineering
11.10 861 Neurosciences and neurology
9.32 723 Psychology
7.70 597 Surgery
7.53 584 Neurosciences
6.02 467 Education and educational research
5.54 430 Rehabilitation
4.42 343 Clinical neurology
3.92 304 Material science

Data from [3]

 Delivering the VR User Experience

 Visual Apparatus

Visual stimuli can be delivered through everyday 
flat screens, VR headsets, or more complex sys-
tems such as the Cave Automatic Virtual 
Environment (CAVE) (Table 14.3) [13].

 Haptic, Tactile, and Vestibular 
Displays

Displays provide visual material, binaural stim-
uli, and tactile and/or haptic feedback to create a 
3D virtual environment, with which the user can 
freely interact (Table 14.4) [10]. VR applications 
in surgery often make use of haptic feedback. 
Haptic devices offer tactile and force stimuli to 
the user to emulate cutaneous and kinesthetic 
sensations that would be caused by objects in the 
surgical field.

14 A Virtual Reality for the Digital Surgeon
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Education

Engineerin and Design

Post-operative

Intraoperative

Interventional

Pre-operative

1. Provides lmmersive
    experiences in low-risk
    environment
2. No compromise on patient
    safety
3. No geographical barriers,
    education can be scaled to
    low-resource environments
4. Patient education

1. Public health promotion
2. Pain management
    (to reduce need for surgery,
    pre-operative and 
    post-operative)

1. Planning of surgical
    approaches
2. Pre-operative pain and
    anxiety management
3. Rehearsal of operation

2

5

4

3

Virtual Reality in Surgery

Use-case 101

1. AIIows planning of
    healthcare spaces
2. Can provide real life models
    or flow or movement in a
    patients home hospital or
    otherwise

1. Remote monitoring
2. Management of pain, anxiety
    and stress
3. Post-operative surgeon
    reflection and feedback

1. Navigation of operation in
    real-time
2. Remote proctoring - real-time
    feedback without physical
    barriers

Fig. 14.4 VR in surgery. A summary of the different use cases, including education, public health promotion, preopera-
tive planning, intraoperative support, postoperative management, and healthcare planning

Table 14.2 Degrees of immersion

VR 
immersion Description Advantages

Examples in 
surgery

Non- 
immersive 
systems

Use desktop 
computers to 
reproduce 2D 
images of the 
world

Cheap and 
simple

Touch 
surgerya, 
Lapmentorb, 
EchoPixelc

Semi- 
immersive 
systems

Provide a 
dynamic 3D 
scene on a 
monitor, 
coupled to the 
head position 
of the user

Accessible 
technology

Touch 
surgery 
immersive 
traininga, 
OssoVRd, 
Immersive 
touche, 
Fundamental 
VRf

VR 
immersion Description Advantages

Examples in 
surgery

Immersive 
systems

Provide a 
complete 
simulation 
supporting 
several sensory 
output devices, 
e.g., head- 
mounted 
displays, audio 
devices, haptic 
devices

Enhanced 
stereoscopic 
view of the 
environment, 
multiple 
sensory 
outputs 
including 
haptic 
technology

Lapmentor 
VRb, 
OramaVRg

Data from [10–12]
awww.touchsurgery.com
bwww.simbionix.com
cwww.echopixeltech.com
dwww.ossovr.com
ewww.immersivetouch.com
fwww.fundamentalvr.com
gwww.oramavr.com

Table 14.2 (continued)
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Table 4.3 Types of VR visual feedback

Visual 
system Description Examples
Desktop 
display

Single screen displays a 
virtual world with which 
the user can interact using 
a joystick or touch 
technology as their own 
avatar

iPhonea, 
Nintendo 
DSb,Virtual 
Worldsc, 
Second 
Lifed

Large-scale 
screens

Large-scale screen delivers 
VR to the user. Eye-
tracking and motion-
tracking allow the user to 
interact

MyRide+e

Phone-based 
HMD

Mobile phone is placed 
within a head-mounted 
display for the user to 
view VR content

Google 
Cardboardf

Tethered 
HMD

HMD is connected to a 
high-powered PC to view 
VR content. Offers the 
highest quality VR

HTC Viveg, 
Oculus Rifth

Standalone 
HMD

Cordless headset displays 
VR content without 
requiring a phone or being 
tethered to a PC. The 
computer is within the 
headset

Oculus Goh

CAVE 
Automatic 
Virtual 
Environment

Projection-based VR 
display recreates a scene 
by projecting and 
displaying a VR 
environment on three or 
six walls

VisCubei

EON iDome Geodesic projection-based 
VR allows immersion for 
up to 24 users

EON 
iDomej

Data from [13]
awww.apple.com
bwww.nintendo.com
cwww.virtualworlds.co.uk
dwww.secondlife.com
ewww.fitness-gaming.com
fvr.google.com
gwww.vive.com
hwww.oculus.com
iwww.visbox.com
jwww.eonreality.com
Note: HMD is an abbreviation of head-mounted display

Table 14.4 Haptic, tactile, and vestibular displays

Display Description Benefits Examples
Tactile 
display

Wearable 
devices that 
provide 
proprioceptive, 
light touch, and 
crude touch 
feedback to the 
user

Facilitates 
fine 
manipulation 
of virtual 
objects
Can be 
combined 
with 
end-effector 
displays
Cheaper
Mobile

Haptx 
Glovea, VR 
Gluvb, 
Manus 
VRc Sense 
Gloved

Pin 
actuators
Haptic 
suits

End- 
effector 
display

Provides a 
means to 
simulate 
grasping and 
probing objects

World- 
grounded or 
body- 
grounded 
systems

Lapmentor 
VRe

Robotic 
shape 
display

Uses robotics 
to present 
physical 
objects to 
user’s 
fingertips

Provides 
realism and 
authenticity
Can integrate 
4D effects

Robotic 
arms

Passive 
haptics

Use the 
physical forms 
of real objects 
to portray 
physical 
features in a 
virtual world

Simplistic, 
inexpensive 
way to 
provide 
haptic 
feedback

Props

Vestibular 
display

Motion-based 
platforms, 
moving 
platforms, and 
other adjunct 
devices that 
replicate 
movement

Provides 
realism, 
allows user 
to interact 
using 
locomotion

Omni by 
Virtuxf

Other types of displays include olfactory and gustatory

Data from [10]
ahttps://haptx.com/
bhttps://www.vrgluv.com/
chttps://manus-vr.com/
dhttps://www.senseglove.com/
ehttps://simbionix.com/simulators/lap-mentor/
fhttps://www.virtuix.com/
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 Virtual Reality as an Emerging 
Educational Strategy

Historically, surgical training has relied on 
Halsted’s model of “see one, do one, teach one” 
[14, 15]. This apprenticeship model is no longer 
appropriate, as it cannot reliably monitor or pre-
dict the output of a training program. The appren-
ticeship model lacks reliable, objective feedback, 
which is essential for continuing professional 
development and is also known to be closely asso-
ciated with risks to patient safety. Ongoing shifts 
in surgical culture, specifically the evolution of 
technically demanding skills and increasingly 
short-term trainer-trainee relationships, have 
demanded a change in traditional educational 
approaches. Time spent out of the operating room 
(OR) must now be efficiently utilized to bridge 
conceptual and technical gaps in learning [16–
18]. VR presents a unique opportunity to drive 
change in surgical training and to provide coach-
ing of necessary skills in a risk-free, low- pressure 
environment [19]. VR inherently requires active 
learner engagement, which is widely recognized 
as a cornerstone of effective learning [20–22].

Evidence to support VR simulations in medical 
education is abundant. In response, institutions have 
rapidly adopted fully staffed VR simulation centers 
to improve their training programs. VR simulations 
present several advantages over physical high-fidel-
ity simulations, including learner engagement, cost, 
and convenience. Examples range from basic box 
trainers and simple desktop applications to complex 
haptic simulators [23–25].

VR technologies are continually changing the 
way humans interact with their surrounding envi-
ronments, and this phenomenon has particular 
applications in experiential learning. It has been 
long established that a blended approach to learning 
is more effective than an isolated training modality, 
so, rather than being a “blue ocean” approach, VR 
should be used in conjunction with existing educa-
tional methods. It is vital that educators recognize 
the place of VR in the pedagogical landscape for its 
potential to be fully realized (Fig. 14.5) [26–33].

In surgical training, VR can improve surgical 
skills using relatively simple assignments, such 
as 3D exploration of anatomical structures (Box 
14.1), or more sophisticated high-fidelity simula-
tions involving a virtual OR (Box 14.2) [34, 35]. 

These applications allow surgeons to rehearse 
procedures, refine skills, and refresh knowledge 
to improve both technical and cognitive master-
ies (Box 14.3) [36, 37]. Given the zero-risk envi-
ronment, VR enables surgeons to encounter and 
experience complicated (Box 14.4), risky, or rare 
(Box 14.5) surgical cases to diversify their train-
ing portfolios. Moreover, VR can transform tradi-
tional video- or paper-based training courses into 
engaging, immersive e-learning experiences. 
Such VR training experiences can include basic 
mandatory courses i.e. fire safety, or more com-
plicated technical courses on the use of surgical 
tools using “digital twins” (Box 14.6) [38].

In addition to technical skills, VR can be used 
to develop cognitive and behavioral competen-
cies such as situational awareness, cue recogni-
tion, communication, teamwork, and 
decision-making, many of which are formally 
mandated by medical governing bodies like the 
GMC or ACGME.  The development of “soft” 
skills central to effective surgical care should be 
integrated into the training of the entire OR team 
(Boxes 14.7 and 14.8). Furthermore, VR pro-
motes a flexible, interdisciplinary approach to 
education by facilitating multiuser involvement 
and removing geographical barriers. Despite the 
known benefits of a multidisciplinary approach, 
current educational training sessions are typically 
conducted in silos, due to geographic, logistic, 
and scheduling restraints [39]. VR solutions 
allow training sessions to transcend these limita-
tions such that members of the multidisciplinary 
team can train together in a computer-generated 
environment (Box 14.9) [40, 41].

Costly

VR model
AR model

Low
fidelity

High
fidelity

Desktop
Mobile

Cadaver model

Animal model

Physical
 model

Scalable/Accessible

Fig. 14.5 Training models in surgery, demonstrating the 
different approaches to model-based education according 
to fidelity and scalability
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Box 14.1 Teaching Medical Anatomy
Although cadavers are considered the gold 
standard for teaching human anatomy, there 
are substantial financial, ethical, and logisti-
cal constraints to their use, which have led 
to poor anatomical training practices world-
wide [42]. VR allows structural anatomy to 
be visualized with stereopsis, potentially 
enabling faithful replication of human anat-
omy in a purely digital format to reduce the 
reliance on cadavers [43]. To date, there 
have been some data favoring VR technolo-
gies in anatomical education, although there 
is no definitive data that VR teaching is 
superior to non-cadaveric traditional modal-
ities. Regardless, VR is a unique and power-
ful solution to the current deficits in 
anatomical training [36, 44, 45]. Educators 
at Lucile Packard Children’s Hospital, 
Stanford, have used VR to help students and 
residents understand complex congenital 
heart defects. This method has since been 
validated as both viable and effective in a 
small pilot study [46]. Using a VR headset, 
students can inspect and manipulate virtual 
models of common congenital lesions, 
drawn from a specially built VR library. 
Each educational program is designed to 

Box 14.2 Familiarization with Surgical 
Workflows
In classic medical education, students and 
residents act as spectators in a surgical envi-
ronment. The goal is to familiarize them-
selves with workflow of a surgical procedure. 
However, space and time constraints means 
the learning experience is similarly limited. 
Enterprises such as Digital Surgery (https://
digitalsurgery.com/) have developed educa-
tional modules that allow a user to undergo 
the same observational experience through a 
VR headset. The experience, is enhanced by 
VR, by allowing them to participate in the 
procedure in a risk-free environment 
(Fig. 14.6). Digital Surgery has also devel-
oped a non- immersive VR mobile applica-
tion, Touch Surgery [48, 49], which was 
proven effective for cognitive training and 
transferability of skills in a recent controlled 
study [50]. Among other advantages, the app 
enables the provision of high-quality training 
to surgeons in low- and middle-income 
countries [51].

Fig. 14.6 VR external 
fixation demo. A 
screenshot from Digital 
Surgery’s VR module 
for open reduction and 
external fixation. Image 
shows a fully equipped 
operating room where 
the user can interact 
with the environment 
and carry out the 
procedure in real time. 
(Copyright (2019) 
Digital Surgery Limited 
with permission)

 Education Case Examples
provide a deeper understanding of the phys-
iological and hemodynamic sequelae of one 
specific anatomical lesion [47].
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Box 14.3 Developing Technical Skills
Luciano et al. used a VR simulator made by 
ImmersiveTouch (https://www.immersivet-
ouch.com) to simulate percutaneous spinal 
needle placement. Other companies, 
including ORamaVR (http://oramavr.com/) 
and OssoVR (https://ossovr.com/), have 
developed training modules to rehearse 
technical skills demanded by orthopedic 
surgery (Fig. 14.7). Their study recorded a 
significant improvement in performance 
accuracy between each placement attempt 
[52]. Similarly strong evidence exists for 
the transfer of laparoscopic skills in labora-
tory environments [53]. However, to date, 
no studies have evidenced demonstrable 
translation of technical skills to clinical 
practice, whether the improvement or 
retention thereof.

Box 14.4 Managing Crisis Scenarios
VR could allow surgical residents to trou-
bleshoot and manage real-life crises. 
Abelson et  al. described a VR module 

Fig. 14.7 OssoVR open 
knee surgery simulation. 
An open knee surgery 
screenshot from a 
training module where 
the user can interact in 
the operating room in 
real time. (Courtesy of 
OssoVR, with 
permission)

Box 14.5 Experiencing Rare Procedures
Kuernov et  al. described user acceptance 
and effectiveness of a VR module for a 
laparoscopic adrenalectomy procedure. 
This is a rare and complex procedure that 
many surgeons may never encounter in 
their surgical careers. The authors found 
high user acceptability among residents, 
fellows, and experienced surgeons. More 
importantly, their survey results showed 
that participants preferred the VR module, 
with expert debriefing and reflection, over 
one-on-one instruction [55].

where there is a loss of laparoscopic visual-
ization during a cholecystectomy, a critical 
situation that users are required to resolve. 
The authors envisaged a future tool where 
users can continue to operate, live through 
the repercussions of their errors, and ulti-
mately fix their mistakes in a real-time VR 
environment [54].
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Box 14.6 Applications in Medical Device 
Industry
Digital Surgery (https://digitalsurgery.
com/) has deployed VR to provide high- 
fidelity training for medical device setup. 
Bespoke VR simulations allow high- 
quality training and refresher courses to be 
delivered to healthcare professionals in an 
engaging manner [56]. Digital twins have 
great application in research and develop-
ment, where complex OR systems and 
interactions can be tested, controlled, and 
optimized in simulations before commit-
ment to manufacture.

Box 14.7 Realistic Decision-Making in a 
Virtual Hospital
Patel et  al. described a 3D virtual world 
accessible via desktop browser, where sur-
gical trainees are required to manage a 
series of nine cases. The VR program, cre-

Fig. 14.8 A virtual hospital. Clinical modules designed 
and created on Second Life. In this simulation, users can 
interact in the 3D hospital to diagnose and manage 

patients with an acute abdomen at varying levels of diffi-
culty. (From Patel et al. [57]. Reprinted with permission 
from Elsevier)

ated on Second Life (https://secondlife.
com/), requires the assessment and man-
agement of the acute abdomen (lower gas-
trointestinal bleed, acute pancreatitis, small 
bowel obstruction) at three levels of diffi-
culty. Figure  14.8 shows a virtual patient 
receiving initial management and the sur-
geon avatar reviewing blood results. The 
study was able to confirm face, content, 
and construct validity for eight of the nine 
cases and demonstrated assessment of 
decision-making skills in VR [57].

Box 14.8 Training for Situational and Spatial 
Awareness
In a recent paper, Izard et al. described the 
use of a 360-degree camera in an OR, 
footage from which was stitched together 
for the purposes of training in-OR situa-
tional awareness. They described a spheri-
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Box 14.9 Team Training
VR allows multiple users to coexist in a vir-
tual environment. Touch Surgery Immersive 
Training by Digital Surgery (https://digi-
talsurgery.com/) enables simultaneous team 
training for all members of the multidisci-
plinary team, regardless of geographic 
boundaries (https://www.youtube.com/
watch?v=3tpnRFshvsA). Figure 14.9 shows 
a surgeon and an assistant working together. 
The participants can interact in real time, 
and they are required to work together to 
complete the specified task.

cal virtual environment that immersed the 
user in the recording of the OR as if they 
were physically present. A video of the 
technology is available online (https://
www.youtube.com/watch?v=IQCSzc7oA
CA&feature=youtu.be) [58]. VR has also 
been deployed to immerse a user in emer-
gency situations in the OR using 3D video 
recordings (https://www.youtube.com/
watch?v=CfZPbw4qoP4). Similar VR 
methods have been successfully used to 
train healthcare professionals to respond 
to mass-casualty incidents [59].

Fig. 14.9 Surgeon and assistant work together in Touch 
Surgery Immersive Training. This figure demonstrates 
two users working together in a VR module. Users can 
interact verbally and physically in the virtual environ-

ment. In this image, one user (purple) is able to coach and 
mentor the second user (blue) and assist the virtual sur-
gery in real time. (© Digital Surgery Limited, with 
permission)

 Virtual Reality as a Surgical 
Support Tool

VR has received increasing attention as a surgical 
support tool, which has led to the advent of VR 
solutions to streamline the delivery of surgical care.

 Preoperative Planning

Preoperative planning refers to computer-assisted 
modeling and visualization of anatomy to define, 
practice, and refine a patient-specific operative 
workflow.

Today, image data, including computerized 
tomography (CT) scans and magnetic resonance 
imaging (MRI), can be processed and projected 
on VR headsets to allow surgeons to engage in 
novel and patient-specific surgical planning 
(Boxes 14.10 and 14.11). This is a unique way to 
plan for complex procedures, such as those that 
deal with intricate bony structures (e.g., cranial, 
maxillary, or pelvic bones).

Equally, VR image data can be deployed to 
inform the approach of procedures that require 
special attention. Its use has been documented for 
maxillofacial, neurological, hepatic, orthopedic, 
and fetal procedures [60–63]. Some of these 
studies enhance user immersion using adjunct 
haptic devices. For example, dynamic mesh mod-
els can facilitate tactile feedback during bone 
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drilling, cutting, and burring. However, current 
limitations in haptic outputs narrow the benefits 
and scope of this advancement.

 Intraoperative Surgical Navigation

Surgical navigation describes systems, software 
or otherwise, that provide real-time intraoperative 
support. This can include surgical plans or patient-
specific anatomical guides. Similar to GPS navi-
gation systems, software can perform complex 
calculations to determine the best approach to a 
particular case when given predetermined con-
straints, such as the required outcome and/or ini-
tial patient characteristics (Box 14.11) [64].

VR can be used by the surgeon to rehearse a 
surgical workflow and to prepare an OR team for 
a surgeon- or patient-specific approach [65, 66]. 
In the OR, workflows can be displayed for non- 
immersive real-time support (Box 14.12) or 
enhanced using augmented reality, as discussed 
elsewhere. Similarly, VR can be used by a nonop-
erating surgeon for remote proctoring, or even 
remote surgery, which can be particularly useful 
to ensure safe access to surgery in rural areas, for 
instance, during military deployments [67].

 Postoperative Reflection

Reflection is a process of seeking an understand-
ing of self or situations to inform future actions. 
It is accepted that reflection is a valuable learning 
technique for healthcare professionals, and its 
importance is highlighted by numerous bodies 
that govern healthcare education [68, 69]. VR can 
advance reflection by helping healthcare profes-
sionals to relive a situation that they have encoun-
tered. Individuals can rewatch themselves or 
others in a 3D virtual environment to facilitate 
meaningful discussion centered around improv-
ing patient outcomes [70, 71].

 Clinical Governance

Space optimization and sustainable design are 
essential to high-quality, efficient care in hospi-

tals. A recent review suggested that evidence- 
based design to optimize configurational and 
environmental issues had positive effects on 
workflow, workplace culture, and interactions 
between stakeholders, including surgeons, 
nurses, patients, caregivers, and next of kin [72]. 
Changing population needs, increasing demands 
on healthcare systems, and the growing role of 
medical devices have led to complex OR space 
optimization [73].

VR allows OR managers and hospital com-
missioners to experiment with the layout and 
space usage of an OR, or indeed a hospital, prior 
to making infrastructure changes. VR studies of 
space dynamics can improve the layout of an OR 
depending on the requirements of specific proce-
dures and equipment (Box 14.13) [74].

Evidence shows that appropriate OR setup 
enhances ergonomics, team coordination, and 
surgical productivity and reduces the overall time 
taken to complete an operation. All of these out-
comes have clear benefits for the hospital, the 
surgeon, and the patient [83]. Moreover, VR 
modeling can inform risk management strategies, 
including policies to minimize radiation or define 
sterility barriers, with the ultimate goal of achiev-
ing better patient safety and limiting the impacts 
of occupational hazards [75, 76].

 Surgical Practice Case Examples

Box 14.10 Manipulation of Medical Image 
Data
Stanford engineers have described a new 
software system that combines medical 
image data of the brain from different 
sources (CT, MRI, angiograms) to create a 
3D model of an individual patient’s anat-
omy. A model thus created can be manipu-
lated by physicians in VR. This “window 
into the brain” ensures anatomical deficits, 
such as aneurysms, are clearly identified 
and understood prior to a surgical proce-
dure. The technology has already been suc-
cessfully applied to allow surgical residents 
to view angiograms in VR in preparation 
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 Future Applications

Reality is nothing more than experiences inter-
preted by the brain whether perceived by physical 
senses in the real word or by electrical impulses in 
the virtual world – Micheal Abrash

Schmidt and Cohen (2013) postulated that, by 
2025, advancements in technology would have 
made the “physical self” indistinguishable from 
the “virtual self”. In their provocative discourse, 
the authors described a world where humans 
could live simultaneously in both the real world 
and a computer-generated world [84]. Experts 
agree that VR brings a new wave of digital tech-
nologies with the potential to fundamentally 
change the nature of human interaction and trans-
form the world as we know it. This section con-
siders current limitations and emerging 
applications of VR in healthcare.

for surgery [77]. EchoPixel (https://www.
echopixeltech.com) has created a non- 
immersive VR system for 3D visualization, 
derived from CT scans of the brain, chest, 
abdomen, and pelvis. EchoPixel technol-
ogy is already used at over 20 sites in the 
United States, and they are seeking to build 
an evidence base to support its wider adop-
tion, with a current focus on real-life cases 
of congenital heart anomalies [78–80].

Box 14.11 Surgical Planning
Babel VR (https://www.cbrg.ox.ac.uk/
cbrg/babelVR.html) is an open source soft-
ware tool developed by researchers at 
Oxford University. It renders medical 
image data using meshes, machine learn-
ing, and segmentation to maximize clinical 
utility and to permit the addition of 3D 
annotations and real measurements (https://
w w w. y o u t u b e . c o m / w a t c h ? t i m e _
continue=25&v=xVlCiwK35Cw) [81]. 
ImmersiveTouch (https://www.immersivet-
ouch.com/) is a pioneering company whose 
technology makes a digital twin of image 
data to provide an unobstructed VR view, 
thus facilitating the reading and analysis of 
critical scan information. Their technology 
has received FDA approval and CE mark-
ing and is in use in hospitals in Baltimore, 
Chicago, and Austin.

Box 14.12 Non-immersive in-OR Assistance
Surgeons at Mount Sinai described the use 
of the CaptiView operating microscope, 
which features integrated graphics (https://
www.leica-microsystems.com/products/
surgical-microscopes/p/captiview/) to 

enhance real- time visualization of anatomy 
during neurosurgical procedures. CaptiView 
is a unique one-device solution that delivers 
enhanced imaging through a surgical micro-
scope. The integration of VR into the micro-
scope can potentially avoid interruption of 
the surgical flow and minimizes the impact 
of gross movements from the surgeon. This 
device is an example of a bridge between 
VR and augmented reality (Fig. 14.10).

Box 14.13 Space Planning in the OR
Commercial software packages such as 
Virtual Worlds (https://www.virtualworlds.
co.uk/) and Planner 5D (https://planner5d.
com/) can facilitate OR planning. Digital 
Surgery has developed a prototype OR 
planner, which has demonstrated both fea-
sibility and interest from OR staff 
(Fig. 14.11) [82].
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Fig. 14.10 CaptiView microscope.  This figure shows 
the CaptiView microscope being used for brain surgery. 
The real-time image shows imaging data to minimize 

intraoperative disruption. (© 2020 Brainlab AG, with 
permission)

Fig. 14.11 A VR operating room planner. A 3D space planner where users can model and simulate changes in equip-
ment and layout in an OR. (Copyright (2019) Digital Surgery Limited, with permission)

 Barriers to Implementation

 Surgical Education

A recent systematic review by Kyaw et al. (2019), 
focusing on VR training for healthcare profes-
sionals, found no applicable studies before 2005. 

This reflects the relatively nascent stage of VR in 
medical education [37]. Therefore, as one would 
expect, hard evidence of the efficacy of VR in 
surgical training remains largely unsubstantiated, 
especially when compared with VR training in 
other domains [85]. To date, skill transfer validity 
has only been demonstrated in cadavers and 
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ex  vivo tissue. Currently, no relevant data con-
cerning the clinical effects of VR simulator train-
ing have been published. Future research must 
aim to prove the clinical utility of VR training, 
i.e. improved patient outcomes, reduced training 
costs, and/or reduced care costs [19].

It is clear that VR has the potential to trans-
form traditional surgical education curricula, 
including high-stakes examinations, outcome 
assessments, accreditation, and revalidation. As a 
central component of this shift, educators must 
generate and regularly revise curricula that can 
guarantee surgical trainees exit their training pro-
grams with the necessary range of clinical, tech-
nical, and humanistic skills to deliver the best 
quality surgical care [41]. Parallel to ongoing 
research in curricula for robotic surgeons, this 
exercise ensures the standardization and vetting 
of clear learning objectives. Innovators can 
ensure VR training technology develops to meet 
said objectives, and data generated can be used to 
inform and justify ongoing research efforts to 
leverage VR technology [86].

Combined, these measures would allow 
research groups to assure the effectiveness (i.e. 
ability to meet objectives) and efficiency (i.e. 
cost and time savings) of VR training simulators 
where current evidence is lacking.

 Surgical Care

The healthcare industry is poised for disruption. 
However, in current times, real-world clinical 
applications of VR remain in their nascent stages. 
Considerable efforts are required to integrate VR 
into healthcare systems.

“In vitro” endeavors have shown compelling 
results. Subsequent breakthroughs and wide-
spread clinical adoption are likely to ensue once 
rigorous, controlled, and randomized studies 
prove the clinical efficacy of VR [65]. Given the 
high potential for change, ethics and governance 
boards must allow acceptable patient risk for 
clinical validation of VR.  Similarly, research 

groups, academics, and hospitals should priori-
tize research in this field at all stages of surgical 
care. Valid, high-quality data will increase the 
availability of funding for further development of 
VR, and the adoption of VR technology in clini-
cal environments will follow.

Other barriers to implementation mostly relate 
to production costs. Unlike other industries, 
healthcare cannot afford to oversimplify VR sim-
ulations, as doing so risks diminishing the core 
validity outcome measures that are critical for 
data generation, implementation, and adoption. 
This issue has been highlighted by Sethia et al. 
(2015) and Kim et  al. (2017). Both reviews 
agreed that current VR solutions tend to compro-
mise on image processing, which results in the 
loss of subtle features of human anatomy [65, 
87]. Research groups should use the most up-to- 
date software and hardware available to achieve 
the acceptable fidelity that can translate to tangi-
ble patient outcomes, which in turn would justify 
the higher expenditure.

 Existing VR Technology

According to Slater (2009), achieving a sense of 
presence in a virtual world is dependent on two pri-
mary components: “place illusion” and “plausibil-
ity illusion” [88]. While clinicians find ways to 
prove clinical utility, the engineering community is 
working towards optimizing the user experience 
and telepresence to achieve full immersion. In the 
last 18 months alone, technological developments 
have had a vast impact on user comfort and ergo-
nomics, with Oculus announcing that their latest 
technology is able to track hand movements with 
computer vision, eliminating the need for restric-
tive controllers. Although “tech-stack” advance-
ments are relentless, key challenges remain, 
including computer processing power, haptic tech-
nologies, and device portability (size, weight). To 
complicate the challenges further, all interfaces 
must be intuitive, easy to use, and fully customiz-
able in real time to adjust to the user’s needs.
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 Emerging Applications

The seamless integration and intersection of VR 
with other technologies, such as wearable bio-
feedback sensors, improved haptics, artificial 
intelligence (AI), deep learning, and big data 
analytics, are likely to make VR even more influ-
ential in healthcare and beyond.

Currently, VR modules and applications are 
produced and experienced in an isolated environ-
ment, away from the real world. Future advance-
ments will move towards interreality. New 
technologies, such as wearable biosensors, will 
bridge the gap between the physical and virtual 
worlds to produce a closed-loop experience [89–
91]. This will not only increase the scope for 
clinical applications of VR but, critically, will 
also advance healthcare towards a model of 
decentralized patient care.

Today, virtual worlds are built and engineered 
to mimic the real world. The future will allow us 
to populate these worlds. AI and deep learning 
show great promise of increasing the interactivity 
of our virtual worlds. Clinically, AI can improve 
VR modeling software to inform and promote 
data-driven decision-making at the patient level, 
hospital management level, and even population 
level. The synergy of AI and VR has considerable 
potential to transform and streamline one-to-one 
healthcare delivery. Once telepresence is 
achieved, diagnostics and monitoring can be 
delivered through VR directly to a patient’s 
home. This will improve the patient experience, 
integrate and maximize healthcare resources, and 
reduce healthcare inequality caused by geograph-
ical or economic disparities. In education, 
improvements in deep learning will enable adap-
tive simulations that challenge users to react and 
manage situations akin to those on the wards, in 
clinics, and in the OR.

Looking more broadly, immersive technologies 
can be classified along a continuum: (1) true VR as 

discussed in this chapter, (2) mixed reality, and (3) 
augmented reality. As technology improves, the 
boundaries between (1), (2), and (3) will begin to 
blur, and users will be able to switch between the 
three on demand with a single headset. In health-
care, immersive technologies will allow a surgeon 
to have greater situational awareness in the real 
world, greatly improving their use case.

Improvements in hardware, specifically, hap-
tic feedback and interfaces, are required to 
achieve true telepresence. Future VR systems 
will have a short latency time and high sensitivity 
to the movements of the handheld controllers. 
Currently, delays and long latency periods 
between user inputs and haptic outputs retract 
from the sense of realism.

 Conclusion

VR technology has provided a means to immerse 
users in computer-generated worlds. Until 
recently, such technology in healthcare was 
restricted to desktop screens, cumbersome simu-
lation mannequins, and static paper-based cases. 
User appetite for heightened interactivity and 
authenticity is rapidly emerging. This increase in 
demand has led to clear use cases for VR in 
healthcare, each hypothesized to improve patient 
outcomes.

This review of existing applications of VR in 
surgical science illustrates key milestones that 
have been met in recent years. Broadly speaking, 
applications of VR in surgery include education, 
surgical support, and data science. The wide-
spread adoption of this technology will be depen-
dent on the generation of valid data to support 
clinical efficacy. Alongside advancements in 
technical capabilities, improvements in user 
comfort and reduction in costs will ensure the 
longevity of this technology in day-to-day clini-
cal operations. Excitingly, the synergy between 
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VR and other emerging technologies (big data, 
AI, haptic interfaces, etc.) only adds further 
dimensions to the clinical utility of VR for 
surgeons.
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 Introduction

Today, it is not surprising that the general public 
and most surgeons in practice identify the label 
‘medical robot’ with Intuitive’s da Vinci System 
in view of the fact that now more than 5000 units 
have been in use and after more than one million 
soft tissue surgical procedures have been per-
formed using this platform [1, 2]. Despite the 
unfettered monopoly in the soft tissue surgery 
market for two decades, less than 10% of the 
overall soft tissue surgery in the USA and less 
than 0.5% of all surgery globally are currently 
performed using the Intuitive Surgical System 
[1–3]. As far as technology diffusion is consid-
ered, one would not highlight the Intuitive story 
as a success, regardless of enabling nature of its 
technology  – particularly in improving mini-
mally invasive dexterity in deep and narrow 
domains of urologic and gynecologic surgeries 
[3, 4]. Cost and utilization are usually highlighted 
as the primary cause for this poor adoption, and 
today, more than 80 companies are in the market-
place competing to develop the next iterations of 
the so-called surgical robots hoping to improve 
mostly on the adoption rate [5, 6]. However, for 

any actuated tool or for a surgical robot to enjoy 
better adoption, it requires a crucial disruption in 
the current robotic surgery paradigm with not just 
improvements in cost, utilization and dexterity of 
human-manipulated end effectors but a funda-
mental shift and emphasis on incorporating better 
perception and intelligence.

The paradigm shift in surgery towards pro-
gressively more minimally invasive approach in 
the past three decades, whether tools are manual 
or actuated, represents significantly underappre-
ciated transition from analogue to a digital era in 
the history of surgery over the last 2500  years 
(Fig. 15.1). In fact, only with the digital transi-
tion, increasingly more image-guided interven-
tional technologies with direct linear trajectories, 
relatively predictable environment and tissue 
deformity, and minimal end effector dexterity are 
starting to demonstrate clinical utility and bene-
fits [7–9]. These intelligent technologies, which 
can perceive-plan-act-react with real-time moni-
toring, include MR-guided high-intensity focused 
ultrasound (HIFU) for tumour ablation, stereo-
tactic radiation therapy, infrared-/ultrasound- 
guided blood sampling, endoscope holder, hair 
follicle harvesting robotics and the like [7–10]. 
Indeed, the incorporation of some decision sup-
port for planning, which includes generating 
options based on real-time sensor inputs and rec-
ommending (ultimately) supervised, collabora-
tive and interdependent decisions to act, is not 
only possible and feasible but also desired and 
perhaps inevitable in view of non-linearly 
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improving sensors and intelligence processing 
and algorithms in this digital era [10–14]. Beyond 
cost and utilization as the major challenge to 
much broader adoption of ‘surgical robots’, a 
new paradigm of surgical intelligence driving 
some degree of automation and autonomy ini-
tially at subtask and then task levels but eventu-
ally at systems level promises an enhanced 
adoption of the technology with measurable met-
rics on improved outcome, safety and accessibil-
ity [11, 12]. The goal of a ‘surgical robot’ should 
be viewed not just an ancillary technology as a 
set of versatile tools that extend the surgeon’s 
ability to an approved level of competency to 
practice clinically but potentially an enabling 
technology beyond human dexterity into a digital 
intelligence that could potentially expand a sur-
geon’s capacity and capability to a level of digi-
tally accessible proficiency [15–18].

 Terminology and Definition

For the purpose of this chapter, we will narrow 
the definition of a surgical robot and the scope of 
discussion as a computer-assisted actuated 
device consisting of dexterity, perception and 

intelligence functionalities for hard and soft tis-
sue surgery [18–21]. It should be noted that all 
actuated devices in the marketplace for clinical 
use with exception of a handful of devices stated 
above are simply considered tele-manipulated 
endoscopic tools and do not fall into a ‘robot’ in 
their definition, manufacturing requirements and 
regulatory approval process [10, 17]. Despite the 
recent introduction of ISO 15066 standard on 
‘collaborative robots and devices’ to accommo-
date the safety requirement for personal care ser-
vice robots cohabiting the same working 
environment, the current paradigm of surgical 
robot still falls outside of any standard definition 
of ‘robot’ due to the absence of any degree of 
‘autonomy’, particularly in soft tissue space [10].

The basic mechanics of current surgical robots 
in its three key domains – dexterity, perception 
and intelligence – remain in an industrial stage 
predominantly (or exclusively) and are still con-
trolled by human operators with minimal integra-
tion of computing capabilities for sensing and 
cognition. In most instances, current surgical 
robots only provide some assistance with tele- 
manipulated dexterity dimensions, such as 
motion scaling and tremor control [22]. Such ini-
tial interests and emphasis on action side 

Decision making in path to autonomy

HIFU

Needle

NOTES

Single

Multiple

Open

Time

Years

Level of
invasiveness

Degree of
difficulty

[1] Full autonomy (new paradigm)

[0] Manual (old paradigm)

0

(2470)

2500

Fig. 15.1 The relative complexity of invasiveness and 
degrees of dexterity required are scaled from top to bot-
tom on the left Y-axis. The autonomy/automation scale 

from 0 to 1 is shown on the right Y-axis. The time is 
depicted on the X-axis, while the sigmoid curve represents 
the trajectory in decision making in path to autonomy
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 (dexterity) of robotic functionalities have yielded 
limited advances in automated tasks, with real-
time monitoring and supervision capabilities to 
date only in relatively straightforward applica-
tions  – such as in needle-guided delivery, 
MR-guided high- intensity focused ultrasound, 
stereotaxis, radiation therapy and some tasks in 
orthopaedic robotic functionalities (Fig. 15.1).

However, motivations to consider automated 
or autonomous functionalities even at this early 
stage of development in the field, when there is 
not even clarity nor consensus on definition, 
potential needs and requirements of the technol-
ogy and future development, remain real and 
inevitable. This is driven by an unrecognized and 
underappreciated transition of surgery (espe-
cially in the soft tissue space) into a digital era 
and increasing capability of transforming big 
data into deep smart data in perception and cog-
nition that can, initially, decision support in 
human-machine interdependent collaborative 
paradigm, to a supervised model and, ultimately, 
to a fully autonomous paradigm. The transferra-
ble concepts on the benefits of robotic and auto-
mated tasks from industrial space into surgery 
potentially promise enhanced efficiency and 
effectiveness, improved standardization and opti-
mization, and a much broader adoption and 
accessibility to the product, which, in this case, 
would translate into improved patient outcomes, 
safety and accessibility [22]. Just imagine a 
future scenario when a surgery for anyone at the 
point of care is done with the maximal efficiency 
and effectiveness, without surgeon competence 
and proficiency variance, optimized through 
access to collective surgical experience through 
connectivity and accessibility to anyone at the 
point of care.

The term general intelligence is loosely 
defined as the ability to learn or understand, to 
rationalize new or trying situations and to have 
the capacity to reason and problem solve. The act 
of prospection, the ability of solving problems 
that have never been encountered, is the essence 
of general intelligence, meaning thinking differ-
ently and acting better. Thus, true general intel-
ligence is the ability of an agent to interpret and 
respond to an unknown environment. For 

instance, a human is capable to start and continue 
a conversation without prior knowledge about the 
listener(s) or the topic of conversation. He/she 
knows how to use language but does not know 
what would be used. Similarly, intelligence in 
surgery can be much narrowly defined as how to 
interact with the environment to achieve the best 
clinical outcome at specific tasks, subtasks and 
systems level functionalities [11].

One subset of intelligence is autonomy. 
Autonomy implies a real-time monitoring of the 
interaction between the agent and environment 
where sensory input is processed to generate 
options and selected for action for intended pur-
pose of addressing de novo problems [10, 19, 
23]. It also implies that the consequence of the 
action is recording/remembering – thus guiding 
future generation and selection of options in the 
reasoning and problem solving. Since autonomy 
is a dynamic and scalable concept (not a static 
binary state), it can be seen as a spectrum ranging 
from zero autonomy (human driven) to semi- 
autonomous (shared or supervised autonomy), to 
full autonomous, wherein the system performs 
purely on its own without any human interven-
tion for the purpose of reasoning, problem solv-
ing and acting.

In contrast, robotic automation assumes some 
standardization in reasoning, problem solving 
and action at task, subtask or systems level  – 
where a mechanism or technology can perform a 
process or procedure with minimal human assis-
tance in the context of finite options. It implies 
that both the agent and environment are known in 
which an iterative preprogrammed task or sub-
task is carried out, or the system functions on its 
own without or with minimal human interven-
tion. While surgical robot operating in a known 
universe can adjust its task performance in 
response to dynamic tracking of tissue (e.g. to 
compensate for patient motion related to breath-
ing artefact), an advance algorithm programmed 
in finite probabilities enabling deterministic 
options for robot would not be considered intel-
ligence nor autonomy. On the other hand, con-
sider how a surgeon ties suturing string. She/he 
first identified the target tissue and workspace 
required for manoeuvring. The depth of needle 
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bite or tension in a thread is constantly monitored 
along with the constant movement compensation 
[10, 21, 24, 25]. Seemingly automatic steps and 
movements are based on examples and experi-
ences built over the years, and each step repre-
sents unique reasoning, problem solving and 
action  – in terms of age, medical history and 
intraoperative circumstances (e.g. lighting). 
Since such variations are not predictable or pre-
determined, real-time response to mitigate any 
risk is required. Therefore, intelligence is the 
essential part of autonomy. Safety is part of 
intelligence.

 Classification of Surgical Robots 
on Levels of Autonomy

Although medical robots can be categorized in 
many ways from technologic to technical – such 
as discipline- or anatomic-specific applications 
and intended operating environment – the funda-
mental purpose of their existence is to improve 
caregivers’ capacity and capability in healthcare 
environments [11, 12]. For the purpose of discus-
sion in this chapter, particularly in the context of 
robotic automation in surgery, we will focus the 
scope of our discussion to surgical robots. 
Specifically, we will focus on soft and hard tissue 
surgical robots, in view of the fact that, even in 
this narrowly defined area, there are upwards of 
80 commercial activities to enter this market-
place. The human-machine interface will be most 
directly impacted with permeating influence of 
intelligence and autonomy [5, 10, 11].

It should be noted that there are no standards 
or guidelines regarding the level of autonomy or 
degrees of automation regarding surgical robots 
today. Any discussion is inferred from the levels 
of automation, as defined by the Society of 
Automotive Engineers (SAE) in the car industry. 
Under SAE guidelines, there is a categorical 
scale from 0 → 5, where there is no automation 
and autonomy in level 0, but there is a full auto-
mation in level 5, with progressively increasing 
levels of control and performing tasks assumed 
by the vehicle for the purpose of driving [26, 27]. 
The whole systems level intelligence and auton-

omy are somewhat simplified or structured in the 
sense that the tasks at hand (namely, the auto-
mated driving from point A to B) is finite and 
transpires in an inorganic/inanimate environ-
ment. Although such a framework is dynamic 
(having to account for traffic and obstacles), it is 
not deformable or immobile and thus presents a 
paradigm that is somewhat predictable and struc-
tured [19, 26, 27].

A number of investigators have further 
adapted, scaled, refined and then categorized the 
0 →  5 levels of autonomy scale from the SAE 
framework and made them applicable to medical 
robots, with additional levels from 0 → 9 or more 
depending on autonomous capabilities and 
involvement of human control [26, 27]. Given 
that there are only handful of surgical robotic 
systems in clinical practice with limited ‘auto-
mated’ capabilities today, for the purpose of this 
chapter and conceptual simplicity, we define the 
scale or levels of autonomy in surgical robots in a 
binary scale of 0 → 1, where 0 is fully manual 
and 1 is a fully autonomous state (Table 15.1).

Whether one defines the basic requirements 
and components of automation/autonomy in a 
tripartite perception-planning-action loop or 
more refined monitoring-generating-selecting- 
executing feedback loop, any autonomous capa-
bility as a part of specific task/subtask 
intelligence in a surgical robot stipulates a dem-
onstration of problem solving capability that is 
in real-time response to a de novo problem [10, 
19]. All surgical robots in clinical practice today 
are displaying automated capability as a part of 
intelligence; however, they are not autonomous 
by design, in part due to regulatory and safety 
reasons. Thus, they have finite options predi-
cated upon known, supervised learning [12, 18, 
19]. For example, in hard tissue application, with 
relatively non- deformable immobile target tissue 

Table 15.1 Automation vs. autonomy

Human-machine 
interface

0 (100% 
manual)

➔ 1 (100% 
autonomous)

Requirements
Automation

0 ➔ 1 (real-time 
monitoring)

Autonomy 0 ➔ 1 (degree of 
selecting)
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of interest, with limited complexity of surgical 
task/subtask in a structured setting (such as mill-
ing in joint replacement or delivery of radiation), 
real-time monitoring based on high sensory 
input (such as radiologic and electromagnetic 
fiducials) provides sufficient precision and accu-
racy of ‘automation’ for clinical efficacy for 
clearly defined task options and performance 
metrics [10, 13, 18].

Examples of these automated robotic systems 
include RoboDoc in orthopaedic surgery, Veebot 
for blood sampling, Artas for hair follicle har-
vesting, CyberKnife for stereotactic radiotherapy, 
Artis Zeego for interventional imaging and 
AutoLap for endoscope holding [10, 18]. In the 
future, with increasing digital dataset accrued 
from annotated operative scenes, kinematic data 
from actuated surgical robotic tools, and applica-
tion of more flexible forms of machine learning, 
such as unsupervised reinforcement learning 
(RL) or neural network, it is anticipated that the 
surgical robot will display a true autonomous 
capability. As stated previously, this will proceed 
in a stepwise fashion, with machine automation 
initially at subtask level, followed by task level, 
and ultimately systems level [10, 18].

 Overview of Soft and Hard Tissue 
Robot-Assisted Surgery

With more than 80 robotic systems currently in 
research and development poised to enter the mar-
ketplace, the exercise of capturing and categoriz-
ing a complete list according to degrees and levels 
of automation and/or autonomy would not be 
practical nor meaningful [10, 17]. However, since 
there are automated and semiautomated systems 
already in the ‘hard tissue’ clinical space (mainly 
for orthopaedic and spine-based neurosurgical 
procedures), it would be informative to highlight 
the general principles and parameters behind clini-
cal and preclinical automated or autonomous sys-
tems, such as complexity of subtasks or tasks, 
environmental variable (static vs. dynamic), 
degrees of involvement or human control required, 
relative degree and fidelity of real time sensory 
monitoring, incorporation of any perioperative 

sensory data such as preoperative imaging and 
technology readiness levels [10, 11, 18].

As illustrated in the previous section, what 
enables automation in the context of acceptable 
clinical standards and due diligence required for 
safety is the fidelity of real-time monitoring of 
sensory inputs, coupled with the relative com-
plexity of subtask or task to be performed at hand 
[10, 11, 18]. Autonomy for surgical robot in con-
trast requires a generation of potential options 
based on real-time monitoring of sensory inputs 
from the operative field and selection of options 
in the context of best desired or intended out-
come and safety for a problem previously 
encounter [19]. In the current paradigm and stan-
dards of relatively broad range of approved clini-
cal competence for human surgeons and given 
the tight reproducible requirements needed for 
the regulatory approval of technology, specific 
subtask and task automation is feasible and will 
likely demonstrate non-inferiority to fully man-
ual task. Meanwhile, collaborative to fully auton-
omous tasks in surgery await not just more 
voluminous but deeper data, even for a very nar-
row specific intelligent surgical task in the future.

 Hard Tissue Surgical Robots

The hard tissue space (including, but not limited 
to, the skeletal system) is an obvious and natural 
place to initial applications for automated or 
autonomous task. Although there are remaining 
challenges, these tissues are considered percep-
tively static and non-deformable as compared to 
soft tissue, such as the intestine or liver, and can be 
positioned in an immobile way to be tracked with 
surface, radiologic or electromagnetic fiducials 
including co-registration of preoperative imaging 
for finite scenario simulations. In addition, the sur-
gical field and environment can be predictably 
structured such that an automated subtask or task 
can be carried out to the level of clinically accept-
able non-inferior outcomes and increasingly supe-
rior safer outcomes with lower operative morbidity 
[10, 11, 17]. The human factor attributed varia-
tions such as instrument  position accuracy, indi-
vidual surgeon variance in situational awareness 
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and decision preference can be somewhat miti-
gated with automated functionalities, especially 
with higher-level real-time tracking capability [10, 
17]. However, imprecision and discordance with 
preoperative imaging, background noise such as 
target and surgical field movement, caused by 
heartbeat and respiration, pose ongoing challenges 
and limit the applications to a subtask level such as 
milling or linear trajectory of a hard tissue surgical 
tasks [10, 17]. Despite these challenges, there are 
already handfuls of systems in clinical practice 
that are starting to demonstrate a clear clinical util-
ity in both outcome and safety in orthopaedic and 
neurosurgical domains [10, 17]. These include 
Mazor from Medtronics, MAKO surgical robot 
(MAKO Surgical Corp., Fort Lauderdale, FL), 
Navio from Smith and Nephew, ExcelsiusGPS® 
from Globus Medical, RoboDoc (THINK Surgical 
TSolution- One®), BRIGIT (MEDTECH, FR) and 
NeuroMate (Integrated Surgical systems) [10, 17]. 
TSolution highlights the most automated interven-
tional system in the current marketplace with an 
active automated, image-based robotic milling 
system that enables the surgeon to attain a consis-
tently accurate implant component positioning 
[5–10].

 Soft Tissue Surgical Robots

In contradistinction to hard tissue surgical robots, 
the deformability and mobility of soft tissue tar-
gets and the unpredictability of unstructured sur-
gical environment pose challenges, which are 
orders of magnitude greater, even for simple 
accessory tracking of any subtask, tissue or tools 
in the surgical field [28, 29]. There are accessory 
functions for subtasks of ‘robotic action’ such as 
tremor reduction, motion scaling, motion filter-
ing and shared control [30–34]. However, other 
than the recent demonstration of feasibility of 
execution of clinically relevant autonomous sur-
gical task in a preclinical model by Activ Surgical, 
known as Smart Tissue Autonomous Robot 
(STAR), no automated or autonomous surgical 
subtask or task has been convincingly demon-
strated to date, including summarized TRL in 

Table  15.2 [11]. For any automated or autono-
mous subtask to be performed in soft tissue space 
in the future, the key technologies of the three 
domains in surgical robotic capabilities that 
require further critical development are the real- 
time tracking, computer vision and surgical intel-
ligence of generating and selecting potential 
options for intended task and acceptable 
outcome.

 Future Development and Directions

The critical benefits of robotic and automated 
tasks transferable from industrial space into sur-
gery include enhanced efficiency and effective-
ness, improved standardization and optimization, 
and much broader adoption and accessibility to 
the product which in this case would be a better 
outcome, safety and accessibility [10, 11, 18]. 
Although there are credible beginnings of these 
benefits at subtask and task levels in the hard 
tissue surgical robot, significant amount of work 
needs to be done to bring automation and auton-
omy to surgical robots. The objective would be 
to improve the outcome, safety and accessibility 
to best practice at the point of care, especially in 
soft tissue surgery. What is driving this inevita-
ble opportunity is the recognition of potential 
benefits of unrecognized and underappreciated 
digital data, which can be organized into mean-
ingful and actionable deep data in surgery. As 
the transition to a digital realm takes place, 
efforts are increasing and focused to improve 
surgical vision from analogue human vision 
(restricted to Red- Green- Blue (RGB) spectrum) 
and human perception of anatomy to real-time, 
multispectral physiologic visualization technol-
ogy of not just morphologic data but functional 
information as well. This will also include 
supervised and unsupervised machine learning 
applications, analysis and decision support to 
ultimately automated and autonomous genera-
tion/selection and execution of better surgical 
options and increasing awareness and accep-
tance of collaborative and interdependent para-
digms in human-machine interface [10, 11, 18].
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 Computer Vision

Despite the enabling nature of dexterity in robotic-
assisted surgery, surgeons overwhelmingly rely on 
vision as their dominant source of sensory feedback 
during operation. The critical pivot to minimal-
access endoscopic and endoluminal surgery over 
the past three decades has largely been the result of 
the availability of compact, high- resolution digital 
video cameras attached to borescopic optics. Other 
than benefits from changed surgical approach from 
open to minimal access, most of critical and equi-
poised comparisons between laparoscopic MIS and 
robotic-assisted surgery have yielded very marginal 
gains due to the fact that the vision remains entirely 
limited to the RGB range, and all surgical decision 

and action rely entirely on individual surgeon’s 
interpretation, analysis, abstraction and recall [10, 
11, 18]. The future surgical vision enabling auto-
mated or autonomous functionalities will include 
not just anatomical information from high- definition 
RGB interpreting geometric and colour information 
of intraoperative scene, but it will also provide addi-
tional hidden structural and physiologic informa-
tion, such as that furnished by multi- and 
hyperspectral imaging systems, which analyse 
images with tens or hundreds of colour channels 
from the ultraviolet to the near, to far-infrared spec-
tra, enhanced optically or chemically using the next 
generation of chemical signal enhancers beyond 
indocyanine green (ICG), to quantum dots, to 
speckles [35–39]. We expect that the initial applica-

Table 15.2 The current state of autonomy in surgical robots

Tissue type
Soft
(GI, GU, GYN, thorax)

Hard
bone (brain)

Mode Passive
Master-slave

Semi-active
Semi- 
autonomous

Active
Fully 
autonomous

Passive
Master-slave

Semi-active
Semi- 
autonomous

Active
Fully 
autonomous

Products Intuitive
TransEnterix
Medrobotics
Auris

N N OMNIBotics Stryker 
(MAKO)
S & N 
(NAVIO)
MAZOR
Excelsius

Think 
surgical

DATA
Preop
EMR N N N N N N
Imaging CT, MR CT, MR CT, MR CT, MR CT, MR CT, MR
Intraop:
(Real-time 
tracking)

N N N Fluoroscopy Fluoroscopy
EM fiducial

Fluoroscopy
EM fiducial

Spectral Y N N N N N
Spatial N N N N N N
Planning
(Patient-specific 
simulation)

N N N N Y Y

Decision 
support

N N N N Y Y

NASA TRL 9 3 3 9 9 9
SAE
(Level of 
autonomy)

0 1 2 1 1 3

Near future 
potential 
application

Planning, decision support, geo-fencing, tissue 
classification, margin detection
Suturing: anastomosis, incision, closure

Planning, decision support, geo-fencing

Y Yes, N No, EM electromagnetic, TRL technology readiness level, SAE Society of Automotive Engineers
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tion of this  physiologic imaging will be for geo-
surveillance to geo- fencing with the incorporation 
of spatial coordinates based on 3D imaging to miti-
gate any unrecognized or unintended injury to criti-
cal structures. Ultimately, computer vision can 
enable target tissue classification – such as for the 
determination of precise and accurate tumour mar-
gins during oncologic surgical dissections [37–40].

Real-time deformable tissue tracking is still a 
very difficult task. However, more precise quanti-
tative depth perception with clearer tissue target- 
to- background contrast and optimized surgical 
task action, based on tissue health and subsurface 
tissue information, would significantly improve 
the surgeon’s operative decisions and, in turn, the 
functional outcome of a surgical task. In the cur-
rent clinical paradigm, a human operator (the sur-
geon) perceives, plans and executes every facet of 
a surgical task. However, for a robot to carry out a 
similar surgical task collaboratively or indepen-
dently, a computer vision system needs to generate 
a visual representation of the environment 
expressed in 3D coordinates that enables real-time 
tracking of deformable and mobile soft tissues in 
unstructured surgical environments, with situa-
tional awareness of changing surgical anatomy 
and pathology, in the context of the intended pro-
cedure. For computer vision to detect, segment, 
classify and track in 3D coordinates in real-time, 
dimensional geometric information, in the form of 
depth maps or point clouds, can be obtained 
directly from special 3D cameras or estimated 
from monocular images using shape-from-shad-
ing or structure-from-motion techniques and pas-
sive optical technique that only requires images 
such as stereoscopy, monocular Shape-from-X 
(SfX) and simultaneous localization and mapping 
(SLAM), while the most well-known active meth-
ods are based on structured light and time-of-flight 
(ToF) [10, 11, 18, 41–43]. Other approaches 
include Deformable Shape-from-Motion and 
Shape-from-Shading technique [44, 45].

 Machine Learning

An intelligence algorithm that can plan safe, 
effective and efficient clinical decisions for the 
intended tasks in a recognizable clinical context, 

or previously unexperienced scenario, is the 
foundation of any automation or true surgical 
autonomy. Such tasks would have been normally 
carried out only by the surgeon using a serial 
mental abstraction of images and memory recall. 
However, with accrual of deep digital data, one 
can envision a surgical robot capable of invoking 
a dexterity algorithm to control the end effectors, 
executing the plan and the task in a tight feedback 
loop, possibly invoking the intelligence algo-
rithm to update the overall plan in real time.

We are experiencing a remarkable change in 
our lives outside of surgery due to the conver-
gence of the growing digitalization of the world – 
this includes our ever-accelerating computational 
hardware capacity and increasingly sophisticated 
machine learning algorithms. Beyond the earlier 
classification and pattern recognition of static 
digital datasets, our lives are increasingly pow-
ered by machine learning-based technologies 
from web searches to content filtering on social 
networks, to medical diagnostic applications in 
radiology, dermatology and (more recently) 
pathology [18, 46–48]. In contrast to conven-
tional machine learning techniques with limited 
abilities to process natural data in their raw form, 
more recent representation learning techniques 
allow a machine to be fed with raw data and to 
automatically discover the representations 
needed for detection or classification. These deep 
learning methods are representation learning 
methods with multiple levels of representation, 
obtained by composing simple but non-linear 
modules that each transforms the representation 
at one level (starting with the raw input) into a 
representation at a higher, slightly more abstract 
level. With the composition of enough such trans-
formations, very complex functions can be 
learned [19, 20, 47, 48].

The key aspect of deep learning is that these 
layers of features are not designed by humans but 
are rather learned from data using a general- 
purpose learning procedure. Reinforcement 
learning (RL) is a class of machine learning in 
which an agent learns what action to take at any 
situation (state) to maximize the future reward 
(expected return) without a priori knowledge 
about optimal actions. This differs from learning 
through trial-and-error exploration [49]. There is 
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a trade-off between exploration and exploitation. 
Recently, reinforcement learning has been 
applied in soft tissue manipulation requiring a 
complex model for tissue dynamics where RL 
was used to train a robot to indirectly guide tissue 
target points to desired positions, visual suture 
planning and collision avoidance [50, 51]. With 
increasing convergence of lots and beginnings of 
deep ‘intelligent’ operative field tissue and scene 
and kinematic device data, deep machine learn-
ing methods can and will be increasingly and 
inevitably applied to next-generation vision and 
intelligence algorithms in surgery for perceiving, 
planning and executing complex surgical tasks 
enabling autonomy [19, 20, 47, 48, 52, 53].
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3D Bioprinting
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Tamer Mohamed, Murat Guvendiren, 
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 Introduction

The human body has limited capacity to regener-
ate tissues following injury, and healing is often 
with the formation of scar tissue [1, 2]. The use of 
autografts is ideal for replacing lost tissues. 
However, autologous grafts are limited in their 
availability, and their retrieval can cause donor 
site morbidity [3]. These circumstances have 
triggered a large interest in developing engi-
neered tissues and regenerative therapeutics [4], 
which aim to find solutions toward this end.

Three-dimensional (3D) bioprinting has been 
expanding tremendously over the last decade 
(Fig.  16.1). It aims to develop biomimetic and 
functional tissues addressing the demand for tis-
sue and organ replacement. Its market share is 
projected to be about $11 billion in 2021 in com-

parison with $2.2 billion in 2012 [5]. When com-
pared to other tissue engineering approaches, 3D 
bioprinting offers several advantages (Table 16.1) 
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[6, 7]. More importantly, instead of seeding cells 
into scaffolds, 3D bioprinting creates a frame-
work for the fabrication of complex cell-laden 
tissues with specific architectures resembling the 
target tissue [6, 8]. Provided by a layer-by-layer 
biofabrication method, cell and growth factor 
distribution is homogenous, and several biomate-
rials can be used in the same construct to reca-
pitulate the structure of the target tissue [6, 8, 9]. 
These advantages have been confirmed by sev-
eral experimental studies, which show great 
potential for clinical translation of this technol-
ogy in the near future [6, 8, 10].

The aim of this chapter is to present the cur-
rent advances and understanding of 3D bioprint-
ing in the development of viable biomimetic 
human tissues. The present chapter focuses on 
the direct bioprinting of such constructs and sum-
marizes the available examples of tissues pro-
duced with this technology. The challenges and 
future perspectives are also discussed.

 Three-Dimensional Printing 
Techniques

Several 3D bioprinting techniques have been 
developed including extrusion-based bioprinting, 
light-based bioprinting, and droplet-based bio-

printing (Fig. 16.2) [8, 11, 12]. Extrusion-based 
3D bioprinting, often referred to as pressure- 
assisted bioprinting, was developed as a tech-
nique for scaffold fabrication. Over the years, the 
popularity of this technique grew due to its sim-
plicity, diversity, and predictability. Extrusion- 
based 3D bioprinting can be divided into 
pneumatic, piston-driven, or screw-driven dis-
pensing [13]. The pneumatic dispensing utilizes 
air pressure to dispense the biomaterial, while 
mechanical forces are used for the piston-driven 
and screw-driven methods [13]. Among the 
requirements of the bioinks compatible with this 
technique is a relative viscosity ranging from 30 
to 6 × 107 mPa [14]. Factors to consider are the 
tuning of the viscosity, the state of the bioink 
prior to bioprinting, and the available biofabrica-
tion window [15]. Extrusion-based bioprinting 
delivers good homogeneity of bioinks, can be 
performed at room temperature, and can deliver 
relatively high cell densities. On the other hand, 
the overall resolution and speed is rather poor 
compared to other techniques like inkjet bioprint-
ing [14], and some authors have noted deforma-
tion of cells and high apoptosis levels [16].

Light-based bioprinting technologies include 
stereolithography apparatus (SLA), digital light 
processing or projection (DLP), and laser- induced 
forward transfer (LIFT). Stereolithography is a 

Table 16.1 Comparison of different tissue engineering approaches

Methods
Hanging drop 
method

Microwell-based 
method Microfluidics

Magnetic 
force-based 
patterning Bioprinting

Mechanisms Cellular 
spheroids are 
formed by 
gravitational 
force

Microwells are 
fabricated by 
nonadhesive 
materials to form 
cellular spheroids

Micro- flow 
mediates stacking 
cells in layers or 
forming cell 
spheroids using 
trapping

Magnetically 
labeled cells are 
compacted in 
spheroids 
formed under 
magnetic forces

Cells are 
deposited in 
scaffold-based or 
scaffold-free 
manner

Size uniformity ++ +++ +++ +++ +++
Microarchitectural 
controllability

+ ++ +++ +++ +++

Scalability ++ + + ++ +++
Coculture ability ++ ++ ++ + +++
High- throughput 
capability

+ +++ +++ +++ +++

Low risk of 
cross- contamination

+ + ++ ++ +++

From Peng et al. [7]. Reprinted with permission from Elsevier
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light-assisted printing method used to cure light-
sensitive bioinks [17, 18]. It involves the curing, 
i.e., cross-linking, of a cell-laden photo-cross-
linkable polymer in a layer-by-layer fashion. Its 
main advantage is that no printheads are needed, 
but the printing time is related to the printing reso-
lution and thickness [17, 18]. Gauvin et al. sug-
gested that resolution of 100 μm can be achieved 

with cell viability higher than 90% [18]. Digital 
light processing (DLP) utilizes a projector screen 
to project each print layer [19]. This process is 
much faster as compared to SLA as it cures the 
whole layer at once.

Light-based bioprinting technologies also 
include laser-induced forward transfer (LIFT). 
Conventional desktop inkjet printing technology 
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Fig. 16.2 Available 3D bioprinting technologies. (a) 
Thermal and piezoelectric inject printing; (b) extrusion 
bioprinters with pneumatic, piston-, and screw-driven dis-
pensing; (c) laser-guided SLA- and DLP-type bioprinter. 
The difference of SLA and DLP is light sources. While 
the SLA uses the light source as laser, the DLP uses pro-

jector. (d) Laser-induced forward transfer (LIFT)-type 
bioprinter. Laser bioprinter with either driving cells to the 
substrate or transfer of a vapor bubble containing bioink 
onto a substrate. (From Knowlton et al. [158]. Reprinted 
with permission from Elsevier)
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led to the development of inkjet-based 3D bio-
printing. It involves a noncontact printing pro-
cess, which can be further subclassified as 
drop-on-demand inkjet bioprinting, continuous- 
inkjet bioprinting, and electro-hydrodynamic jet 
bioprinting [20]. The overall resolution is around 
50 μm, but this technology suffers from failure to 
sustain continuous flow [21]. For this reason, 
low-viscosity bioinks are required, with 
 viscosities less than 10 mPa [11, 22, 23]. In addi-
tion, despite the fact that the inkjet bioprinting 
technique is fast compared to other methods, 
printed cell densities and viability are low [14]. 
The latter could be attributed to shear and ther-
mal stress that are exerted upon the cells from the 
high temperatures and pressures reached in the 
thermal actuator element and piezoelectric actua-
tion systems, respectively [11, 22, 23]. LIFT 
allows the deposition of either solid or liquid 
materials in high resolution through the effect of 
pulsed nanosecond laser energy [24]. Although it 
creates droplets with the aid of laser and although 
it is commonly regarded as a light-based bio-
printing technology, some researchers consider it 
as one of the droplet-based bioprinting technolo-
gies. Following stimulation, a pressure bubble is 
created that drives the bioink droplet from the 
donor film to a substrate plate which contains the 
bioink [21]. The overall resolution achieved is in 
the region of 10–50  μm. Important parameters 
that could influence this technique include the 
laser energy, speed, and the rheological proper-
ties of the bioink [22, 24, 25]. Some researchers 
highlighted low cell survival rates, probably due 
to the thermal and shearing stress experienced by 
cells during the process [26].

 Bioinks

Bioink is printable formulation for 3D bioprint-
ing, and it is composed of living cells without or 
with carrier and/or matrix hydrogels. In addition 
to cells and hydrogels, other additive components 
such as biomaterials (e.g., bioceramics) and bio-
active molecules can be added to the bioink 
formulation.

 Cells

Cells are the main biological component of the 
bioinks used for 3D bioprinting of functional 
constructs. Three-dimensional bioprinting 
should take into account all the different cell 
types needed to simulate native tissue that 
needs to be constructed. Accordingly, cells can 
be of parenchymal type, supportive type, or 
cells for vascularization. During 3D bioprint-
ing, the cells chosen to be printed will go 
through a journey that can affect their proper-
ties, function, and survival within the newly 
formed construct [27–29]. This journey begins 
from their harvesting and extends until their 
final implantation in vivo, when they are applied 
for regenerative purposes. Hence, it is essential 
to minimize the effects from harvesting, han-
dling, culture environment, and media [30]. 
These cells can be broadly divided into either 
committed cell types, stem cells [31], and 
genetically programmed cells [32] to perform 
specific tasks and functions.

Committed and differentiated human cells 
could be considered the ideal source for creation 
of biomimetic tissues. The first issue arising from 
the use of such cells is the potential host immune 
reactions in cases of implantation of exogenous 
cells. Autologous sources are preferred, but donor 
site morbidity is a potential drawback. In addi-
tion, the life span of these cells is limited, and 
they lose their capacity to proliferate ex vivo. For 
example, liver cells have been found to have high 
regeneration capacity in  vivo, yet they exhibit 
poor capacity for expansion in vitro [33]. Except 
proliferation and survival, the ex vivo manipula-
tion of these cells changes their phenotypic pro-
file. For instance, cardiac valve endothelial cells 
were shown to express osteogenic markers fol-
lowing isolation [34, 35].

Stem cells can further be subdivided into 
embryonic stem cells, stem cells from fetal sup-
porting tissues, and adult tissue-derived stem 
cells. Embryonic stem cells can differentiate in 
most specialized cell types, and they have an 
immense capacity to proliferate in an undifferen-
tiated state. There are several drawbacks involved 
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with the use of these cells. Embryos are destroyed 
during their isolation, which carries ethical issues 
[36]. In addition, their use has been related to the 
development of teratomas [37]. An alternative 
cell source for stem cells is human placenta and 
amnion. These cells pose less risk for tumorigen-
esis and pose minimal ethical concerns but 
require prolonged freezing and thus investment 
in the infrastructure for their storage [38].

Adult stem cells are the most studied cell type 
in the last three decades. Adult stem cells are 
multipotent precursor cells with tremendous cell 
renewal capacity [39, 40]. They differentiate 
toward cell types found in their surroundings fol-
lowing cues derived from tissue trauma [39]. 
They do not trigger an immune reaction. Often, 
their endogenous production of cytokines and 
chemokines diminishes unwanted functions like 
inflammation and cell death [39–41]. Despite 
their wide use in research, one important draw-
back is the lack of sufficient knowledge on the 
underlying physiology and the mechanisms that 
control their fates [41, 42].

Induced pluripotent stem cells (iPSCs) are 
somatic cells that have been transformed to an 
embryonic stem cell-like state following genetic 
reprogramming [43]. Genetic reprogramming 
involves the introduction of genes into the cells 
that force them toward specific properties similar 
to those seen in pluripotent cells [42]. This forced 
genetic expression is introduced through viral 
vectors, and poor yields of iPSCs are reported 
[44]. Also, the type of the original cell used to 
create iPSCs can influence the final functions of 
the derived cells [45–47].

 Biomaterials

Hydrogels are the most utilized biomaterials for 
bioprinting due to their compatibility with living 
cells [48]. Several other types of biomaterials can 
be utilized as additives which can range from soft 
hydrogels to ceramic [49]. There are specific 
requirements for achieving successful 3D print-

ing that need to be met by the bioinks as was dis-
cussed above.

Hydrogels are three-dimensional polymer net-
works that can hold a significant amount of water 
and can mimic the elastic modulus of the major-
ity of human tissues except the calcified bodily 
structures like bone and teeth [50]. Hydrogels 
can be further subdivided according to their ori-
gin into naturally occurring polymers and their 
derivatives like alginate, collagen, chitosan, gela-
tin, and hyaluronic acid or synthetic materials 
like polyethylene glycol, copolymers, and plu-
ronic F127, which can have adaptable structure, 
composition, and function [13, 51–53]. Naturally 
occurring polymers are often favored because of 
the similarities with human extracellular matrix 
(ECM) such as collagen and its derivatives. Due 
to their similarities with tissue environment, 
these biomaterials are ideal for encapsulating 
cells [13]. On the other hand, they can cause 
immune reactions, and they also have relatively 
poor mechanical properties. Natural polymers 
can be mixed with synthetic polymers such as 
polyvinyl alcohol, polycaprolactone (PCL), poly-
lactide (PLA), poly(lactide-co-glycolide) 
(PLGA), and poly(3-hydroxybutyrate) to gener-
ate hybrid biomaterial, so as to improve the 
mechanical properties of hydrogels [9, 54–56]. 
Also some specific nanomaterials can be added 
for the improving mechanical strength of hydro-
gel to obtain functional multicomponent bioinks 
for the preparation of mechanically demanding 
tissues – such as bone, cartilage, and tendon [57].

In addition to natural and synthetic hydrogels, 
hydrogels can also be developed from decellular-
ized tissues to create tissue-specific bioinks. For 
instance, tissues including bone, cartilage, liver, 
and heart have already been shown to create 
tissue- specific bioinks [58, 59]. Here, after decel-
lularization of the tissue, it is enzymatically 
digested and solubilized to form a viscous bioink 
which, in turn, allows for the encapsulation of 
cells. Bioinks from decellularized tissue inher-
ently show thermal gelation, resulting in gelation 
(solidification) at body temperature.
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 Biomolecules

Multifunctionalization of biomaterials [60] is a 
critical process in tissue engineering. It involves 
the inclusion of agents that can help in the regula-
tion of cell fates and function through their inter-
actions with cells within the 3D bioprinting 
construct. These molecules can direct cells in the 
engineered tissue constructs toward a specific 
phenotype and guide their migration, prolifera-
tion, and differentiation – and they can also influ-
ence native cells toward processes such as 
vascularization of the graft or in situ regeneration 
[61]. Alternatively, modifications of the biomate-
rials through the incorporation of bioactive cues, 
recognition sites, and adhesion molecules have 
been used [5, 62]. The choice of the biomolecules 
is dependent on the target tissue that one aims to 
treat. For bone regeneration, for example, mole-
cules that improve angiogenesis  – such as the 
vascular endothelial growth factor (VEGF), 
osteogenesis-like growth factors belonging in the 
TGF-β superfamily (TGF-β), or the bone mor-
phogenetic proteins (BMPs)  – have been used 
[54, 63–65]. Similarly, in nerve regeneration, 
neurotrophic factors, such as the nerve growth 
factor, neurotrophin-3, and ciliary neurotrophic 
factor, have been used [66]. These molecules are 
the steering forces giving cues to the cells to 
adopt specific function leading to the healing and 
incorporation of the graft.

 Computer-Aided Design 
and Manufacturing for Tissue 
Modeling

The fabrication of biomimetic tissues can be 
achieved through the use of computer-aided 
design (CAD) and computer-aided manufactur-
ing (CAM) techniques. CAD is defined as the 
computer software aiming to design target tissue 
structure, while CAM is referred as the software 
used to control the printer during 3D printing. 
Due to the complexity of tissue anatomical and 
structural organization, information on the tissue 
composition at the microscale level is essential. 
Computed tomography (CT) and magnetic reso-

nance imaging (MRI) can provide information on 
the geometries and brief structure of calcified and 
soft tissues [67]. Once this information becomes 
available, histological 3D sections are designed 
based on the underlying anatomy of the target tis-
sue. The thickness of these sections depends on 
the printer’s resolution and can range from 100 to 
500 μm depending on the machine and material 
used [67]. CAM technologies are equally impor-
tant for the creation of the CAD models. CAM 
takes into account the properties of the underly-
ing tissue and bioinks and aims toward successful 
creation of target structures. Bioink deformation, 
stiffness, fusion, nozzle clogging, and viscosity 
are controlled through CAM [68, 69]. In addi-
tion, CAM controls the survival and properties of 
the cellular components of bioinks [8, 70]. In 
essence, while CAD is critical for the reproduc-
tion of biomimetic tissues, CAM safeguards the 
quality of the 3D printing process.

 Applications

The potential of 3D bioprinting has been shown 
in a number of applications. The fabrication of 
biomimetic tissues including bone, cartilage, 
nerves, cardiovascular tissue, and others has 
become possible through this technology.

 Bone and Cartilage

Bone and cartilage regeneration have been 
important areas that tissue engineering has 
addressed over the last decades. Among the chal-
lenges mostly faced are the need of recreating 
the complex organization of these structures, the 
optimization of the rheological properties, bio-
compatibility, osteoconductivity, and realizing 
the potential of implanted grafts to be integrated 
and remodeled [71, 72].

Evidence from a wide range of 3D bioprinted 
constructs for bone regeneration has been prom-
ising [54]. Some bioinks were found capable of 
yielding stresses and Young’s modulus similar to 
that of the human bone [57]. It is well recognized 
that mechanical stability alone is not the only 
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desirable feature of bone constructs; the chosen 
biomaterials should allow high viability while 
preserving the osteogenic capacity of osteopro-
genitor cells printed within. In fact, some authors 
highlighted that although materials like PCL and 
PLGA are mechanically stable, they are not 
enough to support osteogenesis [73, 74]. On the 
contrary, other biomaterials, for example, decel-
lularized bone matrix with PCL, were associated 
with upregulation of osteogenic genes of human 
adipose-derived stem cells [75]. Similarly, 
Campos et al. compared the effect of the addition 
of thermo-responsive agarose in a collagen bio-
ink. This addition improved the mechanical stiff-
ness of the construct [76]. The addition of 
bioactive glass particles has been shown to 
improve the mechanical performance while 
allowing for the construction of a porous con-
struct, mimicking the pores of native human bone 
[77, 78].

Constructs which allow for the controlled 
release of molecules that either improves cell via-
bility, angiogenesis, or osteogenesis could be a 
potential option [79, 80]. Du et  al. created a 3D 
bioprinted gelatin-based bioink encapsulating 
MSCs and microfibers containing BMP-2. The 
addition of BMP-2 induced a stronger osteogenic 
phenotype following culture [80]. In a similar 
study, incorporating BMP-2 and VEGF to the con-
struct resulted in increased expression of osteo-
blast-related genes Col1a1, Runx2, and Osx [79].

Cartilage is another important tissue, and its 
regeneration may benefit from 3D bioprinting. It 
is a specialized form of elastic connective tissue 
constituting parts of joints, the outer ear, and the 
nose. Articular cartilage draws most interest as its 
loss (e.g., in arthritis) is a major cause of morbid-
ity and disability worldwide. Articular cartilage is 
not vascularized; hence, it is an ideal target for 
regenerative therapy using 3D bioprinting. 
However, the ideal cell carrier for chondrocytes is 
not yet identified, and available suitable materials 
lack enough mechanical integrity to enable suc-
cessful function in high-load-bearing sites [81].

Tellisi et  al. compared hydrogels, ceramics, 
and meshes for cartilage tissue engineering [82], 
and they found that chondrocyte proliferation 
was more in hydrogels as compared to ceramics 

and mesh. Daly et al. have also compared a wide 
range of commonly used hydrogel that included 
BioINK™, GelMA, alginate, and agarose [81]. 
The results showed that the choice of bioink can 
direct the cells to different functions. More spe-
cifically, alginate and agarose hydrogels resulted 
in the formation of tissue rich in type II collagen, 
i.e., supported the development of hyaline-like 
chondral tissue. On the other hand, GelMA and 
BioINK™ led to the development of a more 
fibrocartilage-like tissue. The combination of 
nanofibrillated PLGA [83], cellulose, or PLA 
nanofibers with cell-laden alginate hydrogel was 
also explored [84, 85]. These approaches were 
reported to result in improved cell density and 
better reinforcement of the mechanical strength 
of the constructs. Another study reported that 
high-density collagen is an ideal bioink for recon-
struction of cartilage due to its capability of 
maintaining appropriate cell growth and for hav-
ing mechanical stability [86].

Finally, in situ 3D bioprinting is presenting an 
attractive option [10]. For example, Di Bella 
et al. developed a handheld 3D bioprinter in an 
experimental animal model of critical size carti-
lage defect [87]. This printer was capable of on- 
demand filling of these defects with MSCs 
together with gelatin methacrylamide and HA 
methacrylate hydrogel. Improved macroscopic 
and microscopic appearances of the resulting tis-
sue were noted when compared to conventional 
approaches. A higher amount of newly regener-
ated cartilage was seen with no signs of subchon-
dral collapse or deformation [87].

Clinical evidence has shown that during the 
development of arthritis, changes to the underly-
ing bone coexist with loss of cartilage. Therefore, 
a combined approach might be required. A num-
ber of researchers have worked on this principle, 
aiming for the development of osteochondral 
constructs rather than bone or cartilage patches 
[88–92]. In these studies, 3D bioprinted con-
structs with predesigned mechanical properties 
were created for potential clinical applications 
ranging from femoral head to temporomandibu-
lar defects [88, 89, 91, 92]. In an experimentally 
induced proximal humeral defect in rabbits, a 
customized layer-by-layer 3D bioprinted con-
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struct containing transforming growth factor β3 
(TGF-β3), HAp powder, and PCL was applied 
following capture with laser scanning [90]. The 
authors suggested that the entire articular surface 
of the synovial joint could regenerate without the 
addition of cells. It was hypothesized that the 
regeneration of complex tissues could occur by 
homing of endogenous cells.

 Neural Cells

Nerve injury is the cause of significant disability 
and represents a clinical challenge due to the 
poor regenerative capacity of neural tissues. 
Three-dimensional bioprinting could be applied 
to nerve regeneration. For example, England 
et al. created a 3D bioprinted fibrin-based scaf-
fold to guide neurite growth by encapsulating 
Schwann cells [93]. In cases of nerve loss, hollow 
nerve conduits composed of either synthetic or 
natural materials found to promote nerve regen-
eration [94–96]. Some authors suggested that 
cells in the bioink enhance the healing potential 
[97, 98]. In an experimentally created tibial nerve 
transection with 10  mm gap in rodents, Adams 
et  al. used engineered nerve conduits utilizing 
fibroblasts and embryonic rat nerve cells [98]. 
They showed adequate distal motor nerve con-
duction velocity and large axons within the 
repaired nerve segment. In a similar study on the 
sciatic nerve defects in rats, cylindrical layer-by- 
layer 3D printed grafts were created. The cylin-
ders contained MSCs (90%) and Schwann cells 
(10%) [97]. In this proof of concept study, the 
authors showed that this construct performed bet-
ter than the standard collagen tubes and high-
lighted the complexities and the numerous 
adjustments needed to optimize the performance 
of such grafts.

 Blood Vessels

The primary goal of tissue engineering is to cre-
ate functional structures which could be incorpo-
rated into the host after implantation and can 
withstand the demands of the target tissue. 

Having complex structures without a vascular 
network to support the printed cells can lead to 
failure, because cells can survive on diffusion, 
only at a farthest distance of 200–400 μm from a 
feeding blood vessel [99]. In many studies, the 
lack of vasculature within the graft is surpassed 
by addition of angiogenic factors to promote 
angiogenesis. However, there is often a long pro-
cess before angiogenesis is established; there-
fore, implanted graft survival is at risk [100].

Although currently the biofabrication of vas-
cularized tissue has not been achieved, several 
authors evaluated ways to create and incorporate 
blood vessels into 3D printed grafts [101]. Some 
authors focused on the creation of large con-
structs like aortic tissue. One approach involved 
the use of embryonic fibroblasts and hydrogels 
printed in a layer-by-layer fashion to form an aor-
tic tissue construct [102]. Another group utilized 
decellularized ECM with the use of separate lay-
ers of human smooth muscle cells, endothelial 
cells, and fibroblasts to recreate the media, 
intima, and adventitia layers through perfusion 
into the corresponding location of the supporting 
scaffold [103]. The fabrication of smaller blood 
vessels can be constructed as tubular structures 
with defined pores of 100–200 μm mimicking the 
structure of native vasculature [104]. Biomaterial 
selection is a key aspect. The production of 
sophisticated human-scale constructs of various 
sizes and shapes and incorporating microchan-
nels allowing the diffusion of nutrients have been 
attempted [67, 105].

 Muscles and Tendons

Musculoskeletal injuries are common and can 
result in significant morbidity [106]. Several 
authors have thus far explored the potential of 
musculotendinous regeneration through 3D bio-
printing. The fabrication of isolated muscle units 
composed of myotubes and myoblasts resulted in 
contraction following electrical stimulation like 
in native muscles [67, 107, 108]. Kang et al. cre-
ated skeletal muscle units of 15  ×  5  ×  1  mm 
which were stretched along the longitudinal axis 
and responded to stimulation preserving their 
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structural stability [67]. In regard to tendons, 
only limited groups have developed biomimetic 
tendon constructs [109]. The main challenge has 
been defining the ideal bioink, which could 
achieve structural stability equivalent to that of 
native tendons. Attempts to develop complex 
muscle-tendon units mimicking functional 
human muscle are also available. A two-layer 
construct composed of thermoplastic polyure-
thane co-printed with C2C12 cell-containing 
hydrogel and PCL co-printed with fibroblast- 
containing hydrogel offered elasticity for muscle 
development and stiffness for the development of 
the tendon [110].

 Skin

Skin loss can be the outcome of trauma, skin dis-
eases, and burns. Autografts are of limited avail-
ability, and substitutes often fail to achieve 
acceptable outcomes [111, 112]. Tissue engineer-
ing with the use of 3D bioprinting could provide 
an alternative approach, creating multilayered 
biomimetic structures to serve as skin substitutes 
(Fig. 16.3). The simplest option is the seeding of 
cells such as fibroblasts, keratinocytes, and mela-
nocytes in predefined concentrations and layers 
into biomaterials, mimicking native human skin 
[113, 114]. The results have shown that these 

Patient

Cells

Keratinocytes

Melanocytes

Fibroblasts

Cell
suspension

Bio-inks

Hydrogel Cell-encapsulated
hydrogel

Bioprinting

Printed construct

Matured construct

Fig. 16.3 3D bioprinting of skin. Following collection of 
cells, ex vivo expansion of the cells is commenced. Then 
3D bioprinted biomimetic skin is constructed and once 

matures it is implanted to the patient. (From Ng et  al. 
[159]. Reprinted with permission from Elsevier)
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cells survive the printing process, and once 
implanted in experimental models, they form 
structures which have histological similarities to 
normal skin [113, 114].

Min et  al. attempted to recreate a multilayer 
structure of fibroblasts on a collagen hydrogel, 
which was then covered with layers of melano-
cytes and keratinocytes [115]. Following histo-
logical analysis, the authors reported a distinct 
skin layer, the presence of pigmentation, and the 
presence of the outmost layer of normal skin (the 
stratum corneum). Three-dimensional bioprint-
ing technologies allowing in situ bioprinting have 
also been developed [10]. In situ 3D bioprinting 
provides a platform for the creation of fully cus-
tomized biomimetic structures printed exactly at 
the site of injury or defect [10]. A number of 
authors have developed handheld devices capa-
ble of ejecting multiple bioinks and demonstrated 
satisfactory cell survival and fast healing of skin 
defect [116–118].

 Cardiovascular Tissue

Cardiovascular diseases are highly prevailing, 
and they represent one of the most common 
causes of death worldwide [119]. Tissue 
 engineering has attempted to identify treatment 
options to facilitate the prompt repair of the 
affected tissue, mainly through the implantation 
of stem cells. Unfortunately, only a small fraction 
of these cells survive the effects of cytokines, free 
radicals, and lack of nutrients [120, 121]. Several 
attempts to create the hierarchical structure of the 
native myocardium through 3D bioprinting have 
been described [122, 123]. For example, Zhang 
et  al. developed an endothelialized myocardial 
tissue by first aligning endothelial cells along the 
periphery of microfibers [123]. Then endothelial 
tissue was covered by cardiomyocytes. This con-
struct had features of functional myocardium and 
expressed rhythmic beating. In a similar study 
using MSCs, Tijore et al. created microchanneled 
gelatin hydrogel that promotes human MSC 
myocardial commitment and supports native car-
diomyocyte contractile functionality [122]. The 
feasibility of creating biomimetic cardiac tissue 

was also confirmed by Wang et  al., who devel-
oped cardiac tissues formed with uniformly 
aligned, dense, and electromechanically coupled 
cardiac cells expressing the cardiac markers like 
α-actinin and connexin [124]. Three- 
dimensionally printed patches for myocardial 
regenerations were also explored [125, 126]. 
These patches were composed of human coro-
nary artery-derived endothelial cells, methacry-
lated collagen, and an alginate matrix. They were 
found to upregulate cellular proliferation, migra-
tion, and differentiation in the damaged 
myocardium.

In addition to the regeneration of myocar-
dium, the replacement of heart valves can be fea-
sible utilizing 3D bioprinting technology. The 
construction of aortic valves capable of with-
standing the hemodynamic requirements was 
proposed. Hockaday et  al. used photo-cross- 
linked bioink loaded with porcine interstitial 
cells to show the feasibility of creating rapidly 
biomimetic aortic valve tissues with excellent 
cellular viability and cell engraftment capabili-
ties [127]. Other groups have showed similar 
results, with some highlighting that the technique 
used to improve mechanical strength of the con-
struct can adversely affect the viability of the 
cells [128, 129].

 Retina and Cornea

Corneal and retinal diseases are the most impor-
tant causes of blindness worldwide. At present, 
there is extensive research exploring the feasibil-
ity of engineering structures of the human eye 
including the cornea, retina, and lens. Isaacson 
et  al. used extrusion 3D printing to fabricate a 
corneal-like cell-laden structure [130]. In a simi-
lar study, Sorkio et al. created a cornea- mimicking 
tissue using human stem cells and laser-assisted 
3D bioprinting [131]. Printed constructs were 
examined for their microstructural properties, 
cell viability, and proliferation and for the expres-
sion of key proteins (Ki67, p63α, p40, CK3, 
CK15, collagen type I, VWF) [131]. As far as the 
retina is concerned, Lorber et  al. created a 3D 
bioprinted construct containing retinal and glial 
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cells [132]. These cells retained their growth- 
promoting properties and exhibited higher than 
70% viability [132]. Other authors highlighted 
the importance of the ECM as a determinant of 
cell differentiation [8, 133]. It is crucial the ECM 
should mimic the characteristics and stiffness of 
the human retina [8, 133]. In a scaffold-free 
approach, Masaeli et al. utilized an inkjet 3D bio-
printing system to create (with precision) a con-
struct made of photoreceptor cell layer lying on 
top of a bioprinted retinal pigment epithelial 
layer [134]. The cells expressed structural mark-
ers including opsin B, opsin R/G, MITF, PNA, 
rhodopsin, and ZO1 and released large amounts 
of human vascular endothelial growth factor 
(hVEGF).

 Tissue Models

The development of tissue models for studying 
tissue and organ function, studying disease states, 
and testing drugs and chemicals represents 
another important potential application of 3D 
bioprinting [135]. This can help to overcome the 
limitations of current in vitro models which rely 
on the use of two-dimensional (2D) cell cultures. 
It is argued that 2D models cannot represent 
appropriately native tissues [136]. In this rela-
tion, Maden et  al. developed a 3D bioprinted 
model of human intestinal mucosa mimicking the 
function and the biochemical and histological 
characteristic of the native human tissue [137]. 
Vascularized perfusable liver tissue has been also 
created. Drug toxicity on 3D printed tissue was 
also conducted, with the authors suggesting the 
advantages of this approach for the evaluation of 
drug-induced liver injury [138]. Commercially 
available 3D printed liver and kidney tissue is 
currently available for research purposes [139].

In addition to healthy tissue models, a number 
of pathologic tissue models based on 3D bio-
printing currently exist. For example, such mod-
els can be valuable tools for gaining in-depth 
understanding of tumor progression and inva-
sion – as well as for the study of the interaction 
between different cell types and treatment of che-
motherapeutic drugs [140]. The clinical scenarios 

are diverse, and models should be designed 
accordingly. In metastatic bone disease, Zhou 
et al. developed a biomimetic bone matrix ana-
lyzing the interactions between breast cancer 
cells, fetal osteoblasts, and human bone marrow 
MSCs [141]. In another study, 3D bioprinted 
microtissue, recapitulating the in  vivo environ-
ment of tumor cells in pituitary adenoma, was 
found to be an excellent model for cancer research 
[142]. Similarly, uterine cervical tumor models, 
lung cancer, neuroblastoma, and breast cancer 
models exist [143–146].

 Other Applications

It has to be noted that the potential targets of 3D 
bioprinting are not limited to the aforementioned 
applications. At present, numerous other applica-
tions based on 3D bioprinting are being 
explored – especially ones involving the creation 
of biomimetic soft or solid human tissues. Such 
structures include the kidney, liver, and trachea. 
Ali et al. created 3D bioprinted renal constructs 
exhibiting structural and functional features of 
the native renal tissue [147]. Lee et  al., on the 
other hand, 3D printed human liver which mim-
icked the cellular interactions seen within human 
liver [148]. Hard structures such as the human 
trachea were printed using PCL, and the con-
structs were then placed in omentum culture prior 
to transplantation [149]. This approach facilitated 
the rapid re-epithelialization and revasculariza-
tion of the scaffold and prevented postoperative 
luminal stenosis [149]. Other potential applica-
tions of such 3D bioprinting approaches in hard 
tissue engineering include the creation of knee 
meniscal tissues, human ear, and auricular carti-
lage [85, 150–152].

 Current Limitations and Future 
Prospects

Despite the significant advantages seen in 3D 
bioprinting over the last decades, at present, this 
technology has several limitations, which pre-
vents its further expansion. These challenges fall 
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into three main categories: (a) decoding of human 
anatomy and physiology, (b) manufacturing 
issues, and (c) creation of viable constructs that 
will integrate and function in vivo.

With regard to decoding human physiology, 
despite a gross understanding of the structure of 
human tissues, the underlying interactions at a 
cellular level are largely obscure. Not infre-
quently, our understanding of the composition, 
organization, and interactions occurring within 
human tissues is based on animal in vivo models 
and then extrapolated to explain our knowledge 
gap in humans. Animals are different species, and 
thus we often see complications and adverse 
effects to drugs in humans despite the safe results 
obtained from experimental studies [153].

In terms of manufacturing, several technical dif-
ficulties should be overcome. Attempts to improve 
the resolution of the printed tissues (probably at a 
cellular level) will open new avenues to 3D bio-
printing. This resolution should be maintained 
throughout the bioprinting process, and draw-
backs – like nozzle clogging with highly homoge-
nous bioinks maintaining their viscosity and 
shear-thinning properties  – should be addressed. 
Further work on developing new biomaterials for 
3D bioprinting is required identifying the ideal 
material for a given tissue and maintaining stability 
and mechanical rigidity. In cases when hard tissues 
(such as bone) are to be created, the bioink should 
maintain mechanical stability to withstand the 
demands but, at the same time, should allow the 
migration, proliferation, and differentiation of 
osteoprogenitor cells to enable the incorporation 
and remodeling of the newly formed bone.

Another major challenge of 3D bioprinting is 
the creation of viable and functional constructs. 
One of the main challenges is to recreate vascu-
larity. It is well known that cells should be in 
close proximity to the capillaries; otherwise, 
increased cell death can follow [154]. It can be 
hypothesized that improving the vascular net-
works within these structures will facilitate the 
functionality and integration of these structures 
to the host. Studying critical size bone defects 
has shown that the larger the defect is, the longer 
the time is required for healing, and beyond a 
critical size, healing by regeneration may not 

occur [155]. This time does not purely corre-
spond to the time required for the bony ends to 
heal, but instead it correlates with time it takes to 
achieve revascularization of the graft and the 
incorporation to the host.

Reflecting on the current growth rate of 3D 
bioprinting and the intensity of research activity, 
we envision that, in the near future, customized 
medical applications will be introduced into clin-
ical practice [156, 157]. Complex constructs 
mimicking native tissues will emerge. This would 
require extensive knowledge of biomaterials and 
the capacity to incorporate bioinks of different 
properties during the same bioprinting session. 
These materials should be loaded with the exact 
cell layers and growth factors to develop micro-
environments that may closely mimic that of the 
target native tissue. Further development in the 
incorporation of a functional vascular tree in 
printed constructs is an important factor required 
to achieve success. Despite the fact that all afore-
mentioned challenges are important, decoding 
and understanding human anatomy and physiol-
ogy is the most vital element that will unleash the 
capabilities of 3D bioprinting.

 Conclusions

Today, 3D bioprinting is a rapidly evolving tech-
nology for tissue engineering. It enables the fab-
rication of biomimetic tissues in a fast manner 
and with high precision. Despite the increasing 
number of studies presenting its potential role in 
clinical practice, several challenges are still fac-
ing the manufacturing process. The selection of 
bioinks suitable for a given target tissue, the lack 
of a vascular tree to support the cellular elements, 
and the final integration of a functional replace-
ment to the host are among the most important 
challenges. These challenges will ultimately be 
overcome via coordinated work that involves 
biologists, bioengineers, and clinicians.
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Augmented Reality 
for Interventional Procedures

Atul Gupta, Daniel Ruijters, and Molly L. Flexman

 Introduction

The progression from open surgery to minimally 
invasive, image-guided therapy (IGT) has dra-
matically accelerated over the past three decades. 
No longer does a physician need to surgically 
open the patient in order to physically see and 
touch the part of the body where repair is required. 
Today, imaging technologies like X-ray and 
ultrasound allow real-time, in-body visualization 
of instruments and anatomy without the need for 
surgical incisions. These advancements  – cou-
pled with the ongoing miniaturization of endo-
vascular and percutaneous devices such as 
balloons, catheters, and stents  – have allowed 
interventional radiologists, cardiologists, and 
endovascular surgeons to perform procedures 
within nearly every organ system. The ability to 
perform procedures as diverse as cardiac valve 
replacement, aneurysm treatment, coronary 
artery angioplasty, tumor embolization, and spine 
fracture repair  – all without general anesthesia 
via incisions often no larger than a pencil point – 

has resulted in patient recoveries measured in 
hours to days, rather than weeks as seen with tra-
ditional open surgical repairs. Faster recoveries, 
shorter procedure times, improved outcomes, and 
reduced costs have resulted in widespread clini-
cal acceptance of minimally invasive image- 
guided procedures.

During modern interventional procedures, 
teams made up of physicians, technologists, and 
nurses increasingly rely upon diverse sources of 
data, including physiologic monitoring, live 
X-ray, historic radiologic studies, live 2D and 3D 
navigation roadmaps, ultrasound and echocar-
diography, device data, and electronic health 
record data. As IGT procedures have increased in 
complexity over the last several decades, inter-
ventional physicians are no longer able to rely on 
the historic two-display 15″ monochromatic 
monitor setup. With input from interventional-
ists, advanced procedure suites are being retooled 
and remodeled to include several monitors and 
windows to display this plethora of data. We now 
rely on large 58″ LED color displays subdivided 
into as many as 16 smaller windows each con-
taining a different source of medical information. 
Not surprisingly, this solution is suboptimal.

The bulky display is rarely in an ergonomi-
cally perfect position or layout for every member 
of the team. Also, different individuals rely on 
different windows of information. 3D medical 
imagery can only be displayed in 2D, changes in 
window size or input necessitate distracting man-
ual button presses, and as teams move around the 
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patient, the large physical screen also needs to be 
adjusted. This is quite difficult and time- 
consuming in a crowded and sterile operative 
environment.

Augmented reality (AR) now allows us to see 
the real world superimposed with live data and 
3D medical imagery needed to guide precision 
therapy. Ideally, an interventionalist should be 
able to keep their hands on the instruments and 
their eyes on the patient and to see the contextu-
ally relevant digital information at any given 
point in time. Data should be displayed as a 3D 
hologram when required and in an ergonomically 
optimal size and position. Perhaps even more 
importantly, rather than having to shift focus 
away from the patient to press physical buttons 
(required to operate interventional equipment), 
an AR-powered interventional suite can allow 
control of the entire interventional system and 
environment with voice recognition, eye track-
ing, and advanced intuitive gestures.

 Preoperative Image Fusion 
for Intraoperative Guidance

Augmented reality applications during interven-
tional application can intuitively integrate pre- 
procedural information during the course of the 
procedure. In this section, we will describe sev-
eral examples of such augmented reality applica-
tions and discuss their properties, benefits, and 
challenges.

 Overlay of 3D Preoperative 
Vasculature on Live X-Ray 
Fluoroscopy

X-ray fluoroscopy can be used to navigate a 
guidewire or catheter through blood vessels and 
to monitor the deployment of intravascular 
devices. While iodine contrast medium can be 
injected to visualize the vessel lumen, there are 
several associated limitations. First, every move-
ment of the C-arm gantry or patient table will 
invalidate any earlier acquired vessel map for 
overlay and would therefore require another con-

trast injection, which is undesirable due to the 
toxic nature of iodine contrast. Furthermore, the 
2D nature of the X-ray fluoroscopy images 
misses the 3D morphology information and ham-
pers the interpretation of overlapping vessels and 
bifurcations. By augmenting the live X-ray fluo-
roscopy images to also show the intravascular 
devices together with pre- or periprocedural 3D 
vascular information obtained by various imag-
ing modalities (e.g., magnetic resonance angiog-
raphy (MRA), computed tomography 
angiography (CTA), or 3D rotational angiogra-
phy (3D-RA)), these limitations can be 
overcome.

The technology of combining an earlier 
recorded vascular image with the live image 
stream of intravascular devices (guidewires, cath-
eters, stents, etc.) is known as roadmapping. 
When the vascular image is a 3D image, this 
technique is known as 3D roadmapping, and 
when it originates from a CT or MR, this is 
known as a CT roadmap (Figs. 17.1 and 17.2) or 
MR roadmap (Fig. 17.3), respectively. The aug-
mentation of the live data stream requires that a 
mapping (co-registration) between the frames of 
reference of each data source is obtained. This is 
sufficient for many applications, with limited 
deformations, via a rigid registration (i.e., con-
sisting of translation and rotation only). The reg-
istration can be based on knowledge of the 
geometry state (viewing incidence, table posi-
tion, etc.) or on the image content. For multi- 
modality registration (CT or MR roadmap), 
either an intermediate cone-beam CT (CBCT) 
can be acquired or two (or more) X-ray fluoros-
copy images from different angles (Fig.  17.1). 
Since the CBCT is acquired with the same equip-
ment as the X-ray fluoroscopy images, their reg-
istration can be geometry based, which can be 
calculated instantly. The CBCT can then be reg-
istered with the CT or MR using an image-based 
algorithm, which can be conducted more accu-
rately and robustly than directly registering the 
CT or MR to the fluoroscopy data, due to the 
richer morphological content of the CBCT data.

Since the image-based registration can rely 
on anatomical landmarks and does not require 
contrast injection, it is possible to deploy the 
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 intravascular devices using such multi-modal-
ity roadmapping guidance with minimal or 
no iodine contrast agent during the interven-
tion [1]. Clinical applications cover the entire 
vascular system and comprise neurovascular, 
such as aneurysm embolization, arteriovenous 
malformations [2, 3] (Fig.  17.4), aortic stent-
ing (Figs.  17.1 and  17.2), cardiac procedures 
such as coronary chronic total occlusions [4] 
(Fig.  17.5) and structural heart disease treat-
ment [5, 6], liver trans-arterial chemo emboliza-

tion, uterine artery embolization [7] (Fig. 17.3), 
and many others.

 Pre-procedural Needle Path Planning 
Overlaid on Live Imaging

Pre- and perioperative morphological imaging 
allows for the precise planning of needle puncture 
paths for a multitude of applications  – such as 
trans-apical access for intracardiac procedures, 

Fig. 17.1 To overlay vessels segmented from CT, four 
steps are followed: (1) segmentation of the vessels; (2) 
optionally, placing landmarks for navigation; (3) register-
ing the CT in two angulated views with fluoroscopy 

X-ray; and (4) fused overlay of CT, showing the vessel 
tree, and live fluoroscopy showing the intravascular 
devices, such as the guidewire, catheter, and stents

Fig. 17.2 Left: Endovascular repair of juxtarenal abdom-
inal aortic aneurysm (Courtesy of Prof. Dr. Mark 
Schermerhorn, BIDMC, Boston, USA). Right: Left com-

mon carotid stenting. (Courtesy of Prof. Dr. 
Frank Vermassen, University of Ghent, Belgium)
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Fig. 17.3 MR angiography overlay on live fluoroscopy for uterine artery embolization. (Courtesy Dr. Atul Gupta, 
Philadelphia, PA, USA)

Fig. 17.4 Three image sources visualized in a combined 
augmented image. The live X-ray fluoroscopy image, the 
peri-interventional 3DRA vasculature, and a slab from the 
pre-interventional MR data. The fluoroscopy image shows 
the real-time position of the guidewire, the 3DRA shows 
the vessel lumen, and the MR contains the arteriovenous 
malformation nidus and soft-tissue information. The MR 
slab is positioned parallel to the view port at the guidewire 
tip. (Courtesy of Prof. Dr. Jacques Moret and Prof. Dr. 
Laurent Spelle, Hôpital Bicêtre, Paris, France)

a

b

Fig. 17.5 Fusion of CT and X-ray images (roadmapping) 
(a) and the corresponding MPR (b) for a coronary artery 
with a chronic total occlusion. On the live X-ray angiog-
raphy images, the vessel distal from the occlusion remains 
invisible, but the augmentation of the images with the ves-
sels from the CTA, which benefits from retrograde filling 
of contrast injected intravenously, unveils the distal part of 
the coronary artery. (Courtesy of Dr. Harvey S.  Hecht, 
Lenox Hill Hospital, New York, NY, USA)
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biopsies, intra-tumoral injections, and vertebral 
applications. For many of these applications, it is 
important to accurately reach the foreseen target 
position while avoiding critical structures, such as 
major vessels and nerve structures. In order to 
safely, reliably, and accurately execute on a  needle 
puncture plan, it is beneficial to augment live 
imaging with pre-procedurally planned needle 
path. The live imaging may be ultrasound, X-ray, 
or optical cameras, depending on the exact clinical 
application and targeted structures and tissues.

Commercial solutions to augment live 
fluoroscopy- guided needle puncture with pre- 
interventional planning include, but are not lim-
ited to, XperGuide (Philips, the Netherlands), 
Syngo Needle Guidance (Siemens Healthineers, 
Germany), and Innova TrackVision (GE 
Healthcare, USA). Prior to patient puncturing, 
the optimal needle paths are planned on a pre-
operative computed tomography (CT) dataset. 
Determination of the most optimal needle trajec-
tory is initiated by marking the ultimate needle 
point, located in the lesion center. A line is drawn 
toward the skin boundary, continuously checking 
whether it traverses any critical anatomical struc-
tures or impenetrable bones [8]. The pre-planned 
path is then used intraoperatively to align the 
needle in the fluoroscopy image with the target 
(Fig.  17.6). After the needle has been inserted, 

the fluoroscopy C-arm is rotated to an appropri-
ate view to monitor the needle progression and 
observe any deviations from the pre-planned path.

Needle manipulation poses different chal-
lenges compared to catheter manipulation, as the 
needle shaft and handle are typically within the 
X-ray field of view. Also, ultrasound guidance 
has its limitations, as the needle produces a 
shadow in the ultrasound image, and it is not 
always easy to keep the needle within the field of 
view. These limitations can be overcome by using 
tracking technologies to determine the current 
position of the needle in real time. When the 
tracking is performed by optical cameras, the 
optical images can be augmented with the needle 
position and pre-interventional planning and 
image data (Fig. 17.7) [9, 10].

 Intraoperative Fusion and Guidance

Next to the augmentation of a live data stream 
with pre-interventional data, it can also be benefi-
cial to integrate multiple live data sources into a 
single combined representation. Such a com-
bined augmented view can reduce the informa-
tion overload for the interventional staff, creating 
greater insights into the interfaces and interac-
tions between the different data sources.

Fig. 17.6 A pre-planned path (left) and live augmentation of the fluoroscopy image with the pre-planned entry point 
and pre-op CT data. (Courtesy of Prof. Dr. Jacques Moret and Prof. Dr. Laurent Spelle, Hôpital Bicêtre, Paris, France) 
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One example of the combination of multiple 
real-time image sources concerns the integration 
of live transesophageal echo (TEE) and live 
X-ray fluoroscopy for structural heart disease 
procedures. TEE provides soft-tissue visualiza-
tion, which is indispensable when assessing val-
vular leaflet motion and morphology, as well as 

dynamic blood flow and regurgitation with color 
Doppler. X-ray fluoroscopy shows the intracar-
diac devices and iodinated contrast and has a 
larger field of view.

Traditionally, the X-ray and the TEE are 
visualized on separate displays or windows and 
require “3D mental mapping”, often making it 
challenging for physicians to relate orientation, 
scale, and positioning of the device relative to 
the native soft-tissue anatomy. This can be over-
come by real-time co-registration of the TEE to 
the live fluoroscopy images. When such co-reg-
istration is established, landmark features and 
segmentations extracted from one image source 
can be displayed on the other image source. 
Also, both images can be combined in a single 
fused image (Fig.  17.8). With EchoNavigator 
(Philips, the Netherlands), the live co-registra-
tion is achieved by fitting a model of the TEE 
probe to the fluoroscopy, where it is clearly vis-
ible. This type of augmentation has been used in 
left atrial appendage, atrial septal defect and 

Fig. 17.7 Real-time augmented image, combining live 
optical images, needle planning, and pre-interventional 
cone-beam CT in a single easy to interpret visualization

Fig. 17.8 The fusion of live fluoroscopic and live echo 
images helps in understanding the relationship between 
soft-tissue anatomy and devices for fast and accurate 

interventions in structural heart disease. (Courtesy of Prof. 
John Carroll, MD, Interventional Cardiologist, University 
of Colorado, Denver)
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paravalvular leak closure, transaortic valve 
repair, and MitraClip® procedures [11–13].

Intravascular ultrasound (IVUS) is a very suit-
able tool to assess the vessel lumen, atheroma-
tous and vulnerable plaque, exact cross-sectional 
appraisal of stenosis, and other vessel character-
istics crucial for treatment planning via percuta-
neous coronary interventions (PCI). A limitation, 
however, is the difficulty to correlate the findings 
with the location on the angiogram, which is used 
as a roadmap during stent deployment. By acquir-
ing an X-ray fluoroscopy sequence during the 
pullback of the IVUS probe and co-registering 
both image sources, the information can be 
appreciated in combination [14] (Fig. 17.9). The 
co-location of all relevant information is particu-
larly facilitated when the X-ray fluoroscopy of 
the catheter with the IVUS probe is additionally 
co-registered to a pre-acquired angiogram, the 
cross-sectional IVUS images and the projective 
angiographic overview image of the coronary 
vessel tree [15, 16]. This so-called dynamic coro-
nary roadmap (Fig.  17.10) can also lead to 
reduced iodine contrast medium usage and fluo-
roscopy time when used during the entire proce-
dure [16].

 Head-Mounted Displays 
in the Interventional Room

Head-mounted displays (HMDs) have reached 
a critical point in recent years, with the specifi-

Fig. 17.9 The location of the IVUS cross section and the IVUS pullback stack is matched with the angiographic 
 overview image, based on time stamping and catheter tip detection

Fig. 17.10 In a dynamic coronary roadmap, the live fluo-
roscopy image containing the guidewire is fused with the 
pre-acquired angiogram (red), matched in cardiac phase 
and location
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cations entering a range that makes them suit-
able for a variety of applications [17]. Applying 
head- mounted displays to interventional proce-
dures comes with unique requirements that dif-
fer from those encountered in other arenas, 
such as automotive, education, or architecture. 
Some considerations for HMDs that are of 
importance for interventional use are described 
below.

 Sterility and Cleanability

The clinical practice guideline for interventional 
procedures describes appropriate surgical attire 
for interventional radiologists designed to mini-
mize passage of microorganisms between per-
sonnel and the patient [18]. This recommended 
attire includes a surgical cap, face mask, scrubs, 
and sterile gown. Head-mounted displays should 
be compatible with existing attire recommenda-
tions, with special attention to slipping, due to 
surgical caps, and fogging, due to face masks.

Personal eyeglasses are non-sterile and can 
cause contamination if they interact with the ster-
ile field – for example, by touching of eyeglasses 
by the surgeons during the operation or by them 
falling off the surgeon and onto the sterile area. 
Eyeglasses are a source of surgical infection and 
should be disinfected [19]. Thus, a head-mounted 
display introduced into the interventional room 
does not need to be sterile, but does need to be 
suitable for disinfection. HMDs for interven-
tional use can be designed with materials or 
draped in order to make them more conducive to 
cleaning and disinfecting.

 Radiation Safety

Interventional procedures that make use of fluo-
roscopy also require personal protective devices 
for the staff including aprons, thyroid shields, 
gloves, and eyeglasses. Leaded eyeglasses with 
large lenses and protective side shields provide 
more protection than eyeglasses without these 

features [20]. Head-mounted displays for inter-
ventional procedures should include appropriate 
lead lenses and side shields or should be compat-
ible with existing leaded eyeglasses.

 Comfort

As interventional staff are already wearing per-
sonal protective equipment including lead aprons 
weighing up to 8 Kg and lead goggles weighing 
up to 100 g, it is important to consider the impact 
of any additional wearables to their comfort. Key 
considerations include the weight, heat dissipa-
tion, and ease of adjustment. A sterile operator 
will not be able to touch the HMD, so the device 
should be comfortable without frequent readjust-
ment or adjustable by a non-sterile additional 
person [21].

 Distraction

Some HMD lenses make use of tinting to reduce 
the ambient light to the wearer. During interven-
tional procedures, it is important to consider if a 
tint to the display is clinically acceptable. The 
ability to easily flip up or remove the HMD is 
helpful if there are specific moments in the proce-
dure where the operator desires a real-world view. 
In addition, minimal obstruction to the peripheral 
vision of the operator helps to maintain awareness 
of the surroundings. Studies reveal that nonverbal 
communication including eye gaze that occurs 
between staff during procedures is important [22]. 
User interfaces should be designed to minimize 
distraction to the wearer and to minimize unin-
tended interactions with the HMD.

 Quality of Display

The quality of the image display has many fac-
tors that contribute to the clinical utility. Some of 
them are known from 2D displays [23], such as 
the following:
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• Resolution (e.g., pixel density)
• Pixel size
• Brightness (luminance)
• Contrast ratio
• Refresh rate

Other factors are more specific to HMDs and 
include the following:

• Field of view of the display
• Number and location of focal planes
• Distortions and aberrations

 Virtual Screens and Controls

Minimally invasive procedures rely on multiple 
sources of information during the procedures. 
These sources include intraoperative imaging 
(e.g., fluoroscopy, digital subtraction angiogra-
phy, cone-beam computed tomography, ultra-
sound, optical coherence tomography), 
hemodynamic monitoring, preoperative informa-
tion (e.g., imaging, patient records, planning), 
advanced applications, and procedure-specific 
device feedback (e.g., electrophysiology imped-
ance mapping). Typically, one or more physical 
displays are used to share this information with 
multiple staff members in the procedure room. 
The positions of the physical displays are con-
strained by many factors including sterility, posi-
tion of staff in the room, and equipment. In some 
cases, the displays are flexibly mounted and the 
content is dynamically configurable. However, it 
is still challenging to optimally position physical 
screens for all members of the interventional 
team while avoiding other equipment and pre-
serving sterility. This leads to poor ergonomics, 
reduced access to information, and impeded 
communication within the team.

Virtualizing the screens via a wearable head- 
mounted display, as shown in Fig. 17.11, allows 
for a flexible display whose content can be con-
figured on the fly, repositioned, and shared with 
others when needed. The virtual screen is not 

limited in its size, position, and orientation. If 
desired, it can also be automatically positioned 
with respect to the user (e.g., always following 
the user as the user changes her/his position). 
Virtual screens are not subject to some of the 
common issues with physical screens – such as 
glare, dirt, and/or view obstruction resultant 
from a team member standing in front of the 
screen.

The following parameters are important for 
holographic displays that show virtual screens in 
an interventional procedure:

• Access to relevant information sources
• Latency
• Resolution
• Contrast

To bring ergonomic benefits, the user should 
be able to configure the virtual screens in a flexi-
ble and personal way, bringing optimal access to 
meaningful information at each phase of the pro-
cedure. The screens should have the following 
functionality:

• Select sources
• Resize
• Position in a static location or follow the user 

gaze (configurable)
• Zoom in/out
• Control brightness

Fig. 17.11 Augmented reality HMDs virtualize the 
physical screens into a personalized, flexible display for 
each user

17 Augmented Reality for Interventional Procedures
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Users should also be able to extend their vir-
tual environment to have control of interfaces. 
Studies have explored the use of touchless con-
trol of interfaces in the interventional setting 
including voice control, touchless gesture, and 
eye gaze [24, 25]. The main challenges identified 
are related to the usability and intuitiveness, as 
well as the integration into systems. Some of the 
benefits included avoiding workflow disturbances 
such as leaving the sterile field or asking 
 non- sterile assistants to help with the image navi-
gation process.

Wearable devices enable these same interfaces 
within one headset, which allows the various 
interfaces to be used together and with poten-
tially improved usability due to the additional 
potential for enhanced audio and visual feedback 
via the holographic display. For example, using 
eye gaze together with a voice command “zoom 
in” can allow for zooming in of fluoroscopy 
images at the position of the gaze.

Each interaction method brings unique advan-
tages and disadvantages to the interventional pro-
cedure, as outlined in Table 17.1.

Virtualization of system control may have 
some commands where mechanisms to prevent 
inadvertent activation are necessary. There are 
multiple mechanisms available:

• A wake-up command to enable voice control
• “Accepting” of commands through a physical 

button or switch
• Multiple input activators required simultane-

ously (e.g., gaze plus voice)

 Holographic Guidance

There are increasing sources of 3D information 
available in interventional procedures today. This 
includes both preoperative imaging data such as 
MRI and CT, intraoperative imaging data such as 
3D transesophageal echocardiography (TEE), 
and intraoperative device shape and position via 
device tracking technologies such as optical 
tracking, electromagnetic sensing, and fiber-optic 
sensing. This 3D information is typically dis-
played on a 2D screen with a mouse, keyboard, or 
touch screen for interaction.

 3D Holographic Models

3D holographic models based on preoperative 
imaging can be used both preoperatively for 
planning and simulation and intraoperatively as a 
reference. Both Medivis and Novarad have FDA 
510(k) clearance for the display of 3D holograms 
based on a DICOM dataset from MRI or 
CT. Typically, the imaging data is segmented into 
a model that is then represented as a hologram. 
Studies investigating the use of 3D holographic 
models for intraoperative guidance in phantom, 
animal models, and clinical use [26–30] report 
improved anatomical understanding, better 3D 
perception, and the ability to more easily plan 
trajectories and make measurements. 
Figure  17.12 shows a holographic model of an 
abdominal aortic aneurysm shared between the 
interventional team.

Table 17.1 Overview of interaction modes supported by 
most head-mounted displays

Interaction 
mode Advantages Disadvantages
Voice Hands-free

Natural
Robustness to OR 
environment [21]
Performance across 
languages, accents
Command recall by 
operator

Gesture Complex 3D 
manipulations
Direct-touch 
interaction with 
virtual buttons

Requires use of one 
or more hands
Learning curve

Head gaze Silent
Hands-free

Unnatural head 
movement

Eye gaze Silent
Hands-free
Conveys intent

Could contribute to 
eye strain and 
distraction

Controllers Fine control
Robust

Not hands-free
Additional object 
introduced to OR
Must be draped or 
sterile
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 Intraoperative Device Visualization

A natural extension of the 3D anatomical holo-
gram in interventional procedures is to augment 
it with a 3D hologram of the navigational device 
(e.g., catheter, guidewire). Studies have shown 
that this provides improved depth understanding, 
faster navigation, and less catheter manipulations 
[31–33]. Figure 17.13 shows the SentiAR holo-
graphic visualization of the cardiac geometry, 
electroanatomic maps, and the therapy device for 
use in electrophysiology (EP) [31].

 Patient Overlay

A further extension of the utility of 3D holo-
graphic models is to overlay them on the patient 
intraoperatively. This allows for improved spatial 
perception of the internal anatomical structures 
with regard to the patient and can also facilitate 
tool guidance. In a study of six patients, Pratt 
et al. demonstrated that they could use AR intra-
operatively to identify, dissect, and execute vas-
cular pedunculated flaps during reconstructive 
surgery [34] (Fig. 17.14).

Registration between the patient and the holo-
gram is a key step for overlay. It can be done in 
multiple ways including manually (visually) [34–
36], using a marker that is visible in both the 
hologram and in the real world such as a CT grid 
[37], fiducial markers [38], or surface digitization 
[39]. Once the hologram is registered, it must 
then maintain its position reliably. Studies have 
implemented multiple methods, including the 
native HoloLens SLAM localization [34, 40], 
optical markers [41], or an optical tracking sys-
tem [33].

 Future Vision

The use of augmented reality in interventional 
procedures has rapidly expanded in recent years, 
as head-mounted displays have become more 
suitable for clinical use. Early studies have shown 
the benefit of these displays in simulation, under-
standing complex 3D anatomy, communication, 
ergonomics, and tool manipulation. However, 
some limitations still need to be overcome before 
these devices can be standard tools in the inter-
ventional procedure. Just as was seen with mobile 
phones and PCs, it appears that an AR “arms 
race” between vendors has begun. This will result 
in rapid improvements in image quality, increas-
ing field of view, and more accurate and sophisti-
cated gesture controls, voice recognition, and eye 
tracking. Devices will become smaller and 
lighter, with longer battery lives. Image-guided 
therapy companies will continue to refine what 
the proper user interaction should be, develop 
more sophisticated navigation software tailored 

Fig. 17.12 Hologram of an abdominal aortic aneurysm 
shared between multiple users using Philips Azurion with 
HoloLens 2 (work in progress)

Fig. 17.13 This image demonstrates the intraprocedural 
use of the SentEP engine (SentiAR) deployed on the 
Microsoft HoloLens mixed reality headset. The cardiac 
geometry and electroanatomic maps displayed are created 
using the EnSite Velocity mapping system (St Jude 
Medical). The electrophysiologist (EP) is looking at two 
cardiac chambers. The right atrium has an overlaid volt-
age map (to assess the electrical health of the atrium), 
while the left atrium displays the anatomy. We can see 
real-time catheter locations within the geometry, as well 
as markers at ablation sites

17 Augmented Reality for Interventional Procedures
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for AR, and help users better navigate smart 
devices in the holographic world. And AR dis-
play vendors are even exploring how brain- 
computer interfaces could one day turn thoughts 
and intent into commands.

This rapid innovation in digital health tech-
nologies (like AR) has resulted in regulatory bod-
ies like the FDA to begin convening panels 
composed of physicians, scientists, industry, and 
patients, to better understand how to more rap-
idly accelerate AR in healthcare but in the safest 

manner possible. The advancement of today’s 
prototype devices into approved medical devices 
is inevitable, and this will enable use by the 
broader interventional and surgical community.
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 Introduction

The introduction of an optical device into the 
abdomen of a patient in order to carry out a surgi-
cal procedure via a miniaturized camera repre-
sented a major evolution in the surgical world of 
the twentieth century: the “minimally invasive” 
surgery era was born. Although the benefits for 
patients of laparoscopic surgery have been clearly 
demonstrated, it brings up new difficulties for 
surgeons by greatly reducing maneuvering capa-
bilities. The first difficulty is the loss of several 
senses, such as the sense of touch, along with a 
modification in the force feedback. This lack of 
force feedback is also exemplified by current 
robotic systems, such as the da Vinci surgical sys-

tem (Intuitive Surgical, Inc. Sunnyvale, CA, 
USA), currently the most used surgical robot 
worldwide. However, the use of stereoscopic 
vision allowed surgeons to lessen that perception 
limit by providing a 3D view of the operative 
field, filmed via dual cameras. Another solution 
applicable to both monoscopic and stereoscopic 
systems consists in using virtual reality (VR) and 
augmented reality (AR).

Indeed, from a patient’s medical image (CT 
scan or MRI), VR software provides a 3D visual-
ization of the patient. This visualization can be 
performed directly from the medical image (with 
direct volume rendering) or after image process-
ing by 3D surface rendering. Although direct vol-
ume rendering is visually appealing, it can 
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provide very limited benefit in comparison with 
the 3D surface rendering that starts with 
computer- based 3D modeling of organs and 
pathology extracted from the medical image. In 
fact, due to an improved preoperative knowledge 
of patient-specific anatomy, practitioners can 
establish an improved diagnosis and plan a best- 
suited therapy for any given operation. As we 
will illustrate, this represents the first major prog-
ress of surgery.

Augmented reality is an extension of VR that 
consists of fusing the VR view with the real view 
of the patient in the same position and shape: in 
this way, the patient becomes virtually transpar-
ent. To be efficient, the VR view must be per-
fectly registered onto the real view. The 
registration process consists first of computing 
and tracking the position and orientation of the 
real camera or of the surgeon’s eyes. Then, this 
position and orientation of the camera, or of the 
human eye field of vision, will be reproduced on 
the virtual camera view of the anatomical or 
pathological structures. In case of the camera, 
registration will finally allow for a fusion between 
the video view and the virtual video view provid-
ing a kind of virtual transparency from a simple 
display. In case of surgeon eyes, registration will 
allow for a same virtual video view on an AR see- 
through display – such as AR glasses.

Registration can be performed interactively or 
automatically. It can be rigid (only position of 
camera or eyes is computed) or nonrigid (real 
organ movements and deformation are detected 
and reproduced on the virtual model of the 
patient). Several interactive systems have been 
developed and applied to humans, demonstrating 
the benefit of AR in surgical oncology, but limita-
tions related to organ deformation are also under-
scored. Automatic nonrigid registration is today 
the main research goal of most teams trying to 
provide efficient computer-based intraoperative 
assistance.

By combining this preoperative 3D modeling 
with intraoperative information, two major 
computer- assisted surgical procedures have been 
developed: computer-assisted guiding systems, 
using real information to control the virtual envi-
ronment, and augmented reality (AR) systems that 
superimpose virtual information onto real images 

[1]. These make up for the lack of touch by 
improving surgical images augmented by virtual 
information. Computer assistance will therefore 
avoid having to locate tumors or vessels using the 
sense of touch, providing visualization through 
virtual transparency instead. As we will illustrate, 
by combining these systems with robotic devices, 
these innovations will lead to the optimization of 
the surgical procedure. In this chapter, we will 
present the various elements of computer-aided 
surgery, providing the reader with an understand-
ing of these major innovations. How computer-
aided surgery can be used in combination with 
minimal access surgery will be also be discussed.

 Virtual Reality: First Example 
of Computer-Assisted Surgery

The first expected benefit of a computer-assisted 
system applied to patient-specific anatomy 
is to provide a fast, efficient, and easy way to 
implement a view of the patient’s anatomy. 
Any software meeting these needs should 
allow for the reading of images recorded dur-
ing clinical encounter in Digital Imaging and 
Communications in Medicine (DICOM), the 
international standard format. Moreover, such 
software should provide at least two types of 
immediate rendering: a 2D view of image slices 
and a composite 3D view. Currently, many of the 
available software applications for the visual-
ization consoles of radiology departments must 
either be paid for or can be freely downloaded 
from the Internet. Osirix™ (www.osirix-viewer.
com) is the most ubiquitous and most used soft-
ware by radiologists today. Although it is very 
complete, it presents two drawbacks: (a) it only 
works on Mac OS, and (b) its user interface 
is not particularly intuitive for surgeons, as it 
shares similarities to complex post-process-
ing software employed by radiology systems. 
Whether it is free (research version) or must be 
paid for (CE-marked version), we have noticed 
that these software applications are scarcely 
used by surgeons due to their complexity – that 
is, the user interface is submerged with compli-
cated options, and lengthy training is sometimes 
required to use the software.
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To overcome this recurring drawback, we 
have developed a software, Visible Patient 
Planning™ (©Visible Patient 2014, https://www.
visiblepatient.com/en/products/software), that is 
CE marked and FDA approved and free of charge. 
Moreover, Visible Patient Planning works on 
both Mac OS and Windows operating systems. 
Whichever workstation you use  – Osirix or 
Visible Patient Planning – the first advantage for 
surgeons is direct volume rendering which is 
automatically computed by the software from the 
CT or MRI slices of the DICOM image 
(Fig. 18.1). This no-cost technique can be suffi-
cient for a good 3D visualization of anatomical 
and pathological structures and can thus be a use-
ful tool for preoperative planning [2–4]. In order 
to see internal structures, the initial voxel gray 
level is replaced by an associated voxel color and 
transparency. This transparency allows one to 
distinguish more contrasted anatomical or patho-
logical structures, even when they are not delin-
eated in reality. That volume can also be cut 
along the three main axes (axial, coronal, or sag-
ittal) or with an oblique mouse-controlled plane. 
In clinical practice, direct volume rendering can 

be of great preoperative interest. This is the case 
for all malformation pathologies – in particular 
vascular or bone malformations  – but also for 
thoracic and digestive pathologies.

Direct volume rendering is thus a very useful 
tool as it is freely accessible without any prepro-
cessing; however, it does have some limitations. 
It cannot provide the volume of organs nor their 
dimensions since these organs are not delineated. 
For the same reason, it is not possible to provide 
volume after resection or to subtract a section of 
these structures without subtracting neighboring 
structures. To overcome this limit, each anatomi-
cal and pathological structure in the medical 
image has to be delineated. Such a delineation, 
called “segmentation,” can be performed with a 
specific workstation available from various ven-
dors (Myrian™ from Intrasense, Synapse™ from 
Fuji) or through a distant online service that can 
be compared to a medical analysis laboratory 
(Visible Patient Service). In the first solution, 
hospitals pay for a workstation, and then physi-
cians can use it by themselves to perform 3D 
modeling. In the second solution, hospitals pay 
the image analysis for each patient just like they 

Fig. 18.1 Direct volume rendering (second line) of three different clinical cases from their DICOM image (first line), 
here from CT scan of liver (left), lung (middle), and kidney (right) using Visible Patient Planning™ software
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would pay for other third-party services, such as 
histology and surgical pathology analysis. 
Moreover, this latter fee-for-service model is cur-
rently covered by some private insurance 
 companies in France (more than 17% of French 
citizen are thus covered in France in 2019), mak-
ing it more easily accessible. Each solution 
(onsite or online) allows for 3D surface rendering 
of organs, as well as for volume computation of 
delineated structures. In this set of solutions, 
Visible Patient Service is today the only service 
available for any part of the body and for any 
pathology or organ ranging from infant to adult. 
The result of the 3D modeling process can be 
visualized from the free Visible Patient Planning 
software through surface rendering but can also 
be fused with volume rendering (Fig. 18.2).

This surface rendering of delineated structures 
provides a more advanced anatomical view of the 

patient, but it remains insufficient for several 
types of surgery – such as partial resection, which 
requires preoperative evaluation of future vol-
umes remaining after resection. More advanced 
solutions provide the opportunity to simulate vir-
tual resection and to (preoperatively) obtain the 
resulting volume. Some software, such as 
Myrian™, provides this possibility from virtual 
cutting planes. Some other software systems, 
such as Synapse™ or Visible Patient Planning™, 
have a more anatomy-oriented approach based on 
vascular territory simulation, with the option, for 
example, to apply a virtual vascular clip which 
the user is able to manipulate and position in an 
interactive fashion (Fig. 18.3).

By defining the vascular territories (i.e., distri-
butions), the resulting patient-specific anatomy is 
then not only a geometrical, patient-specific anat-
omy but is also a functional anatomy that can be 

Fig. 18.2 Visible Patient Planning™ fusion between direct volume rendering and surface rendering of organs provided 
by the Visible Patient online service of the same patients as Fig. 18.1

Fig. 18.3 Virtual clip applying and resulting devascularized territories simulated by Visible Patient Planning™ for the 
same patients as Fig. 18.1
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used preoperatively to define a surgical proce-
dure more accurately. It can also be used intraop-
eratively to guide the surgeons, owing to the 
development of intraoperative VR tools. For 
instance, the Visible Patient Planning™ software 
can be brought inside the operating room to 
directly visualize the result on a laptop or smart-
phone or indirectly by plugging into an OR ready 
display; it can even be adapted to existing surgi-
cal robotic systems, such as the da Vinci surgical 
system (Intuitive Surgical, Inc.) (Fig. 18.4).

 Benefits of Virtual Reality 
in Minimal Access Surgery

To illustrate clinical benefits of such patient- 
specific, computer-assisted anatomy and surgical 
planning system, for several years, we have 
applied it using the Visible Patient Service (www.
visiblepatient.com) to a wide range of surgical 
procedures in digestive, thoracic, urological, 
endocrine, and pediatric procedures [5, 6]. We 
will here limit our description of clinical benefits 
to the same three patients illustrated on previous 
illustrations (Figs.  18.1, 18.2, and 18.3). Then, 
we will discuss published clinical data highlight-
ing the clinical benefits of such computer- 
assisted, patient-specific anatomic modeling.

The first patient was a 55-year-old patient 
diagnosed with a hepatocarcinoma. From the CT 
image only, a single lesion was detected on the 
back of the right hepatic vein, i.e., the most right- 
hand part of the liver (refer to Fig. 18.5, yellow 
circle on left). The Online Visible Patient 3D 
modeling provided a 3D modeling of an addi-

tional nodule (refer to Figs.  18.5 and 18.6, red 
circle). This was subsequently validated by a 
qualified radiologist (after the medical images 
were re-examined) as a potential hepatic tumor. 
This second tumor was located between the 
median hepatic vein and the right hepatic vein, 
that is, again in the right liver. Additional infor-
mation obtained from the radiological depart-
ment was that the right liver volume measured 
approximately 60% of the total liver volume; this 
volume was computed without the Visible Patient 
Planning software. By analyzing this radiological 
volume estimate of the right lobe of the liver and 
by using standard anatomical landmarks, the sur-
gical team obtained a much clearer clinical pic-
ture. In this example, it became evident that a 
formal right liver resection, due to the position of 
the second tumor (Fig. 18.5, red circle) being in 
too close of proximity with large neighboring 
vessels, would make resection hazardous. The 
surgeons were now also able to appreciate that 
even ablation of the secondary tumor would be 
problematic, due to the juxtaposition to large ves-
sels which would create a heat sink.

But by using the Visible Patient Planning soft-
ware, surgeons simulated this particular right 
liver resection by virtually clipping the right 
branch. The orange territory on Fig. 18.6 repre-
sents this right hepatic lobe, but neither tumor 
was located in this real portal vein territory (rep-
resenting only 45% of the liver volume). By vir-
tually clipping the left portal branch (Fig. 18.6, 
blue territory), both tumors were localized to this 
devascularized left liver segment, representing 
55% of the liver volume. Finally, by analyzing 
more accurately the reason of this error, it was 

Fig. 18.4 Intraoperative use of Visible Patient Planning™ plugged on Operative Display (left) or on robotic display 
(right)
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apparent in 3D reconstruction that this patient 
had absent right paramedian branches providing 
blood flow to liver segments V and VIII.  An 
anomalous branch, arising from the left portal 
vein, provided blood supply to a territory located 
in the vicinity of segment VIII but vascularized 
from the left portal branch. Virtual clip applica-
tion on this branch thus provided the smallest ter-
ritory to resect (13,3% of the liver volume; 
corresponding to the teal area in left most image, 
Fig.  18.3). In sum, this simulation allowed the 
surgical team to plan the operation such that an 
R0 resection could be performed while preserv-
ing the maximum amount of unaffected liver 
parenchyma.

This example illustrates the well-known prob-
lem of hepatic anatomical variation already 
described by Couinaud [7]. In fact, studies dem-
onstrate that in more than one-third of hepatic 
surgical interventions, 3D modeling and preop-
erative simulation allow surgeons to correct 
errors of the initial surgical planning [3, 8]. 

Another study suggests that, for certain interven-
tions, operating time can be reduced by 25%; fur-
thermore, operative morbidity can be decreased 
by more than one-third [9]. These impressive 
results illustrate the importance of analyzing 
properly the anatomical variation of the liver. 
Moreover, this illustrates the quite real benefit to 
patients achieved by using computer-assisted 
patient-specific 3D modeling preoperatively to 
best plan the surgical approach, to enhance the 
understanding of anatomic variation and aberrant 
vasculature, and to avoid medical image interpre-
tation errors in liver surgery so that patient out-
comes are optimized.

But it is valid to apply such models to alterna-
tive organs  – such as the lung? Lung cancer 
resections are today approached in a fashion sim-
ilar to hepatectomy, by resecting the afflicted 
portion of the bronchial tree  – metaphorically 
analogous to trimming a diseased branch from a 
living tree to preserve the healthy part. Like 
hepatic surgery, the operative challenge lies in 

Fig. 18.5 Three axial slices of the first patient with two small hepatic tumors (circles)

Fig. 18.6 3D modeling provided online by Visible 
Patient Service and allowing to visualize two hepatic 
tumors (circles). From virtual clip applying performed 
with Visible Patient Planning software, the 3D view of the 

left liver (blue) and the right liver (orange) shows the loca-
tion of both tumors in the left liver and not in the right 
liver
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appropriately defining of the territories of that 
bronchial tree, which are difficult to discern from 
a simple computed tomography image. Adding to 
the level of complexity is the fact that the pathol-
ogy in question, whether malignant or benign, 
can locally modify the anatomy or mask land-
marks that are however present in the image. The 
second example, illustrated in Fig. 18.7, is of a 
6-month-old infant presenting with a lung cyst 
due to cystic adenomatoid lung disease. This is a 
pathologic abnormality of the pulmonary system 
that requires the diseased segment of the bron-
chial tree to be surgically resected with an 
approach analogous to that used for the resection 
of cancer pathology. From the computed tomog-
raphy image of this child, the cyst created by this 
disease (Fig. 18.7, black portion in the center of 
the left image) seemed located in the upper lobe 
of the right lung. This was the diagnosis realized 
by the radiological team and validated by the sur-
gical team. But after 3D modeling (utilizing the 
Visible Patient Service), virtual clip applying 
performed by the surgeon showed that the cyst 
(Fig. 18.7, shaded green in the right-most image) 
was not in the upper right lobe (Fig. 18.7, right- 
most image, anatomic right lobe highlighted in 
yellow). Consequent to 3D modeling, the surgery 
was modified and realized perfectly, thus validat-
ing the efficiency of the preoperative simulation. 
This approach underscores the advantage of 
using 3D modeling for complex operative cases, 
a crucial aspect of digital surgery.

We can now appreciate how 3D modeling pro-
vides benefits in the preoperative planning phase 
of both pulmonary and hepatic surgeries. As 
demonstrated by these examples, preoperative 
virtual clip applying provides surgeons with the 
ability to simulate bronchial territories as well as 
to simulate portal vein territories of the liver. 
Moreover, the 3D modeling of internal lung 
structures is not limited to the bronchial system 
but also includes pulmonary arteries and veins. 
This allows one to avoid errors in territory defini-
tion and to improve the surgical therapy planning 
as validated in several recent articles and clinical 
studies [10–13]. These first two clinical applica-
tions exemplify the benefits of computer-assisted, 
patient-specific 3D anatomy in surgical proce-
dures using the functional anatomy definition and 
framework. Liver and lung have anatomically 
defined vascular territories that anatomical varia-
tions can distort the true clinical picture, thereby 
creating errors in choice of treatment.

In the last example, 3D modeling is applied to 
the renal system, which differs from the hepatic 
and pulmonary architecture in that kidneys do not 
have functional anatomical segmentation. 
However, kidneys do present other challenges, at 
times, due to critical variations in vascular anat-
omy. In this example (refer to Figs.  18.1, 18.2, 
and 18.3), a 5-year-old child was diagnosed with 
double nephroblastoma. Even though this cancer 
is relatively frequent in adults, very few children 
are diagnosed with this condition (in France, 130 

Fig. 18.7 Cystic adenomatoid lung disease detected in 
the right upper lobe from a CT scan (left) of a 6-month- 
old patient. 3D modeling (center) provided by Visible 

Patient online service and the clip applying simulation of 
the right upper lobe (yellow) showed that the cyst was not 
in this territory and avoided the error preoperatively
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new pediatric patients versus 13,000 new adult 
patients are diagnosed each year). From the CT 
scan image (Fig.  18.8, left-most image), the 
expert surgical team for this kind of surgery 
planned to resect half of the right kidney and a 
full resection of the left kidney, where, according 
to the standard CT image, tumor invasion would 
not permit a lesser approach. This aggressive sur-
gery would necessarily induce renal insuffi-
ciency, which would likely translate into 
≤6  months of dialysis dependency. These 
6 months will allow for oncologic surveillance, 
especially regarding local regrowth in the lower 
part of the remaining right kidney. After these 
6 months, and if no tumor has appeared, left renal 
transplant could be undertaken. Transplant will 
increase the child’s life expectancy by more than 
50 years but will also induce lifelong antirejec-
tion treatment. This therapeutic proposition is 
submitted to a second team, also expert in that 
kind of pathology, for a second medical opinion. 
The second team validates this choice of treat-
ment and agreed with the plan of care proposed.

With two highly experienced teams concurring 
on the planned surgical approach, could 3D mod-
eling provide new insights that alter the surgeon’s 
decision? From 3D modeling and by using the 
Visible Patient Planning™ software, the surgeon 
simulated surgical clip applying (i.e., analyzing 
what effect would result by the ligation or clipping 
of specific vessels during resection). This vali-
dated the possibility of resecting only half of the 
right kidney (as proposed). Specifically, this mod-
eling confirmed that 50.9% of the right kidney 
would remain functional after surgery. But the sur-

prise came from analysis of the left kidney – when 
simulating surgery, the surgeon observed that it 
was technically possible to preserve one-third of 
the left kidney function. Volume computation pro-
vided by the software demonstrated that the 
remaining renal parenchyma (on the left and on 
the right) after surgery would have a slightly 
greater volume than the volume of one kidney in a 
child of that age and size. Based on this informa-
tion, the surgeon chose to modify the surgical plan. 
Now, preservation of the left kidney was reconsid-
ered by the primary team, and it was subsequently 
validated by a second team. The operation was 
performed in two stages. No renal insufficiency 
was observed after resection of the diseased seg-
ments from both of the child’s kidneys. The child 
went back to school 2 months after staged resec-
tion. One year later, the control image shows no 
tumor regrowth, and the child is in perfect health 
condition (Fig. 18.8, right-most image).

As illustrated by this example, the same ben-
efits observed in the preoperative planning for 
liver and lung resection can be appreciated for the 
renal system – by using virtual clips and analyz-
ing various outcomes through computer-assisted 
3D modeling of specific patients. Such 3D mod-
eling can be used for alternative urological opera-
tions and a variety of pathology, such as renal 
pelvis dilatation (Fig. 18.9, left image), crossed 
or crossed fused renal ectopia (Fig. 18.9, middle 
image), or kidney transplant (Fig.  18.9, right 
image). In any case, the precise 3D visualization 
of vascular structures, ureters, and surrounding 
organs provides a major benefit in surgical proce-
dure planning [14–16].

Fig. 18.8 Double nephroblastoma detected on both kid-
neys of a 5-year-old child. Thanks to 3D modeling and 
preoperative simulation of clip applying using Visible 

Patient Service and Planning software, a partial resection 
of each kidney was validated and realized. As illustrated 
on the right, 1 year later the patient seems to be cured
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 Augmented Reality as a Framework 
for Computer-Assisted Surgery

Preoperative surgical planning and simulation 
can significantly improve the efficiency of a sur-
gical procedure secondary to better preoperative 
knowledge of the patient’s anatomy. However, 
the preoperative use of such systems is not suffi-
cient to ensure safety during the surgical proce-
dure. Such refinement can be provided by an 
intraoperative use of virtual reality, utilizing the 
concept of augmented reality (AR). In this con-
text, AR consists of superimposing the preopera-
tive 3D patient modeling onto the live 
intraoperative view of the patient. An efficient 
AR means thus an efficient registration of the vir-
tual view on the real view. AR will then provide a 
transparency view of patients through an image 
overlay of the patient’s model superimposed onto 
the patient’s view. There are several ways to 
define it from the rendering techniques, the visu-
alization system, the see-through area, and, more 
frequently, the registration techniques [17]. The 
AR view can be external (as in open surgery) to 
“see through” the patient’s skin, or it can be inter-
nal (e.g., as in laparoscopic surgery) to see 
through an organ. These two AR views can then 
be direct (without camera) or indirect (with a 
camera) (Fig.  18.10). Four main image overlay 

techniques are thus available [18]: (a) direct pro-
jection of the patient model onto the patient 
through a video projector [19–21], (b) direct 
visualization through a transparent screen placed 
between the surgeon and the patient [22] or, more 
frequently, via AR glasses [23, 24], (c) indirect 
visualization using a camera to provide a patient 
view visualized on a screen that can overlay the 
virtual patient model [25, 26], and (d) the use of 
a specific display, such as the robotic 3D view 
display of the da Vinci robotic system [27, 28]. In 
the recent past, most solutions were using indi-
rect visualization using a laparoscopic or a 
robotic camera, but the development of the 
HoloLens AR glasses has currently increased the 
use of direct AR vision. The indirect visualiza-
tion using a camera is today probably the best 
available solution, because it provides the cam-
era’s point of view regardless of surgeon position 
or movement. In turn, this avoids classical errors 
linked to the detection of several points of view.

Whatever the AR view (direct or indirect; 
internal or external), the main problem is effi-
cient registration between the virtual and the real 
patient location and shape. Today, registration 
techniques remain one of the most complex prob-
lems to solve and represent an important chal-
lenge for AR in the operating theater. Registration 
can be manual, interactive, semiautomatic, or 

Fig. 18.9 Left renal pelvis dilatation (left), left crossed fused renal ectopia (middle), and simulation of kidney trans-
plant (in blue on the right)
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automatic. In the case of manual registration [17, 
29, 30], the virtual patient is displayed on the AR 
system (transparent screen, AR glasses, or surgi-
cal monitor) and manually oriented and/or resized 
to fit the same position of the patient. The interac-
tive registration [19] allows for manual definition 
and selection of a set of landmarks on the virtual 
and real view of the patient; the software is then 
able to register automatically both views from 
these landmarks. In these approaches, once initial 
registration has been completed, the movement of 
the patient or displacement of the user or of the 
camera will have to be tracked manually by the 
user and thus corrected manually or interac-
tively. In a semiautomatic AR method, the regis-
tration remains manual or interactive, but tracking 
is automated. It is typically the case of HoloLens- 
based methods [24], whereby the HoloLens is 
able to automatically compute surgeon move-
ments in relation to the patient. Finally, the auto-
matic AR is currently the most developed but also 
the most complex method [18, 20, 31, 32] to suc-
ceed. Registration as well as tracking is here real-
ized automatically via landmark detection and 
tracking on organs. This is achievable due to the 
ability to reconstruct organ surfaces automati-
cally and in real time.

Fully automatic registration remains a major 
challenge today and is subject to ongoing 
research. These challenges are due to the diffi-
culty of obtaining accurate registration in soft tis-
sue surgery. There are three kinds of movements 
that have to be tracked in real time and compen-
sated for to maintain accurate registration. They 
are as follows: (a) gross patient movement (e.g., 
the patient sliding laterally off of the operating 
table), (b) local organ movement, due to surgeon 
interaction, and (c) deformation caused by physi-
ological movements (breathing and heartbeat). 
This leads to inaccuracies of registration and sub-
sequent imprecise overlap of 3D virtual images 
and real-life images. To overcome such limits, 
registration must be both rigid and adaptable. 
Usually, registration is done at the beginning of 
surgery without taking movement into account 
(rigid registration). If a single body-wide move-
ment can be solved through new intraoperative 
registration processes, other movements would 
require complex algorithms, based on nonrigid 
(i.e., adaptive) registration.

To solve such a problem, several approaches 
have been proposed [1, 17]. One of the most 
developed approaches consists in using intraop-
erative medical images (US, MRI, or CT), capa-

Fig. 18.10 Two types of augmented reality (AR) views: 
Direct AR through AR glasses worn by surgeons provides 
direct see-through vision of the patient (right image); indi-
rect AR through laparoscopic camera fuses the virtual 

image of the patient with the video view of the patient 
(two images on the left display) to provide a new laparo-
scopic AR view (display in the middle)
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ble of providing the true shape of organs during 
the surgical procedure. The purpose of using an 
extra imaging system intraoperatively is to deter-
mine the complete deformation of the region of 
interest (ROI) between the time of the preopera-
tive acquisition and the intraoperative state of 
that same area. This then allows for nonrigid reg-
istration of the preoperative 3D data onto acqui-
sitions performed intraoperatively [33]. In 
surgical practice, most of the work is based on 
intraoperative ultrasonography and MRI [34]. 
However, one approach seems promising due to 
the popularization of intraoperative scanners 
(e.g., CBCT) in so-called “hybrid” operating 
rooms. Image acquisition from such a system can 
serve as an intermediary in the registration pro-
cess between the preoperative scan and the lapa-
roscopic images and can help compensate for the 
deformation between the preoperative and intra-
operative states.

A new paradigm to automatically register the 
referential frame of the intraoperative model with 
that of the endoscopic camera, without any exter-
nal tracking system, has been proposed [35]. By 
including the distal part of the endoscope within 
the intraoperative acquisition field and holding it 
with an articulated arm, it is possible to estimate 
the direction of the optical axis and the position 
of the optical center in the reconstructed volume. 
This approach allows one to determine directly 
the correspondence between the endoscopic cam-
era and the intraoperative scanner (in our experi-
ence, the Artis Zeego by Siemens was used) and 

thus to register data fully automatically 
(Fig. 18.11).

With intraoperative medical image acquisition 
and registration (with the intraoperative video 
view), it remains mandatory to nonrigidly regis-
ter the preoperative 3D modeling of the patient 
with the intraoperative image in order account for 
organ deformation. Our previous work [36] pro-
posed an approach that computes nonrigid regis-
tration of a preoperative patient model (including 
abdominal wall, viscera organs, and the liver) 
using information analysis of an intraoperative 
image of the patient. The adaptation of this 
method based on CT scan imaging to Dyna-CT 
imaging allowed a fully automatic nonrigid regis-
tration of preoperative modeling onto the video 
view of the patient to be obtained [37, 38].

After solving this automatic initial nonrigid 
registration, the remaining problem consists of 
correcting in real time this nonrigid registration 
in order to account for organ deformation – resul-
tant form breathing movement and surgeon inter-
action. To solve such a problem, our solution 
consists of a predictive real-time simulation of 
organ deformation, by tracking tool movement 
and organ deformation in video images. As we 
showed for physiological breathing movements 
[39], such an approach is feasible by preopera-
tively modeling the patient, along with his/her 
physiological movements, and by simulating 
these movements intraoperatively. The simula-
tion is controlled by real patient information 
(skin surface features) tracked and extracted in 

Fig. 18.11 The Dyna-CT images provided by the Artis Zeego (left) allow to detect the laparoscope position in the 
image and then to register video and medical image (right)
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real time, based on an analysis of video images. 
At our center, results showed that this solution 
provides a high level of accuracy. Specifically, 
±2  mm accuracy for real-time registration of 
deformable organs was achieved.

A similar idea can be applied to laparoscopic 
surgery. Analysis of stereo-laparoscopic video 
images, replacing the external video image anal-
ysis, can be performed. During abdominal sur-
gery, tissue and organs are continuously 
deforming, and the surgeon is free to move the 
laparoscopic camera. The objective of the tempo-
ral registration is then to modify the model shape 
and location of an organ in the same way as the 
real organ by tracking its deformation and move-
ment in real time (Fig. 18.12). Several methods 
have been developed based on real-time virtual 
surface reconstruction of the organ [40, 41], 
mechanical modeling of the organ [42, 43], and 
feature tracking using simultaneous localization 
and mapping (SLAM) [44]. The resulting preci-
sion is currently limited to ± 5 mm, but it will be 
improved progressively through the addition of 
patient-specific elasticity and viscosity modeling 
of organs, owing to advancements in the field of 
elastography [45].

 Benefits of Augmented Reality 
in Minimal Access Surgery

As delineated in a recent publication that 
describes the state of the art for AR in laparos-
copy [17], it is difficult to compare the outcomes 
of various AR techniques in the literature for sev-
eral important reasons. This is a developing field, 
and therefore standardized algorithms are still 
under development. There is substantial discrep-

ancy in the algorithms used and discrepancy in 
the reported registration accuracy (mean value 
5.38  mm, range 0.93–10.59  mm). Furthermore, 
each AR system uses different amounts of user 
interaction (manual, semiautomatic, or auto-
matic), requiring different levels of human input 
and skills. There is also inconsistency in the 
method for measuring accuracy. Some use the 
registration error on anatomic landmarks (mea-
sured in pixels or in 3D space), while others mea-
sure AR-guided resection margins. However, all 
authors indicated that augmented reality provides 
temporary, precise enough virtual transparency 
of the patient that can be helpful in determining 
where the anatomical and pathological structures 
are located inside the patient. Unlike VR, this AR 
assistance is today complex and difficult to mea-
sure. Notwithstanding, AR has raised high expec-
tations for surgeons. In fact, combined with 
robot, such an AR system will allow for the auto-
mation of complex or repetitive gestures. Major 
surgical robotic companies are thus currently 
working on such improvements of their robotic 
system in order to propose a new generation of 
surgical robots. But this automation will have to 
be linked with artificial intelligence in order to 
provide a real-time retro-control of the robot 
from the image analysis. It should be the next 
step of computer-assisted surgery.

 Conclusions

We have presented work on computer-assisted 
minimally invasive surgery based on VR and AR 
modeling, with real-world case examples. Today, 
VR techniques are increasingly becoming avail-
able and, in select cases, can provide major 

Fig. 18.12 Sample of temporal registration from Mountney et al. research work [35] allowing to correct in real-time 
deformation of the liver due to breathing movement
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improvement in the preoperative planning of sur-
gical procedures. AR techniques, although still at 
an experimental stage, are progressively being 
tested clinically for minimally invasive surgery, 
with the objective of using them in routine clini-
cal practice. Initial results show that the system 
works efficiently but remains limited due to soft 
tissue deformation which is complex to track. 
Future solutions will therefore combine predic-
tive simulation and real-time medical image anal-
ysis in order to solve these current limitations. To 
be efficient, patient-specific modeling will have 
to integrate more information than the geometric 
model alone. Mechanical properties, functional 
anatomy, and biological modeling will gradually 
improve the quality of simulation and prediction 
which, combined with intraoperative image anal-
ysis, will provide the awaited accuracy.

This represents an essential phase for surgical 
gesture automation, which will allow physicians 
to reduce surgical errors. Indeed, procedure sim-
ulation will allow surgeons to identify the unnec-
essary or imperfect surgical maneuvers, using it 
as the blueprint for the actual operation. These 
maneuvers will then be transmitted to an 
AI-equipped surgical robotic platform which will 
be able to precisely reproduce the surgeon’s opti-
mized maneuvers. This optimization will be 
based on AI, the next step of computer-aided 
surgery.
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and Marco A. Zenati

 Introduction

Recent estimates rank medical errors as the third 
leading cause of death in the USA, and the major-
ity of the adverse events and errors experienced 
by hospitalized patients are attributed to surgical 
care [1]. More importantly, more than half of the 
adverse events occurring in the operating room 
(OR) are preventable [2]. Understanding and 
managing conditions leading to errors is critical to 
reduce preventable harm to surgical patients [3].

The OR is a complex and dynamic high-risk 
environment where demands on attention, work-
ing memory, and cognitive processing have 
greatly increased in the last decades, as individu-
als engage with more data, perform more com-
plex tasks, and exchange a large amount of 

information. The contribution of human cogni-
tion to errors in complex healthcare environments 
is increasingly being recognized [4]. Many stud-
ies have demonstrated a direct relationship 
between cognitive performance metrics and 
patient outcomes [5]. Furthermore, suboptimal 
nontechnical skills, such as teamwork, situational 
awareness, leadership, and communication, have 
been implicated in the majority of the adverse 
events occurring intraoperatively [6].

The practice of surgery entails the use of sev-
eral elementary and complex cognitive functions, 
with the ultimate goal of providing high-quality 
and safe care for patients in the OR. Although cog-
nition underpins virtually all surgical tasks in the 
OR and is intrinsically associated with surgical 
outcomes, the efficiency and effectiveness of these 
processes are not solely a product of the human 
cognition. In this chapter, we use the conceptual 
frameworks of situated cognition [7], socio-tech-
nical systems [8], and distributed cognition [8, 9], 
which explain cognition as inherently tied to con-
texts, transcending the idea of the individual 
human mind as the sole locus where cognitive 
functions can take place. In the OR context, cogni-
tion is extended outside individual team members’ 
minds toward the entire surgical team, and even 
further, throughout all human and nonhuman sys-
tems involved during surgery. Built upon this para-
digm, from individual human cognition to 
cognitive systems, we discuss the foundations that 
underlie augmented cognition in the OR, as well 
as the existing evidence in this realm. Lastly, we 

R. D. Dias (*) 
Human Factors & Cognitive Engineering Lab, 
STRATUS Center for Medical Simulation, 
Department of Emergency Medicine, Brigham and 
Women’s Hospital, Harvard Medical School,  
Boston, MA, USA
e-mail: rdias@bwh.harvard.edu 

S. J. Yule 
STRATUS Center for Medical Simulation, 
Department of Surgery, Center for Surgery and Public 
Health, Department of Surgery, Brigham and 
Women’s Hospital, Harvard Medical School,  
Boston, MA, USA 

M. A. Zenati 
Department of Surgery, U.S. Department of Veterans 
Affairs, Brigham and Women’s Hospital, Harvard 
Medical School, Boston, MA, USA

19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49100-0_19&domain=pdf
https://doi.org/10.1007/978-3-030-49100-0_19#DOI
mailto:rdias@bwh.harvard.edu


262

discuss future implications and applications of 
cognitive augmentation in the surgical setting.

 Cognition and Socio-technical 
Systems

As with many other complex constructs, in order 
to comprehend cognition, we need first to define 
its unit of analysis. Traditionally, the boundaries 
of cognition are set as the same as individual 
human minds, in a way that one’s cognition fin-
ishes at the point where other’s cognition starts. 
Based on this view, cognition is spatially and 
functionally limited to individual human brains, 
providing the foundations that explain most of 
the cognitive processes entailed during individual 
human tasks [10]. Nevertheless, this framework 
is not sufficient to explain team-based activities, 
such as surgery, in which a group of two or more 
professionals work together and coordinate their 
tasks to accomplish a common goal. Team cogni-
tion is an emergent field that uses systems theory 
to understand how dynamic configurations and 
interactions between individuals, subsystems, 
and the entire system are coordinated to execute 
various functions. According to this conceptual 
model, cognition is an emergent team property, 
delimited by the functional relationships between 
its elements and not limited to individual team 
members [11].

In surgery, as in several other high-risk, high- 
stakes industries (e.g., aviation, oil and gas, space 
exploration), activities, tasks, and their products 
are not solely constrained by technical require-
ments. In fact, under the lens of the socio- 
technical systems model, surgical teams are 
inserted into a complex work environment where, 
in addition to technical performance, social struc-
tures, roles, responsibilities, and nontechnical 
skills (e.g., situational awareness, communica-
tion, leadership, teamwork) play a critical role on 
how well teams will perform and, ultimately, the 
quality of surgical care rendered [6, 12].

Complex systems, such as cardiac surgery, 
require teams to perform fast-paced and time- 
critical tasks. The surgical operative domain is 
uncertain, complex, and ambiguous and places 
great demands on the team’s cognitive capabili-

ties. Regardless of how competent and expert 
surgical team members may be, they are still sub-
ject to the common cognitive limitations, frail-
ties, and fallibilities that characterize the human 
brain. In certain situations, high demands 
imposed by surgical tasks and other factors may 
exceed the team cognitive capacity, leading to a 
potentially risky cognitive overload [13].

Built upon the holistic models of team cogni-
tion and socio-technical systems, the distributed 
cognition framework [14] extends the cognitive 
processes entailed in surgery throughout the 
entire OR, including both human and nonhuman 
elements in which cognition may take place. 
Furthermore, this framework conceptualizes cog-
nitive workload and its associated demands and 
available resources as dynamically distributed 
among all the cognition elements over the course 
of surgery [15].

A relevant aspect introduced by the concep-
tual models discussed above is the fact the ability 
to carry cognitive processes is not limited to 
humans. This framework provides the basis for 
cognition augmentation and can be better com-
prehended by integrating the fields of knowledge 
management and information science. According 
to these fields, data, information, knowledge, and 
wisdom (DIKW), in this sequence, form a hierar-
chical model with increased level of processing 
and understanding from data to wisdom. 
Basically, information is processed data, knowl-
edge is processed information, and wisdom is 
processed knowledge [10]. Since cognition can 
be defined as the ability to generate meaning 
from data, we can now state that not only humans 
but also machines and computers are entitled to 
cognition.

 Human-Computer Interaction

As computer-based activities become ubiquitous, 
and our workplace is replete with technology- 
enabled devices and networks, new types of 
interaction, communication, and coordination 
have emerged [9]. Although most of the techno-
logical advances achieved in the last decades did 
improve patient care, they also created new chal-
lenges concerning the way in which clinicians 
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interact with computational systems and how 
these systems are designed and operated.

In fact, the improvement on performance and 
safety in the OR through technology incorpora-
tion comes with the cost of increased complexity. 
Surgical tasks that once involved only humans 
now require complex interaction, communica-
tion, and coordination between humans and com-
puters. From simple psychomotor tasks to 
intricate decision-making, computing systems 
are now embedded into the surgical theater, 
assisting, supporting, and even acting autono-
mously [16]. In the same way that a microscope 
became an essential tool for microsurgical proce-
dures, “magnifying” a surgeon’s visual percep-
tion with operative devices, such as surgical 
robots, extends the cognitive capabilities of the 
surgical team and should be seen as an important 
element of the OR cognitive system.

Relevant aspects of high-performing teams, 
such as anticipation, situational awareness, infor-
mation exchange, and workload allocation, are 
now investigated in the context of human- 
machine teaming [17]. There are a growing num-
ber of studies investigating the role of robots as 
active team members in several settings, includ-
ing healthcare [18].

 Nontechnical Skills in Surgery

Nontechnical skills are defined as the cognitive 
and social skills fundamental to knowledge and 
expertise in high-demand workplaces. They 
enable team members to exchange information 
about their perceptions of ongoing situations 
(mental models) in order to generate a team- 
level, shared mental model of understanding, to 
support error detection, and to share critical 
information.

Specific frameworks of nontechnical skills 
exist and have been described in the literature for 
many professionals. These are commonly cen-
tered around a skills taxonomy that is developed 
specifically for the context and profession being 
studied. In this sense, “taxonomy” refers to a 
form of hierarchical grouping of concepts or 
items that identify, name, and classify items 
based on shared characteristics. They are used 

predominantly in the natural sciences, for exam-
ple, the classifications of organisms and for the 
periodic table. Nontechnical skills taxonomies 
arrange groupings of behaviors into ordered cat-
egories, often with higher-order categories (e.g., 
cognitive skills, social skills) explained by lower- 
level elements of behavior (e.g., gathering infor-
mation, understanding information).

One example of a widely implemented skills 
taxonomy is the Nontechnical Skills for Surgeons 
(NOTSS) system [19], which is used to observe 
and rate surgeons’ behavior in the operating room 
during both simulated and real procedures. 
NOTSS is a hierarchical system, comprising cat-
egories and elements of nontechnical skills. This 
is akin to surface and deep features. Refer to 
Table 19.1 for the NOTSS skills taxonomy, show-
ing the difference between categories and 
elements.

These behavior marker systems are context- 
specific, and if high levels of validity are desired, 
they must be developed for the profession in 
which they are to be used [20]. For example, the 
NOTSS system was developed by psychologists, 
surgeons, and other OR team members and eval-
uated by panels of consultant surgeons in 
Scotland and then adapted for implementation in 
Europe, Australia, North America, Africa, and 

Table 19.1 NOTSS taxonomy

Category Elements
Cognitive 
skills

Situation 
awareness

Gathering information
Understanding 
information
Projecting and 
anticipating future state

Decision-making Considering options
Selecting and 
communicating option
Implementing and 
reviewing decisions

Social 
skills

Communication 
and teamwork

Exchanging 
information
Establishing a shared 
understanding
Coordinating team 
activities

Leadership Setting and maintaining 
standards
Supporting others
Coping with pressure
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Asia. Explicit focus on the skills thought to be 
relevant for the surgeons from a “bottom-up” per-
spective is likely more sustainable with greater 
chance of adoption and buy-in from end users.

A computer-based artificial intelligence (AI) 
system collaborating as a team member with 
other humans may alter the nontechnical skill 
requirements for effective surgical performance. 
Despite the rise of robotic-assisted surgical sys-
tems (e.g., da Vinci surgical systems, intuitive 
surgical, and other emerging robotic systems 
such as verb surgical and CMR surgical), the 
impact on team dynamics and outcomes of these 
combined human-AI systems are not fully under-
stood. By definition, the human and AI system 
would perform tasks that are unique and interde-
pendent, with goal attainment only possible by 
combined efforts (i.e., neither the human nor AI 
system could achieve tasks alone).

We can speculate that important nontechni-
cal skills for success of these systems could be 
standard communication protocols, synchro-
nized activities, trust, and cohesion. We know 
that humans by nature are not entirely predict-
able and that high functioning team members 
have high levels of situational awareness and 
emotional intelligence. The degree to which 
these human- AI systems will be successful may 
depend on these variables. Additionally, the 
adaptive learning nature of the AI team mem-
bers means that their behavior may not be 
entirely predictable to the human members. In 
this context, transparency is another feature 
that emerges from human- machine cooperativ-
ity; studies in communication decision-making 
in human-robot teams have proposed improve-
ment in team fluency, task performance, and 
transparency of robot behavior as the pillars 
and precursors of explainable AI.

 Cognitive Workload Monitoring

In order to enable cognitive augmentation, an 
important aspect to be considered is how we 
measure different cognitive states overtime. 
Cognitive workload metrics are widely used for 
this matter, including during surgical tasks in the 

OR. Among the several available tools for mea-
surement of cognitive workload in the surgical 
setting, including self-report questionnaires (e.g., 
NASA-TLX, SURG-TLX), electroencephalogra-
phy (EEG), electrodermal conductance, eye- 
tracking, and near-infrared spectroscopy (fNIRS), 
heart rate variability (HRV) is the most studied 
method [13]. HRV is established as a sensitive 
and reliable physiological index of work stress 
and mental effort [21].

Tools using HRV can be applied in a real time 
an unobtrusive manner with inexpensive, wear-
able devices. HRV metrics are based on the anal-
ysis of inter-beat intervals (R-R intervals) 
allowing the quantification of sinoatrial rhythm 
variability [22]. These HRV variability measures 
are divided in two broad categories: HRV 
frequency- domain and HRV time-domain param-
eters. Two frequency-domain parameters, low- 
frequency (LF) band and high-frequency (HF) 
band, have been shown to reflect the balance 
between the sympathetic and parasympathetic 
autonomic nervous systems. In situations impos-
ing a high cognitive demand, there is a sympa-
thetic predominance, increasing the LF/HF ratio. 
Other well-established HRV parameters, such as 
the root mean square of successive differences 
(RMSSD) and the standard deviation of normal- 
to- normal (SDNN) inter-beat interval duration, 
are reflective of parasympathetic control, such 
that higher cognitive demands decrease these 
time-domain values. LF/HF ratio, RMSSD, and 
SDNN have all been used as objective and real- 
time measures of cognitive workload [23, 24].

Eye movements and changes in pupil dilation 
provide important information about how users 
interact with complex visual displays. Both types 
of data can be obtained by using eye-tracking 
apparatus that captures eye data in a nearly con-
tinuous signal, providing precise information 
about what the user looks at, how long she/he 
looks at it, and how much his/her pupils dilate 
while gaze is maintained. Marshall introduced 
the Index of Cognitive Activity that allows reli-
able and rapid estimation of cognitive workload 
from changes in pupil dilation [25]. Although this 
approach has been useful in military simulations 
associated with screen-based tasks under the aug-
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mented cognition program funded by the US 
Department of Defense through DARPA [26], 
unfortunately it is currently not suitable for intra-
operative use in surgery due to its invasiveness 
and need for continuous screen monitoring and 
tracking.

The temporal sensitivity and high accuracy of 
noninvasive brain imaging techniques such as 
EEG and fNIRS also enable insights into cogni-
tive workload [27]. Both technologies have been 
used in medical simulation and have demon-
strated their utility in this domain but cannot at 
present be utilized during live surgeries due to 
their obtrusiveness and physical constraints. 
While galvanic skin response (GSR) continues to 
be employed to approximate autonomic nervous 
system activity by measuring the activity of 
sweat glands [28], there are practical limitations 
in collecting GSR data: sensor placements on the 
fingers and palms, warranting the highest quality 
signal with a high density of eccrine sweat 
glands, are unattainable in simulated and live sur-
geries involving sterile fields.

 Automated Assessment 
of Intraoperative Performance

Currently, the gold standard assessment tools for 
both technical and nontechnical intraoperative 
surgical performances are based on observation- 
based ratings by experts [29, 30]. Although these 
methods are common practice, several limita-
tions related to post hoc results (i.e., no real-time 
measures), suboptimal inter-rater reliability, and 
difficult reproducibility limit these techniques 
for scalable, real-time cognitive augmentation in 
the OR.

Computer vision is a branch of artificial intel-
ligence that uses machine learning techniques to 
gain high-level understanding from digital 
images or videos. Computer vision applications 
have been used to recognize and track human 
activity and even for contextual comprehension. 
This field may offer unparalleled capabilities for 
conducting objective and real-time assessments 
by automatically identifying and tracking clini-
cian activity in the OR [31]. For surgical techni-

cal skills, video understanding algorithms have 
been applied in a number of fields, including 
industrial robotics, autonomous vehicles, secu-
rity surveillance, and, more recently, healthcare 
(e.g., virtual colonoscopies, image acquisition, 
surgical decision-making). Video understanding 
may address some of the limitations in tradi-
tional mentored or simulation-based approaches 
for assessing a surgeon’s technical skills, includ-
ing human rater bias and poor scalability. While 
there has been limited application within the sur-
gical setting, a recent report documented 92.8% 
accuracy in computer vision’s correct identifica-
tion of steps utilized for sleeve gastrectomy [32]. 
Prior investigations have documented the reli-
ability of video-based surgical motion analyses 
for assessing laparoscopic performance in the 
operating room as compared to the traditional 
time- intensive, human rater approach [33]. Azari 
et  al. compared expert surgeon’s rating assess-
ments to computer-based assessments of techni-
cal skills (e.g., suturing, knot tying) including 
fluidity of motion, tissue handling, and motion 
economy [34].

For assessment of nontechnical skills, com-
puter vision may be used to assess position, 
motion, and gestures of surgical team members, 
providing objective metrics of team dynamics in 
the OR (e.g., team proximity, team centrality) 
[35]. These applications may also be used for 
human factors and ergonomic studies aiming to 
provide insightful information of surgical team 
activity for OR space and equipment design. In 
terms of human-computer interaction in the OR, 
computer vision applications have been used to 
create a touchless interface for surgeons, facili-
tating intangible control of image displays [36].

 Surgical Data Science

Surgical data science (SDS) is a new scientific 
discipline with the objective of improving the 
quality of interventional healthcare and its value 
through capturing, organization, analysis, and 
modeling of data. The goal of SDS is ultimately 
to improve the value (quality and efficiency) of 
interventional healthcare [16].
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A key element for the SDS field is to estab-
lish community metrics and to define what level 
of reproducibility the field expects for these 
measures. One way to make such measures and 
methodologies concrete is to create standard-
ized tools and practices associated with the data 
(e.g., the JIGSAWS data set). Systematic proce-
dural data collection is currently in its infancy, 
and large amounts of data, especially in surgery, 
remain uncaptured. The aviation industry faced 
a similar crossroads in the 1960s, when the 
introduction of cockpit voice recorders 
depended on “the bold support of the airline 
pilots and the wisdom of the aviation commu-
nity”; similar buy-in for SDS must occur in the 
surgical community [37].

Sensor-based data collection and measure-
ment can contribute to initiatives for improving 
individual, team, unit, and organizational learn-
ing in healthcare. For providers, SDS can provide 
real-time support for clinicians to manage their 
individual workload efforts and provide feedback 
on the quantity and quality of interactions with 
other clinicians. For teams, sensor-based mea-
surement can serve to supplement traditional 
methods of team improvement, such as clinical 
team training by providing information on per-
formance patterns and workflow. SDS can auto-
mate process mapping to identify bottlenecks in 
flow or other inefficiencies. Widespread adoption 
of SDS can provide an analog to aviation’s flight 
data recorder, allowing playback of real events in 
simulated environments and sharing generated 
knowledge [16, 38].

In the context of augmented cognition 
approaches in the OR, systematic integration of 
multiple sources of data from both human and 
machines will be critical. Pertaining to team-
work, SDS can be applied to at least three catego-
ries of team outputs: task efficiency, team 
learning, and effective outcomes. Task efficiency 
is the most straightforward where sensor-based 
measurements of teamwork capture reaction 
times to alerts and alarms. Assessing team learn-
ing through sensor-based measurements can 
include evaluating variability in patterns of effec-
tive and ineffective teamwork or changes in more 
descriptive measures of communication struc-

tures. Effective team outcomes, such as staff sat-
isfaction, can be inferred through analyzing 
patterns of team interaction.

 Cognition-Guided Surgery

A consistent body of literature from various fields 
(e.g., aviation, space, and medicine) has demon-
strated that cognitive overload, especially when it 
arises in the execution of complex processes, 
leads to deterioration of human performance, 
increasing the chance of errors [39]. Procedural 
checklists to guide simulated surgeries proved to 
be an intervention leading to significantly higher 
performance outcomes and simultaneously a 
reduction in errors, when compared to standard 
practice of completing the procedure by memory. 
Though notably effective, these checklists were 
static and agnostic to the context and clinician 
workload [40].

With the tremendous advances in hardware 
and software technology that occurred in the last 
two decades, alongside the scalability of AI and 
machine learning applications in healthcare, a 
new interdisciplinary field called cognition- 
guided surgery has emerged [41]. The most 
important novelty in this field is the ability of 
developing context-aware systems that not only 
deliver passive data and information to clinicians 
but also provide knowledge-based interpretation 
and prediction of future states. The assistance 
provided by these cognition-guided systems goes 
beyond technical and knowledge-based support 
toward more complex and coordinated human- 
computer interface, enabling the decrease of 
human cognitive workload during surgery by 
alleviating the mental demands imposed by sur-
gical tasks and allocating some cognitive work-
load to AI agents. These systems fit perfectly into 
the distributed cognition and situated cognition 
models explained earlier in this chapter.

Smart checklists are another example of 
cognition- guided application in surgery. Previous 
studies have used detailed process modeling and 
fault tree analysis to map tasks, subtasks, and 
process involved during surgery. Based on these 
models, smart checklists have been developed to 
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guide the surgical team during both routine and 
unexpected situations (e.g., emergency crisis) in 
the OR [42].

 Conclusions

With the tremendous advances in technology and 
computational systems that occurred in the last 
three decades, we have integrated novel technol-
ogies in virtually all human activities, with the 
ultimate goal of improving performance and 
enhancing safety in the workplace. As a high- 
stakes, high-risk human activity, with increasing 
level of complexity, surgery has begun to incor-
porate computational systems to the clinical 
workflow in the OR in order to optimize pro-
cesses and support the surgical team. With the 
current capabilities of AI, virtual/augmented 
reality, and wearable sensors, a new era of aug-
mented cognition is gradually being adopted, cre-
ating new possibilities and challenges to the OR 
of the future.
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Cooperative and Miniature 
Robotics: Potential Applications 
in Surgery

Joseph J. Eid and Dmitry Oleynikov

 Introduction

Since the 1990s, minimally invasive surgery has 
seen a rapid progression in development of surgi-
cal technologies on both the laparoscopic and 
robotic platforms. Initially, rigid instruments 
were inserted into the abdominal cavity to manip-
ulate tissue via small incisions. Currently, mini-
mally invasive surgery includes traditional 
laparoscopy, robotically assisted laparoscopic 
surgery, laparoendoscopic single-site (LESS) 
surgery, and natural orifice transluminal endo-
scopic surgery (NOTES). These techniques have 
been associated with less tissue trauma, minimal 
blood loss, diminished postoperative pain, and 
faster patient recovery.

The concept of cooperative robotics is cur-
rently applied for the observation of multiple sta-
tionary and moving targets. This technology has 
been integrated into surveillance, wildlife 
research, sports coverage, and search operations 
before its widespread use in surgical platforms. 
The simultaneous deployment of such robots 
helps accomplish a common goal by improving 

their efficiency and performance. In nonsurgical 
systems, goal execution is dependent on coordi-
nation between the multiple robots themselves 
and a joint coordination with human operators. In 
the medical field, various miniature robots have 
been designed by several bioengineering labora-
tories to execute specific surgical skills and tasks. 
At this time, execution is nonautonomous and 
requires a surgeon-driven collaboration within 
endoscopic, laparoscopic, or robotic procedures.

The need for cooperation behavior in surgical 
systems is to enhance human-machine and 
machine-machine interactions during task deliv-
ery while compensating for environmental limi-
tations and interferences. The ultimate goal is to 
utilize smaller and smaller robots to accomplish 
complex tasks that could have only been accom-
plished with large conventional techniques in the 
past. This may include scenarios in which robots 
are ingested and are self-assembled to perform 
specific tasks inside the gastrointestinal tract. We 
will explore the potential application of such 
technology in the surgical arena in this chapter.

 Cooperative Miniature Robots

Sensing, processing, communication, mobility, 
and surgical task execution are five main proper-
ties essential for cooperative robotic systems. 
While robots may possess one or more of these 
functions, in the overall system, some may have a 
combination of varying functions. For example, 
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while one robot may be responsible for sensing 
and processing of visual stimuli from the surgical 
environment, other robots may be responsible for 
task execution. Currently, cooperation and col-
laboration of multiple robots is heavily reliant on 
human operators.

In natural orifice surgery, the utilization of mul-
tiple instruments is limited due to the size and 
complexity of the natural lumen. In vivo porcine 
models have demonstrated feasibility of multiple 
miniature robots that would collaboratively par-
ticipate in improving spatial orientation and pro-
viding task assistance. Robots can also be equipped 
with stereoscopic imaging that would improve 
depth perception and triangulation between the 
image plane and the motion of the instruments.

Several miniature robots have been developed 
for cooperative surgery with various skills. These 
skills include image acquisition, mobility, lumi-
nescence, retraction, and suturing.

 Peritoneum-Mounted Imaging Robot 
Design (Lincoln, Nebraska, USA, 
Fig. 20.1)

These robots are described peritoneum-mounted 
devices as part of a cooperative surgical envi-
ronment. Magnets within the robot and the han-
dles allow for appropriate positioning and 
panning. A video feedback from surgical targets 
is provided by the robot’s ability to pan and tilt 
as needed. Designed to meet the needs of the 
cooperative surgical environment, newer gener-
ation robots have integrated LED lighting within 

their design along with a reduction in their over-
all diameter.

 Mobile Camera Robot Design 
(Lincoln, Nebraska, USA, Fig. 20.2)

These miniature robots are able to traverse the 
abdominal cavity using wheels and a steering 
tail. Adjustable-focus imaging sensors are also 
integrated within them to provide video feedback 
to the surgeon. Given their size, they can be 
inserted into the abdomen using a regular trocar 
and steered by the surgeon from within.

 Lighting Robot Design (Lincoln, 
Nebraska, USA, Fig. 20.3)

These robots consist of clear outer tubing with 
multiple LED lights and internal magnets. The 
magnets are utilized to attach the lighting robot to 
the outer abdominal wall with the help of an 
external magnetic handle. Their design also 
allows them to be inserted intraluminally via a 
transgastric gastrotomy or intraperitoneally via a 
regular laparoscopic trocar.

 Retraction Robot Design (Lincoln, 
Nebraska, USA, Fig. 20.4)

These miniature robots are designed for gross tis-
sue manipulation and retraction. They can be 

Fig. 20.1 Peritoneum-mounted imaging robot Fig. 20.2 Mobile camera robot
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inserted into the human body via a standard lapa-
roscopic trocar or a natural orifice. They may be 
stationary or mobile. The grasping device is con-
trolled by a drum that winds or unwinds depend-
ing on the direction of the rotation. Currently, a 
laparoscopic or endoscopic device is utilized to 
direct the gasping device.

 In Vivo Dexterous Robot (Lincoln, 
Nebraska, USA, Fig. 20.5)

The miniature dexterous robot has multiple 
functions and can be delivered endoscopically 

into the peritoneal cavity via a gastrostomy. It 
has the ability to grasp, retract, manipulate, and 
cauterize tissue. The robot has two arms con-
nected to a central body. The arms are able to 
rotate in all three dimensions to maximize tissue 
manipulation and retraction. Each arm is 
attached to a grasper or a cauterization instru-
ment. All four quadrants of the abdomen can be 
accessed with this miniature robot. Visual feed-
back is provided to the surgeon via a standard 
laparoscope. The robot is controlled remotely 
from the surgeon’s console that includes two 
controllers, a foot pedal for cautery, and a video 
feedback display. In a porcine model, this robotic 
device was able to perform a small bowel dissec-
tion and a cholecystectomy. Given the triangula-
tion achieved with this miniature robot, the 
dynamic grasping arm is able to apply appropri-
ate traction/countertraction to optimize tissue 
dissection with the cauterizing arm.

 Surgical Integration of Multiple 
Miniature Robotic Devices

Peritoneal-mounted robots have been used to per-
form a cholecystectomy in a porcine model with 
the imaging robot being the primary visual feed-
back provider as opposed to the da Vinci laparo-
scope. The multiple viewpoints provided by the 
cooperative robot allowed the surgeon to have a 

Fig. 20.3 Imaging and lighting miniature robots working 
cooperatively to provide video feedback of the surgical 
field to the operator

Fig. 20.4 Mobile retraction robot design

Fig. 20.5 In vivo dexterous robot
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better understanding of the surgical anatomy and 
environment. In another operation, the 
peritoneum- mounted robot cooperated with a 
mobile camera robot and a standard laparoscope. 
The laparoscope was only used for the initial 
placement of the peritoneum-mounted and 
mobile camera robots. The video feedback pro-
vided to the surgeon was from both aforemen-
tioned cameras. The combined integration of the 
stationary peritoneal camera and the mobile cam-
era provided a full view of the abdominal cavity 
and surgical environment. The surgeon was able 
to drive the mobile camera over bowel and liver 
without injury to the underlying organs. The 
overall impact of a combined camera robot 
approach provided the surgeon with multiple per-
spectives of the entire peritoneal cavity via a total 
of three trocar incisions.

In another non-survival porcine model, three 
miniature robots cooperated in the performance 
of a NOTES procedure. An endoscope was used 
to perform a gastrotomy and deliver the robots 
into the peritoneal cavity. The imaging robots 
were anchored to the abdominal wall using exter-
nal magnetic handles. Additional video feedback 
was provided from a mobile imaging robot. A 
third robot, the retraction robot, was integral for 
gross tissue manipulation such as the gallbladder 
and the small bowel. This procedure demonstrates 
the ability to integrate multiple miniature robots 
with traditional laparoscopy to perform 
procedures.

 Limitations and Future 
Considerations

The increasing integration of cooperative behav-
ior between surgical robots and surgeons can lead 
to potential risks. This is mainly due to system 
failures, incorrect analysis of environmental 
cues, and breaks in communication between 
robots themselves or between the robots and the 
operator. Guidelines have been proposed to safe-
guard human-robot collaboration:

 1. Operating surgeons should be in control of all 
tasks delivered while allowing for transitions 
in automated functions between robots.

 2. Real-time feedback from the surgical field and 
the robots should be provided to the operating 
surgeon to allow for evaluation of limitations 
and functionalities.

 3. Continuous interaction with the autonomous 
robot should be present.

 4. Benefits should arise from these interactions 
to provide efficiency in task execution and 
work delivered.

 Conclusion

The development of well-coordinated and task- 
specific in vivo robotic devices offers advantages 
over more traditional transluminal and transab-
dominal intracavitary surgical environments. 
Robots that can cooperate will be able to perform 
far more complex tasks than a single system. 
Swarm robotics is a likely solution for hard-to- 
reach places such as the intravascular and gastroin-
testinal environment where route of entry is small 
and limited. A degree of self-assembly is expected 
once the robotic systems are deployed. Autonomous 
and independent task execution has become a real-
ity with the integration and utilization of artificial 
intelligence algorithms in multiple heterogeneous 
nonsurgical robotic systems. Further research is 
being conducted on surgical systems to allow a 
level of autonomy in surgical task execution and 
increasing inter-robotic cooperation while main-
taining patient safety and good surgical outcomes.
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Human-Machine Integration 
and the Evolution 
of Neuroprostheses

William Kethman and Richard F. ff. Weir

 Introduction

It is important to conceptualize this basic fact: 
The brain acts as the focal point in processing 
and controlling the sensory and motor functions 
that allow us to interact with the world. For 
example, our eyes, ears, and extremities are all 
“brain-controlled.” Through disease and injury, 
the pathways by which our brain exerts this con-
trol are disrupted. The pursuit of restoring func-
tion after injury or disease is not new – this is a 
cornerstone tenet and a fundamental focus of 
medicine and biomedical engineering sciences. 
The pursuit of restoring these pathways through 
brain-machine or peripheral nerve interfaces and 
allowing individuals to interact with the physical 
world is in relative infancy. This is the field of 
advanced neuroprostheses.

It is estimated that 1.6  million Americans 
were living with the loss of a limb in 2005, and it 
is projected that this number will increase to 
3.6  million by 2050 [1]. Of these, more than 
500,000 are attributed to upper-limb loss, pre-

dominantly caused by trauma. The World Health 
Organization estimates a far larger burden of dis-
ease in the developing world – it is estimated that 
up to 30 million individuals worldwide are in 
need of prosthetic or orthotic devices [2]. More 
broadly, if one considers the potential impact of 
advanced neuroprosthetic technology in reducing 
the burden of disease from hearing or vision 
impairment, over 52 million Americans and 
vastly more worldwide could potentially benefit 
from advances in this field [3, 4].

 History of Neuroprostheses

The first known prosthetic, dating back to ninth- 
to sixth-century BC, was discovered in the burial 
chamber of Sheikh ‘Abd el-Qurna in Luxor, 
Egypt; the great toe of an Egyptian woman was 
thought to be both cosmetic and functional [5, 6] 
(Fig. 21.1). From this first prosthetic to the early 
1500s, passive prosthetics were demonstrated in 
use uncommonly – reserved for those who sur-
vived the morbidities and mortalities of war-time 
amputations. It was then that a French army 
barber- surgeon and early innovator, Ambroise 
Paré, revolutionized war surgery and care of 
wounds while developing several artificial upper 
and lower limbs [7]. These advances in amputa-
tion technique and postoperative care led to 
improved survival and need for prosthetics. These 
early prosthetics featured locking knee hinges 
and hand-finger actuation using catches and 
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springs. Some of his early work is, impressively, 
still in use today in modern prosthetics. These 
initial prostheses were “body-powered”  – 
advances in design culminated in the develop-
ment of split-hook upper-extremity body-powered 

prosthesis in use after World War II [8]. This 
work and initial designs of traditional cable-lock 
body-powered prostheses were utilized in con-
junction with a surgical technique called tunnel 
cineplasty [9, 10] (Fig. 21.2). Tunnel cineplasty 
is a surgical procedure where a skin-lined tunnel 
is formed within the belly of a muscle and a cin-
eplasty pin and control cable are used to manipu-
late a prosthesis. Mr. Paré’s work and those after 
him are illustrative of the important interplay and 
reliance that advances in surgical technique have 
had on this field – a theme especially important in 
the modern era of neuroprostheses.

Although debated, Emil du Bois-Reymond is 
credited with performing the first recording of 
electrical activity generated by muscles, or elec-
tromyography (EMG), in 1849 [11]. It wasn’t 
until 1948, 30 years after the first externally pow-
ered prosthesis was developed, that the first 
myoelectric- controlled prosthesis was demon-
strated by Reinhold Reiter in Munich [12, 13]. 
Despite these accomplishments, myoelectric 
control was rediscovered in 1962 by Mortensen 
et al. whom demonstrated voluntary control of a 
single motor unit in human subjects [14]. This 

Fig. 21.1 Prosthetic toe discovered in Luxor, Egypt, dat-
ing to ninth- to sixth-century BC. (©University of Basel, 
Life Histories of Theban Tombs Project, photographed by 
Matjaž Kačičnik. Reproduced with permission)

Fig. 21.2 Example of 
tunnel cineplasty 
procedure and 
prosthesis. (Reproduced 
with permission by Dr. 
Weir)
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work was advanced by Fetz et al. in 1969 for use 
in the central nervous system of nonhuman pri-
mates. They demonstrated that through condi-
tioning, meaningful cortical-level activity could 
be recorded and amplified during reinforcement 
[15]. In 1999, Chapin et  al. demonstrated that 
simultaneous motor cortical recordings in rats 
could be used to control a robotic arm – this was 
one of the earliest practical demonstrations of a 
comprehensive central neural control system – as 
prior work was largely focused on the develop-
ment of generic control interfaces [16]. One of 
the first widespread uses for these technologies to 
date is in cochlear implants – the first of now over 
300,000 implantations worldwide was performed 
by Djourno and Eyriés in 1957 [17, 18]. These 
pioneers, among many others, developed the fun-
damental building blocks of modern neuropros-
theses and neural interfaces [19].

 Neural Interfaces

A neural interface provides a means for transfer-
ring data from the nervous system  – whether 
efferent or afferent  – to an electromechanical 
system, such as a prosthetic device or computer 
system [19]. One of the most humbling and chal-
lenging aspects of this field is reliably acquiring 
and analyzing neural signals over extended 
period of times due to inherent difficulties in 

biomechanical coupling. For instance, a trans-
metacarpal amputee is unlikely to accept the risk 
of an intracortical neural interface, whereas a 
surface EMG may lack the specificity necessary 
for the multi-degree of freedom (DoF) control 
the patient desires. In order to balance these con-
siderations, numerous efforts are underway tar-
geting a multitude of access points to the central 
and peripheral nervous system. These efforts 
exist due to varying levels of neural injury, spec-
ificity required for individual applications, and 
invasiveness by which they are accessed 
(Fig. 21.3).

 Central Nervous System

Injury of the most proximal aspect of the neuro-
nal axis necessitates research and discovery in 
central nervous system sensing. As with all 
access points, invasiveness and specificity of 
approach must be considered. For the purpose of 
this chapter, we will not review magnetoencepha-
lography, near-infrared spectroscopy, functional 
magnetic resonance imaging, or other more novel 
methods and instead focus on those most widely 
in use currently.

Surface electroencephalography (EEG) is 
noninvasive, relatively low cost, and generally 
regarded as a safe method for monitoring and 
sensing cortical neural activity [20]. Despite 

Sensor
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Signal specificity

Surface EEG

Surface EMG

IMES

Optical

Extraneural

Intraneural

Regenerative
Nerve root

ECoG/iEEG (sub/epidural)

Intracortical electrodes

CNS

Spinal

Peripheral nerve

Myoelectric

Fig. 21.3 Balance 
between sensor 
invasiveness and signal 
specificity for intended 
use cases

21 Human-Machine Integration and the Evolution of Neuroprostheses



278

these advantages, this method suffers from chal-
lenges in longitudinal use, signal integrity, and 
lack of specificity requiring computationally 
intensive processing. Efforts by the Defense 
Advanced Research Projects Agency (DARPA) 
to encourage development of low-cost, high- 
quality EEG systems have led to open-source 
efforts to democratize research and advances in 
this important field [21, 22].

Intracortical electrodes are regarded as the 
most invasive means for obtaining neural signals. 
Kennedy et al. describe a neurotrophic electrode 
that consists of a glass cone coated with growth 
factors designed to extend the quality and stabil-
ity of the electrode over time [23]. This intracor-
tical electrode system, including inductance 
receiver and radiofrequency transmitters, is 
implanted subcutaneously and is designed for 
long-term use. The utility of these intracortical 
measurements has been demonstrated in patients 
with brainstem strokes, amyotrophic lateral scle-
rosis, mitochondrial myopathies, and spinocere-
bellar degeneration. Wodlinger et al. utilized two 
96-electrode microarrays manufactured by 
Blackrock Microsystems, and advanced signal 
processing methods have been used to control 
multi-DOF prosthetics limbs [24]. For some 
patients, when considering their level of injury or 
disease characteristics, the risks of intracortical 
sensor implantation are justified, given the speci-
ficity of control that can be achieved.

 Peripheral Nervous System

Surface electromyography (sEMG) is a measure 
of muscle activity from the skin surface gener-
ated from propagation of an action potential 
from peripheral nerves. sEMG is most widely 
used as a neural interface due to relative signal 
specificity and lack of invasiveness. Despite 
these advantages, relatively simplistic signal 
processing algorithms are currently utilized, and 
efforts are underway to utilize more complex 
algorithms to expand the utility of this signal for 
multi-DoF prosthetics [25–27]. The simplistic 
signal processing algorithms are utilized 
because complexity in feature extraction or pat-

tern recognition creates control delay that is 
often perceived as lack of responsiveness, there-
fore inhibiting real- time usability [28, 29]. 
Challenges with the inherent variability of 
placement of surface electrodes and the compu-
tational complexity required of sEMG for multi-
DoF applications has led to the development of 
implantable myoelectric sensors (IMES) and 
other surgical techniques that enable multi-site 
sEMG [30] (Fig.  21.4). Different methods 
employing IMES exist; however, Merrill et  al. 
have demonstrated stability of EMG signals 
from implanted sensors in both animal and 
human experiments [31–33]. Long-term animal 
studies of this method have shown promising 
signal stability and reproducibility.

Other implantable methods of more directly 
intercepting neural signals have also been uti-
lized  – extraneural, intraneural, and regenerative 
[34, 35]. Extraneural electrodes surround or apply 
a small pressure to the peripheral nerve without 
penetrating or causing injury. Penetrating elec-
trodes, although more sensitive, are plagued by 
relative rigidity of current electrodes in relation to 
nerve tissue. This leads to irritation and degenera-
tion of the nerve which limits their long-term 
application. The most selective direct neural inter-
face is the regenerative electrode designed to allow 
a transected nerve to grow through a sieve elec-
trode array. The selectivity of this method is attrac-
tive, but regenerative electrodes are still under 
investigation with limited practical use currently.

Challenges experienced in measurement and 
processing of peripheral neural signals have 
spawned efforts by surgeons to optimize these 
biologic signals. These techniques are designed 
to provide a more reliable, stable, and robust 
neural input signal. While increasing the number 
of output signals to enable more complex multi-
DoF control. Kuiken et  al. developed a tech-
nique, targeted muscle reinnervation (TMR), 
requiring reimplantation and transfer of avail-
able peripheral nerves into superficial muscles 
[36]. This has been demonstrated in individuals 
who had undergone transhumeral and shoulder 
disarticulations to control advanced prosthetics 
developed under the DARPA Revolutionizing 
Prosthetics program. Gaston et  al. employed a 
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muscle transfer technique in partial hand ampu-
tees where the interossei muscles of digits were 
relocated to the anterior aspect of the metacar-
pals [37]. This technique enabled more reliable 
sEMG signals for control of a partial hand pros-
thetic (Fig. 21.5). Interestingly, these techniques 
have also been shown to reduce the likelihood 
of postamputation pain [38]. This mechanism is 
only partially understood, but it is likely that pain 
is reduced because residual nerves are engaged 
actively and have a defined endpoint. This high-
lights the importance of attention to future reha-
bilitative options when performing amputations. 
Partnerships between surgeons, engineers, and 
researchers are paramount – the combination of 
advanced electromechanical systems with novel 
surgical procedures is required for the develop-
ment of next-generation neuroprostheses.

 Integration into the Physical World

Assuming that a reliable and stable interface has 
been achieved, these signals are then used to con-
trol the physical world. Despite advances in pros-
thetic technology, nearly 23% of such devices are 
rejected by individuals due to lack of function, 
durability, and comfort [39]. While durability and 
comfort are largely dependent on the physical 
prosthetic design, choice of materials and method 
for integrating the prosthesis are user-specific. 
Function is influenced not only by prosthetic 
design and electromechanical features but also 
significantly by the number of input commands 
necessary for use. The increased dexterity of 
modern prostheses presents unique control chal-
lenges that are being solved through innovations 
in mechanical design, signal analysis, and neural 
interfaces as previously discussed.

Fig. 21.4 X-ray demonstrating implanted IMES sensors with coil for induction power and wireless data transmission. 
(Courtesy of Stefan Salminger)
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Current prosthesis integration relies on sock-
ets or physical attachments of the prosthesis to 
the individual’s skin and soft tissue. The socket 
transmits pressure or force from the prosthesis to 
the individual, representing a key source of dis-
comfort. Adaptive sockets have been developed 
to intelligently transmit variable forces across the 
socket during activities as such force is required 
[40]. These systems improve comfort while 
delivering a robust practical biomechanical 
integration.

Osseointegration, or direct coupling of the 
prosthetic device and user’s skeletal system, rep-
resents yet another hybrid innovation where 
novel surgical techniques are paired with techno-
logic advancements. Brånemark et  al. have 
described long-term in-human results of a 
titanium- implanted two-stage surgical osseointe-
gration, eliminating the need for a prosthetic 
socket [41]. These methods overcome common 
challenges with sockets and are thought to 

increase sensation and prosthetic awareness; 
nonetheless, additional work is ongoing to reduce 
infectious complications and improve skeletal 
remodeling.

Advances in neural interfaces and control sys-
tems are fundamentally necessary to achieve 
complete integration of these systems. However, 
advances in the design and functionality of pros-
theses are synergistic and ultimately enable these 
systems to interact with the physical world. The 
bebionic® hand (Ottobock, Duderstadt, 
Germany) is a commercially available, multi- 
articulating hand with selectable grip patterns to 
achieve precision control in fine motor tasks [42] 
(Fig. 21.6). Use of the bebionic® hand has been 
demonstrated with the use of mechanomyogra-
phy as a neural control interface [43]. In addition, 
Mastinu et al. have demonstrated use of Ottobock 
advanced prostheses with osseo-implantation and 
epimysial electrode input signals [44]. The 
SoftHand Pro, inspired by the 19-degree of 

Fig. 21.5 Demonstration of interosseus transfer and use of a myoelectric sEMG partial prosthesis. (Courtesy of 
OrthoCarolina)
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 freedom Pisa/IIT SoftHand, utilizes an adaptive 
synergy design approach [45, 46]. This multi-
DoF hand requires only a single actuator while 
maximizing function and grasping versatility, 
inherently simplifying the neural interface 
required for use. The i-Limb® Quantum (Össur, 
Reykjavík, Iceland) is a commercially available, 
multi- articulating prosthetic hand with five indi-
vidually driven digits [47] (Fig. 21.7). i-Limb® 
Quantum includes 36 automated grip and grasp-
ing functions and anti-drop safety features. It can 
be controlled with mobile application, muscle, 
proximity, and gesture inputs to provide freedom 
of use for individuals. The TASKA (TASKA™ 
Prosthetics, New Zealand) is a waterproof, com-
mercially available, prosthetic hand with multi- 
grip functionality and flexible wrist and finger 
joints [48]. This feature set provides users with a 
robust system for everyday use.

Under the Revolutionizing Prosthetics pro-
gram initiated in 2006, DARPA funded The Johns 
Hopkins University Applied Physics Laboratory 

(APL) and DEKA Research & Development 
Corporation [21]. This effort resulted in the 
development of the APL Modular Prosthetic 
Limb (MPL) and the DEKA/Life Under Kinetic 
Evolution (LUKE) arm. The MPL is a modular 
multilevel upper-extremity prosthesis with up to 
26 articulating DoF from the shoulder to the hand 
[49]. It provides haptic feedback to the user and 
is controlled with myoelectric inputs utilizing 
pattern recognition algorithms. The DEKA/
LUKE arm is similarly available in transradial, 
transhumeral, and complete shoulder modular 
configurations, utilizing ten powered joints with 
endpoint control for simultaneous joint move-
ments [50, 51]. This system can be uniquely con-
trolled through the multitude of input 
sensors – EMG, foot movement, mechanical and 
pressure switches, and linear transducers. The 
LUKE arm is US Food and Drug Administration 
(FDA) approved and is commercially available in 
partnership with Mobius Bionics (Fig. 21.8).

One of the challenges in developing advanced 
prostheses is defining necessary control inputs 
and developing algorithms to decode these sig-
nals for use in specific applications. Krausz et al. 
developed a six DoF open-source hand designed 
as a low-cost research platform as a way to 
develop and standardize approaches to control 
algorithms in myoelectric prostheses [45]. The 
design for this platform is provided open source 
with a total fabrication and material cost of 
approximately $3000  – substantially less than 
commercially available platforms.Fig. 21.6 ©Ottobock bebionic® multi-articulating mod-

ular prosthetic hand. (Courtesy of Ottobock)

Fig. 21.7 i-Limb® Quantum by Össur. (Courtesy of 
Össur Americas)

Fig. 21.8 LUKE modular prosthetic hand. (Courtesy of 
Mobius Bionics, LLC)
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 Opportunities for Discovery

As the applications and uses for neuroprosthetic 
technology expand, close collaborations between 
surgeons, researchers, engineers, regulatory and 
government agencies, and industry are para-
mount to making them available to those in need. 
Advances in mechanical, electrical, and compu-
tational engineering approaches are aided by 
combining expertise in biologic systems and sur-
gical techniques to better integrate these sys-
tems – expanding their practical use by patients.
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 Introduction

The purpose for robotics in surgery has evolved 
over time (Fig.  22.1). It was once a project 
focused on achieving tele-manipulation using 
master-slave design (i.e., telesurgery). The most 
important potential application was providing a 
surgeon the ability to operate on patients in iso-
lated or hostile regions. The archetypal example 
being a wounded soldier requiring surgical inter-
vention at a remote battlefield. After telesurgery 
was achieved in 2001 [1, 2], robotics in surgery 
and the advancements thereof were continued 
and became  highly refined. For 20  years, only 
one kind of surgical robotic system was able to 

penetrate the surgical market and civilian operat-
ing theaters. This was the da Vinci Surgical 
System (Intuitive Surgical, Inc., Sunnyvale, CA, 
USA), for which surgeons have employed to 
carry out more than six million procedures world-
wide [3].

The da Vinci family of straight-arm robots (S, 
Si, Xi) was found to be quite suitable for specific 
types of operations. Perhaps the best application 
has been the radical prostatectomy. The reason 
for this is that the gland is difficult to access with 
conventional laparoscopy, and some aspects, 
such as suturing of the bladder-urethral anasto-
mosis, are greatly facilitated by the stable da 
Vinci platform through tremor cancelation, 3D 
magnification, and gravity-compensating, true 
wrist effector arms [4–7]. Additionally, the organ 
lies in a fixed anatomic field, so that once the 
robotic cart is docked, a surgeon can complete 
the operation without time-consuming reposi-
tioning and re-docking. Likely for the same rea-
sons, gynecologists have been drawn toward 
robotics as a platform suitable for minimally 
invasive hysterectomy [8, 9]; many in training 
have exhibited the phenomena of “leapfrogging” 
over laparoscopy and adopting robotics without a 
laparoscopic foundation, leaving some physi-
cians to conclude that perhaps robotics has 
enabled patients to ultimately have greater access 
to minimally invasive surgery.

By 2020, nearly every surgical specialist, 
from cardiothoracic, to colorectal, to foregut 
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surgeon, has gained substantial experience with 
the da Vinci linear-armed family of robotic plat-
forms to carry out a variety of operations, 
including some which are considered highly 
complex, such as the Whipple operation [10–
12]. To justify the platform’s higher cost, users 
argue that the improved visualization and instru-
mentation, even in the absence of haptic feed-
back, delivers superior quality, although this has 
not been consistently supported by clinical trials 
[13]. Nowadays, most comparisons of robotic 
surgery are directly against laparoscopic sur-
gery. While laparoscopists and robotic surgeons 
are eager to demonstrate that the MIS technique 
they use is the better option, both groups of sur-
geons have been largely unsuccessful. 
Nevertheless, market pressures have created a 
fierce and competitive environment whereby 
patients, surgeons, and referring physicians may 
seek surgical care with robotic assistance 
because of a perception that higher technology 
equates to better surgery. 

Focused on the competitive nature of laparos-
copy versus robotics, it has been common to hear 
the expression “anything that can be done with a 
laparoscope can also be done with a robot.” While 
this generalization is essentially valid, the impor-
tance of this comparison is becoming passé as the 
next frontier in robotics will draw aim in a new 
direction. There are important differences 
between laparoscopy and robotics (Table 22.1) 
that will likely lead to the progression of robotics 
and the stagnation of laparoscopy.

One important aspect is the evolution of non-
linear mesoscale robotic instrumentation, which 
is being designed with the objective of reaching 
difficult anatomic targets. These targets include 
the oropharynx, the respiratory tree, the vascular 
tree, and the alimentary tract. In this chapter, we 
will explore the expanding role of nonlinear 
robotic systems. Through a flexible design, robot-
ics can provide a pathway to access difficult ana-
tomic targets. Furthermore, as specialization 
continues, robots are not only being designed 
with “general-purpose” flexible effector arms, but 
as we shall see, they are being designed for spe-
cific organ systems that have posed a formidable 
challenge for minimally invasive surgeons to date.

Current and Prospective Anatomic Targets 
for Nonlinear Robots

Current targets
Digestive tract (hindgut)
Oropharynx
Cardiovascular system
Pulmonary system
Urinary system (including ureter)

Prospective and future targets
Biliary tree
Digestive tract (foregut and midgut)
Central nervous system
Female reproductive system (uterus, fal-

lopian tube, and ovary)

Fig. 22.1 An evolution of purpose. As robotic platforms 
evolve, so too has the rationale for their use in surgical 
disciplines. The idea of telesurgery was the original foun-
dation for master-slave instrumentation. As surgical 
robots became commercialized, advocates of the systems 
focused (for the most part, unsuccessfully) on trying to 
demonstrate supremacy over its rival minimally invasive 

approach, laparoscopy. But a newfound focus for robotics 
in surgery has shifted attention toward accessing difficult 
anatomic targets and efforts made to design systems for 
specific routes of access. Ultimately, the future of robotics 
in surgery will meld advancements in artificial intelli-
gence and machine learning to provide a pathway to digi-
tal surgery

D. Keller et al.
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 Robotics for the Oropharynx

 Robotic Transoral Surgery with Linear 
Systems

While classical robotics with multi-arm linear 
instruments have been used for transoral surgery 
[14–20], the approach is limited by reach and 
specifically the inability to follow the circuitous 
path of the deep oral cavity and oropharynx. 
Despite limitations, transoral robotic surgery 
(TORS) has progressed substantially over the last 
decade. The first preclinical demonstration of 
feasibility was performed in 2005  in a canine 
model [14]. Although shown to be feasible and 

safe for head and neck surgery [19], questions 
have been raised about its “teachability” [21]. 
With advanced skill and appropriate setup, con-
ventional TORS surgeons have suggested that 
“almost any” oropharynx lesion and many supra-
glottic and hypoglossal lesions can be resected so 
long as proper instrument triangulation is assured. 
Weinstein et  al. [17] have been successful at 
achieving resection with negative margins on a 
series of 27 patients with T1–T3 cancer of the 
tonsil with the aid of specialized retractors used 
to gain access to the oral cavity. Despite the rela-
tive success and uptake of classical TORS utiliz-
ing the multi-arm da Vinci Surgical System (FDA 
approved for TORS in 2009), this  system was 
never designed for small body cavity surgery, 
especially for cavities which require nonlinear 
points of access for effector arms.

Recognizing the need to have specific robotic 
systems to address curve-linear anatomic targets 
such as the oropharynx, two newer nonlinear sur-
gical robots have been successfully utilized for 
TORS, namely, the (a) da Vinci Single Port (SP) 
and the (b) Flex® Robotic System.

 da Vinci SP Surgical Robotic System 
for Oropharyngeal Surgery

While, as discussed, the classical da Vinci 
Surgical System had been successfully used for 
TORS, head and neck robotic surgeons recog-
nized that there were inherent limitations to this 
approach. Notably, the linear (rigid) instrument 
design restricted line-of-sight access, and only 
two working arms could be used. Furthermore, it 
is difficult to “cram” three working arms into 
such a confined workspace. In 2010, the da Vinci 
Single Port (SP) Robotic System was introduced 
into clinical practice on trial, and soon the non-
linear robotic device was explored for TORS ini-
tially in a preclinical setting [22–24]. Tateya et al. 
compared the da Vinci Si to the da Vinci SP in a 
cadaveric model and concluded that access was 
improved with the SP variant, in particular for 
access along the esophageal inlet and the pyri-
form sinus, as well as for facilitating dissection 
during hypopharyngectomy [25]. Using a single- 
boom design, three nonlinear 6  mm robotic 

Table 22.1 General differences between robotics and 
laparoscopy

Laparoscopic surgery Robotic surgery
Basic handheld 
instruments

Tele-manipulated instruments

2D vision is the 
standard

3D vision is the standard

Good haptic feedback Poor haptic feedback
Surgeon physical 
“work” is 
uncompensated

Gravity-compensating 
instrumentation reduces 
surgeon physical workload

Surgeon at bedside Surgeon at console (most)
Less suited for digital 
surgery

Well suited for digital 
surgery

Limited flexible 
instruments, manually 
controlled

High dexterity of straight 
instruments, wristed motion; 
nonlinear instruments 
evolving

Poor access to hard to 
reach anatomic targets

Good access to hard to reach 
anatomic targets

Endoluminal surgery 
possible but limited 
range (TAMIS)

Endoluminal surgery 
possible with expanding role 
of nonlinear robots

Must maintain 
“straight” line of sight 
for effector arm entry 
point to target

With nonlinear systems, 
there is no line of sight 
requirement

The bronchus, 
oropharynx, esophagus, 
and colon are not 
accessible

With nonlinear systems, the 
bronchus, oropharynx, and 
colon can be accessed

Designed for abdominal 
and thoracic access

Emerging systems designed 
specifically for an organ or 
difficult to reach body cavity
Example: Monarch™ (Auris 
Health) pulmonary surgery; 
Flex® robot (Medrobotics 
Inc.) for TORS/TARS

22 Nonlinear Robotics in Surgery
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instruments (each with seven degrees of free-
dom), as well as a flexible 3D camera head, can 
be deployed via a 2.5  cm cannula, creating an 
ultra-low-profile surgical system capable of 
improved reach in the oropharyngeal cavity 
(Fig. 22.2). The flexible design is meant to mirror 
the wrist and elbow joints of human extremities. 
It allows access to the oral cavity, nasopharynx, 
hypopharynx, and larynx.

In 2019, Chan et  al. reported clinical out-
comes on the use of the da Vinci SP system for 
21 patients undergoing TORS for both benign 
and malignant neoplasia [26]. Targets included 
the tonsil and base of the tongue, the nasophar-
ynx, the hypopharynx, and the larynx. In 
patients undergoing excision for malignancy 
(principally squamous cell carcinoma), the mar-
gins were all negative. In this prospective phase 
II clinical trial conducted in Hong Kong, the 
authors concluded that the da Vinci SP was both 
safe and feasible for TORS for the targets men-
tioned [26].

 Flex® Robotic System 
for Oropharyngeal Surgery

The Flex® Robotic System (Medrobotics Corp., 
Raynham, MA, USA) is a semi-robotic nonlinear 
apparatus (Fig.  22.3) which has been designed 
specifically for two anatomic areas. Namely, the 
system has been designed to target the orophar-
ynx and, subsequently, the distal colon and rec-
tum. The device was first introduced in Europe, 
where it has had reasonably good uptake for spe-
cific ENT applications [23, 27–31]. The Flex® 
Robotic System was designed to overcome  the 
challenge of access to target anatomy [29]. 
Matheis et al. examined clinical outcomes of the 
first 40 ENT patients treated using the Flex® 
robot for TORS [29]. Anatomic regions accessed 
included the oropharynx (35%), hypopharynx 
(25%), and supraglottic larynx (40%). With an 
average setup time of 12.4 min (decreasing to a 
mean of 9 min after the first 20 cases), the major-
ity of anatomic targets were successfully 

Fig. 22.2 The da Vinci SP Surgical Robotic System is 
shown. The system deploys three working arms (6  mm 
dia. each) as well as a stereoscopic 0° camera head via a 
2.5 cm cannula. The camera and instrument effector arms 
have both elbow and wrist flexibility; the system is proto-
typical for nonlinear robotics in surgery. Such a frame-
work is suited for access to difficult anatomic targets that 
demand systems which can follow a curved pathway

Fig. 22.3 The Flex® Robotic Surgical System is illus-
trated in a dry laboratory setting. The system (here with 
the configuration used for oropharyngeal surgery) is 
designed specifically for transanal and transoral access. 
The two 3.5 mm curve-linear instruments are delivered by 
laparoscopic-type flexible tip effectors, which are stabi-
lized by a bedrail mounted arm, and are operated by the 
surgeon, not at a console, but rather at the patient’s bed-
side. The only part of the platform with robotization is the 
camera head, which is driven with a steering knob (photo, 
upper left) to the target with a maximum of 17 cm range. 
The flexible design is intended to improve reach and pro-
vide a stable surgical platform for TORS and TARS
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reached  – but not all of them. Specifically, the 
Flex® Robotic System was not successful at 
biopsy for 2 out of 11 intended oropharyngeal 
targets. For 29 patients undergoing resection, 
conversion to other means was required in two 
cases. After the first 40 clinical cases, the authors 
concluded that the curve-linear robotic platform 
was safe and feasible for TORS citing excellent 
“visualization, maneuverability, and tactile feed-
back” (the latter an advantage which is lacking 
with da Vinci) [29].

Lang et  al. [27] reported outcomes of a 
European multicenter single-arm study to assess 
the Flex Robotic System for TORS. Upon evalu-
ating 80 clinical cases (79 of whom were treated 
in the study protocol), adequate visualization of 
94% of anatomic targets was achieved. Of the 75 
targets visualized, surgical treatment was com-
pleted in 72 (96%) with a mean operative time of 
41 min. The most frequently reached target was 
the base of the tongue, followed by the epiglottis 
and piriform sinus. In addition to the ease of use 
and enhanced visualization, the authors believed 
that there was value in the system’s portability 
relative to the da Vinci Surgical System [27]. 
Nevertheless, there are limitations of the Flex® 
robot, including some effector arm lag time and 
jitter. With only two effector arms (neither of 
which are robotic) and a cumbersome, slow- 
driving camera head, the true advantage of the 
system for ENT applications is the curve-linear 
platform which allows access to deeper oropha-
ryngeal targets.

 Transanal Robotics for the Colon 
and Rectum

Next-generation robots with flexible design have 
been explored for their potential application 
toward (a) oropharyngeal surgery and (b) trans-
anal surgery essentially in tandem. The two body 
space cavities pose special challenges of access 
for surgeons which can be ameliorated by the use 
of properly designed robots. An important simi-
larity between the two disciplines is that targets 
must be accessed via a natural orifice. Thus, non-

linear systems, with proven feasibility for TORS, 
have also been shown to be effective for transanal 
robotic surgery (TARS), albeit with some modifi-
cation to allow for CO2 insufflation (not required 
for TORS) so as to distend the rectal lumen or, in 
the case of transanal total mesorectal excision 
(taTME), distend the actualized space within the 
pelvic outlet. Nevertheless, nonlinear systems for 
TARS were predicated upon a decade of progress 
forged with conventional robotic- and 
laparoscopic- based transanal techniques. This is 
briefly reviewed in the next section.

 Robotic Transanal Surgery 
with Linear Systems

The prequel to nonlinear robotics for transanal 
surgery began with a series of developments 
which occurred in relative rapid succession. 
First, in 2009, transanal minimally invasive sur-
gery (TAMIS) was introduced [32] as a method 
of operating within the rectal lumen that carried 
forward the concept and technique of transanal 
endoscopic microsurgery (TEM) introduced by 
Gerhard Buess in 1984 [33]. As the TAMIS plat-
form evolved, it became clear that it could be 
used as an interface for linear robotic systems. 
Namely, robotic TAMIS was shown to be suc-
cessful at first utilizing the da Vinci S system in 
a cadaveric model in 2011 [34] and subsequently 
for use with the Si clinically for local excision 
of rectal neoplasia [35], followed by more 
advanced applications, such as robotic taTME 
[36, 37]. Global experience continues to grow 
[38–40], especially with the evolution of the da 
Vinci Xi system, since it possesses low-profile 
arms which are able to more easily negotiate the 
narrow space. Investigators have also used vari-
ous patient positions including lateral decubi-
tus, prone jackknife, and dorsal lithotomy to 
improve point of access and to facilitate dock-
ing. Despite advancements in the linear family 
of da Vinci robotic platforms, these master-slave 
systems were not designed specifically for 
transanal access. Even for surgeons experienced 
with TARS (i.e., robotic TAMIS), docking 
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remains arduous, and the ability to maneuver 
within the confined rectal lumen can be 
extremely limited.

While it can be possible to reach targets to 
the level of the peritoneal reflection, working 
beyond this point is cumbersome and often 
requires exchanges of the left and right work-
ing arms. Furthermore, while the more 
advanced Xi has slim arms, at the time of this 
writing, it lacks 5 mm instrument capabilities 
(as available on Si) making it more difficult to 
maneuver within the rectal lumen or actualized 
pelvic space, since instrument clashing is 
increased. TARS surgeons have noted that the 
larger the effector arm diameter (8 mm for Xi), 
the greater the operative view becomes 
restricted. For these reasons, robotic colorectal 
surgeons with expertise in this application 
agree that in order for TARS to evolve, further 
advancement in the robotic platform would be 
required. While laparoscopic-based techniques 
including taTME and TAMIS remain highly 
useful, robotic, console-control surgery is 
probably the best paradigm for the evolution 
toward information-centric digital surgery, 
including navigation [41, 42].

 Flex® Robotic System for Transanal 
Surgery

With the success observed with TORS, the Flex® 
Robotic System was retooled for transanal access 
for TARS, specifically with the aim of providing 
colorectal surgeons with higher reach to conduct 
more advanced procedures. Retooling required 
(a) a special disposable, single-use gasket and 
seal; (b) a bedrail-mounted metal, reusable access 
channel; and (c) insufflation adaptable to AirSeal 
(ConMed Inc.). In May 2017, the Flex® robot 
was granted FDA approval for transanal use, and 
the feasibility of the system as a semi-robotic 
platform for local excision of rectal neoplasia 
(Fig. 22.4) as well as transanal total mesorectal 
excision (taTME) has since been assessed in 
cadaveric models and in clinical cases, on trial 

[43–45]. Thus, the Flex® robot (with its special-
ized colorectal drive) was the first robotic plat-
form to be specifically designed for transanal 
surgery.

In 2017, initial cadaveric experience with the 
system showing feasibility for both local excision 
and taTME was reported [43]. It was noted that 
the Flex® Robotic System’s greatest advantage 
when compared to TEM and TAMIS was that it 
provided the potential for higher reach along a 
curve-linear  route, thus providing a pathway for 
“newfound access via the transanal route” [43]. 
Ultimately, the objective of this curve-linear 
robotic platform would be to obtain operative 
access beyond the ~15  cm limit of TEM and 
TAMIS. It was further proposed that such a non-
linear robotic system could be considered for 
other so-called “direct target” natural orifice 
transluminal endoscopic surgery (NOTES) opera-
tions (i.e., those in which the viscerotomy is part 
of the planned procedure and not created in a 
bystander organ) [46]. This included applications 
for transvaginal hysterectomy, salpingo- 
oophorectomy using the technique of vaginal 

Fig. 22.4 The Flex® Robotic Surgical System, here 
being used for the excision of a pT1 anterior rectal cancer 
in a female patient (on trial). The device has also been 
utilized clinically as a platform for transanal total meso-
rectal excision. The bedside-operated flexible effector 
arms allow for potentially improved triangulation. The 
modification to the Flex® system utilizes a special 
colorectal drive which includes a single-use seal adapt-
able to a (reusable) metal, bedrail-mounted rigid access 
channel. An additional modification provides for the 
pneumatic delivery of CO2 necessary for transanal – but 
not transoral – surgery
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access minimally invasive surgery (VAMIS) [44, 
47–49], and  – in theory  – transcecal appendec-
tomy [44].

In 2019, Carmichael et  al. [45] reported on 
their experience with taTME in a series of six 
male and female cadaveric models (with and, in 
some cases, without abdominal laparoscopic 
assistance). The investigators simulated mid and 
low rectal lesions. Interestingly, in experiments 
in which distal rectal lesions were simulated 
(n = 2), maneuverability was limited – since the 
effector arms were in close proximity to the 
access channel and thus the taTME dissection 
was not possible in these cases. This was true, 
despite the high flexibility of the two effector 
arms (i.e., 85° of motion in any direction). The 
authors concluded that while the platform was 
safe and allowed access up to 17 cm, it was not 
suitable, in its current design, for the surgical 
treatment of distal rectal pathology [45]. With 
some potential redesigning, the Flex® Robot 
System could add significant value for advanced 
transanal procedures. This would require robot-
ization of the effector arms, achieving a reach 
that is twice as far as the current system, and 
solving other technical challenges of the Flex® 

robot, such as suturing. The latter is an aspect of 
the system which is much less important for ENT 
applications, because most ENT procedures are 
ablations, biopsies, and tumor excisions which 
do not require suture closure of defects as is 
sometimes required for colorectal excision of 
neoplasia  – in particular, those proximal to the 
peritoneal reflection.

 da Vinci SP Surgical Robotic System 
for Transanal Surgery

While the concept of using the da Vinci SP for 
transanal access has been explored for at least 
5 years, this specific application is still awaiting 
FDA approval for clinical use for colorectal sur-
gery. There are important differences and simi-
larities between the da Vinci SP and the Flex® 
Robotic System (Table 22.2). The system requires 
an interface for transanal access, and a TAMIS- 
based platform is typically utilized (e.g., 
GelPOINT Path Transanal Access Platform, 
Applied Medical Inc., Rancho Santa Margarita, 
CA). In a cadaveric model, John Marks 
(Pennsylvania) has reported preliminary out-

Table 22.2 A comparison of the Flex® robot versus the da Vinci Surgical System for TORS and for TARS

Characteristic da Vinci Si/Xi Flex® Robotic da Vinci SP
Platform Multi-arm robotic system 

commonly with TAMIS access 
channel or glove port using
Options: Si or Xi da Vinci 
Surgical System

Flex® Robotic System with 
colorectal (CR) drive; 28 mm 
dia., used in conjunction with 
specialized reusable access 
channel

Single port; 25 mm dia. 
system, commonly used with 
TAMIS access channel

Access channel Disposable, TAMIS channel, 
most commonly GelPOINT 
path transanal access platform
Alternatives:
Glove port, custom port 
bedrail mounted, reusable with 
hybrid 80 mm GelPOINT 
faceplate, developed by 
Marcos Gomez, MD

Flex® Robotic access channel; 
metal, reusable
bedrail mounted
diameter 40 mm,
length 45 mm or 100 mm

Disposable, TAMIS channel, 
most commonly
GelPOINT path
transanal access platform
dia. 34 mm,
length 44 mm

Effectors and 
configuration

Si: 2 × 5 mm rigid effector 
arms with 8 mm 30° (up/down 
lens), Maryland Grasper, hook 
cautery
Xi: 2 × 8 mm rigid effector 
arms, 8 mm 30° (up/down 
lens), Maryland Grasper, hook 
cautery of scissors

2 × flexible 3.5 mm 
instruments; 0° HD lens. 
Platform disposable, flexible 
instruments, and access 
channel reusable

3 × flexible (elbow and wrist) 
6 mm instruments, 0° “cobra” 
(two-joint, flexible) camera – 
with instrument navigation

(continued)

22 Nonlinear Robotics in Surgery



292

Table 22.2 (continued)

Characteristic da Vinci Si/Xi Flex® Robotic da Vinci SP
Optics 3D 30° or 0° HD 2D or 3D 0° HD 3D 0° HD
Effector arm 
navigation

No No Yes

Pneumatics AirSeal® iFS, PneumoClear, 
or other commercial systems

AirSeal® iFS, PneumoClear, 
or other commercial systems

AirSeal® iFS, PneumoClear, 
or other commercial systems

Patient position 
for transanal 
access

Dorsal lithotomy/
Lloyd-Davies

Dorsal lithotomy/
Lloyd-Davies

Dorsal lithotomy/
Lloyd-Davies

Surgeon At console
(assistant for suction, bedside)

At bedside
(no assistant)

At console
(assistant for suction, beside)

Designed 
specifically for 
TORS

No Yes No

Design 
specifically for 
transanal access

No Yes No

FDA status for 
transanal access

Approved
(transanal access is off-label 
use of device)

Approved Not yet approved for 
colorectal use

FDA status for 
TORS

Approved in 2009 Approved Approved (for some types of 
procedures)

Potential
advantages

3D vision; tremor cancelation; 
magnified view; surgeon 
controls camera at console; 
semi- (5 mm) or fully (8 mm) 
wristed instruments; most 
experience with TORS and 
transanal procedures

Flexibility allows transmission 
of platform along circuitous 
anatomic pathways; single 
surgeon; robotic camera drive; 
all effector arm flexion in view 
of camera lens; 85° of flexion; 
instruments are never outside 
of camera view

Three flexible effector arms 
instead of two; 3D vision; 
tremor cancelation; magnified 
view; surgeon controls camera 
at console; unique “cobra 
camera”; instrument flexion 
allows higher reach potentially

Potential 
disadvantages

Platform cost, difficulty 
dissecting beyond 7–8 cm 
from verge due to sacral 
angulation and instrument 
torque;
8 mm instruments add bulk 
and subtract from field view; 
5 mm effectors not avail. on Xi 
platform; relies on TAMIS 
port for transanal access which 
adds to cost; instrument arm 
collision

Redefining operative field of 
view is time intensive; robotic 
camera and platform 
movement system use separate 
module; occasional effector 
arm jitter and lag time; 
non-robotic instruments; 
surgeon at bedside; only two 
working arms; no easy way to 
suture; suction irrigation 
difficult

Platform cost;
flexion can occur “behind 
camera lens” making it more 
difficult to understand the 
position of the effector arms; 
relatively large workspace 
needed (volume of tennis ball, 
~ 150cm3); no robotic vessel 
sealer available; relies on 
TAMIS port for transanal 
access which adds to cost

TORS transoral robotic surgery, TARS transanal robotic surgery, TAMIS transanal minimally invasive surgery; 
PneumoClear: smoke evacuation and TAMIS mode insufflation (Stryker, Inc.); AirSeal® iFS: valveless trocar system 
and smoke evacuation system (ConMed Inc.); ISB: insufflation stabilization bag (Applied Medical Inc.); SILS™ Port: 
single-incision laparoscopic surgery (TAMIS port, Covidien-Medtronic)

comes of the da Vinci SP for local excision of 
simulated rectal neoplasia, as well as for segmen-
tal “sleeve” excision with robotic sutured anasto-
mosis, demonstrating clear feasibility of complex 
endoluminal tasks [50]. On trial, Simon Ng 
(Hong Kong) has explored the use of the da Vinci 

SP for both transabdominal and transanal appli-
cations (Fig. 22.5), including the successful per-
formance of the first human taTME (unpublished 
report). Recently, select clinical test centers in the 
USA have utilized the SP for various colorectal 
applications in humans (on trial, with IRB 
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approval), including transanal operations 
(Fig.  22.6). While clinical outcomes and initial 
results for transanal use remain to be reported, it 
is believed that the nonlinear access could 
improve transanal reach, mirroring the improved 
access of the SP observed by ENT surgeons with 
TORS [38].

 Further Directions and Innovations

Recently, the idea of operating robotically in two 
body space cavities simultaneously, with coop-
erative synchronicity, has been explored utilizing 
a singular (but modular) robotic system in combi-
nation with two surgeons operating from separate 
workstations. Specifically, this has been investi-
gated for the taTME operation which requires 
both abdominal and pelvic access. While there 
are limitations with using the da Vinci Surgical 
System for this dual-field application [51], it has 
been shown to be successful in a cadaveric model 
utilizing the Versius surgical robotic system 
(CMR Surgical, Cambridge, United Kingdom) 
[52]. The idea of robotic operation in two fields 
simultaneously for specific, complex operations 
carries potential advantages. Specifically, while 
conserving robotic-grade vision, precision, and 
motion, it is possible to (a) reduce surgeon work-
load, (b) decrease overall operative time, and (c) 
improve operative efficiency. In this way, the 
patient benefits because quality of surgery 
improves, and healthcare systems benefit as the 
capital and maintenance costs are partially 
absorbed by reducing costly theater time [53].

The next steps for two-field robotic surgery 
for complex cases may require further advance-
ment of surgical systems with a focus on comput-
erization of robotic platforms (Fig. 22.7). Future 
advancements may include hybrid modifications, 
including the combined use of linear and nonlin-
ear systems, which is an area of ongoing research. 
It is not difficult to envision systems that involve, 
in the example of taTME, operation utilizing a 
nonlinear robotic component from below while, 
from above, using linear robotic components 
under separate control. Future advances may one 
day include centralization of the human resources. 
For example, the surgeons may be in one or more 
centralized regions allowing for combined sur-
gery to patients in remote locations. Thus, sur-
geons in different geographic areas could 
ultimately perform complex two-field surgery 
cooperatively on a patient residing in a remote 
geographic region, expanding the reach of global 
surgery and crossing the fundamental divide of 
distance (Fig.  22.8). As artificial intelligence 

Fig. 22.5 The ability to use the da Vinci SP Surgical 
System for colorectal surgery, including natural orifice 
and transanal access, is being explored clinically. In this 
still-frame photograph courtesy of Simon Ng, MD, the SP 
robot is being used to perform a partial colectomy. The 
three curve-linear instruments and “cobra” 0° stereo-
scopic camera are delivered through a single incision, 
allowing a surgeon to operate while minimizing abdomi-
nal wall access trauma and, at the same time, preserving 
the ability to triangulate instruments

Fig. 22.6 The da Vinci SP surgical platform being used 
to perform transanal total mesorectal excision in a cadav-
eric model. The posterior dissection is being performed. 
Unlike with standard TAMIS and TEM, the surgeon has 
the ability to control a third arm (not shown) to retract and 
to help actualize the limited workspace beneath the pelvic 
inlet. The nonlinear effector arms may provide higher 
reach, allowing surgeons to achieve more dissection from 
below, with a longer rendezvous period that can improve 
abdominal-transanal surgeon cooperativity
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becomes integrated into next-generation vision 
and sensor steering robots, the reliability and 
reproducibility will improve, allowing a global 

access to otherwise highly specialized proce-
dures [3]. For operations such as taTME, where 
extreme expertise is required for the transanal 

Fig. 22.7 How robotics in surgery are poised to evolve 
over the coming decades. Robotics and laparoscopy are 
becoming increasingly divergent, and by 2020, it will 
become clear that robotic-based surgical platforms, 
including nonlinear- and continuum-based systems, will 
be able to provide access to anatomic targets which 
straight laparoscopic systems will be unable to reach. As 

the power of nonlinear systems is realized, for some appli-
cations, a combined linear and nonlinear robotic sys-
tem could emerge. At the same time, cloud robotics will 
become more prevalent, allowing for a stable artificial 
intelligence platform and for more rapid machine learn-
ing. This, in turn, will lead to automated systems and will 
eventually give rise to computer-assisted surgery

Non-linear
robotic surgeon

Patient undergoing 2-field robotic surgery
with support staff in digital capable surgical
theater

Linear robotic
surgeon

Fig. 22.8 The globalization of surgery requires a democ-
ratization of patient access to surgical specialists and the 
creation of a technological bridge that spans a geographic 
divide. In the future, consider as an example a framework 
in which a patient and appropriately equipped robotic 
operating theater (with surgical support staff) are placed 
in an underserved location. Suppose the patient requires 
expertise that is available only in South America and 

North America. In this construct, two surgeons, working 
at separate centralized centers, would be able to perform 
surgery on a patient who requires complex, two-field sur-
gery  – such as transanal total mesorectal excision. 
Hypothetically, the transanal robotic surgeon could use a 
nonlinear robotic telesurgery in conjunction with the 
abdominal robotic tele-surgeon using a linear system
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portion of the operation [54–56], it would benefit 
patients to have an expert high-volume surgeon 
perform this portion of the operation. In the 
future, such a framework would democratize 
patient access to surgery.

 Robotic Bronchoscopy 
and Pulmonary Navigation

Based on 2012 data, lung cancer accounts for 
19.4% of total cancer deaths worldwide, making 
it an important global healthcare challenge [57] – 
even affecting never smokers at age-adjusted rates 
similar to the incidence of myeloma in men and 
cervical or thyroid cancer in women aged 40–79 
[58]. Early detection, especially by obtaining 
confirmatory histopathology, can improve clini-
cal outcomes [59]. Due to the curve-linear, 
branching architecture of the bronchial tree and 
due the often subcentimetric size of potentially 
significant pulmonary nodules – especially those 
in the periphery – access to lesions can be par-
ticularly arduous for clinicians. Bronchoscopy 
for biopsy of mass lesions of the lung paren-
chyma and respiratory tree can be achieved in a 
variety of methods. This includes CT-guided 
biopsy and thoracoscopic approaches; but when 
these methods are used, there is increased mor-
bidity when compared to the bronchoscopic 
approach (22.5% vs 2.2%) [60, 61].

Navigated bronchoscopy [62–66] equips the 
tip of the flexible scope with an electromagnetic 
tracker. Because the electromagnetic tracker is 
registered to a patient’s pre-procedure CT scan, 
the tip’s position can be determined on imaging 
in real time during the procedure. One such 
device  – the superDimension™ Navigation 
System (formally superDimension Ltd., Herzliya, 
Israel, now Medtronic Inc.) – was shown in 2003 
to be feasible in a swine model by Schwarz et al. 
[64]. However, in clinical practice, the system 
has had variable diagnostic yield [67].

There are different ways to digitally track a 
nonlinear device as it is navigated through the 
bronchi toward a target, including bronchial 
bifurcation recognition, lumen center localiza-
tion, centerline pathway tracking, or image cor-

relations [68–71]. However, according to Sganga 
et  al., these techniques are imperfect because 
they make assumptions about airway geometry 
and because there are image artifacts that make 
interpretation challenging as well [72]. The 
authors instead developed “OffsetNet” – which is 
the first-of-its-kind deep learning for localization 
of lung using rendered images. For conserved 
regions of lung parenchyma, OffsetNet is able to 
track the bronchoscopic motion with an average 
position error of 1.4 mm [72]. The deep learning 
for localization does require training on recorded 
camera images as well as simulated images to 
improve performance and bronchoscope track-
ing. The tracking of the bronchoscope could be 
coupled with a so-called autonomous agent (i.e., 
robotic instrumentation) which can use and inter-
pret the information to self-drive the scope 
toward an anatomic target of interest without reli-
ance on human manipulation.

Today, a number of flexible systems have been 
developed for lung nodule biopsy with naviga-
tion, including the superDimension system (pre-
viously described), the bronchoscopic 
transparenchymal nodule access (BTPNA) using 
the Archimedes System (Broncus Medical) [73], 
CrossCountry™ transbronchial access tool 
(Medtronic) [74, 75], thin convex probe endo-
bronchial ultrasound [76], and electromagnetic- 
guided transthoracic needle aspiration 
(EMTTNA) [77, 78].

More recently, in March 2018, the Monarch™ 
System (Auris Health, Redwood City, CA, USA) 
received FDA clearance as a robotic, navigated 
bronchoscopic platform (Fig. 22.9) [79–81]. It is 
based on a robotically propelled outer sheath 
with <6 mm dia. as well as an inner telescoping 
endoscope with dia. measuring 4.4.  mm [78], 
both of which are steerable in four directions, 
thus allowing for instrument tip pitch and yaw to 
allow maneuverability at almost any angle 
(Fig. 22.10) [79]. The system is somewhat com-
plex, and in addition to two robotic arms, the 
Monarch System uses two interconnected com-
puter systems, a non-real-time computer and a 
real-time computer. Other components include 
fluidics control, an electromagnetic field genera-
tor, and reference electromagnetic sensors [79]. 
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The bronchoscope is driven robotically by rotary 
pulleys. Pathways to the target can be planned 
and computed, providing the clinician with a 
safe route to arrive at the target lesion 
(Fig.  22.11). An external electromagnetic field 
generator is used for navigation and tracking. 
The potential advantage of robotic systems 

includes improved control, stability, and access 
to the periphery, with improved diagnostic yield 
of target pathology.

There are emerging nonlinear soft robotic sys-
tems that have not yet been introduced into clini-
cal practice (pending 510(k) approval), including 
the Ion™ platform1 developed by Intuitive 
Surgical Inc. [78]. The new systems will all com-
bine the advantages of robotics with navigation, 
creating a fusion of technology that is useful to 
clinicians and surgeons. This ultimately allows 
for improved diagnostic yield for otherwise dif-
ficult parenchymal targets while maintaining a 
low morbidity profile. Next steps for navigated 
robotic bronchoscopy may include translation of 
this technology to other difficult to access targets 
beyond the respiratory tree, for example, the ali-
mentary tract. One could envision a system that 
utilizes navigated robotic colonoscopy to localize 
colonic targets for biopsy, excision, and 
ablation.

1 FDA clearance for Ion in February 2019:

h t t p s : / / i s r g . i n t u i t i v e . c o m / n e w s - r e l e a s e s /
news-release-details/u-s-fda-grants-clearance-ion-intui-
tive/

Fig. 22.9 The 
Monarch™ System 
(Auris Health) is 
illustrated. It utilizes two 
robotic arms and gains 
bronchial access via the 
oral route. An 
interventionalist uses a 
handheld control box 
that resembles a gaming 
console. The device is 
used to navigate the 
continuum robotic tip 
toward its target (photo 
courtesy of Auris 
Health, with permission)

Fig. 22.10 The Monarch™ System (Auris Health) is 
shown in a dry lab model, demonstrating how it is able to 
navigate narrow passages, even when the angles approach 
90°. It is based on a robotically propelled outer sheath 
with <6  mm dia. as well as an inner telescoping endo-
scope with dia. measuring 4.4.  mm, both of which are 
steerable in four directions, thus allowing for instrument 
tip pitch and yaw to be remotely controlled (photo cour-
tesy of Auris Health, with permission)
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 Nonlinear Robotics in Vascular 
Surgery

The cardiovascular system poses a number of 
challenges which make access by surgical instru-
ments using conventional minimally invasive 
techniques nearly impossible. The constant flow 
of blood and millimetric vessel diameter make 
endovascular visualization via conventional 
fiber-optic scopes impractical and frankly 
unimaginable. Nevertheless, with the aid of live 
intraoperative roentgenography, wire-guided 
therapy has found important applications in med-
icine, especially for stenting and transluminal 
thrombectomy [82–84]. Such surgical interven-
tions could be integrated with robotics – which 
could improve wire steering and overall precision 
and control.

Beyar et al. originally described the technique 
of performing percutaneous coronary interven-
tions utilizing a remote controlled robotic plat-
form for precision [85]. In the Percutaneous 
Robotically Enhanced Coronary Intervention 

(PRECISE) study reported in 2013 by Weisz 
et  al., the safety and feasibility of a robotic- 
assisted nonlinear platform were validated [86]. 
In the same year that the PRECISE study was 
published, the ability to apply flexible robotics to 
navigate iliofemoral arteries was assessed [87], 
and this device, developed by Hansen Medical, 
would serve as a springboard for the launch of 
Auris Health’s Monarch™ System used for flex-
ible endobronchial applications (refer to previous 
section).

Recently, using “haptic vision” and a 
millimeter- scale camera and LED, feasibility of 
camera access within the cardiovascular tree 
was demonstrated [88]. “Haptic vision” is based 
on the concept of thigmotaxis, used by insects 
and some animals to “navigate.” Most classically, 
this is by “wall following” – whereby insects per-
form thigmotactic navigation by crawling along 
the edge of a wall to create awareness of the envi-
ronment. Contacting an object (such as a wall) in 
the environment is termed positive thigmotaxis 
[89–93]. This is similar to finding your way in 

Fig. 22.11 The Monarch™ System (Auris Health) is a 
fusion of soft robotic technology and navigation technol-
ogy. The system uses electromagnetic navigation and a 
robotic steerable robotic system to arrive at the anatomic 
target. The bronchoscope is driven robotically by rotary 

pulleys. Pathways to the target can be planned and com-
puted, providing the clinician with a safe route to arrive at 
the target lesion. Such a design allows it to be used for 
biopsy of peripheral lesions, obviating the need for inva-
sive procedures, including thoracoscopic surgery  (photo 
courtesy of Auris Health, with permission)
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pitch-black darkness by feeling (contacting) a 
wall and following it. Just as your mind can cre-
ate a “map” and a perception of space within a 
given surrounding based on feel, so can a robot. 
Thus, haptic vision, a term coined by Fagogenis 
et  al., allows a robot to construct a map of the 
environment based on its surroundings and, for 
example, the cardiac wall it is in contact with to 
determine the position of target anatomy [88].

 Nonlinear Robotics in Urology

 da Vinci SP for Urologic Applications

Interest in minimizing the morbidity associated 
with multiple incisions led to descriptions of 
single- site laparoscopic procedures for urology. 
However, technical challenges secondary to 
restricted linear instrument triangulation, poor 
ergonomics, and a need for specialized, curve- 
linear instruments limited the wider adoption of 
single-incision laparoscopic technology for urol-
ogy – and for other fields. In May of 2018, the da 
Vinci Single Port (SP) system was approved by 
the FDA for use in urologic surgery. The SP plat-
form achieves a single point of access through 
one skin/fascial incision. Through this, a port and 
expanded palette of nonlinear surgical imple-
ments are deployed and maneuvered with 360° 
capability. This improves upon the known bene-
fits of conventional robotic platforms (i.e., pre-
cise maneuverability, tremor cancellation, and 
3DHD magnified visualization) by adding curve- 
linear instruments that theoretically enhance 
access to out-of-reach anatomic targets (all via a 
minimal abdominal wall incision). Hence, the da 
Vinci SP specifically addresses the limitation of 
surgeon access to the confined working space in 
the pelvis. It maintains intracorporeal triangula-
tion while eliminating instrument clashing. In 
retroperitoneal procedures, the SP platform has 
the ability to access both anterior and posterior 
tumors with its unique configuration. The trans- 
perineal access could be advantageous for both 
cystectomy and prostatectomy in patients with 
prior surgery or pelvic radiation. The transvesical 

access for prostatectomy could avoid risks inher-
ent to intraperitoneal access, pneumoperitoneum 
induction, and extreme positioning.

The SP platform was trialed in cadaveric mod-
els, where it proved the ability to operate within a 
small operative radius, and such trials deemed the 
platform most appropriate for robotic radical 
prostatectomy, robotic cystectomy, and intracor-
poreal ileal conduit construction with pelvic 
lymph node dissection [94–96]. After the feasi-
bility studies in cadavers and following FDA 
approval, select trial centers have created an ini-
tial body of clinical evidence supporting the use 
of the da Vinci SP for urologic applications. 
The SP has since expanded the scope of proce-
dures for urology, demonstrating feasibility for 
performing ureteroneocystostomy, radical pros-
tatectomy, partial and radical nephrectomy, 
radical cystectomy, pyeloplasty, radical prosta-
tectomy, and ureteral reimplantation – as well 
as other urologic reconstructive surgeries for 
the ureters, bladder, and kidneys [97–101]. 
Results to date show similar intraoperative 
complication rates, operative times, and post-
operative outcomes, comparable to multi- port 
robotic urologic operations. However, these 
studies should be interpreted with caution. The 
results represent a small number of series 
encompassing a heterogenous range of opera-
tions from experienced, high-volume robotic 
surgeons with small sample sizes. Long-term 
oncological results and larger series are 
required, as well as additional follow-up, before 
determining the true benefit of the SP platform 
for general urologic applications.

 Robotic Ureteroscopy

Robotic ureteroscopy is an emerging  technology 
that seeks to facilitate procedures within the uri-
nary tract using a nonlinear scope. Relevant stud-
ies have primarily tested the Avicenna Roboflex 
(Fig.  22.12), a flexible robotic ureteroscopic 
(fURS) device, for ease of use and ergonomic ben-
efits. Rassweiler et  al. [102] and Saglam et  al. 
[103] found that this robotic system resulted in 
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significant increases in physician efficiency. 
Geavlete et al. concluded that treatment of kidney 
stones could be achieved successfully with robotic 
tools [104]. Proietti et al. evaluated the physician 
training process, discovering that individuals with-
out prior surgical experience could swiftly acquire 
necessary operating skills [105]. Although further 
development and evaluation of these robotic sys-
tems might be necessary, these studies indicate a 
hopeful future for robotic ureteroscopy.

 Robotic Neurosurgery

 Linear Systems

The first known use of robotics in neurosurgery 
surprisingly predated the modern era of robotics 
in minimally invasive surgery and was reported 
in the mid-1980s [106]. Today, a multitude of 
systems have been trialed, some more successful 
than others [107–118] (Table 22.3). While each 
of these robots is somewhat unique, they share 
important similarities, including a rigid, linear 

effector arm design. In addition, most neurologic 
robotic surgical systems have been loosely mod-
eled after the master-slave designs or robots used 
for minimally invasive, keyhole surgery.

However, there are important differences in 
abdominal versus cranial anatomy that prevent 
the translation of techniques and instrumentation 
successfully into the field of neurosurgery. For 
example, with abdominal robotic surgery, the 
surgical field is created (i.e., is actualized) by gas 
insufflation and is relatively large allowing for 
the working space and triangulation necessary 
for operation of modern robotic instruments. In 
contradistinction, the central nervous system lies 
within a confined bony space that, even upon cra-
niotomy, does not permit access to critical struc-
tures and operative targets. Another difference is 
that for abdominal surgery, exposure to organs 
can more easily be performed by forcible retrac-
tion of other organs (e.g., the liver can be retracted 
cephalad to gain exposure to the gallbladder or 
common bile duct), but with neurologic surgery, 
brain parenchyma cannot tolerate such forcible 
retraction, and the density of critical neurovascu-
lar structures makes organ manipulation as a 
means to gain operative exposure highly 
restricted  – especially with linear effector arms 
which are not designed to navigate the curve- 
linear pathways to arrive at deep, intracranial 
operative targets.

 Nonlinear Systems

Continuum robots are special tele-manipulators 
that are hyper-redundant [119, 120]. Because of 
their serpiginous motion, they are often called 
snake-arm robots. This design is particularly well 
suited to access difficult targets within a confined 
anatomic space. The Monarch™ and Ion™ 
robotic bronchoscopes (discussed previously) are 
examples of continuum robots. Just as access to 
difficult targets in the lung can be facilitated by 
continuum robotics, so too can access to the brain 
parenchyma and intracranial targets.

In 2006, Engh et al. reported their experience 
in a functional steerable needle which could be 

Fig. 22.12 Avicenna Roboflex (ELMED™ Medical 
Systems Company, Orlando, FL, USA) is a flexible 
robotic ureteroscope. The master-slave device allows pre-
cise scope control and can perform all tasks performed 
with conventional ureteroscopy. It is operated by a urolo-
gist seated at a workstation (shown) that includes dual 
joysticks with scope drive controls. Proponents of the 
devices believe it is useful for lithotripsy, enhancing stone 
fragmentation and dusting. It may also reduce operator 
fatigue due to improved ergonomics, and at the same time, 
physician exposure to ionizing radiation is minimized. 
(Photo provided with permission and courtesy of 
ELMED™ Medical Systems Company)
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navigated within brain tissue to arrive at an ana-
tomic target while avoiding critical structures 
[119]. The authors were able to demonstrate pre-
cise trajectory control of a brain biopsy needle in 
a two-dimensional ex  vivo model. The results 
were best with the use of nitinol wires as opposed 
to hallow stainless steel needles [119]. In their 
experimentation, it was possible to control the 
wire bend to achieve proportional curvature by 
varying the duty cycle (i.e., electric pulse dura-
tion) of the needle’s spin [119]. Duty cycle is 
defined as follows:

 
D

T
=
PW

 

where D is the duty cycle (expressed as a ratio), 
PW is the pulse width (i.e., the time when the 
pulse is active), and T represents the total time. 
Steering and wire control are thus obtained by 
varying the duration of PW, which, in turn, con-
trols the degree and direction of bend of a neuro-
surgical wire as it is navigated through the brain 
to arrive at a target of interest.

The ability to guide a wire safely into brain 
parenchyma is one challenge, but creating a 
micro-wire able to transmit mechanical motion 
and master-slave manipulation is orders of mag-
nitude more complex. According to Ikuta et al. 
[120], part of the engineering difficulty in 
achieving a minimum of five degrees of freedom 
(DoF) (torsion, grasp, translation, base of joint 
motion, tip of joint motion) is related to the 
problem of redundant movement, as well as the 
management of slack in the wire itself. Despite 
these and other challenges, progress has been 
forged toward the development of nonlinear 
mesoscale (0.1–5  mm) continuum robots suit-
able for neurologic surgery [121–127].

Kim et al., for example, have developed a pro-
totype flexible, spring-based intracranial robot 
for neurologic surgery. The system uses three 
interconnected segments, each with two degrees 
of freedom (2 DoF), and each can be indepen-
dently controlled. The device, which is MRI 
compatible, is controlled by spring actuators via 
a tendon-driven mechanism [121].

Table 22.3 Robotics in neurologic surgery

System Manufacturer/developer Remarks
Programmable Universal 
Machine for Assembly 
(PUMA)

Unimation (original) First robotic stereotactic brain biopsy (1985)

Neuromate® robotic 
system

Renishaw Applications include stereotactic electrode 
implantation for deep brain stimulation and 
stereoelectroencephalography

NeuroArm IMRIS Inc. (acquired 2010) First image-guided, MRI-compatible surgical 
robot

Neurosurgical robot 
Minerva

Developed at the University of Lausanne, 
Switzerland

Pioneered in the mid-1990s; functional for 
brain biopsy. Precise but project discontinued 
due to safety concerns

PathFinder Prosurgics, United Kingdom Image-guided neurosurgery; near absolute 
geometric accuracy

NeuRobot Department of Neurosurgery, Shinshu 
University School of Medicine, 
Matsumoto, Japan

Experimental; cadaveric studies only

Robot-Assisted 
Microsurgery System 
(RAMS)

NASA JPL in collaboration with 
MicroDexterity Systems, Inc.

Designed for the brain, eye, ears, nose, throat, 
and face; provides scale-down human input 
motions and tremor cancellation

AURORA® Surgiscope 
System

Rebound therapeutics Single-use neurologic endoscope; image 
guidance; applications include evacuation of 
intracerebral hemorrhage; recent FDA 510(k) 
clearance in the USA

SpineAssist (Mazor X) Mazor Robotics (Haifa, Israel; US 
headquarters – Orlando, FL); originally 
M.A.S.O.R. Surgical Technologies

Can be integrated with navigation (Stealth 
Station, Medtronic); 4000 cases worldwide; 
principle application is spine surgery, 
especially deformity repair
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Currently, continuum robots have not been 
applied clinically. As research scientists and 
engineers continue to solve the many challenges 
of mesoscale nonlinear robotics, neurosurgeons 
may someday be able to use integrated soft robots 
to navigate the central nervous system, where tar-
gets can be localized for biopsy, aneurysm clip-
ping, or even resection of neoplasia.

 Other Nonlinear Robotic Systems

 Endoluminal Surgical Platforms

Advanced endoscopic procedures including endo-
luminal and transluminal surgery such as natural 
orifice transluminal endoscopic surgery (NOTES) 
are challenging to perform with standard flexible 
endoscopes. Hence, their adoption has been lim-
ited. Even with accessory devices, conventional 
flexible endoscopes do not provide the desired 
dexterity for such complex interventions [128, 
129]. In particular, interventions like endoscopic 
submucosal dissection (ESD)  – an approach to 
treat benign and superficial malignant gastrointes-
tinal lesions  – are technically challenging. 
Specialized training is required to achieve compe-
tency in the surgical skills and expertise needed to 
establish proficiency [128, 129]. By enhancing 
tissue manipulation, exposure, and visualization, 
robotic-assisted endoscopic surgery addresses the 
need for improved precision, safety, reliability, 
and effectiveness [128, 130].

To facilitate triangulation, retraction, and per-
formance of complex tasks such as suturing or 
knot tying, endoscopic systems with articulated 
arms have been proposed [131, 132]. The surgi-
cal endoscopic platform Anubiscope® was con-
ceived for NOTES [133, 134], while IsisScope® 
for laparoendoscopic single-site procedures 
[135] was designed to provide instrument trian-
gulation in flexible endoscopy. The devices were 
developed in an IRCAD collaboration with 
KARL STORZ. However, there was a need for 
two fully trained surgeons to operate these sys-
tems. Consequently, the Single-Access 
Transluminal Robotic Assistant for Surgeons 
(STRAS) robot was developed in collaboration 

with the iCube laboratory in Strasbourg, France 
[132, 136]. This master-slave robotically assisted 
system enables tele-operated endoscope handling 
by a single surgeon, to facilitate ESD [132]. The 
endoscope is inserted manually and connected to 
the slave system. It houses three working chan-
nels for instruments, of which one can accommo-
date standard endoscopic tools. After insertion of 
the two tele-operated bendable instruments with 
3–4 DoF each, the system has 10+1 DoF con-
trolled by the surgeon [132, 136] (Fig. 22.13). In 
a series of 18 attempted ESD procedures up to 
25 cm from the anal verge, 12 were successfully 
completed. Technical and surgical difficulties 
were mainly encountered in the first cases, 
whereas the last six were completed without sys-
tem failure or perforations [132]. The system has 
been reengineered for clinical translation and 
commercialization. In its current version, 
Endoluminal Assistant for Surgical Endoscopy 
(EASE), comprising a 53.5 cm long and 16 mm 

Fig. 22.13 The Single-Access Transluminal Robotic 
Assistant for Surgeons (STRAS) robot is shown. This 
master-slave, robotically assisted system enables tele- 
operated endoscope handling by a single surgeon and 
allows for colonic submucosal dissection. The endoscope 
is inserted manually and connected to the slave system 
(inset). It houses three working channels for instruments, 
of which one can accommodate standard endoscopic 
tools. After insertion, the two tele-operated instruments 
are controlled by the surgeon seated at a workstation, as 
shown. (Photo courtesy of IRCAD France, iCube 
Laboratory Strasbourg, and KARL STORZ, reproduced 
with permission)
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maximum shaft diameter detachable flexible 
endoscope, the system was trialed in a prospec-
tive nonrandomized comparative preclinical 
study. An expert laparoscopic surgeon without 
robotic or conventional ESD experience per-
formed the robot-assisted ESD procedures, while 
an experienced endoscopist performed the con-
ventional ESD procedures, resecting a total of 30 
“pseudo” tumors within 15–35 cm from the anal 
verge. The ESD novice using the robotic system 
had a significantly faster dissection speed, shorter 
procedural time, and lower perforation rate than 
the expert endoscopist using the conventional 
endoscopic technique (based on an experience of 
>1000 ESD cases). This study demonstrates the 
potential of this first fully robotic, single- operator, 
master-slave flexible endoscopic tele- manipulator 
to enhance the performance of complex endolu-
minal dissection [137]. Merging the fields of 
advanced endoscopy and surgery, robotic assis-
tance can promote proficiency and adoption of 
complex endoscopic approaches, thereby advanc-
ing the field of endosurgical interventions, for 
applications including ESD and NOTES.

Innovations in robotic technology for endos-
copy address both diagnostic and therapeutic 
procedures. Various devices are currently being 
developed and trialed. Robotic assistance is 
focused on endoscope locomotion and instru-
mentation [129, 130]. A tele-operated, magnetic- 
driven robotic guidance for a soft-tethered 
stereoscopic capsule system has been proposed 
as a potential alternative to conventional colonos-
copy, with the aim of promoting colorectal can-
cer screening by reducing patient discomfort and 
need for sedation [138]. Robotics research fur-
ther focuses on autonomous operation of such 
flexible endoscopes [139], including endoscopic 
ultrasound [140]. When coupled with robotic 
technologies such as active locomotion and 
embedded therapeutic modules, tethered and 
wireless capsule endoscopy devices have addi-
tional screening, diagnostic, and therapeutic 
potential [141, 142]. By 2025, several robotic 
endoluminal devices currently in development 

are expected to emerge, and some are currently 
being evaluated with clinical validation trials, 
including the endoluminal surgery (ELS) system 
(ColubrisMX Inc., Houston, TX) (Fig. 22.14).

 Titan SPORT™ Surgical System

The Single Port Orifice Robotic Technology 
(SPORT™) Surgical System (Titan Medical Inc.) 
is a flexible, nonlinear robotic system designed 
for single-incision surgery, although other appli-
cations are also under investigation. It utilizes an 
open console/workstation design, and the robotic 
effector arm is attached to a large, single-boom 
central unit (Fig. 22.15).

The first reported preclinical series examined 
the feasibility of single-port procedures utilizing 
the SPORT™ system on both living porcine and 
human cadaveric models [143]. The SPORT™ 
advanced prototype trialed had a 25 mm camera 
insertion tube including a 3DHD camera head 
and two (8 mm dia.) robotic, articulating effector 
arms. The authors performed 12 procedures on 
six porcine models and one human cadaver utiliz-
ing a disposable single-incision gel access port 
(plus, in some cases, an additional trocar for bed-
side laparoscopic assistance). These procedures 
included six cholecystectomies, four Nissen fun-
doplications (Fig. 22.16), one splenectomy, and 
one hepatic pedicle dissection. The Objective 
Structured Assessment of Technical Skills 
(OSATS) score was used to assess the four 
 experienced laparoscopic surgeons’ performance 
on the surgical system. The OSATS score indi-
cated a short learning curve for the device-related 
aspects, corresponding to gaining familiarity 
with the system. Their results demonstrated that 
the Titan SPORT™ was suitable for the afore-
mentioned procedures and specifically for the 
critical surgical tasks including grasping, retract-
ing, dissecting, and suturing. Nevertheless, there 
were some shortcomings, such as a lack of video 
image brightness with zoom, suboptimal camera 
control, and limited camera motion range.
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In collaboration with urologists, further proce-
dures were performed in the preclinical setting at 
IHU Strasbourg, France (unpublished data). They 
include a single-port prostatectomy and urethral 
anastomosis on a human cadaver, as well as a 
series of ten partial and heminephrectomies in 
the live animal model. Similar to the experience 
with digestive tract procedures, the SPORT™ 
system was suitable to perform the critical surgi-
cal tasks such as deep pelvic dissection, renal 

hilum dissection and clamping, renal parenchyma 
division, and suturing.

Incorporating these preclinical experiences, 
the flexible endoscopic 3D camera system has 
been redesigned and an additional 2D camera 
integrated into the camera insertion tube, to 
increase the visual field and camera motion 
range. Further product development as well as 
510(k) approval from the FDA is currently 
pending.

a

b

Fig. 22.14 An emerging surgical system, the endolumi-
nal surgery (ELS) system, by ColubrisMX Inc. (Houston, 
TX) is an advanced, robotic endoluminal system currently 
undergoing clinical validation. (a) The console worksta-

tion and ELS apparatus are shown, as is the (b) robotized 
effector arms at the tip of the scope. (Photograph provided 
with permission, ColubrisMX Inc.)
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a b

Fig. 22.15 (a) The Single Port Orifice Robotic 
Technology (SPORT™) Surgical System surgical device 
(Titan Medical Inc.) console provides a workstation for 

the surgeon, and (b) a single-boom system can be deliv-
ered into a body space cavity where nonlinear robotic 
effectors are deployed

Fig. 22.16 A surgeon at the SPORT™ workstation 
(inset) performs a Nissen fundoplication in preclinical 
testing and evaluation in Strasbourg, France. The curve- 
linear instrumentation provides improved triangulation 

via a single-incision laparoscopic access port, while the 
robotic nonlinear instrumentation allows reach to a rela-
tively difficult anatomic target. (Photo provided with per-
mission, IHU Strasbourg, France)
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Artificial Intelligence and Machine 
Learning: Implications for Surgery

David Hindin

 A Brief History of Artificial 
Intelligence

At its most basic level, artificial intelligence (AI) 
is a broad field that seeks to create software capa-
ble of gathering information and responding in a 
goal-directed manner, behaving as if it were an 
intelligent organism [1]. Though often referred to 
as a single type of technology by the lay media, 
the study of artificial intelligence itself is incred-
ibly broad, encompassing research across a vast 
spectrum of disciplines, including philosophy, 
logic, computer science, biology, neuroscience, 
mathematics, and more.

The actual term artificial intelligence was 
coined in 1955 by computer and cognitive scien-
tist John McCarthy, assistant professor (at the 
time) at Dartmouth College. During the follow-
ing summer of 1956, McCarthy convened a two- 
month workshop at Dartmouth, an event widely 
recognized today as formally launching AI as a 
field [2]. Attendees at the workshop included 
notable scientists Herbert A.  Simon, Allen 
Newell, and Ray Solomonoff. The conference’s 
stated goals are often used today to demonstrate 
the optimism (and even naiveté) that has often 
ushered in new research in AI. The field has cap-
tivated the world’s imagination from its very 
outset:

The study is to proceed on the basis of the conjec-
ture that every aspect of learning or any other fea-
ture of intelligence can in principle be so precisely 
described that a machine can be made to simulate 
it. An attempt will be made to find how to make 
machines use language, form abstractions and con-
cepts, solve kinds of problems now reserved for 
humans, and improve themselves. [3]

Over the six decades since the Dartmouth 
College Workshop, research in artificial intelli-
gence has experienced alternating cycles of 
growth, followed by periods of delay. The latter 
are formally referred to as “AI winters” [4], 
denoting periods of delayed growth triggered by 
decreased funding and support from both the US 
and British governments. Often, these AI winters 
highlighted a disconnect between the potential 
promise of AI and the disappointing reality of 
progress that was much slower than originally 
anticipated. At the 1956 summit, for example, 
AI’s founders proudly predicted, “machines will 
be capable, within twenty years, of doing any 
work a man can do” [5]. At the time of this writ-
ing, more than 60 years later, AI is only able to 
replicate a small proportion of work done by 
humans (although, as we will see with the utili-
zation of deep neural networks, AI is exponen-
tially more powerful than human brainpower in 
some areas already).

Beginning in the late 1990s, however, expo-
nential improvements in computational power, 
combined with decades of research into new soft-
ware algorithms, catalyzed increasingly powerful 
advances in AI technology. Other enabling 
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 technologies leveraged towards advancing AI 
included faster processors, increased storage, 
cloud computing, and more [6]. Today, a vast 
number of our daily interactions with technology 
are impacted in some form by AI. A 2017 report 
in MIT’s Sloan Management Review, for 
instance, quoted one in five companies as, “incor-
porating AI in some offerings or processes” [7]. 
As of the time of this printing, that number is 
anticipated to be much larger.

Alongside the growth of artificial intelligence 
as a field, a variety of subfields have begun to 
develop as well. These include computer vision, 
speech recognition, natural language processing, 
robotics, and more. Many of these subfields 
leverage a particular form of technology, known 
as machine learning (ML).

Considered broadly, ML refers to the use of 
algorithms and statistical models that allow com-
puters to carry out goal-oriented tasks, gradually 
iterating and improving themselves without addi-
tional instructions from humans. While some 
consider ML to be a subset of AI [8], other 
researchers now consider ML to be its own dis-
tinct field.

One of the primary modalities that drives ML 
are various forms of software models known as 
artificial neural networks. These neural networks 
enable a form of ML known as deep learning 
(DL). Below, we will further explore the ways 
that ML (and DL, in particular) is having one of 
the most radical impacts on surgery and medicine 
as a whole. First, however, we turn our attention 
to the primary basis of AI and ML.

 Basics of AI and ML

In order to fully understand the potential bene-
fits and risks offered by AI and ML in surgery, 
a working knowledge of the fundamentals 
underlying these technologies is critical. A 
brief overview follows for three of the most 
broadly recognized pillars of AI and ML: (a) 
search and optimization, (b) probability and 
Bayesian networks, and (c) artificial neural net-
works (ANN).

 Search and Optimization

One of the oldest applications of AI, so-called 
search and optimization programs refer to a vari-
ety of algorithms designed to choose the opti-
mum solution from a series of potential options 
[9]. This early form of AI itself encompasses a 
broad range of subcategories. The simplest of 
these are known as “brute force” methods – pro-
grams in which a series of options are attempted 
in blind succession until the correct goal is 
achieved. For instance, a machine attempting 
multiple passwords at random until the correct 
combination is found. Other, more nuanced 
forms of search and optimization algorithms, 
such as the Hill Climbing Search, seek to choose 
solutions which yield the best possible outcome 
for multiple simultaneous scenarios.

 Probability and Bayesian Networks

In probability and Bayesian networks, we see 
some of the earliest examples of AI and its use in 
medicine. These algorithms examine a group of 
potentially related pieces of information and cal-
culate the probability of a given outcome. This 
lends itself to a variety of applications within 
medicine, such as predicting diagnoses based on 
provided symptoms or potentially predicting a 
given outcome or complication based on various 
risk factors [10, 11].

 Artificial Neural Networks (ANN)

Of all the building blocks of artificial intelli-
gence, the elements that have unlocked perhaps 
the most explosive growth of AI (especially 
within medicine) are artificial neural networks 
(ANN). These networks are software algorithms 
that were created in an attempt to somewhat 
mimic the billions of actual neurons that com-
prise the human brain. In place of physical neu-
rons, however, these artificial neural networks 
leverage vast networks of interconnected, 
software- derived nodes (Fig. 23.1).
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In a neural network, the interconnected nodes 
are themselves arranged in a layered-like struc-
ture. At one end of the network is the input layer, 
which receives information, and at the other end is 
the network’s output layer. In between these two 
layers are a series of hidden layers, as we will dis-
cuss below. Each node in a neural network receives 
some form of data as input, processes that data 
according to its own unique function (in other 
words, a specific formula assigned to that particu-
lar node), and then sends the resulting data as out-
put through the system to other nodes (Fig. 23.2).

While the input and output layers may be 
designed by humans – for instance, an input layer 
created to receive raw image data from a head CT 
and an output layer designed to give a determina-
tion of whether there is a presence of intracranial 
bleeding on the head CT  – the hidden layers 
within a neural network are not programmed by 
humans directly. Instead, the behavior of these 
inner layers is determined and adjusted entirely 
by the network itself, through a variety of algo-
rithms, such as backpropagation [12].

a

b

c

Fig. 23.1 A single node in a neural network (a), receiv-
ing input from multiple other nodes (b), and sending this 
information out to other nodes in the network (c)

Fig. 23.2 A simple 
neural network
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Although the mathematical models of simple, 
three layer (input layer, hidden layer, and output 
layer) neural networks themselves have been in 
use since the 1940s [13]. However, a combina-
tion of technological advancements in our mod-
ern era has enabled the development of much 
larger neural networks containing multiple hid-
den layers. These contemporary advancements 
include the availability of massive data sets, the 
creation of powerful computer processors, the 
development of cloud computing to store vast 
amounts of data, and the accessibility of open- 
source neural network platforms, such as 
Google’s TensorFlow [12]. These much larger 
neural networks, known as deep neural networks 
(DNN), have incredibly powerful capabilities. If 
AI is like the industrial revolution, then its “steam 
engines” are DNNs.

In order to use a neural network, these algo-
rithms must first undergo a learning phase known 
as training. During the training process, vast 
amounts of data are fed into the algorithm: a neu-
ral network for reading chest X-rays, for instance, 
was trained on over 100,000 roentgenographs. In 
so-called supervised learning, a neural network 
may receive data that has already been partially 
labeled, teaching a machine to learn how to iden-
tify a given characteristic (for example, learning 
to recognize an X-ray containing pneumonia and 
distinguish this from an X-ray without pneumo-
nia). In unsupervised learning, neural networks 
are allowed to classify data (often, in order to 
make predictions), without explicit labeling 
imposed by the human programmer. As will be 
discussed later, it is critical that care be taken 
when selecting which data is used to train a neu-
ral network: data collected in a biased fashion 
will train a neural network to incorporate these 
biases into its own algorithm and behavior.

 Impact of AI and ML in Surgery

Although AI and ML are still in their infancy 
within surgery (and within the field of medicine 
as a whole), these technologies are already being 
deployed in a variety of ways. Here, we examine 
various examples of current applications of AI, as 

well as potential uses which lie along the imme-
diate horizon.

One of the logical first steps for incorporating 
AI into surgical practice would be to leverage its 
capabilities to simply augment the diagnostic skill 
and acumen which clinicians already possess. 
Indeed, a growing variety of examples highlight 
the role of AI as a kind of “helper.” Colonoscopy, 
for instance, provides a clear opportunity for this 
role. While expert endoscopists can accurately 
make a visual distinction between hyperplastic 
polyps and neoplastic polyps (adenomas) during 
colonoscopy, research suggests that general 
endoscopists, without fellowship- level training, 
may not be as effective at making this determina-
tion [14]. As a result, diagnostic AI algorithms 
(known as computer- aided diagnosis, or CAD) 
are being developed to help endoscopists better 
distinguish between adenomas and hyperplastic 
polyps. In a multicenter study in Japan, Mori and 
colleagues were able to demonstrate that their 
CAD system was capable of distinguishing recto-
sigmoid adenomas from hyperplastic polyps with 
an accuracy of 94% and a negative predictive 
value of 96%, all in real time during the actual 
procedure [15]. While their study did have limita-
tions – their software was only useful in the sig-
moid colon and was less effective at detecting 
sessile, serrated polyps – it nonetheless provides 
an intriguing glimpse into how AI may be blended 
into diagnostic procedures such as upper and 
lower endoscopy [16].

Another potential avenue for AI to augment a 
surgeon’s clinical skillset is through the use of 
automated algorithms to review radiographic 
imaging for detecting abnormal findings. In 2017, 
a group of Stanford University radiologists asked 
whether AI could be trained to reliably identify 
pneumonia on chest X-rays [17]. Beginning with 
a data set of over 100,000 chest X-rays, they uti-
lized a 121-layer DNN for the task. Not only were 
the researchers able to demonstrate comparable 
accuracy in diagnosing pneumonia between their 
algorithm and human radiologists, they were able 
to show similar  findings with over a dozen other 
pulmonary pathologies including atelectasis, effu-
sion, nodule, pneumothorax, emphysema, fibro-
sis, pleural thickening, and more [17]. While few 
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surgeons would ever relinquish reviewing their 
own films, it is conceivable that this type of tech-
nology could be used as an early detection system 
to alert a surgeon of a radiographic abnormality in 
a film that has not yet been viewed and interpreted 
by a human.

Perhaps even more fascinating than these 
applications – in which AI serves as a very basic 
helper to the surgeon – is the ability of neural net-
works to extract far more complex and nuanced 
meaning from data. Consider a rudimentary 
pixel. With the naked eye, clinicians can appreci-
ate the relative brightness of pixels on a radio-
graphic image. And by leveraging a nearly 
ubiquitous feature in today’s PACS (picture 
archiving and communication system) software, 
clinicians can calculate Hounsfield units, allow-
ing them to determine and quantify the radioden-
sity – using this approach to infer tissue (or fluid) 
type. DNNs, however, have the potential to 
unlock an entire universe of information within 
each pixel; such as texture, dye enhancement, 
signal intensity, and more [12].

At Harvard University, for instance, a group of 
clinicians used ML to extract new information 
from data (both pathology data and radiographic 
data) in order to make predictions not otherwise 
possible for a human clinician [18]. Leveraging a 
database of 1006 biopsy-proven, high-risk lesions 
(defined as lesions which included ADH, atypical 
lobular hyperplasia, biphasic neoplasms, flat epi-
thelial atypia, lobular carcinoma in situ, nonspe-
cific atypia, papillomas, and radial scars), the 
researchers trained an ML model to make infer-
ences between radiographic features and the 
eventual definitive pathologic diagnosis. They 
then tested the algorithm they had developed, 
demonstrating the ability to successfully predict 
the risk of upgrading a high-risk lesion to cancer 
following its definitive excision. Such informa-
tion could, in the future, be used to avoid surgical 
excision for certain patients.

As this ML application with breast lesions 
demonstrates, some of AI’s greatest potential for 
surgery and medicine lies in its ability to find 
nuances within data and to make connections 
with that information in ways that human 
researchers might not otherwise be able to con-

ceive. In a separate study at Harvard University, 
for instance, researchers leveraged a deep learn-
ing neural network to predict KRAS mutation 
status of colorectal liver metastases, based sim-
ply on the MRI characteristics of the lesions. 
Their predictions reportedly had a greater than 
95% accuracy rate [19].

The more sophisticated deep neural networks 
become, the more ability they will have to make 
surprising connections and inferences from data 
that, to humans, might otherwise seem uninfor-
mative. In the future, AI algorithms encoded into 
a hospital’s electronic medical record (EMR) 
could be used to scan a patient’s real-time vital 
signs, connecting seemingly unrelated, mundane 
fluctuations in vital signs to predict an adverse 
event  – for example, pulmonary embolism or 
myocardial infarction  – before (or just as) the 
event transpires. DL algorithms may be the norm 
in tumor boards of the future, melding with the 
voices of seasoned experts in the room to predict 
a patient’s unique response to chemotherapy or 
likelihood of cure from resection. It is no exag-
geration to say that the possibilities are truly 
limitless.

Finally, while the concept of a robot surgeon 
that entirely replaces human surgeons in the 
operating room does not appear tangible, it is 
worth mentioning that indeed there are early pro-
totypes of robots able to autonomously carry out 
specific tasks previously limited to humans. Most 
notable among these is the so-called STAR sys-
tem, or Smart Tissue Autonomous Robot, devel-
oped by a team at Children’s National Health 
System in Washington, DC [20]. In an in  vivo 
porcine model, these researchers were able to 
demonstrate that STAR could perform a com-
plete, end-to-end, “machine-sewn” bowel anasto-
mosis  – comparable in quality to anastomoses 
performed by human surgeons as controls.

 Risks and Pitfalls of Artificial 
Intelligence

As AI and ML become increasingly integrated 
into surgery and medicine, it is critical for physi-
cians to remain wary of the practical and ethical 
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risks raised by these technologies. To date, many 
of the applications that leverage AI and ML in 
serve as tools that augment the very skills sur-
geons themselves already possess. An algorithm 
trained to recognize pneumonia can be a useful 
adjunct to the busy clinician, but this ultimately 
performs a task that the surgeon must confirm. 
However, as AI becomes increasingly advanced, 
particularly in its ability to make predictions or 
form connections between vast amounts of data, 
clinicians may increasingly find themselves in 
the dilemma of acting on clinical information 
provided by an algorithm without being able to 
confirm its veracity.

What happens, then, when the algorithm 
makes an error? Is the physician liable for this 
mistake, or is it the company that produced the 
software? Should a software algorithm be 
required to pass through the same FDA clearance 
and approval process as other therapeutics? 
Should patients be required to give their consent 
for any element of AI involved in their care? 
These are difficult questions that must be care-
fully considered now, while the field is in its 
infancy.

An even more insidious risk posed by the use 
of artificial intelligence in medicine is the poten-
tial for bias to be incorporated into neural net-
works. DNNs that have been trained to carry out 
a particular skill, such as making radiographic 
diagnoses or creating predictions from clinical 
data, must first learn these skills by being fed 
large volumes of data upon which to train. 
Unfortunately, however, bias inadvertently incor-
porated into this training data will ultimately be 
propagated through the algorithm itself. In the 
nonmedical world, this issue of bias within AI 
was famously illustrated in Google’s public 
struggles with its own algorithms. In one study, 
for instance, researchers from Carnegie Mellon 
demonstrated that men were shown Google ads 
for higher-paying job opportunities than their 
female counterparts [21]. The US criminal justice 
system has also faced major concerns of bias 
influencing its own AI algorithms: in 2016, 
ProPublica published an article exploring a tool, 
known as COMPAS, that is used to help a judge 
predict the likelihood that a defendant will com-

mit a new crime in the future. The article demon-
strated how the software was biased against 
African Americans [22].

This same potential for bias has a very real 
risk in medicine. Suppose a neural network is 
trained to recognize breast lesions, using data 
from studies that predominantly included patients 
of white, European ancestry. If this algorithm is 
later generalized to a different population, its 
ability to properly diagnose those same lesions in 
patients of other ethnicities may be compromised. 
Furthermore, even less straightforward situations 
of bias can reverberate down the line in an algo-
rithm’s ability to be used. At what point is a set of 
training data generalizable to an overall popula-
tion? How can an AI algorithm – especially one 
licensed from an outside vendor  – be properly 
vetted? Careful oversight will be crucial to safe 
and effective use of DNNs as they become more 
widespread.

 Will AI Replace Doctors?

Though occasionally raised by the lay press, the 
question of AI replacing surgeons – or, altogether 
displacing physicians – is not likely, at least for 
the foreseeable future.

Today, even the most sophisticated examples 
of DNNs are all examples of what is called “nar-
row AI,” or AI that is focused on one specific 
task. Contrast this, for instance, with the type of 
intelligence possessed by humans, also known as 
general intelligence. The simple acts of having a 
conversation, or putting on a pair of shoes, or 
walking down a flight of steps without looking at 
one’s feet, are all incredibly complex operations 
that in themselves require thousands of individ-
ual skills, all woven together. Being able to syn-
thesize these skills  – through what would be 
called artificial general intelligence  – would 
require exponential breakthroughs not only in the 
field of AI as a whole, but in the very physics of 
modern-day computing.

From a much more pragmatic view, however, 
AI will revolutionize much of the world of medi-
cine – surgery included. Despite the challenges 
posed by avoiding bias within neural networks 
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and the legal risks of liability incurred by using 
these new technologies, it is likely that AI will 
touch nearly every aspect of a surgeon’s clinical 
life – from AI screening tools built into EMR’s 
that surface the most relevant information when it 
is needed most to virtual, AI scribes that let clini-
cians speak to a patient without typing, to sophis-
ticated algorithms that predict likelihood of 
tumor recurrence, to first-assist robots capable of 
independently helping a solo surgeon carry out 
an operation in a rural setting. All of these tech-
nologies already exist in some form. Entering 
them into common clinical use is soon to be 
expected. To paraphrase a sentiment held by 
many of today’s thought leaders in digital health 
and medicine: Will AI replace doctors? No. But 
doctors who use AI will replace doctors who 
don’t.

References

 1. Poole D, Mackworth A, Goebel R.  Computational 
intelligence: a logical approach. New  York: Oxford 
University Press; 1998.. ISBN 978-0-19-510270-3.

 2. Solomonoff RJ.  The time scale of artificial intelli-
gence; reflections on social effects. Hum Syst Manag. 
1985;5:149–15.

 3. A proposal for the Dartmouth Summer Research 
Project on Artificial Intelligence. [cited 1 Oct 2019]. 
Available from: http://www-formal.stanford.edu/jmc/
history/dartmouth/dartmouth.html.

 4. Russell SJ, Norvig P. Artificial intelligence: a modern 
approach. 2nd ed. Upper Saddle River: Prentice Hall; 
2003, ISBN 0-13-790395-2.

 5. Crevier D.  AI: the tumultuous search for artificial 
intelligence. New  York: BasicBooks; 1993, ISBN 
0-465-02997-3.

 6. Clark J. Why 2015 was a breakthrough year in artifi-
cial intelligence. Bloomberg News. 8 Dec 2015.

 7. Ransbotham S, Kiron D, Gerbert P, Reeves 
M.  Reshaping business with artificial intelligence. 
MIT Sloan Manag Rev. 6 Sept 2017. Retrieved 2 May 
2018.

 8. Bishop CM. Pattern recognition and machine learning. 
New York: Springer; 2006, ISBN 978-0-387-31073-2.

 9. Ashwani C, Manu S.  Searching and optimization 
techniques in artificial intelligence: a comparative 
study & complexity analysis. International Journal 
of Advanced Research in Computer Engineering & 
Technology (IJARCET). 2014;3(3)

 10. Zagorecki A, Orzechowski P, Hołownia K. A  system 
for automated general medical diagnosis using 
Bayesian networks. Stud Health Technol Inform. 
2013;192:461–5.

 11. Suchánek P, Marecki F, Bucki R.  Self-learning 
Bayesian networks in diagnosis. Procedia Computer 
Science. 2014;35:1426–35.

 12. Topol EJ. Deep medicine: how artificial intelligence 
can make healthcare human again. New York: Basic 
Books; 2019.

 13. McCulloch W, Pitts W.  A logical calculus of ideas 
immanent in nervous activity. Bull Math Biophys. 
1943;5(4):115–33. https://doi.org/10.1007/BF02478259.

 14. Stegeman I, van Doorn S, Mallant-Hent R, van der 
Vlugt M, Mundt M, Fockens P, et  al. The accuracy 
of polyp assessment during colonoscopy in FIT- 
screening is not acceptable on a routine basis. EIO. 
2014;2(03):E127–32.

 15. Mori Y, Kudo SE, Misawa M, et al. Real-Time Use of 
Artificial Intelligence in Identification of Diminutive 
Polyps During Colonoscopy: A Prospective Study. 
Ann Intern Med. 2018;169(6):357–66.

 16. Holme Ø, Aabakken L.  Making colonoscopy 
smarter with standardized computer-aided diagno-
sis [Internet]. Ann Intern Med. American College of 
Physicians; 2018 [cited 18 Oct 2019]. Available from: 
https://annals.org/aim/article-abstract/2697090/mak-
ing-colonoscopy-smarter-standardized-computer-
aided-diagnosis.

 17. Rajpurkar P, Irvin J, Zhu K, Yang B, Mehta H, Duan T, 
et al. CheXNet: radiologist-level pneumonia detection 
on chest X-rays with deep learning. arXiv:171105225 
[cs, stat] [Internet].14 Nov 2017 [cited 16 Oct 2019]; 
Available from: http://arxiv.org/abs/1711.05225.

 18. Bahl M, Barzilay R, Yedidia AB, Locascio NJ, Yu 
L, Lehman CD. High-risk breast lesions: a machine 
learning model to predict pathologic upgrade and 
reduce unnecessary surgical excision. Radiology. 
2018;286(3):810–8.

 19. Machine learning can help predict KRAS mutation 
status [Internet]. AuntMinnie.com. [cited 1 Oct2019]. 
Available from: https://www.auntminnie.com/
index.aspx?sec=rca&sub=rsna_2017&pag=dis&Ite
mID=119308.

 20. Shademan A, Decker RS, Opfermann JD, Leonard 
S, Krieger A, Kim PCW.  Supervised autono-
mous robotic soft tissue surgery. Sci Transl Med. 
2016;8(337):337ra64.

 21. University CM.  Questioning the fairness of target-
ing ads online – news – Carnegie Mellon University 
[Internet]. [cited 17 Oct 2019]. Available from: http://
www.cmu.edu/news/stories/archives/2015/july/
online-ads-research.html.

 22. Julia Angwin JL. Machine Bias [Internet]. ProPublica. 
2016 [cited 17 Oct 2019]. Available from: https://
www.propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing.

23 Artificial Intelligence and Machine Learning: Implications for Surgery

http://www-formal.stanford.edu/jmc/history/dartmouth/dartmouth.html
http://www-formal.stanford.edu/jmc/history/dartmouth/dartmouth.html
https://doi.org/10.1007/BF02478259
https://annals.org/aim/article-abstract/2697090/making-colonoscopy-smarter-standardized-computer-aided-diagnosis
https://annals.org/aim/article-abstract/2697090/making-colonoscopy-smarter-standardized-computer-aided-diagnosis
https://annals.org/aim/article-abstract/2697090/making-colonoscopy-smarter-standardized-computer-aided-diagnosis
http://arxiv.org/abs/1711.05225
http://auntminnie.com
https://www.auntminnie.com/index.aspx?sec=rca&sub=rsna_2017&pag=dis&ItemID=119308
https://www.auntminnie.com/index.aspx?sec=rca&sub=rsna_2017&pag=dis&ItemID=119308
https://www.auntminnie.com/index.aspx?sec=rca&sub=rsna_2017&pag=dis&ItemID=119308
http://www.cmu.edu/news/stories/archives/2015/july/online-ads-research.html
http://www.cmu.edu/news/stories/archives/2015/july/online-ads-research.html
http://www.cmu.edu/news/stories/archives/2015/july/online-ads-research.html
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


319© Springer Nature Switzerland AG 2021 
S. Atallah (ed.), Digital Surgery, https://doi.org/10.1007/978-3-030-49100-0_24

AI and Endoscopy: Future 
Perspectives

Daljeet Chahal, Neal Shahidi, and Michael F. Byrne

Abbreviations

ADR Adenoma detection rate
AFI Autofluorescence imaging
AI Artificial intelligence
AQCS Automated quality control system
ASGE American Society for Gastrointestinal 

Endoscopy
AUROC Area under receiver operating charac-

teristic curve
BBPS Boston bowel preparation score
BE Barrett’s esophagus
BLI Blue light imaging
CE Capsule endoscopy
CEA Carcinoembryonic antigen
CLE Confocal laser endomicroscopy
CNN Convolutional neural network
CROE Central reading of endoscopy
DL Deep learning
EAC Esophageal adenocarcinoma
EFTR Endoscopic full-thickness resection
EMR Endoscopic mucosal resection

ESCC Esophageal squamous cell 
carcinoma

ESD Endoscopic mucosal dissection
EUS Endoscopic ultrasound
FDA Food and Drug Administration
FICE Flexible spectral imaging color 

enhancement
HP Helicobacter pylori
HRME High-resolution microendoscopy
IEE Image-enhanced endoscopy
IPCL Intrapapillary capillary loop
IPMN Intraductal papillary mucinous 

neoplasms
LCI Linked color images
LIFS Laser-induced fluorescence 

spectroscopy
ML Machine learning
NBI Narrowband imaging
NICE Narrow-Band Imaging International 

Colorectal Endoscopic
NPV Negative predictive value
PIVI Preservation and incorporation of 

valuable endoscopic innovations
PPV Positive predictive value
SAE Society of Automotive Engineers
UC Ulcerative colitis
VLE Volumetric laser endomicroscopy
WL White light

D. Chahal ∙ N. Shahidi
Department of Gastroenterology, University of 
British Columbia, Vancouver, BC, Canada 

M. F. Byrne (*) 
Department of Gastroenterology, Vancouver General 
Hospital, University of British Columbia,  
Vancouver, BC, Canada
e-mail: michael.byrne@vch.ca

24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49100-0_24&domain=pdf
https://doi.org/10.1007/978-3-030-49100-0_24#DOI
mailto:michael.byrne@vch.ca


320

 Introduction

Artificial intelligence (AI) refers to a set of 
machine and computational functions that 
attempts to mimic human cognitive function [1]. 
AI is not a new field, with inquiries into its pos-
sibilities beginning as far back as the 1950s [2]. 
With the exponential increase in computer pro-
cessing power, AI has grown to where computers 
can perform a variety of tasks without explicit 
instruction, termed machine learning (ML) [3].

Early ML models were dependent on user- 
selected features that define an object of interest. 
This inherently restricted their ability to adapt 
and thus limited their real-world application. The 
introduction of deep learning (DL) and convolu-
tional neural networks (CNNs) revived the field 
of AI [4], leading to the recent proliferation of 
AI-related research and development. AI models 
are now able to “learn,” resulting in significant 
improvements in algorithm performance. This 
has facilitated AI’s permeation into aspects of 
everyday life [5].

Endoscopy is a field reliant on imaging. There 
is a growing interest in AI’s ability to increase the 
sensitivity and specificity of various endoscopic- 
enhanced imaging modalities. Recent AI plat-
forms, based on DL, CNNs, and similar 
techniques, have demonstrated comparable per-
formance characteristics to expert endoscopists. 
In this chapter, we will review the current and 
future applications of AI within the gastrointesti-
nal tract. Moreover, we will discuss relevant ethi-
cal and regulatory considerations.

It should be noted that many AI algorithms in 
endoscopy have been developed in accordance 
with currently available endoscopic imaging 
modalities. Image-enhanced endoscopy (IEE) 
modalities include, but are not limited to, stan-
dard white light (WL) endoscopy, dye-based 
chromoendoscopy, virtual chromoendoscopy 
(e.g., narrowband imaging [NBI], flexible spec-
tral imaging color enhancement [FICE], blue 
light imaging [BLI], I-scan), endocytoscopy, 
confocal laser endomicroscopy (CLE), laser- 
induced fluorescence spectroscopy (LIFS), and 
autofluorescence imaging (AFI). Detailed expla-
nations of these modalities are beyond the scope 
of this chapter.

 Colorectal Neoplasia

The ability of colonoscopy to mitigate the inci-
dence and mortality of colorectal cancer is depen-
dent on the endoscopist’s ability to detect 
colorectal lesions [6, 7]. Unfortunately, the fre-
quency of missed adenomas, advanced adeno-
mas, and serrated lesions can be as high as 26%, 
9%, and 27%, respectively [8].

With the introduction of high-definition 
endoscopy and IEE, the endoscopist now has the 
ability to predict lesion histopathology during 
optical evaluation. The American Society for 
Gastrointestinal Endoscopy (ASGE) Preservation 
and Incorporation of Valuable Endoscopic 
Innovations (PIVI) recommendations provide 
performance thresholds for the use of the “resect 
and discard” and the “diagnose and leave” strate-
gies, whereby diminutive adenomas can be 
resected without histopathology review and 
diminutive distal hyperplastic polyps can be left 
in situ, respectively. However, these performance 
thresholds are not reliably achieved [9, 10] except 
by endoscopists with expertise in optical evalua-
tion [11].

AI platforms have demonstrated the ability to 
improve lesion detection rates and optical evalu-
ation performance, therefore carrying the poten-
tial to improve both patient outcomes and 
resource utilization [12, 13].

 Adenoma Detection

Early AI validation studies for adenoma detec-
tion using non-DL technologies were experimen-
tal in nature, but have reached accuracies of 
greater than 90% [14–16].

A CNN for automated polyp detection, by 
Misawa and colleagues, achieved a sensitivity of 
90% and specificity of 63% (based on evaluation 
of 135 videos) [17]. An alternative CNN, by 
Urban and colleagues, was developed on a data-
set of 8641 images. The area under the receiver 
operating characteristic (AUROC) curve for 
polyp recognition was 0.991 with an accuracy of 
96%; this outperformed expert endoscopists [18] 
(Fig.  24.1). Wang and colleagues developed a 
CNN from 27,113 images and 192 recordings 
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with validation using 612 images [19]. Sensitivity 
and specificity were both greater than 90%, with 
evaluation at 25 frames per second. Lastly, a 
CNN designed to segment visualized polyps 
from background mucosa, developed from 912 
images, achieved accuracy of greater than 90% 
[20]. One can easily imagine how automated 
detection could improve endoscopist adenoma 
detection rate (ADR), decreasing the rate of 
interval cancers and resulting in improvement in 
overall patient outcomes.

 Optical Evaluation: Narrowband 
Imaging

NBI is the most extensively studied modality 
with regards to AI polyp characterization. Early, 
non-DL-based methods extracted a variety of 
features from images and were eventually able to 
achieve pseudo-real-time endoscopic character-
ization of adenomas [21–24]. DL AI techniques 
have only been recently applied. A DL model, by 
Byrne and colleagues, using 125 unaltered endo-
scopic videos was able to identify adenomas with 
a sensitivity and specificity of 98% and 83%, 
respectively [25] (Fig.  24.2). The negative pre-
dictive value (NPV) was 97% and the positive 
predictive value (PPV) was 90%. Another DL 
model, by Chen and colleagues, using 284 dimin-
utive polyps was successful in identifying hyper-

plastic or neoplastic polyps with a sensitivity of 
96%, specificity 78%, NPV 91%, and PPV 90% 
[26]. Both of these studies achieved PIVI-2 per-

Fig. 24.1 Frame shot of CNN overlaid on colonoscopy 
videos. A polyp is detected with greater than 95% confi-
dence when a green box is present. The location and size 
of the box are in accordance with the suspected polyp. The 

text in the upper left of the endoscopic image represents 
expert confidence of a true polyp. (Reprinted with permis-
sion from Urban et al. [18])

a

b

Fig. 24.2 (a) Evaluation of a hyperplastic polyp (NICE 
Type 1). The model displays the lesion type and probabil-
ity. (b) A conventional adenoma (NICE Type 2). Again, 
the type of lesion and probability are displayed. NICE, 
Narrow-Band Imaging International Colorectal 
Endoscopic. Reprinted with permission from Byrne MF 
et al. [25]. Open access article distributed in accordance 
with the Creative Commons Attribution Non-Commercial 
(CC BY-NC 4.0)

24 AI and Endoscopy: Future Perspectives



322

formance thresholds for the “diagnose and leave” 
strategy. Such models demonstrate how real-time 
characterization of polyps will allow endosco-
pists to decide not only which polyps warrant 
resection, but also on an optimal resection 
technique.

 Optical Evaluation: 
Chromoendoscopy, Endocytoscopy, 
and Confocal Laser Endomicroscopy

Chromoendoscopy non-DL AI models have been 
shown to improve endoscopic diagnostic capa-
bilities [27, 28]. Nuclear areas and microvessels 
have also been analyzed to identify neoplastic 
changes and detect invasive cancer [17, 29, 30]. 
A prospective study using endocytoscopy and 
non-DL AI methodology (EndoBRAIN, Cybernet 

System Co., Tokyo, Japan) involving 466 dimin-
utive polyps recently demonstrated an NPV of 
94% for characterizing rectosigmoid adenomas 
in real time [31] (Fig. 24.3). CLE and non-DL AI 
methods have been combined to diagnose adeno-
matous colorectal polyps and colorectal adeno-
carcinomas with accuracies of 90% and 85%, 
respectively [32, 33]. DL AI techniques have yet 
to be applied to these modalities.

 Optical Evaluation: Laser-Induced 
Fluorescence Spectroscopy (LIFS) 
and Autofluorescence Imaging (AFI)

LIFS and non-DL AI have been successfully used 
to differentiate adenomatous polyps [34]. 
Prospective studies have demonstrated  conflicting 
NPVs of 96% and 74%, respectively [34, 35]. For 

Real-time running CAD

Algorithm
Diminutive polyp

CAD

Feature extraction by texture analysis
(312 features)

Classifier powered by machine learning
(support vector machine)

Pathologic prediction
(neoplastic or nonneoplastic)

Endocytoscopy

CAD analysis

Example output

NBI mode Stained mode

NBI mode Stained mode

Neoplastic:

Nonneoplastic:

83%

17%

Neoplastic:

Nonneoplastic:

95%

5%

NBI

Fig. 24.3 Fully automated computer-assisted diagnosis 
is triggered by pushing the endoscope capture button. This 
algorithm analyzes texture, classifies the image, and then 

predicts pathology. Outputs are predicted as neoplastic or 
nonneoplastic, and a probability of diagnosis is provided. 
(Reprinted with permission from Mori et al. [31])
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AFI, the ratio of green to red fluorescence after 
stimulation can be used to identify images with a 
high likelihood of neoplasia. A prospective study 
of 102 colorectal lesions using non-DL AI and 
AFI demonstrated that a green/red cutoff ratio of 
1.01 could discriminate neoplastic from nonneo-
plastic lesions with sensitivity of 94% and speci-
ficity of 89% [36]. Again, DL methods have yet 
to be applied to either LIFS or AFI.

 Future Possibilities in Colonoscopy

Ongoing application of AI for use in colonoscopy 
is only limited by our imagination. Automated 
adenoma detection and characterization will 
eventually be integrated in a seamless workflow. 
However, we can envision beyond this immediate 
possibility. What if we could predict how fast any 
particular adenoma could grow into invasive car-
cinoma? What if we could model the behavior of 
possible malignancy and which local structures it 
may invade – and thus inform radiological inves-
tigations? Could we characterize adenomas that 
have been incompletely resected? Could optical 
image data be combined with clinical metadata to 
predict personalized surveillance intervals? 
These are interesting questions which deserve 
further exploration.

 Esophageal Neoplasia

 Identification of Barrett’s Esophagus 
and Esophageal Adenocarcinoma

Barrett’s esophagus (BE) is currently sampled 
via random biopsies resulting in relatively low 
per-lesion sensitivity of 64% for dysplasia detec-
tion [37]. The ASGE has endorsed IEE modali-
ties to carry out targeted rather than random 
biopsies, but NPV thresholds remain out of reach 
for nonexperts [38]. Non-DL algorithms based 
on texture and color for conventional endoscopic 
images as well as volumetric laser endomicros-

copy (VLE) have been used to characterize neo-
plastic lesions with sensitivities and specificities 
exceeding 90% [39, 40]. DL methods for BE and 
esophageal adenocarcinoma (EAC) are in early 
stages of development. A CNN, by Fonolla and 
colleagues, evaluated images from only 45 
patients; an AUROC of 0.96 was achieved [41]. 
Another CNN, by Ebigo and colleagues, trained 
on 148 WL and NBI images of 33 EACs as well 
as 41 images of nonneoplastic BE, was able to 
diagnose EAC with a sensitivity and specificity 
of 97% and 88% for WL images and 94% and 
80% for NBI images, respectively [42]. Thirteen 
endoscopists achieved sensitivity and specificity 
of 86% and 80%, respectively.

 Identification of Esophageal 
Squamous Cell Carcinoma

Identification of esophageal squamous cell car-
cinoma (ESCC) is currently limited by operator 
expertise, creating an opportunity for AI [43, 
44]. A non-DL technique using contact high- 
resolution microendoscopy (HRME) was able 
to identify malignant tissue effectively [45, 46]. 
A DL CNN, by Horie and colleagues, developed 
with 8428 images of esophageal cancer from 
384 patients, has demonstrated promising 
results [47] (Fig.  24.4). Testing on 1118 test 
images from 47 patients with cancer and 50 
patients without cancer revealed a sensitivity of 
98%. All lesions (n = 7) that were ≤10 mm in 
size were detected. Superficial cancer could be 
differentiated from advanced cancer with an 
accuracy of 98%. A CNN, by Everson and col-
leagues, based on intrapapillary capillary loop 
(IPCL) classification, was able to differentiate 
abnormal patterns with an accuracy, sensitivity, 
and specificity of 94%, 89%, and 98%, respec-
tively [48]. A CNN, by Kumagai and colleagues, 
developed for an endocytoscopic system trained 
on 1141 malignant and 3574 nonmalignant 
images was able to diagnose ESCC with an 
accuracy of 91% [49].
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 Gastric Neoplasia

 Identification of Gastric Cancer

The endoscopic presentation of early gastric can-
cer can be extremely subtle, making identifica-
tion difficult, especially amongst western 
endoscopists. Non-DL models applied to magni-
fying FICE and blue laser imaging (BLI) images 
have been able to detect early gastric cancer with 
accuracy, sensitivity, and specificity all exceed-
ing 80% [50, 51]. A CNN, by Hirasawa and col-
leagues, trained on 13,584 conventional 

endoscopic images was able to analyze 2296 test 
images in 47 seconds and correctly diagnosed 71 
of 77 gastric cancers with a sensitivity of 92% 
[52]. A CNN, by Ishioka and colleagues, utilizing 
videos of 68 cases of early gastric cancer, was 
able to detect 64 of 68 cancers with a median 
time of 1 second [53]. Another CNN, by Wu and 
colleagues, trained using 3170 still gastric cancer 
images and 5981 benign lesions diagnosed 
malignancy with an accuracy of 92%, outper-
forming 21 endoscopists [54]. A CNN platform, 
by Wu and colleagues, developed to improve gas-
tric cancer screening automatically detected 

a b

c d

Fig. 24.4 CNN-based diagnosis of esophageal cancer 
using WL and NBI. In images (a) and (b), the CNN recog-
nized cancer (white square) and was matched with the 
endoscopists’ diagnosis (green square). In image (c), the 

CNN was unable to diagnose cancer when in WL but was 
able to diagnose when switched to NBI in image (d) 
(white square). (Reprinted with permission from Horie 
et al. [47])
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blind spots and generated photo-documentation 
in a clinical trial of 324 patients and resulted in a 
15% reduction of missed sites [55]. This platform 
achieved this reduction by ensuring increased 
inspection times and completeness of photo- 
documentation. Millions of patients undergo 
upper endoscopy every year, but the quality of 
endoscopy varies significantly. High-quality 
endoscopy is known to improve health outcomes, 
and as such, platforms such as this which result in 
better quality of procedure will have a large posi-
tive impact on patients.

 Gastrointestinal Neoplasia

 Depth of Invasion Assessment

Minimally invasive endoscopic resection tech-
niques have revolutionized the management of 
gastrointestinal neoplasia. This includes endo-
scopic mucosal resection (EMR) and organ- 
sparing curative resection techniques such as 
endoscopic submucosal dissection (ESD) and 
endoscopic full-thickness resection (EFTR). To 
select the appropriate technique, the endoscopist 
must predict lesion depth of invasion, as this is a 
core component to organ-specific definitions of a 
curative endoscopic resection [56]. Optical eval-
uation is the primary method for predicting lesion 
depth of invasion, specifically for early cancers, 
due to the limitations of relying on lesion biopsy 
and radiologic evaluation. However, optical eval-
uation has demonstrated modest performance 
characteristic for clinically relevant depth of 
invasion stratification, even amongst experts. 
Therefore, AI platforms have been developed for 
the esophagus, stomach, and colorectum.

In relation to esophageal cancer, a CNN devel-
oped by Horie and colleagues using 8428 WL 
and NBI images was able to differentiate early 
(T1) from advanced (T2-T4) ESCC and EAC 
with accuracy of 98% [47]. Accuracy was higher 
for ESCC (99%) than EAC (90%). Another CNN, 
by Nakagawa and colleagues, trained on 8660 
nonmagnified and 5679 magnified WL, NBI, and 

chromoendoscopy images differentiated M-SM1 
(mucosal-submucosal) disease from SM2-3 dis-
ease in the esophagus with 91% accuracy and 
outperformed 16 endoscopists [57]. A CNN, by 
Zhao and colleagues, for differentiating esopha-
geal invasion depth based on IPCL classification 
had an accuracy of 89%, outperforming junior- to 
mid-level endoscopists [58].

Analysis of depth of invasion of gastric can-
cer has also been explored [59]. A CNN devel-
oped on endoscopic images from 344 gastric 
cancer patients demonstrated diagnostic accura-
cies of 77%, 49%, 51%, and 55% for T1, T2, T3, 
and T4 stages, respectively. Further advance-
ments by Zhu and colleagues resulted in an 
algorithm that was able to identify SM2 or 
deeper (>500-μm invasion into the submucosa) 
lesions with sensitivity of 76% and specificity 
of 96%, significantly better than the observed 
accuracy of 63% achieved by 17 endoscopists 
[60] (Fig. 24.5).

As for the colon, one platform has been devel-
oped to differentiate between adenomatous 
lesions and invasive cancer [30]. A total of 5843 
endocytoscopic images from 375 colorectal 
lesions were used to train the model, with 200 of 
these same images used for validation. The model 
had an impressive accuracy of 94%.

The future of depth of invasion assessment 
and determination is quite exciting. Not only are 
there implications for therapeutic procedures, 
but also for the basic biology of these lesions. 
Much of the biologic characterization of lesions 
has been conducted in fully developed malignan-
cies, specifically because such samples have 
been accessible after surgical resection. With 
appropriate depth characterization combined 
with EMR and ESD, early lesions will become 
available for study. Combining clinical, molecu-
lar, and radiologic data with features extracted 
from optical endoscopy may allow us to create 
AI models which exquisitely characterize these 
lesions and predict their behavior. In turn, such 
data will allow us to make even more informed 
decisions about which lesions warrant endo-
scopic resection.
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 Capsule Endoscopy

Capsule endoscopy (CE) is an operator- 
independent endoscopic modality intended to 
evaluate diseases of the gastrointestinal tract, 
although it is currently mostly used for evaluat-
ing the small intestine [61]. To date, colon cap-
sule endoscopy has proved challenging for the 
reader. Reading capsule endoscopies in general, 
even for small bowel, can be a monotonous and 
time-intensive task, given the examination length. 
Diagnoses can be missed, as pathology can be 
isolated to a single CE frame, manifesting in 
interreader variability [62].

 Organ Classification

Calculating small bowel transit, which is used to 
estimate a finding’s location, is based on identify-
ing the first part of the duodenum and cecum. 
This can be time consuming, and for the cecum, 
it can be difficult due to debris obscuring visual-
ization. A CNN to differentiate between stomach, 
small intestine, and colon, by Zou and colleagues, 
trained on 15,000 images, demonstrated accuracy 
of 96% [63].

 Lesion Detection

DL approaches for small bowel bleeding include 
a CNN by Xiao and colleagues, which evaluated 
10,000 images (2850 were positive for bleeding). 
This demonstrated an accuracy of 99% [64]. 
Another AI model, by Li Panpeng and colleagues, 
showed an accuracy of 99% when evaluating 
1300 bleeding images and 40,000 normal images 
[65]. A recent CNN model, by Leenhardt and col-
leagues, using 20,000 normal frames and 2946 
frames with vascular lesions, was able to identify 
angioectasias with an accuracy of 96% [66]. 
Sensitivity was 100%, specificity 96%, PPV 
96%, and NPV 100%. The reading time for an 
entire CE video was 39 minutes. This study dem-
onstrates that highly accurate diagnostic AI mod-
els have been developed, in capsule endoscopy.

Erosions and ulcerations remain the most 
commonly seen abnormalities during CE.  A 
recently developed CNN, by Aoki and col-
leagues, based on a single-shot multi-box detec-
tor, evaluated 10,440 test images in 233 seconds 
[67]. Sensitivity, specificity, and accuracy were 
88%, 91%, and 91%, respectively.

For the colon, AI-facilitated polyp detection 
by CE is less developed in comparison to optical 

Fig. 24.5 Endoscopic images and heatmaps generated 
during gastric depth of invasion assessment. The heatmap 
represents an attempt to identify which part of the endo-

scopic image was most crucial to identifying lesions as 
SM2 or deeper. (Reprinted with permission from Zhu 
et al. [60])
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colonoscopy. However, there is evolving work in 
this space. For example, a DL stacked sparse 
auto-encoder-based approach by Yan and col-
leagues, which used 4000 images from 35 
patients, detected polyps with an accuracy of 
98% [68]. Image features were also incorporated 
into analysis, with each image being labeled as 
turbid, bubble, or clear.

An interesting application of AI is the detec-
tion of hookworms [69]. A DL edge extraction 
methodology using 440,000 images from 11 
patients was able to detect hookworms with accu-
racy and sensitivity of 89% and 85%.

 Detecting Multiple Lesions

Multiple pathologies can be detected during 
CE. Development of an “all-in-one” algorithm 
requires software to detect all lesions concur-
rently. A three-phase approach for detecting 
multiple lesions at once such as angioectasia, 
ulceration, and mass lesions, points to such a 
possibility [70]. This model consisted of a 
weakly supervised CNN for abnormality clas-
sification, deep saliency detection to detect 
salient points, and iterative cluster unification 
to localize GI anomalies. The model demon-
strated good performance when a large dataset 
of 10,000 images was used. This approach 
demonstrates the potential for combining dif-
ferent aspects of the previously mentioned net-
works into a cohesive network with the potential 
to detect all gastrointestinal anomalies with a 
single AI platform.

 Other Potential Applications

CE is one of the fastest-evolving fields in endos-
copy, and its uses will likely expand beyond 
detection. The advent of AI-based methods to 
rapidly sort through the numerous frames 
obtained during CE and determine which ones 
are relevant may allow use of CE beyond just the 
small bowel. Indeed, if an AI algorithm could 
generate a 3D reconstruction by piecing high- 
quality images together, CE of the colon could 

also become widespread. CE is also commonly 
used to identify bleeding lesions which may be 
amenable to therapeutic modalities through small 
bowel balloon enteroscopy. If an AI algorithm 
could identify the suspect lesion during CE and 
match it to images obtained during enteroscopy, 
the endoscopist could be confident they were 
treating the appropriate lesion. This would lead 
to improved therapeutic rates and reduction in 
unnecessary procedures.

 Inflammatory Bowel Disease

 Endoscopic Severity, Mucosal 
Healing, and Histologic Healing

Endoscopic disease severity assessment in ulcer-
ative colitis (UC) is a key component of effective 
patient management. Classification systems have 
been developed, but interobserver variability is 
dependent on endoscopist experience [71]. DL 
models have attempted to automate this process. 
A CNN, by Ozawa and colleagues, was con-
structed using GoogLeNet architecture [72]. A 
total of 26,304 images tagged with the appropri-
ate Mayo score from 841 UC patients was used 
to train the model to differentiate normal mucosa 
(Mayo score 0) from a mucosal healing state 
(Mayo score 0 to 1). Validation was performed 
on 3981 images from 114 patients and demon-
strated an AUROC of 0.86 for identifying nor-
mal mucosa and 0.98 for identifying a mucosal 
healing state. A CNN, by Stidham and col-
leagues, was trained using 16,514 images from 
3082 UC patients to classify patients into a 
remission group (Mayo score 0 or 1) or a moder-
ate to severe disease group (Mayo score 2 or 3) 
[73]. A set of 30 full- motion colonoscopy vid-
eos, unseen by the model during the training 
phase, were partitioned into frame-by-frame still 
images that were used for final validation. The 
AUROC for distinguishing the two groups from 
each other was 0.97, with sensitivity of 83% and 
specificity of 96% (Fig.  24.6). Model perfor-
mance was similar to experienced reviewers 
when grading UC severity. The fact that the 
model could achieve these outcome metrics from 
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still images obtained from 30 external videos 
points towards its real-world applicability. The 
next step in development would be to apply such 
technology in real-time endoscopy.

Patient outcomes are also predicated upon his-
tologic disease activity. In UC, persistent histo-
logic inflammation despite mucosal healing on 
endoscopy increases the risk of disease exacerba-
tion and dysplasia. A non-DL system, by Maeda 
and colleagues, using magnification endocytos-
copy and still images has been able to predict his-
tologic inflammation with an accuracy of 91% 
[74] (Fig. 24.7). Sensitivity and specificity were 
also at acceptable with values of 74% and 91%, 
respectively.

 Central Reading of Endoscopy 
in Inflammatory Bowel Disease Trials

As technology for automated classification and 
assessment of mucosal healing evolves, it is 
likely to find use beyond routine clinical practice. 
A prime example is central reading of endoscopy 
(CROE) in IBD trials [75]. Currently, a central 
group of expert endoscopists assesses endoscopic 
disease activity in pharmaceutical clinical trials. 
Such an approach theoretically minimizes bias 

and variation when compared to letting individ-
ual centers assess disease activity. Results deter-
mine which patients qualify for trials as well as 
the efficacy of experimental interventions. 
Controversy exists about the ideal manner in 
which to implement CROE, with variations in 
blinding, number of readers, and how to reach 
diagnostic consensus. Although this has not been 
evaluated in the literature, it is not difficult to 
envision how a DL algorithm could overcome 
these limitations. At the very least, this approach 
could help standardize the process and improve 
efficiency.

 Reclassification of Disease Activity

IBD management is dependent on the assessment 
of disease activity both clinically and endoscopi-
cally. At present, endoscopic classification is 
mainly limited to 3 disease severities (Mayo 
Score) based on endoscopic assessment by the 
human eye. Interestingly, we do not take into 
account the total surface area of bowel affected. 
For example: Is a bowel with 50% of its area 
affected by Mayo 3 activity the same as a bowel 
with only 10% affected? Most likely not. In real-
ity, endoscopic disease activity may be much 
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Fig. 24.6 Ability of a CNN to discriminate between 
endoscopic remission (Mayo 0 or 1) and moderate or 
severe disease (Mayo 2 or 3). The CNN had an AUROC of 
0.97 using both the reference colonoscopy images (a) and 

on a separate set of images from colonoscopy videos not 
used for model building (b). (Reprinted with permission 
from Stidham et al. [73]. JAMA Network Open)
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more complex than we currently realize. DL algo-
rithms should be able to determine the amount of 
bowel surface affected and analyze thousands of 
subtle image features. This then raises the ques-
tion of whether AI assessments will be able to 
provide scales of disease severity that have more 
clinical relevance than our current methods. We 
believe the increased sensitivity of such assess-
ments will lay the groundwork for improved anal-
ysis of IBD disease activity, with significant 
implications for future pharmacologic regimens. 
Perhaps in the future, AI-based methods of assess-
ment will help us stratify disease in a manner that 
refines therapeutic regimens to a degree of preci-
sion not yet imaginable. In fact, in many aspects 
of disease, AI will provide the gateway towards 
personalized and precision medicine.

 Other Applications of Artificial 
Intelligence

 Identifying Helicobacter pylori 
Infection

Helicobacter pylori (HP) infection can precipi-
tate intestinal metaplasia and is a known risk fac-
tor for gastric cancer. The sensitivity and 
specificity of white light endoscopy is, at best, 
62% and 89% for detecting HP, therefore creat-
ing opportunity for AI to improve detection [76]. 
CNNs have been able to detect HP infection with 
sensitivities and specificities exceeding 85% [77, 
78]. Advances have thus far led to development 
of a CNN by Shichijo and colleagues trained on 
32,208 images with sensitivity and specificity of 

Fig. 24.7 Algorithm 
used during 
endocytoscopy to predict 
histologic activity. The 
algorithm first 
performed texture 
analysis (a) and then 
classified images using a 
support vector machine 
(b). The output (c) 
resulted in a diagnosis of 
“healing” or “active” 
with an associated 
diagnostic probability. 
(Reprinted with 
permission from Maeda 
et al. [74])
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89% and 87%, respectively [79]. Diagnostic time 
was 194  seconds. Test images were also evalu-
ated by 23 endoscopists who demonstrated sensi-
tivity, specificity, and diagnostic time of 79%, 
83%, and 230  minutes. A recent prospective 
study compared how a DL algorithm performed 
when it was used for WL, BLI, or linked color 
images (LCI) [80]. Patients were enrolled pro-
spectively and still images using each modality 
were taken during endoscopy. Still images were 
then subsequently analyzed by the algorithm. 
The AUROC was 0.66 for WLI, 0.96 for BLI, and 
0.95 for LCI.

 Gastrointestinal Bleeding Triage

AI-based methods have been developed to triage 
gastrointestinal (GI) bleeds [81]. A recent 
gradient- boosting ML model using retrospective 
clinical data was able to identify patients who 
met a composite endpoint of hospital-based inter-
vention (transfusion or hemostatic intervention) 
or death within 30 days, with an AUROC of 0.90, 
outperforming clinical scores (Glasgow- 
Blatchford, Rockall, and AIMS65) [82]. Data 
used in this model included patient characteris-
tics, clinical variables, and biochemistry, and 
sensitivity at identifying low-risk patients was 
100%. A recent systematic review examining AI 
to triage GI bleeds found that none of the included 
studies used endoscopic image analysis as part of 
the assessment [83]. Risk of rebleeding has also 
been evaluated using AI models, but again, based 
on clinical data rather than endoscopic images 
[84]. Risk of rebleeding due to lesions such as 
ulcers is generally assessed endoscopically by 
the Forest Classification [85]. Given the increas-
ing use of AI, is it not unreasonable to imagine 
that bleed severity and risk of rebleed could be 
assessed via AI at time of endoscopy? Perhaps 
risk of rebleed risk could also be determined after 
endoscopic therapy. Furthermore, this type of 
analysis could extend to all etiologies of GI 
bleeding, rather than the sole classification cur-
rently used for ulcers.

 Geo-Localization

A critical aspect of endoscopy is reassessment 
after intervention. Scar evaluation is an essential 
component for the management of gastrointesti-
nal neoplasia, given the frequency of recurrence 
[86, 87]. Moreover, scar biopsy is commonly 
performed due to the potential for “invisible” 
recurrence [88]. However, even amongst 
experts, scar evaluation can sometimes be diffi-
cult. The previously mentioned examples of 
landmark recognition during endoscopy open 
up the possibility of geo-localization [89]. An 
algorithm could identify signature features and 
landmark the area. On repeat endoscopy, the 
algorithm would alert the endoscopist when the 
area of interest has been reached. This would 
allow for accurate reassessment after interven-
tion. Combining this technique with those 
already discussed would allow seamless reas-
sessment of scar evaluation and other disease 
processes of interest.

 Endoscopic Ultrasound

Endoscopic ultrasound (EUS) is a rapidly evolv-
ing area of endoscopy with applications such as 
choledocholithiasis [90] and pancreatic neoplasia 
[91]. Its evolution as a diagnostic and therapeutic 
modality makes it a prime area for the assimila-
tion of AI. DL algorithms have predicted whether 
intraductal papillary mucinous neoplasms 
(IPMNs) detected via EUS were malignant or 
benign [92]. Accuracy of malignant prediction 
using AI was 94%, compared to a human diag-
nostic accuracy of 56%. DL algorithms have also 
been used to predict the malignant potential of 
pancreatic cysts based on fluid obtained via EUS 
sampling [93]. Accuracy of prediction by the AI 
model was 93%, outperforming both CEA (61%) 
and cytology (48%).

EUS has also been used for elastography, the 
measure of hardness and straining of a tissue. A 
CNN for EUS elastography was able to differen-
tiate malignant from benign masses with accu-
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racy of 90% [94]. A prospective, blinded, 
multicenter study of 258 patients based on this 
technology was able predict focal pancreatic 
lesions with an AUROC of 0.94 [95]. Sensitivity, 
specificity, PPV, and NPV were 88%, 83%, 96%, 
and 57%, respectively. It should be noted that 
analyses in this study were not real time. Video 
recordings were captured during endoscopy and 
then analyzed by the algorithm afterwards.

 Quality Indicators and Automated 
Reporting

Quality of colonoscopy is determined by tracking 
of metrics such as cecal intubation rate, with-
drawal time, and adenoma detection rate (ADR) 
[96]. Automated recording of insertion time, 
withdrawal time, and cecal intubation rate has 
been demonstrated with similar agreement when 
compared to expert endoscopists [97]. Further 
additions to automated reporting have included 
real-time ADR, recommended surveillance inter-
val, tools used, and interventions performed [98]. 
Complete generation of endoscopy reports using 
CNN algorithms continues to be worked on with 
promising results [99]. Automated generation of 
such reports promises to save time, improve effi-
ciency, and minimize variation of reporting 
between endoscopists. To date, quality metrics 
are tracked postprocedurally but cannot be used 
to improve intraprocedural performance [100]. 
However, the recently described EndoMetric 
Automated-RT computer system gives feedback 
on mucosal inspection during endoscopy by 
identifying blurry frames, quantifying debris in a 
frame, and measuring the endoscopist’s effort in 
inspecting the mucosa [101]. Prospective evalua-
tion of the system demonstrated that its use led to 
increased effective mucosal visualization, 
increased removal of debris, and a longer with-
drawal time [102].

Effective assessment of bowel preparations is 
also important. In this regard, a recent CNN 
model was developed using the Boston Bowel 
Preparation Score (BBPS) to distinguish whether 
image frames were of adequate (BBPS of 0 or 1) 

or inadequate (BBPS of 2 or 3) quality [103]. The 
accuracy of the model was 97% in this binary 
fashion, but it had difficulty with multinomial 
classification (classifying into 4 separate BBPS 
labels). Regardless, future application of such a 
system in real time could have implications for 
global preparation scoring and could be used in 
clinical studies. Lastly, a comprehensive, real- 
time, automated quality control system (AQCS), 
based on a deep CNN, has been developed to 
track withdrawal time, supervise withdrawal sta-
bility, evaluate bowel preparation, and detect pol-
yps [104]. A prospective randomized trial of this 
AQCS significantly increased ADR and with-
drawal time, again pointing to the benefits of 
technology aimed at quality assurance during 
colonoscopy.

 Ethical, Regulatory, and Data Issues

The era of “big data” promises to influence 
healthcare in numerous ways [105]. AI in endos-
copy is undoubtedly part of this movement, 
requiring large amounts of endoscopic images 
and videos as data. However, implementing 
advanced technology that continuously evolves 
based on increasing quantity of available data 
presents several challenges not yet encountered 
in the healthcare arena. Consideration must be 
given to emerging issues such as approval, regu-
lation, data storage, and ethics.

 Regulatory Approval 
and Surveillance

Regulatory agencies will need to adapt their pol-
icies as AI technologies become increasingly 
complex [106, 107]. DL algorithms, by defini-
tion, will continue to learn from new data as it 
becomes available. Technologies may take on 
new abilities and diagnostic parameters after 
original approval. This plasticity has caused 
debate as to how these technologies should be 
monitored after approval. Although postmarket 
surveillance is commonplace to record adverse 
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events, surveillance for performance parameters 
of technology is not. AI technologies are not 
without error, and algorithms can learn incorrect 
patterns [108]. Because of the “black box” nature 
of how AI algorithms function, AI-literate staff 
will need to be trained to carry out surveillance 
[109]. An additional component of AI develop-
ment will be the dataset itself. As the function 
and quality of any AI algorithm is entirely depen-
dent on the quality of data it learns from, regular 
auditing of data will be necessary. Data quality 
should be monitored during the iterative learning 
cycles of AI development, but also after approval 
given ongoing changes to the system. Large 
quantities of data will make this a difficult task 
requiring collaborative effort between healthcare 
systems, commercial parties, and governmental 
organizations.

In keeping with these requirements, the Food 
and Drug Administration (FDA) recently 
released a package of new guidance documents 
detailing how it plans to regulate software 
designed to aid clinical decision making [110]. 
Low-risk software, for example, mobile appli-
cations used to help manage nonserious condi-
tions with the aid of a physician, will not be 
regulated. Rather, oversight will focus on soft-
ware used in serious or critical situations, as 
well as  machine- learning- based algorithms. 
Because the intended user (endoscopist) may 
not fully understand the underlying mechanisms 
by which an algorithm comes to a decision, DL 
models in endoscopy may be regulated as medi-
cal devices.

 Infrastructure and Maintenance

Greater availability of data also necessitates the 
creation of suitable infrastructure both for data 
storage and workflow integration [111, 112]. Will 
data be stored in-house due to privacy concerns? 
Or will the vast amount of data not make this a 
feasible option and necessitate cloud-based stor-
age? Also, will AI algorithms be installed locally, 
or will they be cloud-based applications? It may 
be fair to say that the development of AI algo-

rithms has outpaced the hardware capacity 
needed to implement such algorithms and associ-
ated data capture in real time on a larger scale. 
The advent of new technologies, such as 5G 
[113] and edge computing [114], may allow for 
locally accessible supercomputer AI options 
while maintaining connection to a larger cloud- 
based databank. Still, many questions remain 
unanswered. Will competing commercial organi-
zations offer stand-alone AI algorithm work-
flows? Or will organizations develop algorithms 
that will be “plug and play,” seamlessly integrat-
ing into current workflows? Lastly, individual 
organizational policies may play a role into how 
this aspect of the field evolves. Individual health-
care institutions may have little incentive to front 
the financial burden of developing advanced 
infrastructure. They may also be concerned about 
data privacy when evaluating centralized cloud- 
based solutions. Ultimately, there will need to be 
a collaborative effort between healthcare and 
commercial organizations to develop a suitable 
infrastructure and to decide on the policies 
required for effective workflow integration.

 Data Privacy and Consent

If AI technologies begin to routinely diagnose 
lesions, the images will have to be stored for a yet 
undetermined period of time in order to ensure 
quality. Such images may have to be recovered 
periodically for reexamination in some 
instances  – such as suspected misdiagnoses or 
medical-legal challenges. In all likelihood, stored 
data will also be of interest for commercial 
efforts. This need for archival data access may be 
at odds with patient’s wishes to keep her/his data 
private [115]. In a world where organizations 
have been heavily scrutinized for using consumer 
data without consent, the medical community 
must be wary of the inherent inclination to pro-
ceed in this manner [116]. Even today, physicians 
routinely record endoscopic procedures without 
explicitly obtaining consent for storage. If data 
storage grows exponentially, potential for privacy 
breaches will probably increase substantially. 
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Without appropriate regulatory oversight, 
breaches could result in serious consequences – 
such as insurance discrimination, policy cancel-
lation, or worse.

If we are to store data for AI algorithm train-
ing, we may need to begin incorporating regular 
consent for its storage and use into daily practice. 
Perhaps, as physicians, we could learn from our 
scientific colleagues in the sphere of genomics, 
who have been successful with biobanks [117]. 
Of course, data privacy concerns in healthcare 
will extend far beyond endoscopy. Healthcare 
organizations may need disclaimers for data stor-
age, similar to how users for social media sites 
sign disclaimers for data use when first creating 
an account. However, this situation is in a state of 
rapid flux at the time of this writing.

 Data Ownership and Processing

Who will own the data? Patients? Healthcare 
organizations? Commercial partners [118]? Even 
now, patients usually have access to recorded 
endoscopic pictures but do not own the data. 
Healthcare organizations may wish to own the 
data in order to ensure security, while commer-
cial partners may wish to own data in order to 
improve their algorithms. If data is to be anony-
mized before use for AI development, will com-
mercial organizations be required to purchase 
anonymized data sets? And if so, who will anony-
mize the data? One might conceptualize that un- 
anonymized data could actually be used to 
effectively generate patient-specific clinical 
insights or track patient progression over a long 
period of time. This, in itself, may create even 
more complicating issues with regards to owner-
ship. All of this data will certainly be of value, 
and there will likely be financial implications sur-
rounding data anonymization, data transfer, and 
data processing. In the future, we expect that new 
organizations may be formed, in which each 
address unique aspects of this data chain. For 
example, it is not unreasonable to expect to see 
start-up companies which provide secure data 

encryption or anonymization of data prior to its 
use in algorithm development.

 Autonomous Technologies

AI algorithms are disruptive technologies, both 
for gastrointestinal endoscopy and the health-
care system at large. Successful adoption of 
such technologies will be reliant on appropriate 
education and AI literacy of those involved 
[119]. Most AI-based technologies have 
emerged as clinical support tools, serving as 
adjuncts to help clinicians improve diagnostic 
performance and patient outcomes [120]. There 
has long been concern that autonomous AI tech-
nologies may replace certain healthcare staff 
altogether, but at this point in time, this does not 
seem to be the case. Currently developed and 
emerging technologies display what the Society 
of Automotive Engineers (SAE) terms level 2 
autonomy (on a scale of 5): a technology that 
aids performance but requires an ever-present 
human operator [121, 122]. Level 3 would be a 
technology that fully completes a task (e.g., a 
capsule endoscopy read-out) and where the 
human operator could review and confirm 
results afterwards. Level 5 describes full auton-
omy without need for human intervention, a 
scenario that not likely to transpire in the near 
term, given current technological understand-
ing. However, if healthcare technologies were 
ever to advance to such an extent, it would be 
our responsibility as clinicians to determine 
their limits and ensure regulation.

 Conclusion

AI technologies will revolutionize healthcare. 
The field of endoscopy has already begun to 
change, and improvements will no doubt con-
tinue at a rapid pace. The examples highlighted in 
this chapter point to how these technologies will 
democratize advanced endoscopic skills to 
healthcare practitioners at large. Patients will 
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benefit in terms of earlier and more accurate 
diagnoses, as well as improved therapy. It will be 
up to us as a profession to ensure that any rapid 
developments occur ethically, with patient safety 
always at the forefront of mind. Regardless, we 
should be very excited about this “brand-new 
world” of AI in endoscopy. We have already 
passed the first inflection point.
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Explainable AI for the Operating 
Theater

Frank Rudzicz and Shalmali Joshi

Machine learning (ML) can now be deployed at 
multiple stages of a surgical workflow. However, 
prediction models deployed in the workflow have 
limited utility unless they also provide actionable 
insights. This chapter reviews tools in explain-
able AI (XAI) research that can help bridge this 
gap. Explanations for an ML tool depend on sev-
eral factors, including where the model is 
deployed in the surgical workflow, the specific 
decision support it is intended to provide, and the 
appropriate representation that is most beneficial 
in the specific setting. We therefore provide an 
overview of state-of-the-art XAI methods catego-
rized by the type of explanation provided. Each 
explanation type is contextualized within poten-
tial operative scenarios, including potential short-
comings of each method. Further, an explanation 

may not be intended for just clinical end use but 
serve other purposes like retrospective or pro-
spective AI model debugging before deployment. 
Finally, we provide requirements of a good 
explanation to serve as a guideline of how these 
methods should be vetted for deployment.

 Introduction

As machine learning is increasingly deployed at 
multiple stages of a patient’s trajectory through a 
surgical clinical workflow, these tools need to be 
augmented to allow clinicians, surgeons, educa-
tors, and administrators to interpret the outputs of 
such models. These interpretations allow stake-
holders to calibrate trust in the model and enhance 
the actionability of the ML tool. The interpreta-
tions here concern specific decision outputs of a 
model rather than explaining overall model 
behavior in terms of an arbitrary summary statis-
tic. Explaining overall model behavior is more 
closely related to the simulatability [1] of the 
model, whereby a human can process precisely 
how a model may be processing the input to pro-
vide the outcome. We do not concern ourselves 
with such models in this chapter and instead 
focus on models that may assist reliable justifica-
tion to aid actionable interventions. For example, 
simply predicting a high risk of an intraoperative 
hemorrhage (or similar adverse event) a few min-
utes in advance can be insufficient. Rather, the 
ML model should provide information regarding 
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the precise anomaly in the procedure that may 
lead to a change in its estimated risk of blood 
loss, allowing surgeons in the operating theater 
(OT) to take appropriate preventive measures. 
Recent arguments suggest how explainability can 
enhance decision support for preemptive man-
agement of surgical adverse events [2, 3]. Indeed, 
explanations can help to retrospectively improve 
workflow management and improve interaction 
between the ML tool and the clinicians who use 
it, which is necessitated by an increased use of 
ML in surgical settings [4]. Some of the most 
promising venues where explainability can help 
end users include reliable preoperative clinical 
decision support and augmenting ML-based 
intraoperative adverse event prediction.

Explanations augment conventional statistical 
metrics in several ways. For instance, explana-
tions are often intended to be more personalized, 
characterizing patient-specific measures. 
Explanations related to characterizing uncer-
tainty can be provided for individuals, as opposed 
to over the population sample characterized by 
confidence intervals. Additionally, conventional 
evaluation measures may serve as good indica-
tors of whether a model is deemed safe to be 
deployed. On the other hand, explanations can 
serve multiple purposes when an ML model is 
deployed, potentially in real time. That is, an 
explanation may augment decision support, help 
clinicians calibrate their trust in the model for the 
case at hand, or even curate similar case studies 
from millions of other records for reference.

Considering these motivations, we organize 
the chapter as follows. We describe state-of-the- 
art XAI tools developed in literature and contex-
tualize their utility for preoperative, inoperative, 
and postoperative hospital procedures. We con-
sider different modalities of data and potential 
prediction tasks commonly considered in AI sur-
gical literature. We suggest characteristics of a 
good explanation and describe limitations of 
each method. The chapter is organized around a 
case study of a patient who requires surgery, as 
determined by a preoperative AI-based decision 
support tool. An intraoperative surgical tool pre-
dicts the possibility of an adverse event, such as a 
hemorrhage. Note that we only focus on the sub-
area of explanation so far as its applicability to 

surgical end users is concerned. This requires that 
such methods be reliable, intuitive to users, and 
thoroughly evaluated.

 Preliminaries

Consider a machine learning (ML) model that 
predicts the risk of an intraoperative hemorrhage 
for a patient as in Fig. 25.1. Let x ∈ X represent a 
vector of patient features (i.e., independent input 
variables) in domain X monitored in real time 
(including, but not limited to, cardiogram output, 
blood pressure, temperature, arterial blood oxy-
gen levels, intracranial hemoglobin levels, and 
blood pressure). Let y ∈ Y represent the model’s 
prediction label (i.e., dependent output variable). 
For instance, Y may be specified as “low risk, high 
risk” for our particular task. Let p(y  |  x) be the 
probabilistic risk of hemorrhage, estimated by the 
ML model. This probability may be passed 
through a threshold to determine the nominal 
label y. In essence, even a complex deep neural 
network is a function that maps input features to 
the outcome label y, usually by minimizing the 
empirical estimate of the risk within some fixed 
function class f ∈  F. Example cost functions l 
include approximations of the zero-one loss or l2 
loss for regression [5]. Note that this framework 
can easily be modified for predictions over time, 
but for simplicity, we do not elaborate on that 
here. When such a model is deployed, an estimate 
of risk is not necessarily sufficient to provide util-
ity, especially in time-constrained settings like 
surgery. For example, surgeons may benefit more 
from knowing why the risk of hemorrhage has 
increased in the past 2 minutes of operation and 
what they could do to manage the situation. In the 
preoperative surgery setting, X may include a 
biopsy report, knee X-rays, or MRI scans to 
decide whether, for example, an osteoarthritis 
patient requires knee replacement surgery (i.e., 
the label here indicates whether the patient needs 
surgery) [6, 7]. In this example, a localized region 
of the image, on which the model primarily based 
its prediction, is useful to know. In the following, 
we describe some of the more general state-of-
the-art methods that may be useful in surgical set-
tings to provide such functionality.
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 Overview of Methods

Explanations can serve multiple functionalities – 
inasmuch as augmenting model predictions are 
concerned. Therefore, an appropriate representa-
tion of an explanation is better determined with 
respect to the classification task, specifically. 
Here, we categorize different kinds of explana-
tions into a few major groups, each providing dif-
ferent functionality. Within each category, we 
describe methods that may be useful for different 
data domains, such as images, time series, or 
sequential data.

 Feature Importance

Feature importance refers to identifying the sub-
set of attributes that drive a model’s prediction, 
generally most associated with a change in the 
estimate of p(y| x). For example, for a model that 
monitors the intraoperative risk of hemorrhage 
[7], whenever the risk changes to critically high, 
highlighting potentially relevant features can 
allow early intervention or even prevention. Such 
feature importance methods should highlight fea-
tures relevant to the specific patient and their out-

come. Note that determining feature importance 
does not imply causal relationships between 
those features and predictions; rather, the associ-
ation p(y| x) is affected by potential perturbations 
on, or removal of, the features. Figure 25.2 shows 
an abstract illustration of feature-based explana-
tions for different data domains.

 Feature Importance 
for Cross-Sectional Data
These methods are usable in intraoperative as 
well as postoperative retrospective data. INVASE 
[8], LIME [9], and Shapley values [10] are some 
of the known methods for deriving feature impor-
tance for an individual sample. LIME and 
Shapley values primarily approximate a classifier 
locally around the sample whose relevant fea-
tures we wish to highlight, in order to derive fea-
ture importance. These methods have recently 
been used to augment models that predict the risk 
of intraoperative hypoxemia due to anesthesia 
[11]. The INVASE method, on the other hand, 
learns to select the subset of relevant features by 
approximating the conditional distribution p(y| x) 
with that obtained from a selected feature subset 
for each sample. Recently, a deep learning neural 
architecture called an attention mechanism [12] 

Risk of hemorrhage in the next 5 minutes

History of coagulopathy

Detected bleeding
in intra-thoracic cavity

Lowering haemoglobin level

Other

t

Fig. 25.1 XAI- 
augmented surgical 
workflow for 
intraoperative 
hemorrhage prediction
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has been demonstrated to show such explainabil-
ity by highlighting relevant features, although 
there are caveats.

For example, Jain and Wallace and Pruthi 
et  al. [13, 14] established that the correlation 
between weights learned by attention models and 
gradient-based feature importance is low, and 
perturbations in attention weights lead to modest 
changes in model output. This architecture is 
known to be especially suitable and competitive 
for complex structured and unstructured data 
such as sequences [15], images [16], and time 
series data [17, 18]. This is an attractive property, 
as the ML model to which it is applied would not 
need to be augmented with any other auxiliary 
mechanisms to generate explanations. However, 
each method has a different mechanism of obtain-
ing the most relevant feature for prediction and 
thereby differs in the clinical relevance of such 
explanations. As such, we recommend deploying 
such methods with caution. When the highlighted 
features do not reflect clinical relevance, inter-
ventions based on explanations can be ineffective 
and potentially actively harmful. As suggested in 
Fig. 25.2, feature importance methods can high-
light which aspects of the intraoperative proce-
dure may be driving the model prediction to 
increased risk of hemorrhage.

If the model has been trained only on patient 
data collected during intraoperative monitoring, 
any feature importance method will only high-
light features within the subset of features being 
monitored. Some of these features may change 
over time, thereby requiring the identification of 
the precise times at which a change in a feature 
resulted in potential changes to risk. However, if 
the ML model has been augmented with other 
data sources, like patient history, the methods 
may highlight a potential rare disorder, like 
hemophilia that increases the patient propensity 
for hemorrhage. On the other hand, this informa-
tion is relevant, but not critical to highlight 
throughout the procedure, as it is a static, albeit 
relevant, feature. Any good explanation algo-
rithm should highlight static relevant features 
preoperatively or at the beginning of the surgical 
procedure, preempting surgeons to take the right 
precautions, but avoid highlighting it throughout 
the procedure as it may be distracting without 
being actionable.

 Feature Importance for Medical 
Imaging
For medical imaging data, like radiographs or 
MRI, a carefully segmented group of pixels can 
help identify the region of the image driving the 
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Fig. 25.2 Feature importance for different data domains

F. Rudzicz and S. Joshi



343

model prediction [19, 20]. Augmenting surgical 
instruments with such technology has the poten-
tial to improve data collection [21] by focusing 
on relevant views in laparoscopic surgeries or 
even improve diagnoses [22]. Some of the most 
well-known methods that highlight localized 
regions of importance rely on a fundamental 
method called saliency maps. Saliency methods 
attribute importance by evaluating how regional 
perturbations affect the model outcome [23–26]. 
As with other XAI methods, saliency maps 
should also be utilized or deployed with caution. 
Recently, Adebayo et  al. [27] outlined require-
ments of good saliency methods, applicable to 
natural images, and more recent work has 
attempted to meet these necessary conditions 
[28]. This is still an area of active exploration, 
and its extensive applicability to medical imaging 
is a burgeoning area of research. For instance, 
saliency methods have been augmented for 
potential preoperative screening in tumor detec-

tion [29] and efficient retrieval for radiographs 
[30]. Wen et  al. [31] demonstrated that, with 
modality-specific fine-tuning, conventional 
saliency methods in literature can provide rea-
sonable heatmaps of clinically relevant regions 
for chest computed tomography (CT), chest 
X-ray images, and whole-body positron emission 
tomography (PET). However, these methods do 
not compare the more recent AI-based techniques 
generating saliency maps. Since such methods 
have not been extensively evaluated for surgical 
data and as surgical data explanations require 
domain expertise for evaluating correctness of 
the explanations, we demonstrate the kinds of 
explanations generated by such methods for a 
sample natural image in Fig. 25.3; Fig. 25.3a is 
the original sample. The AI model is meant to 
classify two subtypes of elephants (Africa, 
Indian) in the image to the class “African ele-
phant”; here, the ears are the primary distinguish-
ing factor between these subtypes. The 

a b c

d e f

Original Image LIME [7] Saliency: Taylor
Decomposition [25]

Prototype 3 [47]Prototype 2 [47]Prototype 1 [47]

Fig. 25.3 Image domain explanations. Top row (a–c): Feature-importance-based explanations. Bottom row (d–f): 
Explanations using examples
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non-saliency-based explanation, LIME [9], 
(Fig. 25.3b) highlights super pixels that are most 
relevant for the classifier in determining its pre-
diction. Figure 25.3c is a saliency based on Taylor 
decomposition and highlights edges around the 
ears and tusks. Figure 25.3d–f is addressed later; 
see Examples for Model Debugging.1

Closely related to saliency, but serving a com-
plementary purpose, is image segmentation in 
which images are partitioned into regions of 
importance (e.g., background, foreground, and 
specific objects in the foreground). This is a fun-
damental problem in robot-assisted surgery to 
track instruments using videos [32–34]. Recently, 
novel deep neural architectures have been devel-
oped that segment and track each individual 
object, called Mask R-CNN [35]. The Control & 
Mechatronics Lab at National University of 
Singapore demonstrated its utility for segmenting 
surgical robotic instruments.2 Evaluating such 
methods is far easier compared to saliency meth-
ods due to ease of obtaining the ground truth 
annotation.

 Feature Importance 
for Longitudinal Data
For time series data, as in real-time detection of 
adverse events, methods that highlight which fea-
tures drive the model prediction are significantly 
rarer. Attention-based neural networks designed 
exclusively for time series data [17, 18] have 
some utility for prediction tasks in the ICU, such 
as mortality and length of stay, and an extension 
of Shapley values [10] has identified adverse risk 
of hypoxemia during anesthesia in surgery.

 Explanations Using Examples

Explanations need not just highlight features that 
drive a model prediction. In fact, they can also 
potentially highlight which patients in the surgi-
cal cohort are responsible for model prediction or 

1 For more details, see https://github.com/ArnoldYSYeung/
interpretable_ml_showcase.
2 https://github.com/SUYEgit/Surgery-Robot-Detection-
Segmentation

most similar to the current patient under 
 consideration. This can be effective for preopera-
tive clinical decision support and has been dem-
onstrated by a few empirical studies. For instance, 
effective retrieval of visually similar images of 
tissue biopsies can be useful in augmenting the 
clinical workflow [36]. The result is that both 
clinical decision-making and AI models them-
selves can be improved. Additionally, explana-
tions can come in the form of understanding 
which patients a classifier is most likely to clas-
sify well and those for whom it does not.

 Patient Similarity
Context-based image retrieval [37–39] identifies 
similar patients from massive cohort histories to 
support clinical decision-making. This is useful 
for clinicians, as “similar” patients can under-
standably receive similar surgical interventions, 
by highlighting rare but similar cases and poten-
tially highlighting consistencies that may be 
overlooked. Recently, deep learning methods 
such as convolutional neural networks have been 
used for this purpose [36]. When provided as an 
explanation, such a method can highlight patients 
that the AI model would classify similarly. In the 
medical field, where precedent often matters, a 
model that does this reliably can potentially pro-
vide precedent and justification for a specific sur-
gical decision when based on an AI tool. However, 
capturing the most clinically applicable notion of 
similarity is challenging for machine learning 
methods but can be successful when results are 
refined by clinical experts [36]. Therefore, such 
methods can be used to understand whether a 
model is predicting reliably. Other than preopera-
tive decision-making support, explanations that 
provide examples can serve debugging purposes 
for ML models deployed in surgery. We review 
some of these below.

 Examples for Model Debugging
An adversarial example is a sample that is similar 
to another in the training set (most likely visually 
indecipherable or without any discernible clinical 
difference) but predicted to have a different out-
come by the AI model. An adversarial attack is 
the process of creating such examples. The sim-
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plest attack is to add additive noise δ to the origi-
nal example x until the model predictions change 
on the synthetic example x  +  δ [40]. This, and 
more sophisticated attacks, can help explain 
whether model predictions are truly relying on 
clinically relevant features or are merely sensitive 
to surface detail. Recently, such examples have 
demonstrated shortcomings of AI diagnostic 
models trained on chest X-ray, fundoscopic, and 
dermoscopic images [41–44] and nonsurgical 
medical data like electronic health records [45]. 
However, such examples are known to be unreal-
istic. Counterfactual examples have been identi-
fied as providing similar functionality but with 
images from the training cohort itself, albeit clas-
sified differently [46]. These methods are not yet 
extensively applied for surgical decision support 
debugging.

Yet another way of debugging an AI model is 
to evaluate which examples a model may be rely-
ing on most for a particular surgical case. For 
example, suppose a model suggests an increased 
risk of intraoperative bleeding, but the adverse 
event actually did not occur. For retrospective 
analysis, it is useful to identify which examples 
the model relied on most during training, to 
update its risk estimate. Such examples can be 
used to detect unexpected biases in the training 
data or procedure or to highlight spurious corre-
lations the model has learned (like predicting a 
high risk for all patients older than 70, without 
discerning individual characteristics). This can 
be done using a method called influence func-
tions [47]. Influence functions rank all training 
samples based on how much a test sample’s pre-
diction would change if the model was retrained 
without some training sample. Therefore, if a 
training sample was very influential for a particu-
lar prediction, removing it would significantly 
change the prediction. Note that this is different 
from a counterfactual as it does not necessarily 
find the closest sample to the test sample with a 
different label. This also does not guarantee find-
ing the most similar patient to the patient being 
evaluated. It is only likely that the most influen-
tial sample may be closely related, in terms of its 
semantics, to the test sample.

When data is massive, as in information 
retrieval, it helps to identify similar samples by 
looking at a much smaller subset of samples. 
Such samples can serve different purposes. 
However, unlike traditional context-based infor-
mation retrieval, these prototypes can actually be 
associated with the target black box model and 
provide samples that the model would classify 
similarly. It helps to get a sense of the classifier 
behavior by looking at what are known as proto-
types [48]. In particular, if a black box is consis-
tently working well for chest X-rays from one 
hospital, prototypes can highlight those samples. 
It is important to highlight not only examples that 
are consistently classified reliably but also those 
that fail to be classified. These can help identify 
specific subgroups or classes where the model is 
consistently underperforming. Figure  25.3d–f 
shows an example of prototypes.

In summary, using training examples as expla-
nations can potentially provide debugging 
insights into the model. However, care should be 
taken that the employed measures of similarity 
reflect clinical similarity. Additionally, examples 
may also provide debugging insights in retro-
spective evaluation, highlighting potential 
improvements in training.

 Model Uncertainty

As suggested before, model outcomes them-
selves cannot provide sufficient precedent for 
clinical action. However, if augmented with cer-
tain justifications, they may help reflect model 
behavior and calibrate model trust. For instance, 
characterizing uncertainty in outcome, input, 
and model parameters can characterize such 
uncertainty. A few issues separate traditional 
means of characterizing uncertainty, compared 
to providing uncertainty as explanations. 
Traditional methods have primarily focused on 
population estimates of uncertainty as opposed 
to individual sample-specific measures. 
Uncertainty estimation can be performed with 
various techniques and is generally tied to the 
model design. For instance, attention-based neu-
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ral network models can be augmented with spe-
cific uncertainty estimates for postoperative 
classification tasks [49] and regression tech-
niques commonly used for analyzing surgical 
workflows or estimating potential lengths of sur-
gery [50, 51]. With advances in imaging, neural 
networks have been augmented with uncertainty 
estimates for intraoperative multispectral imag-
ing [52], image segmentation [53], and intraop-
erative view imaging. More fundamentally, 
modern and complex neural networks are espe-
cially known to be poorly calibrated [54]. That 
is, probabilistic estimates of risk may be over- or 
underestimated by neural networks. These issues 
can be resolved to some extent by post hoc reca-
libration techniques [54] or by modeling neural 
networks to incorporate probabilistic estimates, 
in frameworks called Bayesian neural networks 
[55]. While this may mitigate some issues, care 
should be taken before relying on uncertainty 
estimates produced by neural networks as a 
means to an explanation.

Uncertainty estimation is also related to the 
transferability of models. That is, a high uncer-
tainty from a well-calibrated model suggests that 
the samples similar to the current sample may 
have been rare in training or demonstrate associa-
tions that the model has not learned to predict 
reliably. This is especially necessary to handle in 
surgical settings. For instance, consider a com-
puter vision model trained and deployed for 
adverse event prediction in operating room 1 at a 
hospital. Suppose a machine learning model per-
forms reasonably well at predicting the risk of 
any adverse outcome with reasonable certainty. 
The same model may provide consistently high 
uncertainties in operating room 2, however, on a 
different floor in the same hospital. There could 
be several reasons for this which should be con-
sidered. First, the machine learning model may 
not generalize well if it has learned not just clini-
cally relevant associations between the events in 
room 1 but also is overfit to the types of surgeries 
commonly done in room 1. Such confounding 
can be hard to detect in ML models, but knowing 
them a priori, they can be actively removed from 

model training using domain adaptation tech-
niques [56, 57]. Thus, uncertainty estimation can 
shed light on how AI models can be improved for 
practical deployment. Further technical discus-
sion of domain adaptation and transfer learning is 
beyond the scope of this chapter.

 Transparent Design

XAI is, rightfully, a contentious topic within 
modern AI contexts [58]. This is because of sev-
eral assumptions and myths around this area and 
lack of established benchmarks and evaluation 
measures. Wang and Rudin suggested that there 
exists a simple model class, like a rule-based 
method [59], that inherently satisfies needs of 
interpretability and should be preferred over any 
complex model (usually characterized by the 
number of model parameters learned during 
training), like a deep neural network. While this 
may be applicable if the performance of such 
models is comparable, in a vast variety of data 
domains like medical imaging and processing of 
natural language notes for information retrieval, 
deep neural networks have outperformed tradi-
tional methods consistently and by wide margins. 
In such scenarios, depending on the application 
and where the model fits within the clinical work-
flow, an appropriate choice of statistically sound 
and reliable method of explanation should be 
deployed. In any scenario, such an explanation 
should satisfy certain properties. In the following 
section, we outline some of these properties to 
serve as a guideline, but this is by no means 
comprehensive.

 Evaluating the Quality 
of Explanations

How do we know that an explanation is appropri-
ate, reliable, and reasonable within the clinical 
workflow? To summarize this section, we largely 
follow the outcomes that Tonekaboni et al. [60] 
determined as useful evaluation measures for the 
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critical care unit and emergency departments. A 
study focusing on the OT is currently lacking, but 
we believe the broader concepts to transfer to the 
surgical setting as well:

 1. Domain-appropriate representation: First, an 
explanation should be fit for the appropriate 
task at hand and relevant within the surgical 
workflow where the AI tool and therefore the 
explanation may be deployed. This may con-
sist of one or more explanation methods sug-
gested above. It should also be as personalized 
as the task appropriates. For example, in a 
real-time prediction task, when providing fea-
ture importance over time, an aggregate 
importance up to the current time point is not 
as actionable as highlighting the exact instance 
one or more features cause the risk estimates 
of a patient to deteriorate.

 2. Consistency: Consistency implies that, for the 
same outcome y for a given test sample x, the 
XAI tool should provide the same set of expla-
nations, irrespective of the choice of represen-
tation. Further, any perturbation or changes in 
explanations should imply or correspond to 
specific changes in model outcome. Therefore, 
any supposed explanation should be rigor-
ously tested to possess such a statistically 
quantifiable property.

 3. Potential actionability: Any explanation in the 
clinical setting is meant to augment decision- 
making. There is a massive body of work that 
is potentially helpful to understand the under-
lying model, but such explanations do not 
necessarily help an end user, like a surgeon or 
anesthesiologist, in a time-constrained surgi-
cal setting. It is therefore important to identify 
if the explanation is usable, can reliably pro-
vide precedent for clinical action (for an 
appropriate target user), and fits well within 
the surgical workflow [61]. For a resource on 
additional guidelines, refer to Lipton [1].

 Closing Comments

In this chapter, we provided an overview of 
potential XAI tools that could be promising for 
the surgical workflow. We identified some of the 

fundamental themes around which XAI tools are 
developed and their utility for different aspects of 
the surgical workflow. We finally provide desir-
able properties of what explanations should pro-
vide to reliably and consistently augment 
AI-based tools and generally aid decision support 
in most settings.
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A Digital Doorway to Global 
Surgery

Nadine Hachach-Haram

 Guaranteeing Access to Safe 
Surgical Care: A Global Challenge

The concept of healthcare as a universal and 
inalienable human right dates back to the 1940s. 
It was, in fact, one of the founding principles of 
the World Health Organization (WHO), which in 
its original constitution declared its intention to 
promote ‘the highest attainable standard of health 
as a fundamental right of every human being’ [1].

Until very recently, however, surgery was 
conspicuous by its absence in definitions of spe-
cifically what kind of care people should be able 
to receive. It was due to the work of the Lancet 
Commission on Global Surgery, with its vision 
for ‘universal access to safe, affordable surgical 
and anaesthesia care when needed’, that surgery 
moved to centre stage, gaining a newfound 
interest in the global healthcare community [2]. 
In light of the commission’s work, the World 
Health Assembly amended its position in 2015, 
unanimously passing a resolution to recognize 
surgery within the concept of universal health 
care (UHC) [3].

The Lancet Commission’s work was based on 
two key premises: first, that global access to sur-
gery is grossly unequal and, second, surgery’s 
role in driving better outcomes in healthcare has 
been drastically underappreciated. The implica-

tion is that, unless the structural inequalities in 
access and quality of surgical services are 
addressed, the UHC project would be fundamen-
tally undermined. Moreover, populations will not 
receive the safe, quality surgical care they are 
entitled to receiving, without appropriate access 
to surgery.

The sobering conclusions from the Lancet 
Commission’s findings are now common cur-
rency – five billion people, almost three-quarters 
of the global population, ‘are excluded from what 
is often life-saving or disability-averting treat-
ment’ offered by surgery [2]. The key reasons for 
this exclusion range from non-affordable care for 
services, to a dearth of local provisions with 
under-resourced and low-quality surgical care. 
Eyler et  al. summarized the issue succinctly  – 
one-third of the world’s burden of disease can be 
treated with surgery, and yet 70% of the global 
population lacks access to surgical care [4, 5].

The Lancet Commission also posed the argu-
ment that access to surgical services should be 
enshrined within the broader spectrum of univer-
sal rights to healthcare. It also sets ambitious 
global targets for progress towards universal pro-
visions and what this should encompass by 2030. 
The commission outlined six key metrics for 
evaluating achievement (Table 26.1) [6, 7].

The implications of these targets are consider-
able. There are 143 million additional surgical 
procedures required each year to balance the defi-
cit. This would require a doubling of the global 
surgical workforce, a potential cost of $420 
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 billion, which is separate from the estimated 
$371 billion required to achieve the UN’s health- 
related Sustainable Development Goals by 2030 
[6, 8].

The Lancet Commission clearly emphasized 
that lower- to middle-income countries (LMICs) 
will face the brunt of the challenges in achieving 
these targets and openly framed the entire project 
of achieving universal surgical care in terms of 
redressing the imbalance between developed and 
undeveloped nations, between rich and poor. 
There are fundamental disparities which face the 
healthcare community if surgery is to be included 
as part of the UHC vision. This is underscored by 
the fact that three-quarters of the >300 million 
surgical procedures performed globally are 
undertaken in the richest 33% of nations. 
Meanwhile, 6% of surgeries are conducted in the 
poorest 33% [6].

Unless addressed, there is a detrimental 
impact of inadequate surgical services in under-
served nations. The most salient of these detri-
ments are (a) preventable death, (b) preventable 
disability, and (c) financial burden imposed by 
unaffordable surgical care. The latter will equate 
to a $12.3 trillion loss among LMICs [6].

Even developed nations are not guaranteed a 
smooth path to delivering universal access to 
safe, high-quality surgical care. The Lancet 
Commission might have formulated its 2030 
vision with the aim of challenging the global 
community to bring surgical services across 
LMICs up to a workable level of baseline targets, 
but for those nations that already satisfy these 
specific criteria, renewed focus is required to 
ensure that all surgical provisions satisfy the 
parameters set forth by the UHC:

• Equity in access  – access to healthcare ser-
vices should be universal, not dependent on 
ability to pay.

• Guaranteed quality of service  – care should 
guarantee improvement in the health of those 
receiving them.

• Avoidance of financial risk – the cost of using 
services should not put persons at risk of 
financial harm [9].

Even in nations with well-funded healthcare 
systems, meeting these criteria becomes prob-
lematic in the context of surgical provision. In the 
United States, for example – which, as a percent-
age of GDP, spends more on healthcare provi-
sions than any other country – the insurance-based, 
pay-at-the-point-of-delivery system has been 
linked to widespread inequality in access to 
healthcare in general. Dickman et al. highlighted 
that 27 million uninsured US citizens are effec-
tively excluded from healthcare services, while a 
disproportionate amount of financial harm, 
extending to indebtedness and, in some cases, 
bankruptcy, is inflicted upon low-income patients 
who access healthcare services [10].

Dr. Adil Haidler (Harvard Medical School) 
has conducted extensive research into racial dis-
parities in surgical access and patient outcomes 
in the United States, establishing links to socio- 
economic status, insurance status, and even the 
quality of care received by patients across differ-
ing demographics [11, 12]. By any objective 
standard, the US healthcare system faces sub-
stantial barriers to achieving a universal standard 
of surgical care.

Table 26.1 Core indicators for monitoring universal 
access to safe, affordable surgical and anaesthesia care 
when needed [6, 7]

Access to timely 
essential surgery

Two-hour access to the three 
Bellwether procedures (caesarean 
delivery, emergency laparotomy, 
and management of an open 
fracture) in 80% of countries.

Specialist surgical 
workforce density

All countries with at least 20 
surgical, anaesthesia, and obstetric 
physicians per 100,000 population.

Surgical volume 5000 procedures per 100,000 
population in all countries.

Perioperative 
mortality rate 
(POMR)

Tracked and reported by 100% of 
countries.

Protection against 
impoverishing 
expenditure

No individual or family should be 
at risk from impoverishment from 
out-of-pocket payments for 
surgical care.

Protection against 
catastrophic 
expenditure

No individual or family should be 
put at risk of financial ruin from 
out-of-pocket payments for 
surgical care.
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The United Kingdom, with a free-at-point-of-
delivery National Health Service (NHS), pro-
vides a contrasting service model to the United 
States – one that some perceive as an example of 
equitable, universal healthcare. However, the 
NHS also has shortcomings, including patient- 
access restrictions, variance in the quality of sur-
gical care delivered, and, at times, patients placed 
at financial risk when surgical (and other) ser-
vices are required.

Well-publicized complaints regarding so- 
called postal-code lotteries for surgical access 
across different regions within the UK are sup-
ported by academic studies into procedures 
including aesthetic surgery, cataract correction, 
gynecomastia reduction, and more [13–15]. Such 
studies have uncovered wide regional variations 
in operating criterion, with limitations in funding 
a frequently cited key factor. There has been 
ongoing criticism of the individual funding 
request approach which links provision of spe-
cialist treatments directly to cost-efficiencies [16, 
17]. In extreme cases, patients are forced into dif-
ficult decisions about trying to fund their own 
treatments privately, raising the spectre of finan-
cial hardship often associated with access to sur-
gery in less developed regions.

Limited resource is a key factor that affects 
access to surgery, even in advanced healthcare 
systems. For fiscal years 2017–2018, just under 
half (44%) of UK NHS trusts were in deficit, 
despite a £1.8 billion cash injection in 2015, 
aimed at curtailing the overspending gap [18].

A related concern is the shortage of available 
expertise. The Lancet Commission emphasized 
that much of the work required to meet the target 
of doubling the number of qualified surgical 
practitioners by 2030 would have to transpire in 
the developed world. According to the 
Association of American Medical Colleges 
(AAMC), the United States will need a mini-
mum of 20,000 new surgeons by 2030 to meet 
the growing demand [19]. In the UK, one in four 
hospitals remains unable to offer minimally 
invasive procedures due to a shortage of inter-
ventionist radiologists [20].

The strain on surgical resources is, unfortu-
nately, predicted to increase as a result of ageing 

populations. In the United States, it is forecast 
that there will be 30 million more individuals 
aged 65 and over by 2030 [21]. In the UK, the 
number of people aged 80 and over is expected to 
double in the same period to reach six million 
[22]. This shift in demographics will result in 
specific changes to the healthcare environment. 
For example, an increase in the prevalence of 
non-communicable disease is predicted, with 
greater complexity associated with the treatment 
of chronic conditions and comorbidity [23]. 
Surgery is a key part of the treatment pathway for 
many non-communicable diseases, yet increased 
age is also associated with greater risk of post- 
operative complications and longer hospital stays 
[24]. Ageing populations will therefore raise 
demands in terms of surgical volumes, quality of 
care, and hospital capacity.

Another important factor influencing ‘postal- 
code lottery’ variations in access to high-quality 
surgical care and upholding consistency of stan-
dards is due to a lack of consensus regarding the 
definition of ‘best practice’. Writing in The 
Lancet, Birkmeyer et al. argued that differences 
in illness burdens, diagnostic practices, and 
patient attitudes only have a modest impact on 
regional variations in the number of surgical pro-
cedures being performed, while ‘differences in 
physician beliefs about the indications for sur-
gery’ demonstrated a much stronger correlation 
[25].

Appleby et al. cite the work of John Wennberg 
to suggest ‘that when there is strong evidence and 
a professional consensus that an intervention is 
effective, there tends to be little or no variation in 
clinical practice… admission rates for these con-
ditions can be predicted’ [26]. When there is little 
evidence and only weak consensus about the effi-
cacy of surgery, on the other hand, decision- 
making is dependent on the opinions of individual 
practitioners, leading to high levels of variation 
in admission rates and surgical outcomes. Even 
for standardized procedures (e.g., tonsillectomy, 
appendectomy), without robust professional con-
sensus on the indicators for surgery, a patient’s 
likelihood of accessing treatment can vary con-
siderably depending on where they happen to live 
(i.e., a postal-code lottery).
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 The Role of Technology in Achieving 
Universal Surgical Care

We can summarize that both the Lancet 
Commission’s 2030 targets and the WHO’s defi-
nition of UHC will require a durable change to 
the global healthcare framework, a change neces-
sary to assure access to safe and effective surgical 
services. Key challenges include the following: 
(a) a shortage in numbers of trained surgeons, (b) 
an uneven distribution of expertise, (c) funding 
and resource deficits, and (d) a lack of consensus 
in best practice. Collectively, these factors can 
result in disparities in surgical quality of care.

The challenge of making surgery a universal 
patient right mandates a new paradigm. Such a 
paradigm should increase resource availability, 
redistribute surgeon expertise, reduce costs, and, 
as a result, improve outcomes for patients. It 
requires an overhaul in capacity, efficiency, col-
laboration, and capability that industries and ser-
vice providers are seeking from a digital 
transformation.

The UK’s Royal College of Surgeons (RCS) 
launched its own commission on the Future of 
Surgery to look specifically at the potential 
impact of technology on surgical services over 
the next 20  years. The final report defines four 
key categories of technology which its authors 
argue will transform surgical provision:

• Robotics and minimally invasive techniques
• Imaging technologies, including the use of 

virtual and augmented reality
• Intelligence technology utilizing big data, arti-

ficial intelligence, and genomics
• ‘Specialist interventions’, under which the 

commission includes innovations like stem- 
cell therapies and 3D bioprinting [27]

Overall, the RCS envisions a future where 
automation, data-driven intelligence, sophisti-
cated imaging, and patient-specific interventions, 
such as tissue and organ generation for implants, 
drive better outcomes for the majority of surgical 
procedures. However, it is not entirely clear that 
the application of digital technology in this man-
ner will naturally lead to resolution of surgeon 

shortages, rising healthcare and surgical care 
costs, and limits to global access. In fact, the RCS 
foresees that highly specialized interventions will 
probably remain centralized, with skills and 
resources concentrated in a small number of 
locations, requiring patients to travel to receive 
high-quality surgical care. However, the RCS 
also concluded that technology, like robotics, 
‘could enable more types of routine surgery to be 
delivered locally if resources are available’ 
[emphasis added].

It is important to recognize that advanced 
hardware-based solutions – such as master-slave 
robotics for minimally invasive surgery  – may 
represent a cost which, for many healthcare envi-
ronments, is prohibitive. While automation does 
present one solution to the shortage of surgical 
expertise, it would take a considerable reduction 
in costs for such technology to become univer-
sally accessible. The report also accepts that, in 
order for such solutions to be delivered effec-
tively, surgical teams must be made up of ‘multi-
linguists’ who combine knowledge and skills in 
medicine, genetics, surgery, radiotherapy, and 
bioengineering. This imposes an additional bur-
den on the need to develop and distribute exper-
tise effectively. Birkmeyer et  al. suggests that 
new technologies and innovations in techniques 
can themselves contribute to variation in care 
because adoption tends to progress in a piece-
meal fashion and often without adequate discus-
sion about efficacy and best practice [25].

The key to driving equal distribution of (and 
access to) surgical care is how to radically scale 
such services to meet demand while reducing 
costs. Increasing surgical capacity to the levels 
set forth by the Lancet Commission and other 
sources will be contingent upon integration of 
services [4, 6]. Fortunately, there is a family of 
affordable technologies readily available world-
wide which lend themselves to solving this prob-
lem. They are the combination of digital 
communication solutions and cloud-based soft-
ware applications that are collectively referred to 
as telemedicine.

The concept of telemedicine specifically 
refers to the use of ICT and telecommunication 
technologies to overcome geographical barriers 
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to service delivery – such as for the medical/sur-
geon expert who might be geographically divided 
from the patient who requires treatment [28]. 
Bashshur’s definition of telemedicine talks about 
the use of technology ‘as a substitute for face-to- 
face contact between provider and client’, with 
specific benefits listed including improving 
access, addressing variations in quality standards, 
and controlling cost inflation [29].

Interest in telemedicine and proliferation of its 
solutions has accelerated in tandem with the 
rapid advances in digital communications over 
the past two decades. Faster Internet speeds, 
mobile technology, smartphones, livestream 
video, cloud data networks, and more have 
opened the door to significant new possibilities in 
how patients can be effectively connected to 
healthcare services over distance, as well as to 
how medical professionals can connect to, and 
collaborate with, one another. Typical patient- 
focused applications for telemedicine include 
self-diagnosis and health management routes 
which empower people to make better informed 
decisions about their own care through online 
information pathways, remote monitoring 
through wearable health-tech devices, and remote 
consultations via video, online messaging, or 
even social media networks. For healthcare pro-
fessionals, tele-medical applications extend from 
the now commonplace use of online reference 
materials in making day-to-day decisions about 
care, to using digital collaboration platforms to 
connect colleagues across different clinical set-
tings, to the use of digital resources in education 
and training [30].

To date, much of the academic interest in how 
these principles can be applied specifically to sur-
gery – a field often referred to as telesurgery  – 
have narrowed around the use of robotics to 
enable surgery to be managed remotely [31]. 
While robotic telesurgery may contribute to tack-
ling the geographical barriers which prevent 
high-quality surgical access, and while robotics 
may solve, to some degree, the problem of sur-
geon shortage, focusing on this technology alone 
will not adequately address the core challenges 
of access, shortages of expertise, and variations 
in standards and cost, which collectively pose 

impediment to universal patient access to top- 
level surgical care. Thus, robotic surgery alone 
does not address the critical issue of needing to 
train more surgeons so as to increase the global 
pool of available surgical expertise [32, 33].

This is why, in order to unlock the digital 
doorway to global access to quality surgical care, 
the definition of telesurgery should be redefined 
to include other technologies, namely, digital 
technology that centres upon communication, 
collaboration, and information exchange. It is 
these technologies which are crucial in meeting 
the challenges outlined by the Lancet Commission 
and by the definitions of UHC.

 A Cloud-Based Communications 
Platform (Proximie)

Proximie (London, UK) is a cloud-based audio-
visual (AV) communications platform which 
supplements livestream video with augmented 
reality (AR). It takes the form of an app that can 
be downloaded on any suitable internet-ready 
device with a camera and a screen  – such as a 
laptop, tablet, or smartphone. It can be used 
equally for real-time communication, collabora-
tion, and video recording – with AR providing a 
rich digital overlay in either case. The Proximie 
app, therefore, comprises six core component 
technologies. They are as follows: (1) real-time 
remote communication (RTRC), (2) AV, (3) AR, 
(4) cloud computing, (5) ML, and (6) AI. These 
core components are familiar across a range of 
telemedicine solutions. Each can be seen to make 
a distinct contribution to solving the challenge of 
universal surgical provision. ML and AI can also 
further enhance the telemedicine experience by 
providing real-time guidance to surgeons. For 
instance, Fig. 26.1 demonstrates the capabilities 
of ML and AI as applied to polyp recognition.

Proximie was developed to help improve 
access to surgery. Its founding objective was to 
give surgical practitioners (residing in different 
locales) a platform that provides an interactive 
experience, reliable enough to allow them to col-
laborate on live procedures in real time, over-
coming the common problem of not having a 
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particular specialist available. Rather than wait-
ing for a specialist to become available, or forc-
ing a patient to travel for care, expertise can be 
‘beamed in’ from varying geographical locations. 
In this manner, surgeons are able to effectively 
consult, directly guide, mentor, and demonstrate 
operations in such a way that they can be safely 
performed in local (underserved) healthcare envi-
ronments (please refer to Fig. 26.2).

AR plays an important role in replicating the 
‘live’ experience, substituting a colleague’s 
actual physical presence in the operating room 
with sophisticated telepresence. This can be 
accomplished with tools such as digital markup 
of a live video image, gesture-activated demon-
stration, and the ability to post digital content 
directly to the feed. Via their cameras and 
screens, remote colleagues are able to interact 
on a more meaningful level than just watching a 
plain video feed and simple voice 
telecommunication.

RTRC technologies help to overcome geo-
graphical barriers to surgery by eliminating the 
inefficiency associated with waiting times and 
travel. This applies to all stages of the patient 
journey. Audiovisual communications allow for 
the possibility of consultants carrying out 
patient assessments remotely, drastically reduc-
ing the time it takes to make decisions about 
surgical pathways when an appropriately quali-
fied specialist is not available at a particular 
hospital [34].

Many of the elements of high-quality surgical 
care are related to planning, preparation, and 
sharing of expertise. Hence, the use of technol-
ogy to enable effective collaboration (wherever 
practitioners happen to practice) will shorten 
delivery cycles and increasingly ensure complex 
procedures can be delivered in more locations. 
Better communication thus answers the Lancet 
Commission’s call for surgical services to be 
more tightly integrated across all levels of care – 

Fig. 26.1 Real-time 
polyp recognition and 
classification using 
integrated AI technology

Fig. 26.2 Integrating 
Proximie into the 
operating theatre setting
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from community referral networks to specialist 
surgical teams [6].

There is an important role for RTRC technolo-
gies in enabling ‘tele-live’ procedures, by con-
necting practitioners to remote experts as they 
operate: the virtual equivalent of the consultant 
‘looking over the shoulder’ in the operating 
room. But this, alone, will not resolve all chal-
lenges of providing universal surgical care. 
Geographical barriers to access are, in part, 
caused by shortages and uneven distribution of 
surgical expertise. The only sustainable remedy 
to this dilemma is to increase the global surgical 
skills base, by training more surgeons, and by 
expanding the range of procedures they are able 
to perform. Communications technologies, and 
AV platforms in particular, have a well- 
established role in surgical training and skillset 
development, providing a means of sharing 
knowledge more broadly.

In general terms, the use of video technology 
in surgical education is widely associated across 
academic studies with improved resident 
 knowledge and greater participant satisfaction 
[35]. Recorded video is widely used in peer-to-
peer coaching across all levels of expertise [36]. 
Studies into the use of video review of proce-
dures in training and development indicates bet-
ter learning outcomes, with coaches and mentors 
able to make more teaching points per unit of 
time, compared to conventional feedback and 
guidance given during a procedure. Video reviews 
result in improved technical, cognitive, and 
decision- making skills [37, 38].

Recorded video thus provides an invaluable 
resource which is helping to strengthen surgical 
skills globally. But by combining video with 
RTRC technologies and also making livestream-
ing a core part of training and education, a radical 
overhaul of how surgical skills, standards, and 
how best practice are disseminated can be 
achieved. Ultimately, this will overcome barriers 
(imposed by geography) to facilitate a truly 
global flow of expertise.

As an example of real-world application, 
Proximie has been used in training programs at 
major academic centres (e.g. University College 
London and Yale University) to allow trainee sur-

geons to observe procedures carried out by spe-
cialists based in distant hospitals. Through the 
lens of AR enhancement, an immersive, interac-
tive learning experience helps bridge the divide 
between theory and practical application. 
Tantamount to ‘tele-observation’, dozens of stu-
dents can watch and learn at once – rather than 
the otherwise 1–2 who might be present in the 
operating room. Knowledge therefore spreads 
further and faster.

Proximie applications have been used in trans-
national mentoring projects to help connect glob-
ally recognized experts with local surgical teams. 
In Peru and Vietnam, for example, the Proximie 
app was used to connect local surgical teams with 
academic centres in the United States and 
UK.  The remote development program at the 
EsSalud Hospital in Trujillo, Peru, led to the team 
achieving a significant increase in the number of 
cleft lip and cleft palate corrections it was able to 
perform, as a direct result of long-distance pro-
fessional dialogues around best practice and via 
remote coaching.

Similarly, the International Society for Hip 
Arthroscopy (ISHA) has adopted Proximie as a 
means of connecting members across four conti-
nents, with the aim of establishing best practice 
principles and enabling effective collaboration. 
The organization uses both livestream and 
recorded video to conduct live and ‘as live’ train-
ing and development conferences, creating a 
platform for global specialists to demonstrate and 
discuss surgical techniques and procedural 
nuances in the OR. This directly aided ISHA in 
promoting global standards in patient care, reduc-
ing variations from region to region (by connect-
ing practitioners in real time), and extending the 
professional community beyond the boundaries 
of a particular hospital or department.

Finally, in the context of making access to sur-
gery a universal right that people in all parts of 
the world can benefit from in practice, it is impor-
tant to emphasize that the digital technologies 
highlighted herein come with an additional cost 
burden (albeit minimal) and indeed may even 
help to improve cost-efficiency overall. The 
assumption is often that technological solutions 
are expensive, require large amounts of complex 
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equipment, and may require years of implemen-
tation before value is achieved. But in this para-
digm of telesurgery, that may no longer be a valid 
assessment.

Solutions which are built on readily available, 
affordable technologies that have become part of 
the fabric of everyday life – the Internet, laptops, 
smartphones, digital cameras – may not impose a 
significant new cost. Cloud-based software is not 
only highly cost-effective, it is also easily acces-
sible to anyone with an Internet connection and 
enormously scalable  – exactly what is required 
when we are aiming to extend surgical services to 
tens of millions of people worldwide and improve 
access and quality for those who already have it. 
Moreover, because these existing technologies 
are already familiar to surgeons and healthcare 
providers, they are immediately ready for rapid 
adoption.

 Conclusion

Achieving global standards in surgical care, allow-
ing for safe, universal access is a daunting chal-
lenge. What is clear from the scale of the task to 
2030 and beyond is that old models of surgical 
provision must be updated and replaced by 
approaches that suit a truly global vision. The 
solution will require the use of digital technology 
integration across disciplines, across departments, 
between hospitals, regions, and nations. The para-
digms described herein, increased availability of 
surgical expertise, standardized practice, and 
improved resource efficiency will all allow sur-
gery to become more widely accessible.

In order to achieve the aims of better integra-
tion, improved collaboration, expanded knowl-
edge sharing, and open surgeon dialogue, digital 
communication technology is essential. 
Ultimately, digital-based communication and 
apps represent the key which unlocks the global 
doorway to surgical care. It is integral to resolv-
ing the problem of surgical access. By providing 
remote access, timely support, open knowledge 
exchange, and a networked infrastructure, tech-
nology can increase the availability of surgery 
and quality of care without the need for an unsus-
tainable increase in human or capital resources.

At the time of writing, telemedicine is actively 
being employed to respond to one of the greatest 
challenges ever faced by modern healthcare sys-
tems: the COVID-19 global pandemic. As the 
relentless spread of the virus threatens humanity 
as a whole, the need for clinicians and surgeons 
to connect remotely has never been more vital. 
Telemedicine is enabling healthcare providers to 
access expert advice and best practice solutions 
in real time while also containing viral spread by 
reducing the number of individuals required to be 
physically present in a clinical space. In March 
2020, during the midst of the pandemic, Proximie 
was employed by a cardiothoracic surgeon in 
Beirut to connect with a medical device expert in 
order to perform a life-saving novel mitral clip 
surgery, a procedure that would have otherwise 
been impossible in light of the current travel 
restrictions. It is during these critical times, when 
healthcare communities must stand shoulder to 
shoulder, that we can recognize the true value of 
augmented technology solutions and appreciate 
their role in providing access to surgical care for 
all patients, regardless of location.
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 Introduction

Telemedicine is the ability for a clinician to pro-
vide clinical healthcare or advice from a remote 
location using telecommunication technologies. 
To date, telementoring has been implemented in 
many areas of healthcare management including 
teleradiology and remote management of inten-
sive care units or international patients [1–4]. In 
surgical training, minimally invasive surgery 
using video has greatly improved opportunities 
for sharing surgical technique and education and 
for providing feedback on performance.

The implementation of innovative technolo-
gies has given rise to surgical telementoring – the 
application of telemedicine in the field of surgical 
instruction. Telementoring has existed in various 
forms for more than 20 years and has been shown 
to positively impact patient outcomes [5]. As an 

example, in a study by Pahlsson et al., telemen-
toring delivered from a high-volume surgeon at a 
tertiary hospital to a low-volume surgeon at a 
rural hospital increased their cannulation rate in 
endoscopic retrograde cholangiopancreatogra-
phy from 85% (one of the lowest in the country) 
to 99%, equaling the highest success rate in the 
national statistics [6]. This higher success rate 
was also maintained after the telementoring sup-
port was removed.

While robotic surgery continues to evolve 
quickly, it has high initial start-up costs, includ-
ing the investment in a surgeons’ learning curve 
for learning both established and new techniques. 
Maximum service value is only realized once the 
team is experienced, working safely and effi-
ciently with patient outcomes optimized. There 
are various elements to an optimized service, and 
there are recognized different skill sets between 
different tertiary centers of excellence [7]. 
Successful training delivered remotely, with an 
expert surgeon having the ability to observe real- 
time video of surgical operations and to provide 
guidance to trainee surgeons outside of the main 
operating room, has the potential to shorten 
learning curves [8]. Expert mentors can then dis-
seminate their knowledge from a distance, with-
out the need or costs for the mentor or mentee to 
travel. While the opportunities are large, the safe 
integration of any new technology requires 
understanding of both the rewards and risks.

Verbal guidance, telestration, and tele-assist 
are forms of surgical telementoring that differ in 
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the degree of intervention an expert surgeon is 
able to provide and the equipment required. The 
different forms of surgical telementoring allow 
proctor surgeons to offer verbal guidance, pro-
vide visual aid (telestration), or even take control 
over the robotic instruments (tele-assisted sur-
gery) (Fig. 27.1). This chapter serves to provide 
insight on the applications, development, and 
challenges for the integration of telemedicine in 
minimally invasive surgery.

 Background

The conceptual idea of robotic surgery began 
more than 50  years ago [9]. However, the first 
usable systems were not developed until the late 
1980s with Robodoc (Integrated Surgical 
Systems, Sacramento, CA); this orthopedic 
image-guided system was developed by Hap Paul 
and William Bargar, for use in prosthetic hip 
replacement [10]. Around the same time, a simi-
lar project developing a urologic robot for pros-
tate surgery was being developed by Brian Davies 
and John Wickham [11]. These were procedure- 
specific, computer-assisted, and image-guided 
systems that proved both the concept and poten-
tial value of robotic surgery systems (computer- 
assisted surgery). The first multipurpose 
teleoperated robotic systems were initially devel-
oped by SRI International and the Defense 
Advanced Research Projects Agency (DARPA), 
resulting in the surgeon console-controlled multi-
functional robotic surgery systems we are now 
familiar with [12]. The drive to develop these 
remotely controlled systems by DARPA was 
driven by the identified need to provide addi-
tional expertise and technical skills to help 
decrease morbidity and mortality in battlefield 
casualties. The principle of providing surgical 
expertise from a remote geographical location 

remains pertinent to various operating room sce-
narios including learning curves  – as well as 
emergency and “unfamiliar” situations, where 
the alternative is to convert to an open or laparo-
scopic procedure.

While the early goals of surgical robotics were 
focused on long-distance telesurgery, there are 
few examples of this being attempted due to the 
limitations of cost, available infrastructure, and 
legal and safety issues [13]. On September 7, 
2001, Professor Jacques Marescaux and his team 
from the Institute for Research into Cancer of the 
Digestive System (IRCAD) successfully com-
pleted the first transatlantic operation. The 
Lindbergh Operation was a complete telesurgical 
minimally invasive cholecystectomy operation 
carried out on a patient in Strasbourg, France, 
with the surgeon located in New  York, using 
high-speed ISDN fiber-optic services and the 
ZEUS robotic platform [14].

This transatlantic robotic cholecystectomy 
was completed with data traveling around dis-
tance of approximately 8700 miles with average 
round time delay (RTD) of only 155 ms achieved 
due to the lack of interruptions from bridges, 
routers, and gateways (hops) that a dedicated 
transatlantic connection benefits from. The proj-
ect was supported by the French telecommunica-
tion company ACTEL with costs estimated to be 
greater than €1 million without proven benefit to 
patient outcomes [15]. However, the implications 
of utilizing this technology are immense. 
Speaking at the time, in 2001, Professor 
Marescaux commented: “The demonstration of 
the feasibility of a trans-Atlantic procedure, 
dubbed ‘Operation Lindbergh,’ is a richly sym-
bolic milestone. It lays the foundations for the 
globalization of surgical procedures, making it 
possible to imagine that a surgeon could perform 
an operation on a patient anywhere in the world.”

In 2001, the FDA approved Socrates, the tele-
mentoring system developed by Computer 
Motion that could integrate an operating room for 
telementoring services. Also, in 2001, the world’s 
first national telesurgery initiative was launched 
in Canada with the goal of disseminating exper-
tise from large tertiary hospitals to remote and 
rural medical centers [16–18].

Verbal
guidance

Telestration

Tele-assisted
surgery

Fig. 27.1 Stepwise upgrade of telementoring
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The Centre for Minimal Access Surgery group 
led by Dr. Mehran Anvari, located at McMaster 
University and St. Joseph’s Hospital in Ontario, 
Canada, trained surgeons through telementoring, 
as well as completing numerous successful tele- 
assisted surgeries utilizing a dedicated virtual pri-
vate network (VPN) [17, 18]. Procedures 
completed included Nissen fundoplication, hemi-
colectomies, sigmoid colon resections, and other 
procedures [19, 20]. The potential and effective-
ness of telementoring as an educational tool were 
demonstrated, with an average RTD of 150 to 
200 ms. At the time (circa 2005), Dr. Anvari com-
mented that while surgery may be possible with 
up to a 200 ms lag, the effects of visual cue and 
proprioception mismatch at greater levels of lag 
result in extreme difficulty for the operator, and 
even nausea [21].

On the January 8, 2019, a surgeon in China, in 
the southeastern province of Fujian, performed 
the world’s first remote operation using 5G tech-
nology. The tele-assisted robotic surgery was 
reported in the South China Morning Post with 
the surgeon utilizing the 5G network to remotely 
control the robot from a location 30 miles away 
[22]. During the procedure, the surgeon removed 
the liver of a laboratory test animal over the 5G 
connection with a latency (lag time) of just 
0.1 seconds. This experimental procedure proved 
that 5G can meet the requirements of telementor-
ing and even tele-assisted surgery and that it 
offers exciting new opportunities to the applica-
tion and accessibility of telemedicine services.

 Infrastructure

Telecommunication can currently be achieved 
via cables, radio waves, or Wi-Fi. All three 
modalities, depending on their underlying infra-
structure, have wide variability in quality assur-
ance regarding access, bandwidth, and latency or 
round time delay (RTD). Robotic networks, 
delivering telementoring services, can have a 
dedicated infrastructure, a so-called virtual pri-
vate network (VPN), with predefined quality 
assurance. The infrastructure can comprise optic 
cables, 4 or 5G, Wi-Fi, cloud computing, or more 

likely a combination. In a hospital setting, a VPN 
is called a local access network (LAN), and with 
a wider geographical access, connecting multiple 
sites, it is termed a wide access network (WAN). 
Both LANs and WANs can be quality assured 
with regard to bandwidth and latency, and they 
can also have associated dedicated services, such 
as data storage services that can be delivered 
through a framework of cloud computing.

Optimized cable infrastructure is currently 
provided with fiber-optic cables and is the 
most reliable infrastructure but has high setup 
and running costs [14]. The 4G or 5G radio 
wave communication both have bandwidth 
sufficient to provide telementoring and tele-
assisted surgery services [22]. The 5G (5th 
Generation) is the latest generation of cellular 
mobile communications. Improved perfor-
mance targets of 5G include high data rate, 
reduced latency, cost reduction, higher system 
capacity, and the potential for multiple device 
connectivity.

Cloud computing enables computer system 
resources, such as storage and computing power, 
that are available on demand without direct active 
management by the user. Cloud computing is 
generally used to describe data centers available 
to many users over the Internet. Clouds may be 
limited to a single organization (enterprise 
clouds) or be available to many organizations 
(public cloud) or a combination of both (hybrid 
cloud). Large clouds currently predominate, with 
services distributed over multiple locations from 
central servers.

Wi-Fi is a wireless network technology that 
delivers local wireless networks. Different ver-
sions of Wi-Fi exist, with different ranges, radio 
bands, and speeds. Wi-Fi most commonly uses 
the 2.4  GHz UHF and 5  GHz SHF ISM radio 
bands. These wavelengths work best for line-of- 
sight connectivity, being absorbed or reflected by 
materials, which further restricts range. At close 
range, some versions of Wi-Fi, running on suit-
able hardware, can achieve speeds of over 1 Gb/s. 
The most common Wi-Fi is a local area network 
(LAN) that uses high-frequency radio signals to 
transmit and receive data over distances of a few 
hundred feet, using ethernet protocol. Wi-Fi has 
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been shown to be capable of providing telemen-
toring services within a hospital LAN [23].

The identified needs for setting up a telemen-
toring infrastructure with a secure, reliable net-
work of sufficient bandwidth, with ability to 
prioritize data transfer (without latency), have, to 
date, kept service costs high and limited accessi-
bility to telementoring across greater distances. 
The more expensive a procedure, the harder it is 
to deliver value, so this has previously been a 
limiting step in the progression of telementoring 
and tele-assisted surgery [8]. In an optimized 
robotic network, telementoring services would 
include tele-assist surgery. However, this service 
requires minimal latency [21].

The launch of 5G networks offers exciting 
opportunities for telementoring compared to the 
previous data transmission standards available; it 
has been successfully utilized to telementor two 
laparoscopic surgeries in 2019 [24]. However, 
the increased bandwidth and speed of 5G trans-
mission also highlights concerns regarding the 
security of health data transfer.

Telementoring can currently be delivered with 
different network infrastructures with theoreti-
cally different goals ranging from intervention in 
emergency scenarios to elective (planned) guid-
ance of live surgery to dissemination of expertise 
via livestreamed surgery with real-time interac-
tion delivered via social media [25] (Table 27.1).

Besides network, latency can also arise from 
codec, which is a software for encoding/decoding 
a digital data stream or signal [26]. For a given 
bandwidth, a trade-off exists between video qual-
ity (resolution and frame rate) and encoding/
decoding of the video. Increase of either resolu-
tion or frame rate aggravates network burden – 
because of the requirement for deeper 
compression and decompression, which length-
ens transmission latency. In order to shorten the 
latency, one study proposed AI software using 
shallow convolutional neural networks to auto-
matically code the surgical incision region in 
high quality whereas the background region in 
low quality [27].

 Verbal Guidance

The simplest form of surgical telementoring is 
verbal guidance. With these cases, a surgical 
mentor is typically presented with a one-way 
transmitted real-time video of the surgical oper-
ation and is able to provide verbal feedback or 
instruction to those present in the operating 
room [5, 28–36] (Table 27.2). Operating rooms 
equipped with standard laparoscopic, endo-
scopic, or interventional radiologic (IR) systems 
require no major upgrade of the current systems. 
The operating rooms can be supplemented with 

Table 27.1 Potential levels of telementoring

Level Network
Quality 
assured Latency Telestration

Tele-assist 
surgery Access

Potential 
for skill 
transfer Cost

1 VPN Yes <100 ms 
(dependent on 
distance 
covered and 
hops)

Yes Yes Low High High

2 5G 5G 
coverage-
related 
variability

<100 ms 
(dependent on 
5G coverage)

Potentially Yes High High Low

3 Open 
point-to-
point

Internet-
variable 
reliability

Minimal delays Variable 
functionality

No High Variable Variable 
(hardware)

4 Cloud 
based

Cloud-
variable 
reliability

10- to 
30-second 
delays

Potentially No High Variable Low

J. W. Collins et al.
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commercially available equipment – such as an 
external camera, a multidirectional microphone, 
and a computer installed with telecommunica-
tion software. On the other hand, the mentor’s 
remote office only requires a video monitor with 
speakers and a microphone. With this frame-
work, a video feed of the laparoscopic and 
external views and two-way audio signals can 
be transferred between the two locations. For IR 
procedures, signal transfer of fluoroscopic 
images and intravenous ultrasound replaces the 
laparoscopic feed.

There are many verbal telementoring soft-
ware and hardware systems that are commer-
cially available to medical institutions [28–31]. 
Personal computers can download telecommu-
nication software such as UltraVNC™ and 
NetMeeting™ in order to achieve video and 
audio signal transmission [4]. Telementoring 
hardware systems for verbal guidance include 
Comstation (Zydacron, UK), incorporating 
Z360 telementoring CODEC (coder/decoder) 
(Zydacron, UK) [5] and integrated endourology 
suites (IES) [35, 36]. A commercially available 
videoconferencing system (Eykona; Aethra 
S.p.A., Ancona, Italy) was used to transmit the 
data over 4 ISDN lines with a total transmission 
rate of 384 kbps [32]. With the Remote 
Presence-7 (RP-7 InTouch Health, Santa 
Barbara, California, USA), a proctor can control 
a remote presence robotic system using a laptop 
control station. From a remote locale, the proc-
tor is able to communicate via real-time, two-
way audio- video communication using a robot 
fitted with two advanced digital cameras, an 
audio microphone, and amplification circuitry. 
The proctor also has control over the robot’s 
moveable head, allowing them to pan, zoom, 
and tilt their video feed accordingly [34].

Verbal guidance telementoring can easily be 
implemented into an operating room at relatively 
low cost due to widely available systems, mature 
technology, and its ability to function at a low 
bandwidth. The most evident drawback is that 
verbal guidance offers one of the lowest levels of 
interaction between proctor and trainee surgeons 
in the field of surgical telementoring.

 Guidance with Telestration

Telestration improves upon verbal guidance by 
offering additional instruction to trainee sur-
geons through the use of visual aids. 
Telestration allows the remote proctor to add 
illustrations and/or annotations that overlay the 
view of the operating field on monitors in the 
operating room (i.e., to draw or sketch on a 
video screen image). These visual instructions 
allow mentors to indicate target areas in real 
time thereby enhancing the teaching experi-
ence. For robotic cases, telestration can be 
two-dimensional (2D) or three- dimensional 
(3D) based on the visual effect of the illustra-
tion and/or annotation.

 2D Telestration

The current mainstream application of teles-
tration in surgical telementoring is 2D teles-
tration [23, 37–45] (Table  27.3). Beyond 
equipment necessary for verbal guidance tele-
mentoring, the mentor’s office only requires 
an additional telestration interface to draw on 
(termed a telestrator). By drawing on this 
interface, the mentor produces illustrations 
that simply overlay the operating surgeon’s 
field on view on monitors present in the oper-
ating room.

Stryker Doctor’s Office System (Stryker 
Canada, Hamilton) supports verbal guidance and 
telestration. The remote office is equipped with a 
touch-sensitive annotator screen that displays the 
operative field of view. The mentor is able to use 
a stylus to draw directly on the screen, producing 
a superimposed image on accessory monitors in 
the operating room [37–42]. For robotic cases, 
Connect™ (Intuitive Surgical, Sunnyvale, CA) is 
a software solution that supports telestration and 
is integrated into the da Vinci Surgical System. 
The mentor can offer verbal guidance and teles-
tration by using a mouse or trackpad to draw 
annotations. With this program, the illustrations 
overlay the operating surgeon’s field of view 
directly within the robotic surgeon console, 

J. W. Collins et al.
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therefore eliminating the need for the operating 
surgeon to view a separate video input [23]. 
Other telestration setups are possible using ver-
bal guidance telementoring systems with the 
addition of a telestration sketch pad or touch- 
screen personal computer [43–45].

 3D Telestration

For robotic cases on the da Vinci Surgical System, 
the surgeon console provides operating surgeons 
with a 3D view and depth perception of their 
operating field. Ali et al. developed a video algo-
rithm that transforms a proctor’s 2D telestration 
into a 3D telestration viewed on the console’s 
display [46]. The software algorithm processes 
the original 2D illustration and calculates a cor-
responding image in the parallax view (i.e., for 
the contralateral eye). In this process, the 2D 
annotation becomes a true 3D telestration image 
that more accurately pinpoints areas of interest 
for the operating surgeon.

Jarc et al. advanced telestration techniques by 
introducing three types of 3D tools to enhance 
learning: 3D pointers (3Dpointers), 3D cartoon 
hands (3Dhands), and 3D instruments 
(3Dinstruments) [47]. These 3D tools are semi-
transparent virtual images that can be superim-
posed and shifted on the operating surgeon’s 
endoscopic view. In remote offices, mentors con-
trol these virtual tools using Razer™ Hydra 
motion controllers (Sixense Entertainment, Inc., 
Los Gatos, CA, USA), a third-party gaming con-
troller. In addition to the basic illustration capa-
bilities of telestration, the 3D tools provide an 
opportunity to present the operating surgeon with 
visual cues on how to physically manipulate the 
robot console and control robotic instruments. 
3Dpointers is the most basic tool, allowing men-
tors to point and draw in 3D. 3Dhands is a visual-
ization of cartoon hands that allow proctors to 
demonstrate hand positioning and grasping, as 
perceived by the opening and closing of the index 
finger and thumb. 3Dinstruments depicts a da 
Vinci Endowrist Large Needle Driver instrument 
that also conveys positioning and grasping 
through the opening and closing of the instru-

ment jaws. In a subsequent study, Jarc et al. vali-
dated the effectiveness of the 3D proctoring tools 
for interactions between mentors and trainees 
during live porcine surgical tasks [48].

Telestration improves upon verbal guidance 
by providing more precise instruction through 
the use of visual aids. However, it not only 
requires additional hardware (i.e., telestration 
screen interface) but also mandates a higher level 
of bandwidth to accommodate for the greater 
data signal being transferred. Without upgrading 
the bandwidth level, delays in signal transfer can 
compromise communication and affect this 
teaching approach. While there is no current lit-
erature on signal delays during telestration, tele-
surgery provides us with insight on the effect of 
temporal delays.

 Guidance with Tele-assist

The development of robot-assisted surgical cases 
has provided fertile ground for the field of surgi-
cal telementoring in the form of tele-assist. For 
these robotic cases, an operating surgeon has the 
ability to control a robotic arm not only from 
across the operating room but also from remote 
locations. Using tele-assist, a surgical mentor can 
control the robotic scope and instruments without 
being present in the operating room [17, 49–56] 
(Table  27.4). This form of telementoring is the 
highest level of interaction between mentor and 
trainee, allowing the mentors to extend their hand 
into the operating room and participate in the sur-
gery  – perhaps by physically readjusting the 
endoscope to enhance the visual field or by 
applying traction for better exposure. Contrary to 
previous methods of surgical telementoring, this 
method requires the operating room to be 
upgraded with a surgical robot equipped with a 
camera and minimally invasive surgical instru-
ments. The robotic arms could then be controlled 
by the trainee surgeon on the surgeon console or 
a mentor in a remote office.

In 1994, the FDA approved the Automated 
Endoscopic System for Optimal Positioning 
(AESOP®, Computer Motion, Inc.), a robotic 
arm that has since been extensively utilized dur-

J. W. Collins et al.
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ing robotic-assisted cardiac, abdominal, and uro-
logical surgeries. This robotic arm is physically 
attached to the side of the surgical table and has 
an adapter system capable of carrying the endo-
scope camera. AESOP® could be controlled by 
voice control of the operating surgeon or remote 
control from a mentor using tele-assist systems 
[51–54]. The Socrates system (Computer Motion, 
Inc.) was the first robotic tele-collaboration 
device approved by the FDA. The Socrates sys-
tem made it possible for expert surgeons to con-
trol AESOP® from remote locations through 
complex data transmissions. It not only supported 
two-way video and audio communication in real 
time between the mentor’s location and the pri-
mary site but also provided telestration capabili-
ties. The mentor could use the provided electronic 
stylus (telestrator) to annotate the operating sur-
geon’s field of view for further instruction [49, 
50]. As tele-assist systems developed, additional 
equipment, such as the PAKY® (Percutaneous 
Access to the Kidney, Urobotics Laboratory 
JHMI, Baltimore, MD), could be controlled from 
remote locations. PAKY® is a percutaneous 
nephrostomy robot that is mounted on a custom- 
designed rigid side rail and subsequently secured 
to the operating room table. Needle insertion is 
driven by a battery-powered variable-speed DC 
motor, which can be controlled with a joystick 
from either the operating room or a remote office 
[51, 53, 54].

In October 2001, ZEUS (Computer Motion, 
Inc.) was approved by the FDA. ZEUS is a three- 
armed robot mounted to the side of the operating 
table. One of the robotic arms was AESOP® and 
therefore carried the endoscopic camera. The 
other two arms assisted in the manipulation of 
blunt dissectors, retractors, graspers, and stabiliz-
ers during laparoscopic surgeries and could be 
controlled by an operating surgeon via an inde-
pendent console [53]. ZEUS is utilized at the 
Centre for Minimal Access Surgery (CMAS) at 
McMaster University in Canada, who in present 
history has the most substantial and comprehen-
sive experience with remote tele-assisted surgery 
[17, 55]. CMAS has established remote colorec-
tal and general surgical services between their 
location in Hamilton, Ontario, Canada, and North 

Bay General Hospital (North Bay, Ontario, 
Canada), a location 400 km away. The systems 
are linked via a redundant Internet protocol vir-
tual private network (VPN) at a bandwidth of up 
to 15  MB per second. Through several studies, 
they have reported a potential transmission 
latency of 140 milliseconds, a time frame easily 
adaptable for operating surgeons.

 Guidance with Augmented Reality

New, innovative telemedicine software solutions 
have emerged (Reacts ®, Proximie ®) that inte-
grate the use of augmented reality to superim-
pose video feeds, images, virtual pointers, and 
other multimedia assets to live video feeds from 
the surgical laparoscopic systems (Figs. 27.2 and 
27.3). These software solutions use inexpensive 
hardware such as webcams, laptops, and off-the- 
shelf video converters as well as standard Internet 
connectivity. They allow for a remote proctor to 
provide a type of remote surgical assistance that 
is highly interactive as the proctor can superim-
pose images, 3D objects, videos, or his/her own 
hands virtually over the livestream of the surgical 
system video feed.

Being able to provide AR as a more interactive 
type of remote education and assistance brings a 
new dimension to telementoring for minimally 
invasive surgery and represents a simple, effi-
cient, and innovative way to improve remote 
proctoring [57].

 Applications

 Resident Training and Surgical 
Continuing Education

Telementoring provides more possibilities of sur-
gical education. By using 2D/3D telestration, 
tele-assist, or even tele-augmented reality, men-
tors can demonstrate surgery procedures in a 
more straightforward method, instead of just ver-
bal guidance. This may improve the efficiency of 
teaching, saving valuable time of both mentors 
and trainees. Likewise, telementoring may facili-
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tate continuing education of surgeons and spread 
state-of-the-art skills. Nowadays, surgical tech-
nique is constantly involving. Surgeons not only 
need to be trained during their residency but also 
are required to learn throughout their career. 
Telementoring may help the surgeon community 
provide more current services to their patients.

Several studies have proved telementoring as 
an effective training tool. One study showed that 
residents in a telementoring group performed sig-

nificantly better compared to a non-mentoring 
group (p < 0.001) [58]. The safety of telementor-
ing has also been established. In a systematic 
review, the author summed up a total of 11 studies. 
Nine out of them concluded that telementoring did 
not prolong surgery time compared to on-site 
mentoring, none of them reported increased mor-
bidity, and only 3% of the total number of cases 
reported technical issues [59]. Of note, a study 
conducted by Byrne included 34 telementoring 
cases of laparoscopic cholecystectomies. Results 
showed no intervention was necessary in 68% of 
cases, verbal advice was given in 26% of cases, 
and in two cases, the mentor had to come to the 
OR from their remote location and scrub into the 
case. The authors concluded that telementoring 
may be used as bridge between on- site supervision 
and totally unsupervised performance [60].

 Emergency or Extreme Scenarios

Imagine if you are a young medic in a battle-
field, a soldier needs a lower limb fasciotomy, 
but you have never done it by yourself before. 
What if you have a portable telementoring sys-
tem that can connect you to an expert at a trauma 
center and effectively walk you through the 
operation in real time? Or imagine if you are a 
urologist who caused a severe rectal injury by 
accident when doing robotic-assisted radical 
prostatectomy. No colorectal surgeon in the OR 
is available, and you probably need to wait for 
>1  hour for one to arrive. What if you have a 
telementoring system which can connect you to 
an expert who can guide you through the repair, 
determine if diversion of the fecal stream is 
indicated, or even tele- assist with the robotic 
repair of the defect?

Under these hypothetical scenarios, the advan-
tages of telementoring were highlighted. It saves 
significant time and facilitates experts applying 
their surgery knowledge without physical pres-
ence. Actually, one of the original purposes of 
developing telementoring was for usage in aus-
tere environments. In 1999, Cubano and col-
leagues successfully connected USS Abraham 

a

b

c

Fig. 27.2 Virtual guidance using augmented reality dur-
ing live surgery. (a) A remote proctor can view the live 
video feeds (surgical endoscopic camera as well as two 
webcams) of a surgeon performing a procedure on a 
robotic surgical system. The proctor can provide direct 
remote virtual guidance using the Reacts ® platform by 
superimposing his own hands over the surgical video feed. 
The surgeon sees the remote proctor’s hands appear in 
“augmented reality” over his live video feeds on a laptop 
(b) located right beside him in the operating room (c)
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Lincoln aircraft with land-based surgical mentor 
and finished five laparoscopic hernia repairs 
under telementoring guidance [61]. Subsequently, 
Rogers et  al. demonstrated that telementoring 
between trauma center and community hospital 
resulted in 7% lifesaving consultations and 83% 
approval rating for improved patient care. 
Interestingly, only 25% agreed telephone alone 
would have resulted in a similar effect [62].

 Surgery Assistance/Education 
to Rural Areas

To date, the first telementoring program was for 
the purpose of continuing medical education in 
remote areas [63]. Traditional surgical education 
requires the mentor to be physically present dur-
ing instruction with mentees. Without sufficient 
expert surgeons in rural areas, an important limi-
tation exists for the traditional surgical education 
in such less populated regions. In this respect, 

telementoring has its natural advantages for rural 
surgery, especially combining with minimal inva-
sive surgeries.

Outside surgery field, a telementoring program 
called “Extension for Community Healthcare 
Outcomes (ECHO)” has helped thousands of pri-
mary care practitioners in underserved areas 
acquire the knowledge they need to treat patients 
with complex health problems – including hepati-
tis C, HIV, chronic pain, opioid addiction, mental 
illness, diabetes, and cancer [64]. Similarly, in the 
field of surgery, Project 6 was proposed by the 
Society of American Gastrointestinal and 
Endoscopic Surgeons (SAGES) in 2015 and 
aimed to promote the development of surgical 
telementoring [65]. But one of the limitations now 
is that surgical telementoring has a higher require-
ment for bandwidth than other telehealth mentor-
ing – and rural areas usually lack such bandwidth. 
Hopefully, with the development of new Internet 
technology like 5G, this barrier will be overcome 
in the near future [24].

Fig. 27.3 “Augmented” remote proctoring using virtual 
overlays. Screenshot of a live Reacts session during a 
laparoscopic appendectomy procedure, demonstrating the 
use of image and 3D object overlays as well as the use of 

a virtual scalpel superimposed on the live laparoscopic 
video bringing highly interactive support and assistance to 
the remote surgeon
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 Challenges to Adopting Surgical 
Telementoring

Even though the development of advanced tele-
communication and bioengineering technology 
has greatly facilitated surgical telementoring, 
there are many hurdles preventing the full adop-
tion of these techniques in the clinical field.

 Safety Considerations

One of the aims of surgical telementoring is to 
deliver professional instructions from academic 
centers to community hospitals so as to aid surgi-
cal training, improve outcomes, and ensure surgi-
cal safety worldwide [6, 44]. However, the 
technology of surgical telementoring has its 
inherited safety concerns. In Bove et al.’s study, 5 
out of 17 planned telementoring procedures 
experienced connection failure to the proctoring 
site [54]. In two surgeries, the robotic arm 
AESOP™ failed to operate properly due to lim-
ited surgical space and severe tissue adhesions.

Signal delay caused by insufficient bandwidth 
can also compromise the safety during surgical 
telementoring and potentially place the patient at 
risk for harm [55]. Latency was noticeable during 
surgical telementoring at 135 to 140 millisec-
onds, but this did not compromise the fluidity of 
the procedure [17, 55]. When the latency 
increased to 200 milliseconds, the impact on 
robotic instrument movement during tele-assisted 
surgery was mild, and the surgeons were still able 
to adapt and operate safely and effectively [66]. 
However, the impact becomes more prominent 
when there is a 300 to 700 millisecond delay and 
eventually unable to operate if the delay is 800 to 
1,000 milliseconds.

Cyberattack also poses a danger to surgical 
telementoring. Bonaci et  al. reported multiple 
possibilities of cyberattacks during tele-assisted 
surgery, such as network- and communications- 
based attacks [67]. In their study, they found that 
the Raven™ II, a commercially available, open- 
source robot design, was vulnerable to cyberat-
tacks that could manipulate the intent of the 
surgeon’s actions, delay specific actions, or com-

pletely block actions. Preventive strategies to 
ensure the safety of surgical telementoring 
include data encryption before transmitting 
between the proctoring site and the operative 
room, as well as a telecommunication monitoring 
system that could assess the network and identify 
when multiple streams of data are being transmit-
ted to the operating room [67].

 Legal Considerations

Legal considerations linked to surgical telemen-
toring have also prevented its widespread adop-
tion in the clinical field. Currently, there is no 
clear legislation and credentialing on licensure 
applicability to surgical telementoring. However, 
in the context of telemedicine, the Federation of 
State Medical Boards has adopted the Interstate 
Medical Licensure Compact, which can facilitate 
and expedite licensure for telephysicians. Some 
have suggested a mobile patient-telephysician 
relationship wherein the physician is geographi-
cally tied to his or her current practicing state and 
the patient is seemingly “transported” to the phy-
sician location for the duration of that healthcare 
interaction. However, such an approach has not 
yet been approved, and the standard model 
remains multistate licensure and treatment of the 
physician-patient relationship by location of the 
patient [68–70].

 Financial and Economic 
Considerations

Previous studies have failed to consider relative 
costs across the different approaches within sur-
gical telementoring. For an increasingly cost- 
constrained healthcare environment, it is 
important to consider the financial implications 
of developing medical approaches on institu-
tional and individual levels.

From an institutional standpoint, the primary 
expenditures for onboarding surgical telementor-
ing systems include the cost of required equip-
ment and network connection fees. However, 
these costs may be potentially offset by the 

27 Telementoring for Minimally Invasive Surgery



374

reduction of expenses associated with the time 
and travel costs of an expert surgeon required for 
on-site mentoring.

As seen in the case of Virginia, state-level leg-
islation may have incorporated the use of tele-
medicine into Medicaid budgeting; however, this 
allowance does not include coverage for the cost 
of providing telemedicine services or technical 
fees. The varying fees between verbal guidance, 
telementoring, and tele-assist services are to be 
managed by individual existing healthcare infra-
structures [71].

Lastly, the financial relationship between the 
payer and the surgical telementoring team has yet 
to be clarified. It has not been determined whether 
the mentor is to be billed as a second healthcare- 
providing physician or whether the allocated 
payments are distributed between the telementor 
and tele-assistant. Surgical telementoring ser-
vices are still in their early development phase 
and will be dependent on a changing healthcare 
landscape. The change in this market could have 
a lasting effect (either positive or negative) on the 
healthcare economy – as well as the overall cost 
of delivering surgical training and patient care.

 Discussion

For the vision of telementoring and tele-assisted 
surgery to be realized, it will require more than 
secure, high-speed network connections  – it will 
need trust and understanding of the standardized 
surgical approaches and patient management pro-
tocols agreed between the parties involved. As well 
as the demonstration of surgical techniques, the 
ability of the mentor to convey ideas and inspire 
learning is crucial to optimizing the learning expe-
rience. A good mentor is an expert in his/her disci-
pline, is someone who likes to teach, is patient, has 
availability to train, and can mitigate the stress and 
challenges imposed upon mentee surgeons [72]. 
Telementoring adds to the complexity of this men-
tor/mentee relationship while giving new opportu-
nities related to accessibility to expertise in both 
elective and unplanned operating room scenarios, 
when support and guidance may be most needed.

Using the telementoring resources currently 
available will help disseminate surgical expertise. 

Proctorship and preceptorship requirements will 
vary for different surgeons and organizations  – 
and different patients will be in need of varying 
levels of expertise. The expert mentors, who are 
likely to be in greatest demand, will be those who 
are pushing the boundaries of robotic surgery in 
complex case selection or as a result of their new 
techniques or novel approaches. If the future 
infrastructure for worldwide robotic networks are 
realized, they could literally be in demand 
24 hour/day [73]. In today’s age of the telecom-
munication, data and ideas are spread more read-
ily and can be adopted more quickly. What we 
choose to share reflects who we are, but what we 
search for reflects who we aspire to be. However, 
rapid dissemination of novel approaches to sur-
gery also presents its own risks and further high-
lights the need for guidance regarding the use of 
telementoring, which should be limited to 
evidence- based practice, and trainers should be 
appropriately trained and certified [72].

Simulators have been successfully used in 
healthcare and are a standard tool in the aviation 
industry to measure both proficiency and techni-
cal skill learning [74]. Although robotic surgical 
simulation has not yet reached a stage where 
advanced procedural training replicates all 
aspects of robotic surgical procedures and team 
training, it has already shown potential to accel-
erate trainees along their learning curve and 
improve outcomes [74]. A simulator’s greatest 
future value may be aligned with the data and 
feedback that robotic networks will provide, rep-
licating the roles of airport control centers and 
flight simulators [75].

With better understanding of surgical learn-
ing curves and the ability to score and differen-
tiate between performance levels, data collected 
via networks may also have a future regulatory 
role for surgeons [8]. International collabora-
tive telementoring networks also have the 
potential to help achieve balance between the 
continual cycle of optimization and standard-
ization of robotic surgical techniques. 
Standardized live surgery broadcast from home 
institutions could support and promote both 
telementoring and the benefits of standardized 
surgical techniques [76]. Standardization is 
critical to developing cohesive networks with 
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defined agreement between mentors and men-
tees. Standardization also aids identification of 
the “hazard” steps in complex multistep proce-
dures, enabling strategies to avoid the associ-
ated complications [77].

Sharing of expertise requires shared goals. In 
highly competitive healthcare systems, where 
hospitals compete in attracting patients, there is 
inherent resistance to sharing. If suitable quanti-
tative datapoints are identified and the beneficial 
effects of sharing are confirmed, new thinking in 
robotic surgery is likely. With the increasing 
requirement to publish results and the natural 
competition that comes from market forces, 
there are drivers in place to promote collabora-
tion that will result in improved surgical out-
comes for patients [8]. Change is driven on 
varying scales from local discussion to national 
and international opinion and debate. While tele-
mentoring technologies will undoubtedly 
enhance communication between surgeons, it is 
the development of networks across greater dis-
tances, connecting the centers with the largest 
differences in surgeon skill set, which may 
deliver the greatest global health benefit. If these 
benefits to surgical outcomes and improved 
patient safety using telementoring are realized, 
then legal, ethical, and reimbursement issues 
will likely be resolved.

 Conclusions

With telementoring, trainers hold the potential to 
drive standardization in training via centraliza-
tion designed in principle to disseminate knowl-
edge from a distance, without the need for mentor 
or mentee to travel. Collaborative telementoring 
via robotic networks has the potential not only to 
enable but also to drive advancement in multiple 
areas of robotic surgery through crowdsourcing 
and sharing of knowledge. Future studies should 
acknowledge the challenges of ethical and legal 
concerns and the need to prioritize patient safety. 
The development of this novel approach to train-
ing will need careful evaluation and validation 
with predefined service goals.
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 Introduction

Medical schools around the world are set to enter 
a new era of transformation as digital technolo-
gies are gradually incorporated into education for 
the next generation of surgeons [1]. Broadly, 
digital technologies could help to address access 
to healthcare challenges by addressing workforce 
shortages, by improving the availability of clini-
cal expertise and thereby improving safety and 
quality of care, and by supporting local priorities 
and thereby preparing for demographic changes 
[2]. But while there has been a rapid wave of 
emerging early stage applications of digital tech-
nologies into medical and surgical education, as 
well as across innovative health systems around 
the world [3], little attention has been placed on 
how today’s traditional and outdated “one-size- 
fits-all” approach to medical education will 
appropriately prepare medical students for a 
future of digital surgery [4].

After a century of rapid progress in medical 
education that was initiated in the Western medi-
cal system by the 1910 Flexner Report [5], today 

students are all trained the same way without 
really considering a need for alternative career 
paths of work following graduation. In 2010, the 
global independent Lancet Commission on the 
Education of Health Professionals for the 
Twenty-First Century was launched, and the key 
message was as follows: “All health profession-
als in all countries should be educated to mobi-
lize knowledge and to engage in critical reasoning 
and ethical conduct so that they are competent to 
participate in patient and population-centered 
health systems as members of locally responsive 
and globally connected teams” [1]. Also pro-
posed in the commission was a novel “systems” 
approach to reform, whereby medical education 
must overlap with the health system it attempts to 
serve. The commission provided medical educa-
tion systems around the world with principles 
required to better address the health needs of 
their local populations, but better more, a need 
for increased recognition into the local and global 
demands for integrated education and digital 
leadership [6].

Reflecting upon generations globally, the 
world currently has the largest youth generation 
in its history with more than half of the global 
population aged 30 or younger [7]. Yet workforce 
shortages are a challenge for systems worldwide: 
in the UK, it is believed that 8000 more general 
practitioners are needed for primary care deliv-
ery; in the USA, achieving universal health cov-
erage is still not reality; and globally, health and 
surgical burdens are at their greatest, with local 
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systems of care at their most vulnerable. Medical 
students do not only want to be involved in accel-
erating the future augmented by digital technolo-
gies but are in fact necessary partners in preparing, 
shaping, and implementing effective processes 
and initiatives for digital transformation in their 
own medical schools [8]. The exclusion of young 
people at all levels of medical education leader-
ship and the lack of opportunities for integration 
delay progress and negatively impact the quality 
of patient care in the long run. Achieving a future 
surgical workforce empowered with the skills 
required for future healthcare delivery will 
require innovative and evidence-based 
approaches to learning that would be tailored to 
the needs of patients and populations [9], and this 
will not be possible without the meaningful 
engagement of today’s medical students.

In this review, we explore ways in which digi-
tal technologies will augment surgical education, 
prepare future surgical trainees to join the work-
force, and provide an essential global perspective 
in the context of digital transformation for global 
surgery. We discuss how medical students can 
prepare for the future and how governments, aca-
demic intuitions, and organizations can empower 
students all around the world to develop the 
essential skills required to enable the rediscovery 
of healthcare democracy and access to surgical 
care that is safe, affordable, and timely for all 
populations through leveraging digital 
technologies.

 Education in the Digital Medical 
School

It is expected that future medical students will be 
part of the digital transformation process that 
takes place throughout their working careers in 
their respective health systems; therefore, it makes 
sense that they are prepared for what lies ahead in 
their practice. As new technologies and platforms 
are increasingly introduced into surgical educa-
tion, new core skill competencies must, too, be 
integrated into curricula, allowing innovation eco-
systems to flourish which in turn will strengthen 
health system innovation. In this section, we high-

light several state-of-the-art technologies that are 
either already adopted or will soon be realized in 
medical schools around the world over the com-
ing years. Following this, the new specialized 
skills that will require training to effectively sup-
port these technologies within the framework of 
an innovation ecosystem will be discussed.

 Digital Technologies Impacting 
Medical and Surgical Education

New digital approaches are swiftly entering the 
medical and surgical education playing field, and 
among those are massive open online courses, 
“flipped classrooms,” digital badges, virtual anat-
omy, and medical holograms [10–12].

• Massive open online courses (MOOCs) are 
open-access courses that are available online 
and have been available for at least two 
decades. However, the concept of an MOOC 
was popularized by a group of researchers 
when a course on “Connectivism and 
Connected Knowledge” in 2008 attracted over 
23,000 worldwide participants. MOOCs aim 
to promote active, retrieval-based learning, 
real-time collaboration, customized feedback 
based on analysis of vast amounts of data gen-
erated by students’ performance, and peer 
learning while also creating an experience that 
mimics one-on-one tutoring. Overall, MOOCs 
ensure access to many students who otherwise 
might not be able to enter such courses, and 
they help to build a virtual, multidisciplinary, 
and collaborative environment.

• Flipped classrooms refer to an alternative edu-
cational setup whereby students receive and 
master new knowledge outside the classroom, 
and the teachers then use the classroom time 
to reinforce learning and address students’ 
questions. They are part of a series of power-
ful, online-based disruptive changes in the 
educational landscape. A similar example of 
this model is Khan Academy which started in 
2006 and has delivered over 180 million les-
sons to date. The site offers practice tests for 
skill building in the form of a series of short 
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Web-accessible (e.g., YouTube) videos that 
are created by an individual with only basic 
laptop and Internet connection.

• Digital badges are another disruptive tool in 
the education world which also has real-world 
implications outside medical education. 
Digital badges are a way to provide concrete 
evidence of skills, achievements, and qualities 
in a more granular manner than traditional 
grades and degrees. They reflect mastery of 
real-life skills and are valued by employers 
looking for evidence of expertise not often 
reflected by solely a college degree. As a par-
allel medical application of this technology, a 
badge could indicate information regarding a 
patient’s procedure and details regarding 
whether it was performed as an example.

• Virtual anatomy is a powerful tool that 
involves the digitization of the traditional 
cadaver dissection sessions at medical school, 
allowing for easy manipulation and presenta-
tion of any disease or condition in physiology, 
anatomy, dissection, or/and pathology.

• Medical holograms allow for complete visual-
ization of the human body in a third dimen-
sion, displaying a 360° view of a virtual 
human body. However, unlike the dissection 
tables, hologram technology can showcase 
specific organs in relation to other parts of the 
body. It is also possible to perform small-scale 
procedures on the virtual body, such as insert-
ing an intravenous line, in order to assist with 
student understanding of a practical skill or 

clinical exam in a lot more depth than would 
be possible with a textbook.

 The Evolution of Core Competencies

We believe the future digital medical student will 
require the following five core skill competencies 
(Fig. 28.1):

 1. Multidisciplinary collaborator: Specialized 
leadership skills required to resolve solutions 
between teams of different training back-
grounds. For example, coordinating discus-
sions between surgeons, data scientists, and 
software engineers.

 2. Data-driven decision-maker: Proficient in 
digital health technologies; able to adopt, 
implement, and evaluate new technologies as 
they enter the system.

 3. Digital leader: Fluency in use of all frequently 
used digital health platforms and digital tech-
nologies, allowing for more comprehensive 
patient care that is more personalized, preven-
tative, and predictive care.

 4. Super-communicator: Sophisticated profes-
sionalism and specialized communication 
skills adapted for digital health and AI-driven 
technologies.

 5. Community leader: Awareness and advocacy 
for the sociopolitical, economical, and envi-
ronmental factors that impact individual and 
population health.

Data-driven decision maker

Digital leader

Community leader
Super-communicator

Multi-disciplinary
collaborator

Fig. 28.1 Core 
competencies of the 
future digital medical 
student. (Illustration 
created by the authors, 
adapted from [1, 3, 10])
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In more detail, the specialized role of a multi-
disciplinary collaborator would require several 
languages of communication, where conversa-
tion between the primary two languages would 
switch between “clinical” and “coding” lan-
guages. A data-driven decision-maker would 
have a comprehensive education in data analysis 
skills to improve digital systems, as well as criti-
cal judgement evaluation skills to assess factors 
such as risks, benefits, and regulations. A leader 
in digital health technologies would have a com-
prehensive understanding of imaging and digital 
health platforms and systems and a competency 
in health, digital, and eHealth literacy. They 
would have specialized training on the develop-
ment, deployment, evaluation, and interpretation 
of AI-driven technologies, as well as training for 
new robots in health and surgery, telemedicine, 
wearables, and sensors. Alongside specialized 
communication and professionals’ skills, a super- 
communicator would also require training in the 
appropriate use and delivery of the online doctor- 
patient consultation and training in the perfor-
mance of accurate surgical procedures using 
augmented and virtual reality platforms. A com-
munity leader would have an understanding of 
the underlying political and economic factors 
that impact local and global health inequity. This 
might involve having an appreciation for some of 
the high-level policy frameworks in health, 
including the World Health Organization and 
World Bank. They would also have an awareness 
for national health priorities and know how to 
integrate these policies into the regional and dis-
trict levels of care. Table 28.1 reviews the core 
technologies impacting the digital medical school 
both from the perspective of surgical education 
for the medical student and from the perspective 
of the future surgical trainee toward the end of 
medical school.

 Training the Future Digital Surgeon

For medical students and emerging surgical train-
ees beyond 2020, there will be a sea of opportu-
nity for learning that will be augmented by digital 
technologies. Alongside skill-building opportu-

nities, the very nature of surgical care and role of 
the surgeon will also evolve with increasing 
adoption of digital technologies; therefore, the 
competition of preparedness training will also be 
essential before completing medical school. 
Herein, the impact of digital surgical technolo-
gies when preparing for surgical training while 
still at medical school is highlighted.

 Digital Technologies Impacting 
Surgical Education

A selection of key digital technologies that are 
impacting surgical training and education today 
include surgical robots, next-generation mini-
mally invasive surgery, and artificial intelligence 
[11]. Surgical robots and minimally invasive 
approaches via advanced laparoscopy are chang-
ing surgery globally by reducing morbidity and 
mortality of operations that were once performed 
with traditional open methods. As a result, sur-
gery is becoming more dependent on technology, 
and accordingly, the surgeon’s skill set is expand-
ing to accommodate for these new techniques. In 
accordance with this transition, the technical and 
nontechnical skills of surgeons must be adaptive. 
Surgeons will have to learn new technical skill 
approaches as new robotic platforms and mini-
mally invasive techniques are incorporated into 
the surgeons’ workflow, as well as more special-
ized nontechnical digital communication skills 
for online and virtual provision of care.

 Changes to Training 
and the Surgeon’s Role

As we are entering a new digital era in healthcare, 
it is important to appreciate the opportunities that 
digital technologies hold for surgical care  – an 
indivisible and indispensable part of healthcare. 
While there are real efforts to scale, develop, inte-
grate, and distribute digitized services in surgical 
training today, there are still many gaps that need 
to be addressed – for example, in the context of 
workforce where only 12% of the world’s special-
ist surgeons reside in Africa and Southeast Asia, 
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Table 28.1 The impact of digital technology on medical school training and surgical training roles

Technology Digital domain
Use case and 
description

Medical education:
New learning 
requirements

Surgical training:
New skill preparedness

Digital medicine Telemedicine. Virtual fracture 
clinics: telephone 
consultation and 
self-management 
service provided 
online.

Upskilling in specialist 
areas, including imaging, 
digital technologies, and 
fracture management.

Care provided virtually 
with faster access for 
patients.
New roles for advanced 
digital practitioners.

Smartphone 
applications.

Computerized 
cognitive behavioral 
therapy (CBT).

Data analysis skills to 
improve regulation of 
digital therapeutics.
Critical judgment 
evaluation skills (risks, 
benefits, regulation).

Scalable solutions to 
care provision using 
fully automated, 
advanced, algorithm-
driven app.
New roles for data 
interpreters, digital 
prescribers, and phone 
consultants.

Web applications. Online clinical 
consultations with 
electronic 
prescribing, 
notification, and 
health surveillance.

Understanding of new 
specialized components 
including health literacy, 
digital literacy, and 
eHealth literacy.
Training in use and 
delivery of online 
doctor-patient 
consultations.

Training for new roles 
in monitoring and 
management of 
patients using 
telephone consultations 
via an online interface.

Sensors and 
wearables for 
remote 
diagnostics and 
monitoring.

Ultrasensitive 
bio-
nanotechnologies: 
rapid diagnosis of 
disease at point-of-
care, faster access to 
care, and improved 
antimicrobial 
stewardship.

Training and 
understanding of sensors, 
wearables, and algorithms 
for safe patient 
monitoring.

Training on patient 
data sharing, privacy, 
and security in the 
context of real-time 
monitoring of vitals, 
diagnosis, and remote 
management.

Virtual and 
augmented 
reality.

Immersive 
technologies 
combining 
computer-generated 
visual, auditory, and 
sensory data with 
physical world.

Teaching in virtual and 
augmented reality 
technology.
Introduction to surgical 
training for procedures 
using AR/VR platforms.

Surgical training 
delivered using online 
AR/VR technology 
using smart data-driven 
educational platforms.

Artificial 
intelligence and 
robotics

Automatic image 
interpretation.

Enhanced 
diagnostics via 
automated image 
interpretation using 
digitized medical 
data.

Specialized education on 
AI-driven radiological 
interpretation, monitoring, 
and evaluation.
Communication training 
for patient-generated 
consultations (e.g., 
diagnosis of skin lesion 
via app using smartphone 
camera).

Training in the analysis 
and evaluation of 
AI-driven image 
diagnostic platforms.

(continued)

28 Digital Medical School: New Paradigms for Tomorrow’s Surgical Education



384

Table 28.1 (continued)

Technology Digital domain
Use case and 
description

Medical education:
New learning 
requirements

Surgical training:
New skill preparedness

Speech 
recognition and 
natural language 
processing 
(NLP).

Voice assistants that 
interpret human 
speech and response 
via smart speakers.

Specialized 
communication skills for 
verbal and nonverbal 
aspects of clinical 
consultation.
Training in natural 
language processing and 
speech recognition.

Smart consultation 
training with 
specialized patient-
physician interaction 
involving the computer 
and smart speaker.
Training on nuances of 
primary care provision 
in the context of text 
and voice inputs.

Interventional 
and rehabilitative 
robotics.

Healthcare robots 
that address specific 
procedural technical 
challenges and 
rehabilitative robots 
(prosthesis, 
exoskeletons, 
brain-computer 
interfaces, etc.)

Teaching on underlying 
technology of new robots 
in healthcare and surgery.
New multidisciplinary 
aspect involving 
orthotists, 
physiotherapists, and 
occupational therapists for 
holistic rehabilitative care.

Robotic training on 
new platforms for 
surgeons and theater 
staff.
Nontechnical skills to 
ensure smooth 
integration and 
performance of robots 
within the rehabilitative 
multidisciplinary team.

Predictive 
analytics using 
artificial 
intelligence.

Predicting future 
outcomes using data 
mining, statistics, 
and machine 
learning-based 
modelling.

Training on the AI 
applications in healthcare 
and predictive analytics, 
including interpretation, 
evaluation, development, 
and deployment.

Specialized roles 
involving algorithm-
driven patient triage 
and risk prediction in 
the context of 
personalized medicine.

Genomics Reading and 
writing the 
genome.

Revolutionary 
specific gene-editing 
system allowing for 
specific corrections 
in an individual’s 
DNA.

Education on the potential 
of genome reading, 
writing, and editing and 
understanding of 
applications.

Training in 
comprehensive 
genomic care in the 
context of gene-editing 
systems.

Adapted by the authors from [1–3, 11]

where 33% of the world population resides [12]. 
Despite the significant health inequities and 
uneven distribution of healthcare workers around 
the world, digital technologies are expected to 
provide solutions to such challenges.

Accordingly, new roles will arise within the 
specialist surgical workforce as new technologies 
are developed and gradually adopted. Some 
examples of these new roles include advanced 
digital practitioners, data interpreters, digital pre-
scribers, and virtual surgeons for online consulta-
tions [3]. In addition to evolving roles within the 
workforce, new skill sets will also arise to better 

cope with the increased complexity in tasks. 
Some of these new tasks include training on data 
sharing, privacy, and security in the context of 
surgical sensors and wearables for monitoring, 
diagnosis, and remote management, with an 
increased focus on nontechnical skills [2]. 
Looking forward, it will be important that medi-
cal students who have surgical ambitions are 
aware of the technologies that will impact their 
day-to-day work as well as the new specialized 
training they will have to complete in order to 
provide high-standard care that is digitally 
augmented.

J. Ashby et al.



385

 Preparing the Future Global 
Surgeon in the Digital Era

 Global Burden of Surgical Disease

There are many challenges ahead in global sur-
gery that are amenable to digital health technolo-
gies as well as a vast potential for advancement 
of health and social justice. In 2015, the Lancet 
Commission on Global Surgery estimated that 5 
billion people lack access to safe, affordable, and 
timely surgical and anesthesia care [12, 13]. An 
estimated 16.9 million lives – 32.9% of all deaths 
worldwide – are lost as a result of surgically pre-
ventable conditions every year. Without surgical 
care, universal health coverage and other global 
health goals, at both the local and national levels, 
will be impossible to achieve [13]. Furthermore, 
every year 81 million patients are forced into 
poverty as a result of the cost of surgery, if they 
are able to access surgical care at all [14]. It is 
estimated that one-third of the global disease bur-
den is surgical in nature [15]. The report states 
how there are common conditions such as appen-
dicitis that require surgical care and are easily 
treatable but frequently result in high morbidity 
and mortality due to lack of access to care. 
Remarkably, the risk of maternal death following 
cesarean section reaches up to 50 times higher 
when performed in low- and middle-income 
countries (LMICs) compared to high-income 
countries (HICs) [16]. If the future surgical work-
forces around the world were empowered with 
the skills required to transform health systems, 
would it then be possible to begin to tackle some 
of these international global health priorities?

 Digital Technologies, Innovation, 
and Global Opportunities

Three broad challenges within global surgery 
that are amenable to digital health have been 
selected in the context of their importance to the 
future medical student experience [17–20]. These 
primarily relate to workforce shortages, the 
urgent need for clinical expertise expansion, and 
future projections for population changes. As the 

future workforce, it is critical to be able to address 
these shortages with effective and efficient 
approaches to service delivery that is honed 
through the years of preparation in medical 
school.

• Workforce shortage: While human resources 
are the backbone of healthcare systems, major 
shortages exist within surgical systems world-
wide which, in turn, are further compounded 
by misdistribution of existing workforce both 
within and between countries. This results in 
gross inequity. Global access to healthcare is 
particularly pronounced in rural settings 
where there is little access to care. However, 
tomorrow’s digital health infrastructure tran-
scends the geographic divide and has shown 
potential in improving healthcare delivery and 
access through rapid and virtual diagnosis, 
treatment, and remote care. In addition, auto-
mation offers huge benefits in improving 
workflow efficiency and reducing burdens on 
the existing workforce.

• Clinical expertise expansion: While there is a 
definite need to prepare the current and future 
workforce in digitally enabled technologies, 
there might be other shorter-term solutions 
that could be achieved with the aid of technol-
ogy. In settings where clinical expertise is lim-
ited, digital and AI systems are able to assist 
with quality and provision of care that is accu-
rate and safe. This assistance could be in the 
form of diagnostic or management support, 
clinical decision systems that integrate elec-
tronic health records with the most recent 
 up- to- date medical evidence, or through auto-
mated, AI-enhanced triage systems.

• Population changes: The healthcare demands 
of future populations are constantly shifting. 
Noncommunicable diseases are estimated to 
account for 80% of global disease burden by 
2020, which indicates an increased impor-
tance in a specific group of conditions – for 
example, the management of diabetes mellitus 
and hypertension. Digital technologies could 
help to address these profound projected bur-
dens by optimizing efficiency and cost- 
effectiveness of current care. However, the 
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demands for ever-increasing specialized com-
munication skills will also increase as health-
care workers and specialists work in closer 
collaboration with machines.

 Recommendations

Key recommendations outlined in this section 
have been put forward by a number of thought 
leaders, academic institutions, and governments 
as they begin to prepare for how digital technolo-
gies will impact education and training for both 
medical students and surgical trainees [2, 3, 13, 
17, 19]. For this review, they have been summa-
rized in the following three broad categories: (1) 
partnerships and capacity, (2) ecosystems and 
evidence, and (3) investment and engagement.

 1. Partnerships and capacity. Establish and sup-
port partnerships that advance education, 
research, and advocacy for digital transforma-
tion in healthcare. Nurture connections 
between institution and disciplines to encour-
age multidisciplinary collaboration.

 2. Ecosystems and evidence. Support early 
research and innovation opportunities for 
medical students and surgical trainees to 
accelerate a future of evidence-based, data- 
driven surgical system strengthening.

 3. Investment and engagement. Provide funding 
to strengthen student leadership initiatives 
that encourage skill development of digital 
technologies in the context of advancing 
health and economic growth.

Partnerships that advance education, research, 
and advocacy for digital transformation in health-
care will support capacity-building initiatives and 
encourage multidisciplinary collaboration. As 
medical students will play a vital role in revital-
izing medical education as well as prepare stu-
dents for a future practice with digital surgery, it 
is important that they participate in the leadership 
discussions that surround forging these connec-
tions between institutions and disciplines, build-

ing on shared collective experience in national 
and international student organizations for social 
good.

Government, industry and academic initia-
tives that strengthen healthcare ecosystems sus-
tainably will provide an infrastructure for future 
digital transformation. These initiatives will 
build on evidence that will be generated from 
real- world clinical research and population-
level trials. Early exposure to these specialized 
research practices and principles for medical 
students and surgical trainees alike will encour-
age knowledge sharing and early adoption of 
technologies, which in turn will encourage 
deployment and evaluation that is safe, accurate, 
and reliable.

Finally, ecosystems and partnerships will 
require investment in order to ensure sustainabil-
ity and growth. Investment in such student- and 
trainee-based initiatives will not just advance 
local capacity and support research but will also 
recognize that the future of surgical workforce 
represents a magnitude of human potential with 
massive unrealized benefits for socioeconomic 
growth, population health, and individual health 
advancement. Medical students offer a unique 
opportunity to create the most urgent digital sur-
gery solutions as a result of their native fluency in 
digital technologies and influence on social 
media platforms. Recognizing the need to appro-
priately prepare the generation for the digital 
future of surgery will reflect on the lived realities 
of these students around the world, it will impact 
their experiences, and it will empower them to 
create the solutions needed to address some of 
the world’s most pressing challenges. Achieving 
the wider health goals will not be possible with-
out the leadership and engagement of the emerg-
ing generation in training, particularly in the field 
of surgery. While we applaud progress that has 
already been made to advance digital health lead-
ership in medical and surgical education, more 
must be done to position the future of the work-
force as equal stakeholders in the realization of 
digital transformation in  local, national, and 
global health priorities.
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 Conclusions

The potential for digital technologies to trans-
form the future medical and surgical education 
cannot be understated. This chapter acts as a 
basis for further discussion and action. We 
emphasize the importance of involving stu-
dents and learners from different disciplines in 
the digital transformation process as we 
strongly believe in the benefits of varied per-
spectives on the technological improvement of 
health on both an individual and societal level. 
In order to address potential future workforce 
shortages and other challenges ahead, medical 
schools around the world will need to seek 
reform in order to empower fellow medical 
students to deliver the care that their local pop-
ulations need, utilizing a digital framework. 
Without such adjustments, achieving universal 
health coverage  – both nationally and glob-
ally – will not be attainable. Such a shift in cur-
ricula and mindset will be necessary to lead 
new forms of digitally driven medical educa-
tion for the future surgical workforce, which in 
turn will shape the direction of healthcare and 
surgery for a shared digital future that will ben-
efit all mankind.
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3D Simulation and Modeling 
for Surgeon Education and Patient 
Engagement

Anna Przedlacka, Przemyslaw Korzeniowski, 
Paris Tekkis, Fernando Bello, 
and Christos Kontovounisios

 Surgical Education

Surgical training has evolved enormously in the 
last decades. Traditionally, it involved an 
apprentice- like model outlined by Halstead in the 
beginning of twentieth century [1]. It was based 
on a high-volume, hands-on training with a grad-
ually decaying level of supervision, until the 
trainee was judged by the mentor competent 
enough to operate on their own. With time, the 
structure and the content of the educational mate-
rial have become more defined, and detailed cur-
ricula have been developed. Regardless of the 
educational model, the aim of surgical training 
has always been focused on producing a highly 
skilled operator capable of performing indepen-
dently at the safest possible level.

Due to the reduction in working hours and a 
substantial increase in knowledge and patient 
safety requirements, the traditional model of sur-
gical education is no longer sustainable. The 
development of digital technologies has allowed 
an introduction of new methods of learning sur-
gery, with an aim to utilize the reduced time more 
efficiently and effectively. A significant propor-
tion of the surgical training have now moved out-
side of the traditional setting of the operating 
theatre into the skill and simulation labs. The 
question regarding the simulation training has 
shifted from “Is it effective?” to “How can it be 
best embedded, supported and funded?” [2].

Gaining core surgical skills on animals or 
cadavers is expensive and raises ethical concerns, 
thus restricting their use in everyday training [3]. 
Using inexpensive, low-fidelity task physical 
trainers can provide effective training of the key 
elements of the procedure, but this paradigm 
lacks (in most instances) the real-life effect of 
surgery. Moreover, animals and cadavers, as well 
as foam, silicon or plastic parts used in task train-
ers, lack the physiological behaviour and differ-
ent biomechanical properties, compared to living 
human tissue. Hence, these methods do not pro-
vide sufficient realism. Finally, they require feed-
back from a tutor.

The rapid increase in computer power and 
emergence of haptic technology [4] resulted in 
an alternative approach – a computer-based sim-
ulation system enabling training on a virtual 
patient [5]. Such systems, often referred to as 
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virtual reality (VR) simulators, typically consist 
of a 2D or 3D display, a computer running the 
simulation software and a physical human-com-
puter interface device mimicking the surgical 
instruments.

The device tracks the manipulation of the 
instruments and often can recreate the sense of 
touch by providing force feedback to the user (a 
haptic device). The software is responsible for 
taking input from the input device, simulating the 
interactions between the instruments and the vir-
tual anatomy, rendering the 3D image of the sur-
gical site and, if supported, calculating the forces 
sent to the user via the haptic device. Additionally, 
the software can record, analyze and store user 
performance.

The advances in 3D technologies have added 
new advantages to the already established appli-
cation of simulation technology. They have led to 
the development of environments and scenarios 
which are more complex and thus able to more 
closely resemble real operations. 3D modeling 
has a central, paramount role in this evolution – it 
produces models that can be used independently 
as a sophisticated depiction of the anatomy or 
form the basis for the 3D simulation tools. 3D 
printing, or additive printing technology, has 
broadened the surgical horizons even further. The 
physical 3D models are manufactured through 
layering of printing materials based on digital 3D 
models.

Hybrid simulation, which combines the 
advantages of a physical 3D printed model (hap-
tic feedback, deformability) with advantages of 
a VR simulator (building complex interfaces 
and environments), is an especially exciting 
joint application of both technologies [6]. The 
inclusion of haptic feedback seems to be an 
important factor in the training on VR, and the 
lack of haptic feedback might prove the applica-
tion of VR less successful than a standard black 
box simulator [7].

Since the 1990s, virtual reality (VR) simula-
tors have been expected to become as important 
for surgery as flight simulators are for aviation 
[8]. In 2001, Satava stated that “The greatest 
power of virtual reality is the ability to try and 
fail without consequence to animal or patient. It 

is only through failure – and learning the cause 
of failure  – that the true pathway to success 
lies” [9].

High-fidelity virtual reality simulators have 
several advantages over the traditional methods 
of surgical training. They offer a safe, controlla-
ble and configurable training environment free 
from ethical issues in which clinicians can repeti-
tively practice their skills.

VR simulators improve patient safety  – not 
only because patients are not at risk during actual 
training but also because surgeons trained on VR 
simulators show higher competencies [10, 11].

VR simulators improve the educational expe-
rience by providing a wide selection of training 
scenarios diversified in terms of virtual patient’s 
anatomy and pathologies. This overcomes the 
problem of waiting for a suitable real-life case 
and allows for controlled clinical exposure, 
where trainees start with basic cases moving 
gradually to more complex ones when they feel 
confident to do so.

Training on VR simulators does not require 
the presence of a supervising expert. By analyz-
ing user performance in real-time, simulators can 
give immediate feedback during the procedure, 
which is crucial for efficient training [12]. The 
formative and summative assessment at the end 
of each training session helps to track user’s 
learning progress that may be used in the future 
for credentialing and certification [13].

VR simulators have low maintenance costs 
and, except for calibration, practically require no 
preparation before or during the training session. 
Students and delegate surgeons can train on their 
own, whenever the equipment is available. They 
are reusable allowing for repetitive training of the 
same procedure countless times without incur-
ring additional costs.

Experts can also benefit from simulation by 
practicing rare/complex cases, to maintain and 
improve their skills or even to “warm up” before 
performing real surgery [14]. VR simulators can 
be used to explore new ways of performing a pro-
cedure or to become familiar with new surgical 
techniques or new surgical devices [15].

Some VR simulators can assist during preop-
erative planning or intraoperative navigation 
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[16]. By reading patient-specific data obtained 
from medical imaging (CT or MRI), VR simula-
tors can help to plan a surgery in order to avoid 
potential complications and to assure a safe 
outcome.

High development costs and corresponding 
final high price are usually mentioned as key dis-
advantages of VR simulators. However, when 
considering the wider economic benefits of 
better- trained surgeons, error reduction, faster 
completion times and savings on instructor time, 
VR simulators can, in fact, be cost-effective [10, 
17, 18].

Lastly, there is an increasing body of evidence, 
which supports the transferability of surgical 
skills acquired through the virtual training [19]. 
The novel technologies have been utilized to 
address all aspects of modern surgical training – 
from learning anatomy, through development of 
clinical judgement and surgical planning, to 
acquisition of operative skills.

 Anatomy

Meticulous knowledge of anatomy underpins any 
successful surgical training. Traditionally, anat-
omy has been taught through a combination of 
prosection, didactic lectures and self-directed 
textbook study. The role of cadavers has signifi-
cantly decreased over the last decade, partly due 
to their reduced availability and the ethical issues 
surrounding their use [20, 21].

Various anatomical models have always been 
used to depict the complexities of human anat-
omy. The introduction of different adjuncts 
facilitates the creation of a mental image of a 
complex structure; such adjuncts also improve 
the efficiency of the process of memorizing and 
the reliability of recall. The development and 
advances in 3D modeling and printing, as well 
as simulation, have allowed for creation of new 
generation of high-fidelity models, which can 
be based on patient-specific anatomy, allowing 
for rehearsal of patient-tailored surgery. They 
can be freely moved, rotated and dissected and 
allow for assessment of the organ from different 
points of view.

Virtual models can be accessed remotely on 
PCs or mobile phones. Complete Anatomy by 
3D4Medical and 3D Atlas by Anatomy Learning 
are examples of free smartphone apps that pres-
ent virtual three-dimensional models. Visual 
Human Projects by National Library of 
Medicine, a free database of 3D anatomy, pro-
vides virtual models based on volumetric recon-
struction of transverse CT, MRI and cryosectional 
photographs of the entire male and female body 
[22, 23].

Virtual reality platforms like Anatomage, 
Biodigital, Netter3DAnatomy, Visible Body, 
Primal Pictures and Electronic Anatomy Atlas 
are other examples of modern anatomy resources. 
3D models can be dissected, and students can 
easily transfer between the microscopic and mac-
roscopic views. This technology is also multi- 
user- friendly, thus facilitating a group study 
approach [20].

The 3D models are especially useful for com-
plex anatomy, such as the liver, brain, vascular, 
pelvic or craniofacial anatomy. Organ-specific 
resources, such as VIRTUAL LIVER, often 
depict the 3D virtual models along the relevant 
2D radiological studies (CT, MRI, cholangio-
gram) and textual information [24].

Pelvic colorectal anatomy with its complex 
intricacies presents significant challenges to both 
students and colorectal trainees. The virtual dis-
play of a 3D pelvis and its compartments [25], as 
well as depiction of a rectal tumour [26], or 
benign pathologies, such as fistula-in-ano [27], 
allows the learner to manipulate the image, to 
inspect it in detail from different perspectives 
and, with different transparencies of each layer, 
to form a comprehensive mental image of this 
complex anatomical region (Fig. 29.1).

Anatomical concepts can be equally difficult 
to comprehend, yet their full appreciation and 
recognition is crucial for the safety of surgical 
procedures. An inguinal hernia, and the distinc-
tion between the direct and indirect sacs, is one 
such example, where students and junior trainees 
commonly struggle to form the mental image. 
The use of 3D virtual reconstruction appears to 
significantly improve the understanding and is 
highly valued as an addition to traditional 

29 3D Simulation and Modeling for Surgeon Education and Patient Engagement



392

 methods. Students find preoperative review of 3D 
anatomy very useful for comprehension of com-
plex intraoperative anatomy such as encountered 
during laparoscopic transabdominal preperito-
neal repair (TAPP) [28]. Along with the virtual 
models, 3D printed physical models are used. 
These add a benefit of haptic feedback which fur-
ther enhances recognition and learning [29].

 Surgical Planning

Accurate operative planning is integral to the 
process of becoming an independent, mature sur-
geon. This often relies on the ability to mentally 
reconstruct complex two-dimensional radiologi-
cal scans into three-dimensional images and then 
being able to interpret such reconstructions dur-
ing live surgery. While there is broad evidence 
that 3D technology aids in surgical planning in 
general, it is still not widely included in surgical 
curricula; students report that they are not taught 
surgical planning enough in their training [30].

Trainees value 3D visualization highly as a 
useful adjunct for surgical planning. Lyn et  al. 
found that surgical trainees assess the resectabil-
ity and staging of pancreatic tumours more accu-
rately using 3D visualization when compared 

with 2D staging images. It appears that 3D mod-
eling facilitates the anatomy-image-surgery 
translation [31].

The same improvement in the accuracy of sur-
gical planning and decrease in time required for 
that was found when virtual 3D models were 
used in liver surgery. Trainees saw a difference 
between using the 2D radiological images and 
3D virtual models and reported increased confi-
dence when forming surgical strategy with the 
use of 3D technology [32].

A question exists as to whether 3D virtual or 
3D physical models are more efficacious. For 
some purposes, virtual 3D models displayed on 
screens offer enough information to enhance 
learning. However, in more complex cases, 3D 
printed models might be superior since they can 
provide the benefit of haptic feedback.

No conclusive answer exists at present; how-
ever, Zheng et al. compared the accuracy of sur-
gical operative planning amongst students using 
either 3D computer or 3D printed models of 
patient-specific pancreatic anatomy in patients 
with three different types of pancreatic cancer 
which would require different surgical 
approaches. Students using the 3D printed mod-
els were able to formulate a higher-quality and 
more accurate operative plans [33]. This might be 

Fig. 29.1 3D models of five healthy male volunteers illustrating anatomical variation (orange) and organ distension 
(green)
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due to the incorporation of haptic feedback to the 
assessment. The authors believe that a physical 
model also has a more significant impact on the 
development of hand-eye coordination skill.

3D printed models can significantly improve 
inaccuracies in surgical operative planning and 
reduce time required for decision-making. 
Craniofacial surgery involves complex decision- 
making based on difficult anatomy that trainees 
are not closely familiar with. 3D printed models 
of craniofacial anatomy have been validated to 
improve these skills based on four anomalies 
included in the curriculum [34].

 Surgical Operative Skills

One of the first medical VR simulators was devel-
oped in 1987 at Stanford University to practice 
Achilles tendon repair [35]. The simulator could 
also be used for preoperative planning. It allowed 
students and trainees to “walk the leg” and visual-
ize the effect of the procedure on gait. A few years 
later, Lanier and Satava [8] developed a first simu-
lator for simplified intra-abdominal surgery.

The first commercially successful VR surgical 
simulator was the Minimally Invasive Surgery 
Trainer-VR or MIST-VR [36], by Mentice AB, 
Sweden (www.mentice.com). It was based on 
abstract graphics and consisted of fundamental 
laparoscopic tasks emphasizing motor skills 
acquisition. Seymour et al. [10] demonstrated its 
validity and estimated a 29% reduction in operat-
ing time and an 85% decrease in number of errors 
during gallbladder dissection in a laparoscopic 
cholecystectomy procedure.

Currently, there are simulators for many sub-
specialties, such as laparoscopic surgery (e.g., 
LAP Mentor, Fig.  29.2, www.simbionix.com), 
endovascular surgery (e.g., Vist-Lab, www.men-
tice.com), endoscopy (e.g., EndoSim), etc. [37].

Patient safety is one of the main concerns in 
surgical training. It is especially important in the 
field of neurosurgery. The Immersive Touch tech-
nology has been used to develop a realistic VR 
platform which allows surgical trainees to per-
form placement of a ventriculostomy catheter. It 
employs 3D modeling based on a patient’s CT 

images, combined with VR, dynamic 3D stereo-
scopic vision and haptic feedback. It realistically 
simulates the changing resistance during the pas-
sage through the brain parenchyma while the 3D 
visual perspective changes with the user’s head 
movement [38].

Mental preparation is an important step in 
improving practice in high-performance disci-
plines such as extreme sports or combat aviation. 
Its role is being also explored in surgical educa-
tion; however, unequivocal conclusions have yet 
to be drawn. Yiasemidou et al. argue that mental 
preparation in surgical trainees can be enhanced 
by the use of interactive models of task-relevant 

Fig. 29.2 Simbionix LAP Mentor laparoscopic training 
simulator from 3D Systems. (Courtesy of Healthcare 3D 
Systems, Israel)
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anatomy. This study showed that students who 
used interactive 3D visual models while prepar-
ing for laparoscopic cholecystectomy completed 
the procedure in shorter time with a smaller num-
ber of movements. It showed a promising role of 
3D visualization during mental preparation for 
minimally invasive surgery [39].

This novel technology can be utilized to 
increase the objectivity of assessment of surgical 
skill. When the assessment is conducted on a 
patient, frequently, trainees are not able to per-
form the entire procedure and therefore only 
parts of it are assessed. Often, it is delivered in a 
descriptive way, assigning levels of competency 
according to a predetermined scale. Simulation, 
however, allows for an assessment, where the 
outcomes can be measured objectively. The 3D 
model can be easily scrutinized following the 
completion of the procedure which enhances the 
delivery of feedback as well.

Choi et al. introduced a 3D printed model of 
prostate, which serves both as a training and an 
assessment tool for surgeons. A 3D physical 
model has been moulded to depict with high- 
fidelity two distinctive zones of the prostate – it 
is crucial to distinguish reliably between these 
to perform safe transurethral resection of the 
prostate gland. Through applying different 
materials to construct these, a real-life scenario 
is created where a surgeon relies on haptic feed-
back during this minimally invasive procedure. 
Different sonographic contrast is applied to 
each zone which then allows for an objective 
assessment of the safety and completion of the 
resection [40].

Transfer of skills remains an important area 
specific to the development of surgeons in resi-
dency and fellowship training, which justifies 
the funding applied towards the use of the new 
technologies in surgical and medical educa-
tion. It is not fully understood whether the 
transfer of skills is more efficient based on the 
similarity of the learning context [41] or the 
similarity of the learning process required for 
completion of the task [42]. Both components 
should be addressed in the design of simulation 
technologies.

VR has been employed by some groups to test 
educational theories. Yang et al. assessed the skill 
and knowledge transfer between two common 
types of general laparoscopic operations in surgi-
cal novices  – appendectomy and cholecystec-
tomy. It showed that previous exposure to 
laparoscopic appendectomy does not necessarily 
translate into reduction of operative time or over-
all safety of the procedure in laparoscopic chole-
cystectomy. However, it positively affected the 
ergonomy of surgeon movements. This study 
leads to the conclusion that procedure-specific 
learning curricula are necessary to develop skills 
relevant to each procedure [43]. More research in 
this area is required.

Adjunctively, video games – which are keenly 
dependent on the honing of hand-eye coordina-
tion  – are being explored as tools for surgical 
training as well. There is some evidence that that 
the acquisition and practice of video gaming 
skills translate into surgical skills. In fact, laparo-
scopic surgeons who played video games regu-
larly made fewer surgical errors [44] and were 
observed to be faster [45, 46] than those who did 
not play, suggesting a correlation with achieving 
adeptness at the technical aspects of operating. 
Similar correlations were found for endoscopic 
or gastroscopic skills [47, 48]. Perhaps not sur-
prisingly, students, including those who do not 
play video games, support their application of 
video gaming as an adjunct to surgical training 
and, specifically, towards the acquisition of 
technique- based advanced surgical skill pertain-
ing to minimally invasive surgery.

 Patient Engagement

The patient’s role, both in individual care and in 
shaping healthcare systems in general, has 
evolved enormously in recent years. 
Increasingly more focus is being placed on 
patient safety, measurable outcomes and over-
all satisfaction. Simultaneously, patients have 
gained an important voice in shaping clinical 
research and healthcare systems. A fruitful 
communication is paramount in achieving these 
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goals. It leads to better adherence to treatment 
plans and reduced anxiety, and it achieves 
greater satisfaction with an overall improved 
patient experience.

3D modeling, simulation and VR have all 
been explored and show promising potential for 
patient engagement. The novel technologies have 
been explored to achieve various aims  – to 
improve healthcare literacy, to engage the public 
and promote healthy habits and to design health-
care systems and research programs, further sup-
porting the implementation of evidence-based 
medicine.

 Improving Patient Knowledge 
and Health Literacy

Virtual or physical three-dimensional models of 
organs affected by the disease can improve 
patient’s understanding of pathology and facili-
tate a more informed consent process and a more 
satisfactory formation of treatment plans. These 
models can depict generic anatomy or patient- 
specific pathology in a manner that laypersons, 
including patients, can more easily comprehend. 
Increasingly, more reports and clinical examples 
are emerging for the modeling of common 
pathologies, as well as complex and rare condi-
tions [49].

Bernhard et  al. assessed the impact on a 
patient’s understanding of pathology and treat-
ment using a 3D printed life-size, patient-specific 
model of renal tumours during the consent pro-
cess for partial nephrectomy. They found an 
improved knowledge of basic kidney anatomy 
and physiology, as well as tumour characteristics 
and proposed surgical procedure, when the 3D 
printed models (based on patient-specific CT 
scans) were used [50].

Zhuang et al. explored the effectiveness of 3D 
virtual reconstructions and printed models of 
individualized patient anatomy (specifically, 
lumbar pathology) in increasing patient under-
standing of their condition and surgical plan. The 
group found that patients’ knowledge and satis-
faction were significantly improved when 3D 

printed models were used, compared to 3D vir-
tual reconstructions or traditional approach using 
the CT and MRI images only [51].

Similarly, Kim et  al. assessed the usefulness 
of 3D printed patient-specific models of cerebral 
aneurysms as an educational tool for those under-
going surgery for cerebral artery aneurysm clip-
ping. Again, they observed an improved 
understanding and satisfaction of the explanation 
compared to the use of traditional two- 
dimensional CTA images [52].

Mobile applications can be used to facilitate 
3D visualization of surgery leading to better 
patient understanding. Pulijala et  al. showed 
that patients who used a mobile application 
with 3D animations (related to orthognathic 
surgery) retain more knowledge of the proposed 
procedures and their complications than a 
cohort of patients who receive verbal explana-
tion only [53].

Virtual reality platforms and immersive image 
viewing experience have also been successfully 
applied to improve patient education related to 
specific medical conditions. Pandrangi et  al. 
introduced standardized 3D models of abdominal 
aortic aneurysm (AAA) viewed in VR through 
Google Cardboard VR headset in patients with 
this condition. Despite mostly having no previ-
ous experience with use of VR, this technology 
was positively received by the majority of patients 
who felt that it significantly improved their 
understanding of the condition and overall 
engagement in their care. The overwhelming 
majority of patients felt comfortable using this 
technology and would like to see it used more 
frequently in their care [54].

The application of VR technology can reduce 
anxiety related to surgical procedures as well. 
Yang et al. found that patients who were familiar-
ized with a 3D model of their own knee anatomy 
watched through a VR headset experienced a 
reduced level of anxiety prior to knee arthros-
copy, when compared to the patients who 
received standard information regarding their 
preoperative MRI [55].

3D models and 3D simulation play a signifi-
cant role in aesthetic surgery, where addressing 
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and managing patient expectations might be 
especially paramount. The novel technology has 
been used as a tool for visualization of desired 
outcomes in breast augmentation surgery or rhi-
noplasty. Interestingly, despite the lack of con-
crete evidence that this technology improves 
measurable outcomes, patients had a favourable 
view for application of VR for select types of cos-
metic surgery, such as breast augmentation [56].

The transfer of knowledge between the doctor 
and the patient is equally important following the 
surgical procedure, as it is during the planning 
phase. It is estimated that patients recall as little 
as 50% of information provided by the healthcare 
providers. Equally importantly, research has 
demonstrated that in 66% of consultations, doc-
tors can unwillingly omit at least some of the cru-
cial information related to patient surgical care 
delivery [57]. VR has been successfully tested in 
overcoming these barriers by constructing virtual 
environments, where patient-doctor interactions 
take place. HealthVoyager is a platform designed 
for children with gastrointestinal pathologies, 
which utilizes customizable VR software com-
patible with smartphones or tablets (Fig.  29.3). 
Through creation of an avatar, it allows a patient 
and their parents to familiarize themselves with 
the child’s individual anatomy, as well as relevant 
clinical and procedural data. The personalized 
information is presented in a visual, rather than 
text-based way and applies an active (rather than 
passive) learning method. Patients can also return 
to and review the discussions at later time to be 

able to apply the clinical instructions more accu-
rately [58]. This is important as at the time of 
physician- patient encounter, a high level of stress 
can prevent the patient and their family from 
absorbing details of relevance.

 Novel Technologies to Treat Pain

Pain is a leading complaint in majority of surgi-
cal presentations, and most patients experience 
acute or chronic pain during the course of their 
illness. Management of pain is therefore a cru-
cial part of surgical care. VR and video gaming 
have proven to be successful in management of 
both acute and chronic pain. Their mechanism 
of action is based on providing distraction dur-
ing the occurrence of an unpleasant stimulus 
and has been validated with the use of func-
tional MRI. Immersive VR technologies have a 
better analgesic effect than non-immersive tech-
nology [59].

Virtual reality distraction (VRD) has been 
shown to be effective in management of experi-
mentally induced thermal pain. Patterson et  al. 
tested the virtual reality hypnosis (VRH) by cre-
ating virtual environment where patients experi-
enced gliding through frozen landscapes and 
throwing snowballs. While there might be a syn-
ergistic effect when combined with post-hypnotic 
suggestion, VRD has been shown to be effective, 
and this is independent of “hypnotizability” of 
the subject [60].

Fig. 29.3 HealthVoyager 
software application, with 
an inlay of the patient VR 
experience (top left) and a 
sample report from the 
physician’s notes (bottom 
left). (From Palanica et al. 
[58]. Copyright © 2019, 
Springer Nature, Creative 
Commons CC BY license)

A. Przedlacka et al.



397

Hoffman et al. explored the use of VR in pain 
management in children with severe burns >10% 
of body surface cared for in the intensive care 
unit. A significant reduction in the level of most 
severe pain was observed when VR immersive 
reality (involving playing the SnowWorld, a 3D 
snowy canyon) was used during the wound care, 
when compared to patients who did not utilize 
VR [61].

VR technology shows promising potential as 
an alternative or additional treatment of chronic 
pain as well. Sato et  al. applied virtual reality 
mirror visual feedback in patients with complex 
regional pain syndrome. A virtual environment 
was developed using Autodesk 3DS Max (San 
Rafael, USA), where the exercises are target- 
oriented motor-controlled tasks via various 
movements like reaching out, grasping, transfer-
ring and placing. In this study, 50% reduction in 
pain was observed in 4 out of 5 patients; further-
more, 2 out of 5 patients were able to discontinue 
pain clinic visits altogether [62].

 Enhancing Patients’ Attitudes 
and Promoting Healthy Lifestyle

Engaging the general public, as well as specific 
subgroups of patients, is important in promot-
ing lifestyle changes. Serious video gaming has 
been proven to be successful in management of 
weight in young adults and in rehabilitation in 
patients with stroke or following traumatic 
brain injury [63–65]. It has also been used for 
mood management in patients with metastatic 
cancer.

 Shaping the Future 
of the Healthcare Systems

There has been an important shift in the recent 
years from a “paternalistic” approach to health-
care, where the healthcare providers are the main 
decision-makers, to a model of partnership  – 
where both patient and the care provider meet as 
equals with different levels of expertise. Patient 
and public involvement is paramount for shaping 

the healthcare systems and for designing clinical 
research.

Novel 3D technologies have been explored as 
a potential means to facilitate this engagement. 
One of the forms of obtaining patient views and 
arriving at solutions is a focused group discus-
sion. Virtual worlds such as Second Life can 
facilitate this process through creating virtual 3D 
environments where meetings between patients, 
care providers and researchers (represented by 
their avatars) can take place. It can be especially 
attractive for patients with mobility or other 
restrictions, which often pose significant imped-
ance to partaking in face-to-face interactions and 
dialogue. In essence, novel 3D technologies are 
opening new avenues for peer-led support and 
engagement [66].
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Next-Generation Surgical Robots

Shinil K. Shah, Melissa M. Felinski, Todd D. Wilson, 
Kulvinder S. Bajwa, and Erik B. Wilson

 Introduction

The technology surrounding robotic surgery is 
discussed most often in relation to commer-
cially available platforms. However, the use of 
robotic technology in medicine has occurred 
for over 30 years. In 1985, the programmable 
universal machine for assembly (PUMA) robot 
was first used for biopsies of brain tumors [1, 
2]. The birth of the most widely used current 
robotic platform in general surgery arose out of 
research funded by the US Department of 
Defense and NASA, with initial intentions for 
remote surgery in space or on the battlefield [3]. 
Although remote surgery was performed in 
2001 using the ZEUS system (Computer 
Motion, Inc., Goleta, CA), telesurgery has to 
date not been the major application of robotic 
technology in surgery [4].

 Growth of Robotic Surgery

While the growth of robotic surgery was by some 
measures slow in the initial years, an inflection 
point appears to be developing – where surgeons, 
rather than questioning why operate with a robot, 
are instead asking why not operate with a robot. 

Although there is current debate in many intel-
lectual circles about the value of robotics and its 
appropriate application, the worldwide growth of 
robotic surgery continues. In 2018, there were 
over 750,000 robotic surgical procedures per-
formed in the United States and nearly 250,000 
additional procedures performed internationally 
[5]. There appears to be no evidence of annual 
volume dropping going forward. Most experts 
project a continued increase in uptake unless 
major economic pressures on health care alter 
this trend. However, proponents argue that even 
if health-care dollars were contracting, the 
robotic market is so well established that it could 
adapt and survive.

The future of robotic surgery cannot be easily 
predicted. Certain assumptions can however 
safely be made by evaluating the past and asking 
questions of those forward thinkers who are 
working on developing new robotic platforms. 
There are over 70 different companies develop-
ing platforms for nearly every surgical subspe-
cialty [6]. Some of the companies that are actively 
designing and discussing surgical robotics in 
addition to Intuitive Surgical, Inc. (Sunnyvale, 
CA) include Activ Surgical, Inc. (Boston, MA), 
Auris Health, Inc. (Redwood City, CA), CMR 
Surgical Ltd. (Cambridge, United Kingdom), 
ColubrisMX, Inc. (Houston, TX), Human 
Xtensions (Netanya, Israel), TransEnterix, Inc. 
(Morrisville, NC), Verb Surgical, Inc. (Santa 
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Clara, CA), Medtronic (Minneapolis, MN), 
Medrobotics (Raynham, MA), Titan Medical, 
Inc. (Toronto, Ontario, Canada), and Virtual 
Incision Corporation (Lincoln, NE).

 Future of Robotics

When discussing the future of robotics, there are 
several important concepts to discuss. These 
themes include the design of the surgical console 
or interface, the number of access ports used 
(which are dependent upon the specific robotic 
system), the modularity or integration of the 
robotic surgical arms, the size of the robotic 
ports, use of simulation in training, reality aug-
mentation (both visually and haptic), and the use 
of computer autonomy in the surgical tasks per-
formed. Other issues include the cost of the sys-
tems in the future, the future of data analytics, 
and how the value proposition of these systems 
evolve over time.

 Surgeon Side Cart/Interface

Surgeon robotic consoles will have varying 
approaches. Some will be immersive, such as the 
family of Intuitive Surgical, Inc. platforms, but 
most new platforms are focusing on an open 
visual console to allow for more room presence 
of the surgeon visual field and for the added sur-
geon flexibility. This includes robotic systems 
being designed by TransEnterix, Inc., CMR 
Surgical Ltd., Medtronic [7], Titan Medical, Inc., 
Medrobotics, and ColubrisMx. The debate exists 
as to whether it is more advantageous to be 
immersed inside the patient (via the surgeon con-
sole/interface) with no peripheral distractions or 
whether an open console allows for better sur-
geon perspective of what is happening at the bed-
side. There may also be some ergonomic 
advantages. In addition to an open versus closed 
visual console, there is also debate about the 
design of surgeon controls. These designs range 
from hand controls that mimic the movements of 
the fingers, as in open surgery, to hand controls 
that resemble the handles of traditional laparo-

scopic instruments or new control systems that 
may resemble video gaming controllers, remote 
control interfaces, or entirely new designs [8]. 
There is also debate about the integration of hap-
tic feedback at the surgeon side cart [8, 9]. At 
present, only one system currently available 
incorporates haptic feedback (TransEnterix, Inc.) 
[10]. There is little clinical data that demonstrates 
an advantage/disadvantage of haptic feedback in 
robotic surgical systems [10].

 Port Design

Surgical robots are being designed for a variety 
of applications, including multiple-port design, 
single-port design, or endoluminal flexible 
design. Most multiport systems are set up around 
three to four ports (including the camera) being 
robotically controlled, but research into the 
development of up to six robotically controlled 
arms delivered via multi-access ports has also 
been proposed. As more ports (with correspond-
ing robotic arms) are positioned into a body cav-
ity, more flexibility and control become possible 
by a single surgeon – but that must be balanced 
with interference and collision between the arms. 
Computer-based management of external and 
internal interferences will likely evolve as multi-
port robotic systems expand.

Single-port robotic systems are designed to 
eliminate external interferences and allow for 
only one incision and scar, which could be cos-
metically superior in concept, if not yet in prac-
tice. Single-port systems make sense in confined 
work areas where an extraction of a specimen is 
needed through the one larger port in the case. 
Single-port systems potentially allow for greater 
movement around a cavity without external inter-
ferences but have less width and breadth of 
movement of each individual instrument com-
pared to multiport systems currently. Single-port 
systems have been/are being designed by Intuitive 
Surgical, Inc., Medrobotics, Titan Medical, Inc., 
Auris Health, Inc., Virtual Incision Corporation, 
and ColubrisMx (Fig. 30.1).

Additionally, single-port robotic systems can 
be placed transorally and endoluminally and 

S. K. Shah et al.



403

function as endoluminal platforms, but the ulti-
mate promise of endoluminal systems are 
 flexible, single-port systems that can move larger 
distances inside a hollow lumen. These ultimately 
could allow for complex natural orifice translu-
minal endoscopic surgery (NOTES), a concept 
developed nearly 15 years ago, but not practical 
because the mechanical tools and technology of 
the time were much too crude to allow for safe, 
efficient, and widespread adoption. It is also 
important to note the development of single-port/
single-access robotic systems for catheters (car-

diac and vascular applications; Sensei X robotic 
catheter system (Hansen Medical, Inc. (now 
Auris Health, Inc.), Redwood City, CA) and 
colonoscopy/flexible endoscopy (Invendoscopy 
E200 system (Invendo Medical GmbH, 
Germany), NeoGuide Endoscopy System 
(NeoGuide Endoscopy System, Inc., Los Gatos, 
CA), ViaCath System (BIOTRONIK, Berlin, 
Germany)) as well as other robotic systems being 
designed for NOTES procedures [11]. The prom-
ise of robotics is to allow for intraluminal and 
transluminal surgery to be performed, but this 

a

b

Fig. 30.1 (a) An emerging robotic single-port system by 
ColubrisMx with open console and single boom robotic 
beside cart is shown. (b) Close-up detail illustrating the 

single-port design of the new robotic system that is pend-
ing FDA approval. (Photographs courtesy ColubrisMx, 
with permission)
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concept is still currently in its early infancy. 
Endoluminal surgery is growing with a variety of 
mechanical platforms being designed to work 
through a natural orifice. Digital platforms equip 
these mechanical instruments with the capacity 
to improve a surgeon’s operative precision inside 
organs and near critical anatomic targets.

 Patient Side Robotic Design: 
Integrated Versus Modular

The design of how the surgical robotic arms are 
managed in the system is also varied, is debated 
by experts, and is currently in evolution. The 
Intuitive Surgical, Inc. platform is an integrated 
boom design with all the arms linked together 
to a patient bedside cart. Other non-single inci-
sion systems are now focusing on each arm 
being maintained on its own cart to allow vari-
ability of arms used based upon the specific case 
(TransEnterix, Inc., Medtronic, and CMR 
Surgical, Ltd.). A modular arm system could also 
potentially be configured to quickly access and 
control large body cavity spaces with more sepa-
rate (i.e., modular) arms than the more conven-
tional single boom-mounted approach. However, 
this modular approach does require more soft-
ware for the robotic device to recognize each of 
the other arms (especially in relation to one 
another) because they are no longer physically 
linked.

Some companies are taking the modular 
design to the hand itself by developing laparo-
scopic handheld instruments which have roboti-
cally driven movements (Human Xtensions). 
This approach eliminates a separate remote (from 
the patient’s bedside) surgeon-based console/
interface because the surgeon remains at the bed-
side; an additional benefit is that such a system 
reduces cost dramatically. However, some experts 
believe the lower cost may not offset the advan-
tages gained from more complex emerging 
robotic systems.

Table-mounted arm systems are also being 
developed, and this allows the bed and the robotic 
arms to be a singular unit. Table systems are even 
more physically integrated than boom-mounted 

systems which could reduce clutter in the opera-
tive field and operating theater. These systems 
include systems being designed by Verb Surgical, 
Inc. and Virtual Incision Corporation. As robotic 
systems increase in complexity, it is likely that 
we will see particular robots designed for very 
specific applications.

 Robotic Instrument Size (Diameter)

Robotic instrument size and corresponding port 
diameter are variable. Multiport systems often 
use 12 mm, 8 mm, and 5 mm instruments depend-
ing upon the complexity of the instrument and its 
function. Some 3 mm diameter. instruments have 
been developed as well though none are currently 
available with articulating wrists. The drive to 
single-port robotics and endoluminal platforms 
will likely result in smaller effector arms because, 
intuitively, smaller single-access systems require 
smaller instruments to fit inside the single-access 
systems.

 Cost

Cost is often a point of contention when discuss-
ing robotic surgery. Over the years, experts have 
varied in their prediction about how cost will 
change as more competitive systems emerge. The 
majority of experts believe the costs of the robotic 
systems will fall over the next decade. Many have 
said the capital costs will be absorbed into the 
procedure costs of each case. Different models of 
cost sharing between the hospitals and compa-
nies are being proposed and used [12].

 Autonomy

Autonomy of robotic systems is a complex topic. 
The spectrum of autonomy ranges from surgical 
robots functioning as pure master slave interfaces 
(with little to no machine-based decision assist) 
to the extreme opposite, with the hope and prom-
ise of completely autonomous artificial 
intelligence- driven surgical robots capable of 
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completing an entire surgical task, start to finish, 
with minimal human supervision and input. Fully 
autonomous systems will likely take decades to 
mature. There is ongoing research in this area, 
including by companies such as Activ Surgical, 
Inc. Autonomous surgical tasks, in specific set-
tings, have been proven to be feasible. Recently, 
this has been reported in a study highlighting the 
ability of the Smart Tissue Autonomous Robot 
(STAR), in which an in vivo intestinal anastomo-
sis was created [13]. Robotic surgical systems 
offer wide opportunities for data integration and 
analytics, perhaps more so than laparoscopy. As 
the field moves toward an integrated digital sur-
gery, variability in procedures will be reduced, 
and artificial intelligence for surgical field guid-
ance (i.e., no-fly zones during surgery to protect 
vital structures) is expected to emerge [9, 14]. 
Using predictive technology may be a substitu-
tion to haptic feedback; in addition to the concept 
of no-fly zones, there is research centered upon 
visual or auditory cues to help surgeons gauge 
force (visual force feedback) [10].

 Redefining Telesurgery

Although the initial ideal of remote surgery using 
robotic systems was not widely adopted with the 
introduction of robotic surgical systems, advances 
in communication technology may usher in a 
new era of remote applications. This may include 
remote proctoring, expert assistance, and real- 
time intraoperative consultation [12].

 Conclusions

Next-generation robotic platforms with new 
technology are emerging at unprecedented rates. 
Such surgical innovation has opened an immense 
array of possibilities for the future of robotic sur-
gery. These advancements will not only continue 
to increase the applicability of surgical robots but 
will also allow translate points of access from the 
requirement for multiple incisions, to smaller 

incisions, to single incisions with a single-port 
platform, and even to no incisions with endolu-
minal designs. Finally, with the development of 
artificial intelligence and virtual reality technol-
ogy, autonomous surgery and remote proctoring 
are on the horizon.
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Artificial Intelligence 
and Computer Vision

Sam Atallah

 Introduction

Vision. It is one of the most important aspects of 
human cognition. The evolution of visual sys-
tems in living organisms is so important that it is 
believed to have led to a relative sudden diversity 
in the types of species on Earth some 540 million 
years ago [1]. Nearly one-half of the human 
brain, and the brain of most primates, is dedi-
cated to visual processing, enabling the ability to 
see and interact with the environment. As humans, 
vision- based perception of our surroundings and 
our ability to interpret our surroundings occur 
effortlessly.

Although vision is instinctive for us, it is a 
very complex challenge for machines. While 
computer vision and human vision are funda-
mentally different, there are important aspects 
of cerebral processing of visual stimuli that are 
the basis for modern computer vision. 
Therefore, we must first understand the process 
of animal vision. One key study was performed 
in the late 1950s by Hubel and Wiesel et al. [2], 
where electrophysiology was used to study 
visual perception in cats. In this animal model, 
they studied which visual stimuli would cause 
neurons to be activated in the primary visual 
cortex. Importantly, the experimentation 

showed that simple images of oriented edges 
provided this neuronal activation, and it 
appeared that visual perception “begins” with 
an interpretation of these object borders and 
oriented edges [2].

In 1963, Larry Roberts published a thesis 
that would represent one of the original insights 
into computer vision, essentially using the idea 
of defining geometric shapes by defining the 
shape edges [3]. In the 1970s, David Marr built 
upon the foundation of Hubel and Wiesel, intui-
tively suggesting that an image can be broken 
down in to a “primal sketch”  – meaning an 
image could be deconstructed into its key 
boundaries, edges, and borders first in order to 
render an actual 3D representation of the visual 
field [4].

In the 1970s, however, computer speed, com-
puter power, and graphic image rendering capa-
bilities were extremely poor compared to today’s 
standard, making the creation of computer vision 
impractical and much more theoretical. 
Approaches utilizing pictorial structures [5] and 
generalized cylinders [6] were two approaches to 
deconstructing imagery into simpler parts or geo-
metric features. For example, the image of a truck 
can be deconstructed into circles to represent 
wheels and rectangles to represent the carriage. 
Thus, complex objects and images are simplified 
into geometric primitive parts, and the distance 
between those parts and the relation to one another 
is what allows a machine to classify an image. 
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Such approaches that decompose images into 
their primitive parts continued into the 1980s [7].

With limited computer power, and in the era 
predating the Internet, digital cameras, and image 
acquisition and storage, computer vision was 
quite limited and was not suitable for real-world 
utilization. Notwithstanding, research into com-
puter vision continued, and in the late 1990s, the 
idea of deconstructing a scene or image into 
“parts that go together” was explored [8]. Here, a 
computer would group parts of an image that go 
together in the same way a human would place 
similar pieces of a large jigsaw puzzle together, 
even if the image of the puzzle is unknown. In 
this analogy, a person may group like pieces 
together knowing only that they look similar, but 
not knowing what the actual picture will end up 
being. Instead of jigsaw puzzle pieces, however, 
computers use pixels, placing likewise pixels 
together in an image, in a process termed image 
segmentation [8].

Today, we know that even complex and unique 
digital images – such as the human face – can be 
recognized by fascial recognition software, and 
this is quite commonplace in many airport secu-
rity facilities, smartphones (e.g., iPhone X and 
later), and a variety of social media platforms 
(e.g., Facebook). But before there  could be indi-
vidual fascial recognition, there had to be the 
development of computers to simply recognize 
the human face. In 2001, real-time face detection 
technology was introduced [9], and by the mid- 
2000s, the first digital cameras to include human 
face recognition (often appearing as a neon green 
square outlining human face(s) seen on the cam-
era’s view finder) were made available.

Around the time (general) face detection was 
developed, the concept of using image features as 
the definable characteristic of an image was 
advocated in use with computer vision. What this 
meant was that any object can be decomposed 
into smaller features. For example, a face is made 
up of features – including eyes, a nose, lips, ears, 
jaw, and so on. The idea of decomposing an 
image into its root features is that it makes it 
much easier for machines to recognize objects 
when they appear in different vantage points and 
positions relative to the camera angle. This allows 

machines to “see” and track the smaller aspects 
of an object and thus recognize that object when 
the viewpoint (for example) is changed [10]. 
Further advancements came in 2006 with the 
development of spatial pyramid matching [11], 
which essentially allows computers to determine 
what scene any given picture represents by its 
given feature. For example, if a feature of a scene 
is identified as the sun, then this would clue the 
machine to look for the surrounding as probably 
being the sky. In a similar fashion, the histogram 
of gradients (HoG) [12] and the deformable part 
model [13] were used to help machines recognize 
the human form.

As computer power increased in the mid- 
2000s and as the volume and quality of digital 
images on the Internet increased, large-scale 
image analysis became achievable, and the abil-
ity for computer scientists to assess various algo-
rithms in real-world environments became more 
practical. Thus, projects such as the PASCAL 
visual object challenge with 20 image classes and 
10,000 images per category were used to train 
machines to recognize various objects, with 
accuracy gradually improving to approximately 
40% by 2010 [14–17]. This was followed by a 
more ambitious project called Imagenet [18]. The 
objective was to categorize most (22,000) objects 
using 14 million images.

Initial accuracy for image classification with 
Imagenet revealed 28% of images were incor-
rectly classified, but this improved dramatically 
in 2012, when the classification error rate 
dropped to 16.4%. This was a major milestone 
for computer vision. This was the year convolu-
tional neural networks (ConvNets) were first 
applied to Imagenet demonstrating significant 
accuracy. By 2015, the use of ConvNets for 
image classification had become the standard for 
computer vision; it was further modified, and the 
accuracy improved to an error rate of just 3.57%, 
which is less than the recorded error rate of 
humans (5.1%) for the same dataset. The semi-
nal work by Krizhevsky et al. in 2012 [19] apply-
ing ConvNets to image recognition was based on 
ideas proposed by Lecun et al. in 1998 [20], and 
the methodologies mirror one another quite 
closely.

S. Atallah



409

By 2020, most of the data exchanged and 
bandwidth along the Internet have become image 
and video based, and the volume of image-based 
data has been increasing at a dramatic rate. As an 
example, in the 10 seconds it takes for you to read 
this sentence, an additional 50 hours of video will 
have been uploaded to YouTube. It is content like 
this that can be fed into machines to provide 
training sets important for machine learning and 
computer vision.

 Machine Learning

Machine learning represents an important branch 
of artificial intelligence and can be used for clas-
sification (such as image classification) and pre-
diction (especially with an ability to make 
predictions based on multidimensional data). 
Machine learning can be either (a) statistical 
learning, which consists of natural language pro-
cessing and speech recognition, or (b) deep learn-

ing. Convolutional neural networks (ConvNets) 
used in modern computer vision utilize deep 
learning, which, as we shall see, consists of sev-
eral layers or stacks. The deeper the stack, the 
more sophisticated the ConvNet. Machine learn-
ing can also be of differing categories: (1) super-
vised learning, (2) unsupervised learning, and (3) 
reinforcement learning (Fig. 31.1). In supervised 
learning, a machine is trained on a dataset that 
contains the answer or solution. For example, in 
surgery, imagine we would train the computer 
recognize various anatomic targets by teaching 
the computer (i.e., pointing to the target and tell-
ing it this is the liver, for example). With unsuper-
vised learning, the computer must figure out the 
solution or determine the image classification on 
its own. With reinforcement learning, the com-
puter is given a goal (such as winning a game), 
programmed to follow specific rules, and then 
allowed to operate and improve over iterations, by 
trial and error. In other words, the computer learns 
from its mistakes.

Fig. 31.1 A schematic representation of artificial intelli-
gence is shown highlighting how machine learning can be 
divided into two categories, deep learning and statistical 
learning. Convolutional neural networks involve deep 
learning and represent an important pathway toward the 

advancement of computer vision over the next decade. 
Machine learning can also be classified based on the 
method utilized. There are three main categories of 
machine learning  – supervised, unsupervised, and rein-
forcement learning
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Assessment of image classification requires a 
training image set, a validation image set, and 
finally a testing image set (Fig. 31.2). ConvNets 
and the idea of image recognition are forms of 
unsupervised machine learning in which a com-
puter uses known information – such as image fea-
tures – to determine the label (i.e., the name) of 
any given object. In the surgical application, this 
would be an anatomical structure. The objective is 
to harness the capability of machine learning, pos-
sibly via a cloud interface, to help identify critical 
structures and operative landmarks during surgery. 
Ultimately, such technology could be incorporated 
into next-generation robotic systems.

 Understanding Convolutional 
Neural Networks

ConvNets are not as difficult to understand as 
you might think. Let’s use a very simple example 
to illustrate how a ConvNet works to recognize 
an image: the capital letter “X.” This can be bro-
ken down into a 2D array of pixels. Let us sup-
pose the X is represented by an array of 6 × 6 
pixels (Fig.  31.3). The pixel array then can be 
decomposed such that each pixel is represented 
quantitatively and given a value, which, because 
we have chosen a simple example, can be repre-
sented as one of two values, +1 for any pixel that 
appears black and −1 for any pixel that is white 
in the array. Now, the objective here is to have a 
computer determine what it is that it is looking at 
(the letter X) regardless of variances that can 
occur, such as with different handwriting. In 
other words, we need a computer to not just be 
able to recognize a “textbook” version of the let-
ter X; we need it to recognize variant forms. In 

surgery, for example, we would want computer 
vision to recognize critical structures such as the 
common bile duct, or ureter, despite variances 
from the examples provided to machines during 
the training phase. Remember, computers are 
very literal. This means that if we were to train 
them to recognize the letter X, or any image, and 
then show the machine that exact image, they 
will recognize it, but if it is only slightly changed, 
without deep learning algorithms, they will not.

ConvNets are used to help computers recognize 
structures and objects despite variations by break-
ing down images into smaller features. In our 
example of the letter X, the pixels can be broken 
down into four diagonal lines, two of them up 
slanted and two of them down slanted, with a cen-
tral point of intersection. So, in this example, let us 
define each diagonal line as the specific feature for 

Image Recognition Using Convolutional Neural Networks

Training Set Validation Set Testing Set

Fig. 31.2 The pathway of machine learning for computer 
vision is illustrated in this diagram. It is important that test 
images are used to assess the convolutional neural net-

work in the example of computer vision. The validation 
image set allows the image classification accuracy to be 
established before implementation in a real-world setting

Fig. 31.3 The example image is a 6 × 6 pixel array of the 
capital letter X. In this simple example, pixels are either 
all black (+1) or all white (−1). This will be used through-
out the chapter to illustrate principles of machine learning 
and convolutional neural networks
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this image (Fig. 31.4), and since two of the diago-
nal lines are the same, the X is composed of only 
two features. We could have defined the cross point 
of the X as a feature, but for simplicity’s sake, we 
have limited the “X” to just two features (an up 
slant (/) and a down slant (\) line).

The first step in a ConvNet occurs when known 
features are compared to the image at hand. In our 
example, a 3 × 3 feature (data known from a given 
training set) is compared against the image of the 
“X” to see if it fits and how well it fits into the 
image – a process called filtering. Think of it as 
being a way a computer can tell how well a given 
feature matches a given image (where the feature 
is known, but the image being analyzed is not 
known to the computer). The act of trying to fit 
and assessing the closeness of match in every pos-
sible part of the image defines a convolution, 
often denoted with the symbol ⊗. Figure  31.5 
demonstrates the act of convolution as would be 
performed by a computer. Although the computer 
calculates values for each of the 3 × 3 pixel arrays 

to mathematically determine the similarity or dif-
ference between a known feature and the image of 
the “X,” it is analogous to how humans would 
look at a puzzle and ask to themselves, “Does the 
puzzle piece fit here … or there?” while trying 
every possible position in a jigsaw puzzle.

A computer does not see like you and I do, so it 
has to turn pixels into numbers representing pixel 
color shade and brightness. It multiplies together the 
pixels and then divides by the total pixels in a given 
frame. Here, our feature is a 3 × 3 pixel array, and 
the objective is to compare the pixels. Let’s consider 
a pattern in which a test image nearly matches the 
feature – differing by only a single pixel (Fig. 31.6).

Mathematically, this can be represented as:

 

+ − −
− + −
− − +

+ + −
− + −
− − +

1 1 1

1 1 1

1 1 1

1 1 1

1 1 1

1 1 1 
Now multiplying corresponding pixels from 

the known feature versus the image, we can com-
pute the similarity:

Fig. 31.4 All images 
can be decomposed into 
their smaller parts, 
called features. Here, we 
have identified one of 
two features that make 
up the letter X, namely, 
the downward slanted 
diagonal line shown and 
highlighted with the red 
square. This same 
feature appears in two 
places in the 6 × 6 pixel 
array
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Fig. 31.5 The main principle of a convolutional neural 
network is shown. Here, the computer systematically tries 
to place the feature in every possible position in the image 
(red squares) looking for the best match (the process of 
filtering). This is just as a human might try to place the 
piece of a jigsaw puzzle in every possible place until a 

best fit is found. The act of trying every possible position 
in an image in order to find the best fit for a given feature 
is called convolution and is often represented by the sym-
bol ⨂. Thus, convolution is just a way for the computer to 
find the best match for known features

Fig. 31.6 ConvNets are not trying to teach computers to 
recognize exact matches but rather to recognize images 
that are inexact so that if they are close and similar 
enough, they will be classified in the same category. Here, 
a known feature (left) is shown next to a test image (right). 

The 3 × 3 pixel arrays differ by a single black pixel instead 
of a white pixel. Mathematical models can predict this 
variance and ultimately determine whether the training 
and test image are similar enough to be categorized as the 
same
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In a sense, the two figures can be thought of as 
being 89% similar, as they differ by only one 
pixel. More generally, for any feature array 
(xa, ya), the similarity with the image array (xb, yb):

 

a a a

a a a

a a a

b b b

b b b

b b b

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9  
Sigma notation can be used to express the 

product of any two pixel matrices as follows:
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Now the sum of the products can be divided 

by the number of pixels in the array,  np, as 
follows:
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This is a general equation for determining the 

degree of similarity (likelihood of feature match) 
between a training set feature and a test image.

Returning to our example of the image “X,” 
we can perform convolutions with the down slant 
feature (\) and the upward slant feature (/). Using 
all known features and convolving them to every 
possible position in the image; looking for a best 
match creates convolution layers. That is, every 
feature outputs a “map” denoting its best match 
in the image. Each of these represents an addi-
tional level of information, helping the computer 
to mathematically “see” the overall image. So, 
just like physical layers, the layers can be stacked, 
and we can determine or set the number of layers, 
and their relative arrangement since they are 
modular. One important concept in ConvNets is 
that they work very well in a stackable arrange-
ment, like stacking Lego pieces or even like mak-
ing a sandwich, where you can decide to stack 
cheese on top of meat or stack tomatoes between 
two slices of cheese, with a slice of toast stacked 
in the middle, etc. Being able to arrange the 
ConvNet stacks in any order we want is an impor-
tant aspect of this design.

So now, we have taken our dataset, performed 
one or more convolutions ⊗, and placed them 

into a stack. The next step is called pooling 
(expressed as the symbol ⊳), and this is very 
important in the process of image recognition. 
Pooling ⊳will do two things. First, it will dra-
matically reduce the overall image to a more 
manageable size. Second, and perhaps more 
importantly, it will allow for more variability in 
interpreting the image.

Pooling ⊳ entails walking across the filtered 
images using preset window sizes and strides, 
assigning a maximum value for the pixels in any 
given window. So let us suppose the window size 
is four pixels, and the highest value in the group 
of four pixels here is 0.95. Then that group of 
four pixels will be reduced to one pooled pixel, 
with a maximum value of 0.95. It does not matter 
where the 0.9 pixel was in the four-pixel array 
during pooling, and thus this builds in a certain 
flexibility that is accepting of variation and thus 
“humanizes” computer vision and makes it less 
literal. This is extremely important in allowing 
for the recognition of imperfections; variations 
due to, for example, camera angles; and other 
real-world obstacles to image and pattern 
recognition.

The next step, or layer, in the ConvNet is 
called normalization, and this is the process of 
normalizing filtered pixels values using rectified 
linear units (ReLUs, ); the methodology of 
ReLUs is beyond the scope of this introductory 
chapter. Then, filtered and refiltered output of the 
ConvNet passes through a final, so-called voting 
phase in what is known as the fully connected 
layer (Fig. 31.7). Here, the computer must make 
a final decision and determine what is the image 
based on the analysis of the ConvNet. It lists the 
pixels in a linear array or vector (i.e., feature val-
ues), and then each pixel value counts toward the 
overall vote on labeling the object. This is because 
object classifiers have to select from an estab-
lished set of image categories, so the end output 
is actually a numerical vote ranking each of the 
categories. The computer thus produces a 
weighted score of the image being the letter “X” 
and, for example, a weighted score that is the let-
ter “T” and the letter “O.” The votes are weighted 
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such that those that positively predict the image 
carry more weight than those which do not.

Again, it is important to understand that the 
fully connected layer can itself be stacked, Lego- 
style. This means the computer can “vote,” and 
the output of the vote can be used for the input of 
the next vote. Such intermediate votes are not 
counted. In fact, they are not part of the final 
answer in the image recognition. Therefore, they 
are often termed hidden layers (Fig. 31.8).

 Hyperparameters

Hyperparameters allow computer engineers to 
control various settings within the neural net-
work. It is not something learned by the computer 
but rather parameters that are set with full user 
control. Examples include setting feature specif-
ics, such as the number and pixel size of features. 
For example, a feature could be the human eye – 
or the user can include multiple features within 

Fig. 31.7 A model of a ConvNet architecture is illus-
trated showing how an initial image (our familiar example 
of the capital letter “X”) is analyzed by first convolution 
⨂, then normalization with ReLUs,  , then pooling ⊳, 
followed by an additional convolution layer ⨂ and an 

additional layer of pooling ⊳before entering one of the 
final steps, the fully connected “voting” layer(s). An 
important aspect of ConvNets is the ability to arrange, or 
‘stack’, these layers in multiple ways, as though arranging 
Lego blocks

Fig. 31.8 Here, the entire ConvNet is illustrated from 
test image input to final computer labeling output. Note 
that the fully connected layers can also be stacked. This 
means that there are middle (hidden) layers whose output 
feeds the input of the next. Only the final output, in this 

case the label of the letter X, is provided. This is a very 
simplified view as usually, in computer vision, the com-
puter assigns a score to the final label; a high score is 
indicative of a higher certainty that the image is correctly 
classified
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this – such as the eyelid, the iris, eyebrow, and 
sclera. The pooling ⊳window size and stride can 
also be set by the user, and parameters within a 
fully connected network can also be modified. So 
then, hyperparameters are like having manual 
control over the system, allowing a computer sci-
entist to architect and experiment with different 
settings by toggling though various parameters in 
the ConvNet.

 Loss Functions

In computer vision, it is important to represent the 
error rate. More expressly, we need to know the 
times we asked the computer to label an object, 
and the computer got it wrong. This is essentially 
called a loss score or loss function Li. The loss 
function Li, where in the example (xi, yi),where xi 
is the image (pixel array), yi is the integer label 
(i.e., the item or object we want our computer to 
be able to predict), often expressed as:

 
x y Ni i i
,( ){ }

=
lim

1  

With image score, s = f(xi, W), where W is the 
weight or parameter assigned to the image (para-
metric approach, summarizing all of the informa-
tion derived from the training data), then:
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What is this equation telling us? This means 

that when the computer correctly classifies an 
object and the nearest score(s) is at a safety margin 
of +1 or more, then the loss incurred (error rate) is 
zero: the computer got it right. But when the com-
puter incorrectly classifies an object, or it correctly 
classifies the object, but the score of another object 
is <1 from the score given to the correct object, 
then it is either too close or altogether incorrect, 
and a loss is incurred – the more incorrect the com-
pute value, the higher the loss function, and the 
worse the computer is at recognizing objects.

To understand this, let us suppose three train-
ing examples on three different classes of objects. 
We will use clinical images as shown in Fig. 31.9. 
Here, the computer must be able to identify a 
hook cautery, the pancreas, and the ileocecal 

Image Classifiled As
(highest score)

Score - image of
pancreas shown

Score - image of hook
cautery shown

Image of ileocecal Valve
shown

5.6 4.0 5.3

-4.6

2.3

4.0

2.3

0

10.8-2.3

3.5

8.1

Pancreas

Hook Cautery

Ileocecal Valve

Loss Function

Fig. 31.9 The test images are shown from real-world sur-
gical case videos. The computer is challenged to classify 
each of the items. Usually, the output is represented as a 
numerical score: the higher the score, the more likely the 
image is correctly classified. In this hypothetical example, 

only the hook cautery was correctly classified. Incorrect 
classifications represent a loss function (error rate) and 
must be assessed. Here, the loss values for each of the 
image categories are computed (refer to text)
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valve from real-world scenes. Hypothetical out-
put scores are displayed in the image, and the 
highest score represents the computer’s final 
decision on the image classification. You can see 
in this example that the hook cautery was cor-
rectly identified, but the ileocecal valve and pan-
creas were incorrectly identified. Let us use the 
above formula to calculate the loss for each of 
these. For the pancreas image, the ileocecal valve 
had the higher score of 8.1; the pancreas score 
was greater than the score for the hook cautery 
with more than a +1 margin, so the loss between 
those two objects is 0, but the loss between the 
pancreas (5.6) and ileocecal valve (8.1) is the 
absolute difference between the two, plus one: or 
|(5.6 − 8.1)| + 1 = 3.5. Similarly, the loss function 
Li for the ileocecal valve image is 4.0. The com-
puter correctly classified the hook cautery, and 
both other objects in the training set (pancreas 
and ileocecal valve) had scores of > +1 from the 
hook cautery score, so the loss Li for this training 
sample is zero.

We can determine the total loss function for 
the training set provided. It is the summation of 
the losses divided by the N number of image 
categories:

 

3 5 0 4 0

3
2 5

. .
.

+ +( )
=

 
More generally, this can be expressed as 

follows:
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Finally, data loss should include a regulariza-

tion term which prevents the model from becom-
ing overly complex; it is based on the axiom that 
a simpler approach is usually a better approach 
than one that is serpiginous. The full expression 
can be written as:
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For the score function for a dataset (x, y), 
s  =  f(x; W) →  Wx (which is effectively a linear 
classifier). Here, the term λR(W) has been added 
and denotes a regularization factor for the model. 

For our purposes, the value of the constant is not 
important and is far beyond the scope of this 
chapter.

Nevertheless, the error signal (difference 
between actual answer and the right answer) is 
used in backpropagation, whereby the network 
automatically adjusts and learns from its error, 
thus adjusting aspects in the network such as vot-
ing weights. Gradient descent is the process of 
making small changes in ConvNet parameters so 
as to minimize error and maximize correct image 
identification.
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The Future of Surgery
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 Introduction

It is impossible to predict exactly what the future 
holds for a field as dynamic as surgery. With 
hindsight, it seems it has often been the most 
unexpected advances that have changed the face 
of surgery, such as the discovery of the role of 
Helicobacter pylori in gastric cancer. In this 
chapter, we will outline some themes we feel 
may impact the future of surgery in the next 
50  years. To minimize our own embarrassment 
when rereading this in the future, we have chosen 
a group of themes that we think are likely to be 
sources of significant advances in surgery but are 
currently limited by advancement of technology, 
most of which are currently in early stages of use. 
As the Topol Review in the United Kingdom 
summarized in 2019, the changes we discuss will 
require significant investment in people as well 
as technology, including a focus on development 
of technology [1].

We will begin with advances in biomedical 
sciences that will change our ability to treat 
patients at a cellular level using genomics and 
regenerative medicine. We will then discuss tech-
nology used to teach surgeons and patients such 
as virtual reality, augmented reality and three- 
dimensional (3D) printing technologies. Finally, 

we discuss challenges we expect to see in an 
evolving world of digital surgery, such as issues 
with data protection and medical ethics.

 Genomics

An increasingly prominent theme in the future is 
likely to be the use of genomics in routine prac-
tice. The widest use of genetic testing at present 
is in rare diseases and cancers, for example, 
BRCA genes in breast and ovarian cancer and 
patients with multiple endocrine neoplasia.

In the United Kingdom, the 100,000 Genome 
Project has been ongoing since 2012. Access to 
National Health Service data means the whole 
genomes that are sequenced can be coupled with 
patients’ medical records. In December 2018, 
100,000 whole genomes had been sequenced [2]. 
The aim of the project is to improve our under-
standing of the genome at an individual and a 
population level and presents a challenge for the 
future as to how we harness this so-called big 
data to identify genetic sequences that are diag-
nostically or prognostically useful [3]. Large 
projects such as this are also contributing to an 
improvement in technology that is making 
genetic testing cheaper and faster, and therefore 
accessible to more patients.

As this access becomes wider, we may see 
genomics becoming a more routine part of multi-
disciplinary team decisions, allowing tailored 
genetic approaches to patients with known 
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 conditions (i.e., personalized medicine). We may 
also see an increase in preventative surgery for 
patients at risk of familial cancers, such as the 
current approach to offer prophylactic mastecto-
mies to patients with germ line BRCA 
mutations.

Another aspect of genetic testing we may see 
more in the future is testing for cancer through 
‘liquid biopsies’ via peripheral blood sampling, 
where blood tests capture cell-free tumour DNA 
or RNA that is released into the bloodstream [4, 
5]. This could reduce the need for invasive biop-
sies and their associated morbidity – as well as 
the costly healthcare burden for patients, physi-
cians, and hospital systems.

 Regenerative Medicine

Another area that focuses on advances at a cellu-
lar level is regenerative medicine. This field 
focuses on healing, replacing, or regenerating tis-
sues that have impaired function due to age, con-
genital defects, diseases, and trauma [6]. It 
involves technologies such as tissue engineering 
and entails the use of therapeutic stem cells and 
gene therapy.

One method to regenerate tissue is to stimu-
late tissues to heal themselves with implantation 
of a synthetic substance such as bioactive glass. 
Examples include Bioglass, a material with 
osteogenic properties [7]. Bonalive® is an 
example of bioactive glass that is currently 
being used for trauma, osteomyelitis, spine sur-
gery, and mastoid surgery. This serves to stimu-
late bone formation whilst preventing bacterial 
growth [8, 9].

When the body cannot heal itself, there are 
now increasing options to grow tissues in  vitro 
and implant them to restore function. There are a 
multitude of therapies currently available clini-
cally, with the main products aiming for cartilage 
or skin repair [10]. Cartilage has thus far been the 
leading tissue in this technology because carti-
lage does not have its own vascular infrastruc-
ture, which has always been a challenge to create 
in vitro. An example is Carticel®, which is com-
posed of autologous cultured chondrocytes. 

These are harvested products from a patient’s 
own femoral cartilage which is then cultured 
in vitro before being replaced into the site of the 
defect. Carticel® has been clinically available for 
some time and was the first cell therapy to be 
approved by the United States Food and Drug 
Administration (FDA) in 1997. It is used for 
symptomatic cartilage defects of the femoral 
condyle following acute or repetitive trauma 
[11]. However, although pre-existing therapies 
focus on repair and regeneration, they cannot 
fully resolve injuries or diseases [12].

The holy grail of regenerative medicine is the 
in vitro production of genetically matched func-
tioning human organs for transplantation. As 
Western populations are ageing, the demand for 
organ transplantation is greater than ever before, 
which poses a serious healthcare challenge – par-
ticularly for organs such as the heart, whereby 
transplants can only be donated from previously 
healthy deceased donors. From April 2018 to 
March 2019 in the United Kingdom, there were 
290 patients awaiting heart transplantation 
whereas only 181 hearts were available, exempli-
fying the substantial organ shortage [13]. For 
transplant recipients, the  allogeneic tissue pres-
ents lifelong risks of rejection and side effects of 
immunosuppression (i.e., graft-versus-host 
disease).

Three of the methods currently in develop-
ment to solve this problem include (a) fabrication 
of human organs in live porcine animal bodies, 
(b) transplantation of ‘organ buds’ into the 
patient’s body that then develop viable vascular-
ization, and (c) regeneration of organs by filling 
cytoskeleton scaffolds with cells [14].

 Three-Dimensional Printing

Three-dimensional (3D) printing enables conver-
sion of digital 3D models into physical objects. 
These objects are produced from a computer- 
aided design (CAD) which builds models layer 
by layer. There have been many applications of 
this technology over the past decades in a variety 
of fields, including orthopaedic surgery, neuro-
surgery, and cardiac surgery. The technology 
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allows customized prosthetics, preoperative sur-
gical planning, and medical education [15]. 
Moreover, there is an emerging trend towards 
four-dimensional (4D) printing, where the time 
component is taken into account. For example, 
4D models can portray the changing positions 
of bones with movement, allowing visualization 
of spatiotemporal relationship between struc-
tures [16].

One aspect of 3D printing increasingly in clin-
ical use is customized prosthetics, to replace tis-
sues absent due to congenital malformations, 
cancer, or trauma. They provide a cost-effective 
modality to create a unique prosthesis – particu-
larly when needs change rapidly in patients such 
as growing children with prosthetic limbs 
(Fig. 32.1). In the future, there may be more pros-
thetics that expand according to growth of an 
individual [17]. It also presents hope for global 
healthcare as the inexpensive nature of these 
prostheses means charities such as e-NABLE are 
able to provide them in war zones and areas of 
natural disasters [18]. There has been develop-
ment of 3D printed prosthesis of facial organs of 
sense, such as the nose, eyes, and ears. In patients 
involved in traumatic accidents or facial cancer, 
where significant proportion of the face is lost, 
functional and aesthetic restoration is provided. 
Various materials with range of different colours 
and mechanical properties could be used to 3D 
print, which is important as colour of prosthesis 
needs to precisely match patient skin colour so as 

to minimize the discrepancy, thus improving the 
cosmetic result [19, 20].

Solely based on 2D imaging, it may be diffi-
cult to appreciate the complexity of an individu-
al’s anatomy. With the use of 3D printing 
technology, surgeons can plan complex or 
demanding surgeries preoperatively with more 
accuracy [21]. This correlates with improved 
clinical outcomes – such as decreased operation 
time, decreased blood loss, and achieving nega-
tive resection margins [22]. This technology is 
already commonly used in maxillofacial and 
orthopaedic surgery, but more specialties are 
beginning to use it, particularly for planning pro-
cedures in areas with complex anatomy, such as 
patient-specific cerebral aneurysm models to 
practise applying clips preoperatively [23]. 
Models can also be sterilized to be used intraop-
eratively. In the future, there will potentially be a 
method for these models to be made more rou-
tinely  – which will also allow surgeons to use 
them in clinic for patient education as well as for 
their own learning.

 Virtual Reality Education

One advance in digital technology that is likely to 
affect the future of surgery is the availability of 
virtual reality technology  – a platform which 
involves real-time interaction within a 3D 
computer- generated environment. This can be 

Fig. 32.1 A selection of 
3D printed prosthetic 
hands in different 
sizes made by charity 
e-NABLE (Photo by Jen 
Owen. 3D printed hands 
created by the e-NABLE 
Community. 
enablingthefuture.org)
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used for education of patients, medical students, 
and doctors.

In recent years, pressures have mounted on sur-
gical training. Time is increasingly limited for 
training due to increasing clinical workload and 
reduced working hours in some countries due to 
legislation such as the European Working Time 
Directive and, in the United States, the 80-hr/week, 
restriction for general surgery residents imposed by 
the Accreditation Council of Graduate Medical 
Education. The surgical mantra of ‘See one, Do 
one, Teach one’ is no longer deemed appropriate, 
due to intensifying emphasis on patient safety and 
litigation in everyday practice. This means that the 
risks associated with a trainee’s learning curve are 
no longer acceptable in clinical practice. As a reac-
tion, we have seen an increase in simulation-based 
skills training in surgery: current trainees are very 
familiar with digital manikins for resuscitation 
simulation and box simulators for laparoscopic 
skills training. We expect in the future that this 
training will involve virtual reality simulation; as 
surgical training involves recognition of structures 
and surgical planes, it lends itself well to high-
fidelity virtual reality content. Until now, virtual 
reality training has been limited by the expense of 
simulators that have high enough fidelity to be use-
ful for clinical training. However, in the future, it is 
hoped this will become an affordable option for 
more centres [24].

Some centres, such as the virtual reality neuro-
anatomy lab at Stanford University, have described 
use of virtual reality in a clinic setting for patient 
education [25]. We believe that this could become 
more widespread as a way to explain complex 
pathology to patients. It is already being used 
increasingly at medical schools to help students 
visualize 3D anatomy, which is expected to 
become a standard part of teaching as this technol-
ogy becomes more affordable.

 Augmented Reality

Augmented reality is different from virtual real-
ity as it connects the real, physical environment 
with the digital world. It does this by superim-
posing virtual computer-generated imagery on 

top of real images. A popular example of this 
technology is the game Pokémon Go, the mobile 
game that went viral in 2016. Advanced forms of 
augmented reality are also known as mixed real-
ity, which usually means there is a larger element 
of interaction between the overlaid images and 
objects in the real world.

In a surgical setting, most applications of aug-
mented reality technology involve adding informa-
tion to the clinician’s visual field. This can include 
patient-related information such as scan images or 
images derived from sensors intraoperatively. An 
example of the latter is AccuVein (AccuVein Inc., 
NY, USA), a device that projects live images of 
veins onto the skin surface to help clinicians locate 
them for venepuncture and cannulation (Fig. 32.2). 
In surgery, many technologies being developed 
overlay preoperative imaging onto live video, for 
example to estimate the location of an anatomical 
structure during minimally invasive surgery. At 
present, this is limited by the capability of current 
computers, as it requires the ability to anchor the 
virtual images to real-life structures, with accurate 
rendering and minimal lag. It is anticipated that 
future technology will allow accurate live applica-
tion of patient scan data, meaning surgeons will be 
able to see locations of tumours and key structures 
intraoperatively in routine practice [27].

a

b

Fig. 32.2 Use of AccuVein in clinical practice. (From 
Pirotte [26]. Reprinted with permission)
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 Telementoring

One aspect of surgery that is likely to develop 
dramatically in the future is the routine use of 
telementoring. Telementoring in surgery usually 
involves geographically separated surgeons 
communicating via an internet connection to 
learn from one another. Although there are a vast 
number of applications for telemedicine, such as 
in an outpatient setting, there are important chal-
lenges for intraoperative telementoring [28]. 
Many technologies used thus far for telementor-
ing have either struggled due to variable internet 
connection stability or required a dedicated 
internet connection as was often set up for pio-
neering cases in telesurgery [29]. There has been 
significant excitement around the potential of 5G 
internet in this field [30], with other companies 
striving to offer reliable telementoring on 
slower native wireless connections (for example 
the telementoring company Proximie (Proximie 
Ltd., London, UK)) [31, 32]. 5G tactile internet 
will enable recognition of haptic movements, 
allowing accurate, real-time information of a 
surgeon’s precise movements to be known and 

recorded. In addition, 5G tactile networks will 
aid surgeons to  get tactile feedback [30]. The 
potential of telementoring is that greater ability 
to communicate with other surgeons can help us 
move towards the standardization of surgical 
techniques worldwide. This global interconnec-
tion also presents an opportunity to reduce the 
amount of travel needed to learn new or complex 
procedures [33]. The many uses of telementor-
ing are summarized by Proximie’s telementoring 
model dubbed the “3 Ps”  – Prepare, Perform, 
and Perfect (Fig. 32.3).

 Artificial Intelligence

Artificial intelligence (AI) algorithm enables 
machines to execute tasks that previously 
required human intelligence by recognition, pro-
cessing and prediction. AI in healthcare is 
expanding as we are learning to use big data to 
make predictions via pattern recognition, allow-
ing progress in machine learning and deep learn-
ing. This is being applied to healthcare by 
enhancing the detection of abnormalities [34]. 

Fig. 32.3 The Proximie 
3 Ps used to outline uses 
of telementoring in 
clinical practice: 
Prepare, Perform, and 
Perfect. (Image with 
permission from 
Proximie Ltd)
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In specialties such as pathology and radiology, AI 
algorithms can be used to improve the ability to 
identify malignant lymph nodes, including the 
identification of those at highest risk.

The CAMELYON16 (Cancer Metastases in 
Lymph Nodes Challenge) took place in November 
2016, where over 200 slides were analyzed by 
both pathologists and AI algorithms with time 
limits. The algorithms were proved to be similar 
to (if not better than) 11 pathologists who took 
part, although it should be noted that pathologists 
were as good or better when they had  no time 
limit [35]. It is believed that use of AI to increase 
accuracy in diagnosis and prognostication could 
improve patient outcomes in the future [36, 37].

 Robotics

Robotic devices have many advantages, such as 
performing tasks that are hazardous to humans, 
carrying out repetitive tasks without getting 
tired, and helping complex surgery to be more 

precise [38]. Robots are currently widely used in 
many specialties. Compared to laparoscopy or 
open surgery, robotic surgery provides many 
advantages, including 3D  visualization, image 
magnification, tremor cancellation, and motion 
scaling. Some studies also suggest other benefits 
of robotic surgery compared to open surgery – 
including decreased blood loss, diminished post-
operative pain, shorter hospital stays and fewer 
complications [39].

The current generation of the da Vinci series 
(Fig.  32.4) is the main commercially available 
robot in surgery – although new robotic systems 
from Auris Health, Medtronic, Inc., CMR 
Surgical, and Verb Surgical, Inc. are poised to 
have (or have already) entered clinical use, and 
the landscape of robotics in surgery is expected 
to change dramatically during the ‘20s. 
Notwithstanding, the da Vinci family of robots 
remain the most utilized surgical system world-
wide. It is designed to have thinner arms and is 
ergonomically enhanced, and it allows 3D HD 
camera to be used at each of the four arms, which 
is useful for multi-quadrant procedures. There 
are other competitor robots appearing in the mar-
ket, such as Revo-I. Revo-I has features including 
open console and four-arm system, and it was 
approved by the Korean government for commer-
cial use in 2017, followed by successful clinical 
trial in 2018 [34, 41].

Despite the benefits of robotic master-slave 
systems, human errors can still be made and there 
is room for improvement. Continuous develop-
ments are taking place to enhance robotic func-
tion. The next generation of robots may offer 
features like haptic gloves for more accurate tactile 
feedback or cellular image guidance [34]. Future 
robotic system will likely include more automa-
tion and AI-based computer-driven technology.

 Challenges for the Future 
of Surgery

 Data Security

One aspect of the future of surgery that is still 
unknown is how healthcare systems will 

Fig. 32.4 Da Vinci Xi. It has four arms that are beneficial 
for multi-quadrant procedures [40]. (©2020 Intuitive 
Surgical, Inc. Used with permission)
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embrace digital technology whilst maintaining 
the confidentiality and security of patient data. 
At present, healthcare systems often lag signifi-
cantly behind technology used in other large 
organizations because of data security concerns. 
For example, there is a current drive in the 
United Kingdom to stop using fax machines and 
pager systems – technologies that have not been 
used in the corporate world for decades [42]. In 
order for many of the technologies discussed in 
this book to move from the research realm to 
mainstream healthcare, significant work needs 
to be done to address the ethical and technical 
issues related to the generation of this data. On 
one hand, data needs to be more secure, espe-
cially since healthcare is one of the most com-
mon industries for cybercrime [43], but on the 
other hand, making this big data accessible to 
the appropriate stakeholders could lead to 
important developments and discovery in medi-
cal research [44].

 Financial and Ethical Implications

Another issue with many of the technologies dis-
cussed here is their cost. Introduction of technol-
ogies that can be used for individual patients 
creates a further stretch in resources for health 
systems, particularly in countries such as the 
United Kingdom that have to address the social 
justice of using expensive technologies for lim-
ited patients. With more expensive options for 
surgical training available (such as virtual real-
ity), it could also mean that trainees in less 
wealthy institutions are further disadvantaged, 
and only patients in these institutions are involved 
in early training cases.

Sustainability is also a concern for all medi-
cal fields in the future and an area where surgery 
currently lags behind other professions. We 
have grown accustomed to surgery not being 
eco- friendly, with sterility meaning a large 
amount of surgical equipment is plastic and sin-
gle use, generating a large amount of waste [45]. 
New technological developments also require 
hospitals to invest in devices that may be out-
dated or unusable in 5 years, which could be 

financially unsustainable in the long term. There 
is also mounting social pressure to reduce 
unnecessary travel so as to curtail the global car-
bon footprint. Thus, we expect, in the near 
future, that international surgical training and 
collaboration may become more reliant on tele-
medicine solutions. This may also impact outpa-
tient follow-up of patients [46].

 Conclusion

The developments in digital surgery described in 
this book have set the foundations for a bright 
future in surgery. It is likely that these advances 
in technology can increase our ability to prevent 
and treat disease at a cellular level and allow sur-
gery to be tailored to individuals. AI, VR, AR, 
and advancements in robotics will provide the 
foundation and framework for digital surgery 
during its period of growth throughout the ‘20s. 
Surgeons will be able to improve the landscape of 
global surgery, allowing more of the world’s pop-
ulation to have access to standardized and 
advanced surgical care.
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