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Preface

The Mexican Conference on Pattern Recognition 2020 (MCPR 2020) was the 12th
event in the series organized by Facultad de Ingeniería Eléctrica and Facultad de
Ciencias Físico Matemáticas of Universidad Michoacana de San Nicolás de Hidalgo
and the Computer Science Department of the National Institute for Astrophysics Optics
and Electronics (INAOE) of Mexico, under the auspices of the Mexican Association
for Computer Vision, Neurocomputing and Robotics (MACVNR), which is a member
society of the International Association for Pattern Recognition (IAPR). MCPR 2020
was due to be held in Morelia, Mexico, during 24–27, 2020.1

This conference aims to provide a forum for the exchange of scientific results,
practice, and new knowledge, as well as promoting collaboration among research
groups in Pattern Recognition and related areas in Mexico and around the world.

In this edition, as in previous years, MCPR 2020 attracted not only Mexican
researchers but it also included worldwide participation. We received contributions
from 17 countries. In total 67 manuscripts were submitted, out of which 31 were
accepted for publication in these proceedings and for presentation at the conference.
Each of these submissions was strictly peer-reviewed by at least two members of the
Program Committee, all of them experts in their respective fields of Pattern
Recognition, which resulted in these excellent conference proceedings.

Beside the presentation of the selected contributions, we were very honored to have
three outstanding invited speakers:

– Prof. René Vidal, Mathematical Institute for Data Science, The Johns Hopkins
University, USA

– Prof. Ricardo Baeza-Yates, Graduate Data Science Programs, Northeastern
University at Silicon Valley, USA

– Prof. Salvador Elías Venegas-Andraca, School of Engineering and Sciences,
Tecnológico de Monterrey, Mexico

These distinguished researchers gave keynote addresses on various Pattern
Recognition topics during the conference. To all of them, we express our appreciation
for these presentations.

We would like to thank all the people who devoted so much time and effort to the
successful running of the conference. In particular, we extend our gratitude to all the
authors who contributed to the conference. We are also very grateful for the efforts and
the quality of their reviews of all Program Committee members and additional
reviewers. Their work allowed us to maintain the high-quality standard of the con-
ference and provided a conference program of high standard. Finally, but not less
important, our thanks go to the Universidad Michoacana de San Nicolás de Hidalgo for
providing key support to this event.

1 The conference was held virtually due to the COVID-19 pandemic.



We are sure that MCPR 2020 provided a fruitful forum for the Mexican Pattern
Recognition researchers and the broader international Pattern Recognition community.

June 2020 Karina Mariela Figueroa Mora
Juan Anzurez Marín

Jaime Cerda
Jesús Ariel Carrasco-Ochoa

José Francisco Martínez-Trinidad
José Arturo Olvera-López
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Fruit Classification for Retail Stores
Using Deep Learning

Jose Luis Rojas-Aranda(B), Jose Ignacio Nunez-Varela, J. C. Cuevas-Tello,
and Gabriela Rangel-Ramirez

School of Engineering, Universidad Autonoma de San Luis Potosi,
San Luis Potośı, Mexico

joseluisrojasaranda@gmail.com, {jose.nunez,cuevas}@uaslp.mx,
gabriela.rangel@alumnos.uaslp.edu.mx

http://www.ingenieria.uaslp.mx/

Abstract. Payment of fruits or vegetables in retail stores normally
require them to be manually identified. This paper presents an image
classification method, based on lightweight Convolutional Neural Net-
works (CNN), with the goal of speeding up the checkout process in stores.
A new dataset of images is introduced that considers three classes of
fruits, inside or without plastic bags. In order to increase the classifi-
cation accuracy, different input features are added into the CNN archi-
tecture. Such inputs are, a single RGB color, the RGB histogram, and
the RGB centroid obtained from K-means clustering. The results show
an overall 95% classification accuracy for fruits with no plastic bag, and
93% for fruits in a plastic bag.

Keywords: Deep learning · Convolutional Neural Networks · Fruit
classification

1 Introduction

Retail stores rely on cashiers or self-service checkout systems to process the
customers’ purchases. Since most products have barcodes that can be scanned,
the checkout time has already been minimized. However, fruits and vegetables are
commonly processed differently. The cashier or the customer need to manually
identify the class of product being bought and look for it in the system. With
that application in mind, our purpose is to present an initial approach for fruit
classification in order to check its feasibility for such application.

Fruit classification is a complex problem due to all the variations that can
be encountered. In general, two classification problems can be identified: i) clas-
sification of fruits of different types (e.g., to differentiate between oranges and
apples) [3], and ii) classification of varieties of the same fruit (e.g., to differen-
tiate among apple varieties such as, red delicious, honeycrisp, golden delicious,
gala, etc.) [7]. However, even focusing on the first type of problem, precise clas-
sification is still difficult to achieve due to differences in shape, color, ripening
c© Springer Nature Switzerland AG 2020
K. M. Figueroa Mora et al. (Eds.): MCPR 2020, LNCS 12088, pp. 3–13, 2020.
https://doi.org/10.1007/978-3-030-49076-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-49076-8_1&domain=pdf
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stages, etc. Another problem, directly related to the purchase of fruits in retail
stores, is that fruits can be inside a plastic bag. This research work deals with the
first type of classification (i.e., classification of fruits of different types), where
fruits can be inside or without a plastic bag.

Recent advancements in Convolutional Neural Networks (CNN) [16] make
them suitable for this problem. The ImageNet Large Scale Visual Recognition
Challenge (ILSVRC)[12] was an annual competition that started in 2010 and
ended in 20171. Given an image, the goal was to recognize the different objects
within such image. Since 2012, CNN have had an outstanding performance in
the task of image classification, because the winner of ILSVRC used a model
based on deep CNN trained on raw RGB pixel values, known as AlexNet [9].
Besides AlexNet, several CNN architectures have been defined throughout the
years, such as LeNet, ZFNet, GoogleNet, VGG, ResNet, YOLO, MobileNetV2,
among others [16]. In 2015, ResNet was the winner of ILSVRC exceeding for the
first time the human-level accuracy (5% error) [5,12] with a 3% of testing error.

This paper proposes an improved CNN architecture based on MobileNetV2
[14] to classify fruits, where it proposes the addition of different input features
(besides the input images), in order to improve its accuracy. Such additional
inputs features are related to the color of the fruits. Thus, we present experiments
using a single RGB color, the RGB histogram, and the RGB centroid obtained
from K-means clustering. In addition, we created a new fruit dataset for three
types of fruits: apples, oranges and bananas; also considering fruits in transparent
plastic bags. The results show an overall 95% classification accuracy for fruits
without plastic bag, and 93% for fruits inside a plastic bag.

The paper is is organized as follows. Section 2 summarizes related work
on fruit classification. Section 3 describes the proposed classification method.
Section 4 presents some experiments and analyzes the results of the classifica-
tion performance. Finally, Sect. 5 discusses the conclusions and future work.

2 Related Work

There are several research works for fruit recognition and classification with dif-
ferent goals and applications [4]. One of this applications refers to agriculture
and fruit harvesting. DeepFruits is a Faster Region-based CNN (known as R-
CNN). Their model employs transfer learning using ImageNet, and two types
of input images: color (RGB) and Near-Infrared (NIR). The images correspond
to seven fruits still attached to their corresponding tree/plant, so this applica-
tion is oriented to agricultural robots for harvesting fruit and vegetables. The
images were taken by some of the authors and others obtained from Google
Image searches [13]. Deep Count is another application for robotic agriculture
using a Deep Neural Network (DNN), where the authors propose a modified
Inception-ResNet architecture. Their research only focuses on tomato images
from Google Images [11]. Another related application is Deep Fruit Detection
for robotic harvesting in orchards. That research employs Faster R-CNN and
1 http://image-net.org/.

http://image-net.org/
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compares the performance against other architectures such as VGG and ZFNet.
They also explore the number of training images, transfer learning and data aug-
mentation. They study three fruits: apple, mango and almond; with RGB images
generated by themselves [2]. Finally, MangoYOLO is also a CNN model but for
mango harvest forecast. MangoYOLO is compared with other CNN architec-
tures including Faster R-CNN with VGG and ZFNet, SDD and YOLO. Their
research explores the number of training images and transfer learning with PAS-
CAL VOC, COCO and ImageNet. They obtained their own RGB images at
night with a special LED system mounted on a farm vehicle to obtain consistent
illumination conditions [8]. The above research works have to consider other fac-
tors such as working outdoors, variations in lighting conditions and the fact that
fruits/vegetables are still attached to the trees.

Besides agriculture, retail applications can greatly benefit from the classifica-
tion of fruits and vegetables. Hossain et al. [6], proposed two CNN architectures,
a light model of six CNN layers, and a VGG-16 fine-tuned model. They also cre-
ated their own dataset by collecting images from the Internet. Another research
work proposed a double-track method using a two nine-layer CNN [7]. The input
of the first network are images with background, then the second network works
with a single fruit selected from a region of interest. Rather than classifying
types of fruits, they classified six varieties of apples. Finally, Femling et al. [3],
describes a hardware system for retail stores able to classify ten types of fruits.
They make use of a dataset comprised of images from ImageNet and taken with
their system’s camera. As in our case, they made use of CNN architecture based
on MobileNet. It is important to note that the works just reviewed do not con-
sider the fruits to be inside plastic bags, as this paper does.

3 Application of the Proposed Method

This section presents our proposed method for solving the fruit classification
problem. First, a new dataset is introduced, then we explain the chosen CNN
architectures and training methods.

3.1 Dataset

Data is an essential part of Deep Learning. Therefore, it is important to select
the correct input data according to our goals. For fruit classification, there exists
a dataset called Fruits-360 [10], which consists of 28736 training images and
9673 testing images. It contains 60 different classes of fruits, where some classes
refer to varieties of a fruit (e.g., for apples they have six varieties). A major
drawback of this dataset is that the images are small (100 × 100 pixels), which
makes it difficult to differentiate between some fruits. Also, the images have no
background, thus it does not scale very well to real-world applications.

Therefore, we decided to create our own dataset. Since our main goal is to
replicate a store environment, the fruits were placed over a stainless steel sheet
and the photos were taken from the top. We chose to work with three types
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of fruit: apples, oranges and bananas. We introduce variation in the dataset,
by taking images of the fruits at different positions and rotations (see Fig. 1).
We also consider that in the checkout process the fruits are generally inside a
transparent plastic bag, so photos of the fruits in a bag were also taken. The
photos were taken using the front camera of an iPhone 6. The dataset contains:
443 images of apples (297 for training and 146 for testing); 363 images of oranges
of (242 for training and 121 for testing); and, 231 images of bananas of (156 for
training and 75 for testing). In total, 1067 images were collected, 725 for training
and 342 for testing.

3.2 Selecting a CNN Architecture

The selection of a CNN architecture depends on the problem one is trying to
solve. There is no unique architecture for all problems. Thus, selecting the right
one becomes a problem on its own. Currently the top performing architecture,
that won the ILSVRC competition in 2017, [12] is the Ensamble C developed by
the WMW team, but it has the disadvantage of being computational expensive
to train and for making predictions. On the other hand, MobileNets are CNN
architectures that deal with the computational complexity problem by imple-
menting a more efficient and lightweight architecture, and could run on mobile
or embedded devices achieving high-level performance. Since our goal is to work
in retail stores, we have chosen to use the MobileNetV2 [14] architecture for
being lightweight and robust.

3.3 Transfer Learning

Transfer learning is a machine learning approach where a model developed for
one task becomes the starting point for a model of a different task [15]. This
technique works really well when the available dataset is not large enough, and
also the model converges faster. Therefore, we trained MobileNetV2 with transfer
learning using weights from a model trained with the ImageNet dataset.

There are several ways to train a model using transfer learning. For our
work, we first loaded the pre-trained model and discarded the last layer. This
is a dense layer with 1000 neurons that serves as a classifier of the previous
feature map. Once discarded, we set the rest of the layers to not trainable (this
prevents the weights in a given layer from being updated). Then, at the end of
the network we added another dense layer, but now with the number of classes
of fruits we want to predict. This allows to keep all the features extracted from
the ImageNet model, and re-purpose it to the fruit classification problem. Then,
we trained the model for 20 epochs using the base learning rate of 1e−4. After
the first 20 epochs, we set the layers from the 100 layer up to the last layer (155)
to trainable, and we trained the network for another 20 epochs. But this time,
we set the learning to 1/10 of the base learning rate in order to fine-tune the
model. This forces the weights to be tuned from generic feature maps to features
associated specifically with our dataset.
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Fig. 1. Examples of training images of the dataset created.

In this work, the models are trained using TensorFlow [1], with the implemen-
tation of MobileNetV2 provided by Keras. The standard RMSPropOptimizer is
used, with both, decay and momentum set to 0.9. We use batch normalization
after every layer, where the standard weight decay is set to 0.00004 as described
in [14]. The base learning rate is set to 1e−4 and a batch size set to 50. The
models were trained using an iMac with a 3.5 GHz Intel Core i5, and 8 GB of
RAM 1600 MHz DDR3. Figure 2 shows a preliminary comparison of the models
performance when trained with transfer learning and with weights initialized
randomly, using our dataset. It is clear that the results prove that with random
weights the model is not able to learn, while the model trained with transfer
learning reaches almost 0.80 accuracy.

3.4 Improving MobileNetV2

One way to visualize what a CNN model is learning is by looking at the con-
volutional layers activations, in order to see what information is being retained
by the layers. Figure 3 shows the activations, of the first convolutional layer, of
two different fruits. At the top row images show activations of an orange, while
at the bottom row are activations of an apple. As can be noticed, for the model
both fruits are similar. It mainly retains the shape of the fruit and its texture.
This information might not be enough to differentiate between both fruits due to
their similar shape. One missing feature that, in this case, would be important
for such differentiation is the color of the fruits. Therefore, the accuracy of the
model can be improved if additional input features (related to the fruit’s color)
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Fig. 2. Comparing the test accuracy using our dataset and transfer learning

are feed into the model. This work proposes three different input features and
their corresponding modifications to the model.

Fig. 3. Similar activations of the first convolutional layer of an orange (top image)
compared to an apple (bottom image)

Single RGB Fruit Color. Besides the image, one additional input feature is
to provide the model with a vector with RGB color values of the fruit to be
classified. This color should be the one that represents, in general, the given
fruit. For instance, bananas would be represented by the yellow color, thus the
model receives the vector with RGB color values [1.0, 1.0, 0.0]; in the case of an
orange the vector would be [1.0, 0.64, 0.0]. This vector with three RGB values is
feed into the model.
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RGB Histogram. An image histogram is a graph that summarizes how many
pixels are at different scale levels of a given image [17]. For this work, the his-
togram of each RGB channel was obtained, resulting in a vector of 765 input
values, which are then feed into the model. Figure 4 shows an example of an
image RGB histogram. At this moment, one disadvantage is that most of the
values would correspond to the background colors.

RGB Centroid Using K-Means. Finally, we make use of a hybrid machine
learning (ML) approach. The idea is to combine different ML algorithms in
order to complement each other. K-Means is a clustering algorithm that tries
to partition the data into K clusters (subgroups). When applied to an image, it
could find groups of colors that represent such image. For this work, we set the
number of groups to three, as shown in the Fig. 5. The three RGB colors found
(9 values) are fed into the model.

Fig. 4. Example of an image RGB histogram

Fig. 5. Example of the RGB Centroid using K-Means

In the case of the RGB color and RGB histogram, a multi-input model is imple-
mented. The model takes as input the image and a vector with the color data, as
shown in Figs. 6b and 6c. The image is feed into the CNN (i.e., the MobileNetV2
architecture), while the color data is feed into a dense layer. The result of
both networks is then concatenated and the final prediction is made using
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softmax activation. Using K-Means, the model is considered a hybrid model.
We implemented the K-Means algorithm in TensorFlow as a Keras layer, this
allows the model to internally produce the K colors, and then, these are concate-
nated at the end of the process (as shown in Fig. 6d). For our experiments, we
chose to use three centroids (k = 3), resulting in 9 RGB values. In the following
section, we compare how the models perform using the methods just explained.

(a) Baseline CNN (b) Single RGB Fruit Color

(c) RGB Histogram (d) RGB Centroid using K-Means

Fig. 6. Different architectures of the proposed methods

4 Experiments and Results

As explained in the previous section, our models are based on the MobileNetV2
architecture and trained in two versions of the dataset we created: i) images
with only fruits (no bags), and ii) images with fruits without and inside plastic
bags. Table 1 compares the accuracy of the baseline model (MobileNetV2), the
multi-input models (both, the single RGB color and the RGB histogram), and
the hybrid model (MobileNetV2 + K-Means). In all cases, the accuracy is higher
when no plastic bag is used. This is expected since the use of plastic bags distort
the look of the fruits. The baseline model (MobileNetV2), with no additional
color information, has high accuracy on the training set, but has the lowest on
the testing set. Meanwhile, all three models that use additional color information
achieved better accuracy in general. Particularly, the model using the single RGB
color obtained the highest accuracy at 0.95 and 0.93, for both versions of the
dataset, respectively. The relatively lower accuracy achieved by the hybrid model
could be due to the fact that, out of three colors obtained, only one is related to
the color of the fruit. The other two colors are related to the background, which
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should be not be taken into account. Therefore, one course of future work is to
try to eliminate as much background information as possible. Figure 7 compares
the testing data accuracy over time of the different proposed methods in this
paper, using the complete dataset.

Table 1. Comparing the accuracy of the trained models.

In plastic bag No plastic bag

Model Train accuracy Test accuracy Train accuracy Test accuracy

MobileNetV2 0.98 0.78 0.99 0.82

MobileNetV2 + Single color 0.98 0.93 0.99 0.95

MobileNetV2 + Histogram 0.99 0.82 0.99 0.92

MobileNetV2 + K-Means 0.98 0.86 0.99 0.90
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Fig. 7. Accuracy of the models trained with images containing fruits in bags.

5 Conclusions and Future Work

This paper proposed an improved CNN architecture, based on a lightweight
CNN architecture called MobileNetV2, by considering additional input features,
besides the input images. Such input features improved the accuracy of the model
by adding information about the color of the fruits. These input features are: i)
the single RGB fruit color, ii) the RGB histogram, and iii) the RGB centroid
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using K-Means. The single RGB color achieved the best overall accuracy: 95%
classification accuracy for fruits with no plastic bag, and 93% for fruits in a
plastic bag. Due to the lack of data, a new dataset was introduced consisting of
725 images for training and 342 for testing; and considers three classes of fruits
(apples, oranges and bananas). The dataset also considers fruits inside plastic
bags. As further research, we are exploring the minimum number of training
images to achieve the highest accuracy. Along with this, data augmentation has
been not explored using our proposed dataset. We also would like to measure the
sensitivity to illumination. On the other hand, we plan to compare the accuracy
of the proposed lightweight CNN architecture against other state-of-the-art CNN
networks with GPU hardware and our dataset.
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Abstract. This paper introduces the Dendrite Spherical Neuron (DSN)
as an alternative to the Dendrite Ellipsoidal Neuron (DEN), in which
hyperspheres group the patterns from different classes instead of hyperel-
lipses. The reasoning behind DSN is simplifying the computation of DEN
architecture, where a centroid and covariance matrix are two dendritic
parameters,whereas, inDSN, the covariancematrix is replaced by a radius.
This modification is useful to avoid singular covariance matrices since
DEN requires measuring the Mahalanobis distance to classify patterns.
The DSN training consists of determining the centroids of dendrites with
the k-means algorithm, followed by calculating the radius of dendrites as
the mean distance to the two nearest centroids, and finally determining
the weights of a softmax function, with Stochastic Gradient Descent, at
the output of the neuron. Besides, the Simulated Annealing automatically
determines the number of dendrites that maximizes the classification accu-
racy. The DSN is applied to synthetic and real-world datasets. The experi-
mental results reveal that DSN is competitive with Multilayer Perceptron
(MLP) networks, with less complex architectures. Also, DSN tends to out-
perform the Dendrite Morphological Neuron (DMN), which uses hyper-
boxes. These findings suggest that the DSN is a potential alternative to
MLP and DMN for pattern classification tasks.

Keywords: Dendrite Morphological Neuron · Spherical dendrite ·
Simulated Annealing · Pattern classification

1 Introduction

Artificial Neural Networks (ANN) are mathematical models inspired by the bio-
logical neurons in the nervous system of the animals, which can be described
as mapping an input space to an output space [7]. Probably, the Multilayer
Perceptron (MLP) is the most common ANN used in practice for pattern clas-
sification tasks. MLP training requires adjusting the synaptic weights of each
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neuron by minimizing a loss function (e.g., cross-entropy), where the backprop-
agation algorithm is often used. The inner product between the neuron inputs
and the synaptic weights produces a linear combination that is modified by a
nonlinear activation function (e.g., the sigmoid function). Thus, the MLP divides
the input space with a hypersurface, which is built by combining the responses
of several neurons distributed in one or more hidden layers.

In nonlinear separability scenarios, the MLP could require a complex archi-
tecture to separate the input space accurately. The Dendrite Morphological Neu-
ron (DMN) is an alternative technique that reduces the complexity of the clas-
sification models since nonlinear classification problems can be solved by using
a single neuron. The morphological processing involves minimum and maximum
operations, which can generate complex nonlinear decision boundaries [8].

A typical DMN has dendrites defined as hyperboxes in R
D, where D is the

dimensionality of the input space. A set of hyperboxes can model each class
pattern, where the minimum and maximum operations determine if an input
pattern is inside of a hyperbox; therefore, the input pattern is assigned to the
class of the most active dendrite. The DMN training consists of distributing the
hyperboxes over the input space such that every class pattern is covered accu-
rately, where heuristic methods [8], evolutionary computation [3], and stochastic
gradient descent (SGD) [9] have been used for this purpose.

Because DMN uses hyperboxes, the produced decision boundaries are com-
plex piecewise linear functions. In order to obtain smoother decision boundaries,
it is feasible to replace the hyperboxes with other geometrical shapes. In this
context, Arce et al. [2] proposed a neuronal model called Dendrite Ellipsoidal
Neuron (DEN), where an input pattern is assigned to the class of the dendrite
(i.e., hyperellipse) with the minimum Mahalanobis distance. A hyperellipse is
defined by two parameters: centroid and covariance matrix. In DEN, the cen-
troid positions within the input space are defined by the k-means algorithm, in
which k is the number of dendrites within a class. Next, for obtaining rotated
hyperellipses, the covariance matrix of each cluster is calculated. Note that a
class is modeled by k dendrites, where a dendrite clusters only a fraction of
samples from the class. Therefore, as the value of k increases, the number of
samples in the dendrite decreases, so that there could be variables with zero
variance, generating a singular covariance matrix. Consequently, the calculation
of the Mahalanobis distance cannot be performed for that dendrite since it is
required to invert its covariance matrix.

To overcome this inconvenience, we propose a simplification of the DEN
model by using spheres instead of ellipses to get a new neuronal model called
Dendrite Spherical Neuron (DSN), in which the full covariance matrix of a den-
drite is replaced by a radius that depends on the closeness among centroids.
Moreover, the computation of the DNS response is more straightforward than
DEN because covariances and matrix inversions are no longer necessary.
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2 DSN Architecture

Fig. 1. Neural architecture for a DSN with softmax function at the output. The jth
class is modeled by the dendrite cluster with response dj , for j = 1, . . . , C classes.

Fig. 1 shows the neural architecture for a DSN, in which each class is represented
by a cluster of dendrites, that is, a set of hyperspheres in R

D. The DSN output
is performed the linear combination of dendrite responses dj , for j = 1, . . . , C
classes, and the softmax function gives the probability of the input pattern x =
[x1, . . . , xD]T belongs to the jth class. Thus, the assigned class is given by the
maximum probability rule [6]:

t̂j = arg max
j=1,...,C

(zj(x)) , (1)

where zj is the response of the jth output node defined as

zj(x) = σ

(
w0j +

C∑
k=1

wk,jdj(x)

)
, j = 1, . . . , C, (2)

where σ(·) is the softmax function, wk,j is a weight value to connect the kth
cluster to the jth output node, w0j is the bias, and dj is the output of the jth
dendrite cluster:

dj(x) = max
i=1,...,lj

(hi,j(x)) , (3)

where hi,j is the output of the ith dendrite for the jth class:

hi,j(x) = ri,j − ‖x − ci,j‖2, (4)
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where ‖·‖ is the Euclidean norm, ci,j ∈ R
D is the centroid of the dendrite, and

ri,j > 0 is its corresponding radius.
Figure 2 illustrates the three possible responses of a dendrite given in Eq. 4.

A dendrite obtains its maximum response when x = c, that is, h(x) = r. As
x moves away from the centroid, the dendrite response decreases to zero on its
boundary, and becomes negative outside of the dendrite region. Thus, the most
active dendrite cluster can be identified with Eq. 3.

Fig. 2. A hypersphere in 2D generated by its dendrite parameters c and r. The response
is positive when the pattern x is inside of the hypersphere, it is zero when x is on the
hypershpere boundary, and it is negative when x is outside of the hypersphere.

3 DSN Training

Let X = {x1, . . . ,xN} be a training set with N observations, where the ith
sample is a D-dimensional vector xi = [xi,1, . . . , xi,D]T , which is associated to a
class label ti ∈ {1, . . . , C}.

Algorithm 1 shows the pseudocode for training a DSN based on the k-means
algorithm and SDG. First, the centroids of dendrites are calculated with the
k-means algorithm (lines 3–8), where the parameter k = lj is the number of
hyperspheres in a class. Next, to reduce the overlap between dendrite regions, the
mean distance to the two nearest centroids determines the radius of a dendrite
(lines 9–10). Finally, the cluster dendrite responses are calculated from the entire
training set (Eqs. 3 and 4), which are used to obtain the weights of the softmax
function by minimizing the cross-entropy loss function with SDG (lines 12–13).

Notice that Algorithm 1 requires the number of dendrites per class, which
is problem-dependent and is typically not known a priori. It is desirable a DSN
configuration with a reduced number of dendrites and a high classification rate.
This goal can be achieved by using an optimization procedure to maximize the
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Algorithm 1: DSN training based on k-means and SDG.
Input: Training patterns X = {x1, . . . ,xN}; targets t = [t1, . . . , tN ];
number of classes C; number of dendrites per class [l1, . . . , lC ]
Output: A structure DSN

1 DSN ← ∅ // initialize dendrite structure
2 C ← ∅ // initialize temporal array of centroids
3 for j = 1, . . . , C do
4 Get patterns of the jth class from X to obtain the subset Xj

5 Obtain lj centroids with k-means from Xj to get Cj = [c1,j , . . . , clj ,j ]
6 Concatenate centroids C ← [C + Cj ]
7 Save centroids: DSN.ci,j ← ci,j , ∀i = 1, . . . , lj
8 end for
9 Measure the pairwise distance between centroids in C

10 Calculate the mean distance of ci,j to the 2-nearest centroids to get its
corresponding radius ri,j , ∀i, j

11 Save radii: DSN.ri,j ← ri,j , ∀i, j
12 Obtain the cluster dendrite responses dj(x), j = 1, . . . , C, for all samples

in X to obtain Y = {y1, . . . ,yN}
13 Calculate the softmax weights W = [w1, . . . ,wC ] with SDG and

cross-entropy from the tuple (Y, t)
14 Save weights: DSN.W ← W
15 return DSN

classification accuracy with few dendrites. Herein, the Simulated Annealing (SA)
algorithm is employed to tune the DSN configuration automatically.

SA is a stochastic local search method for global combinatorial optimization,
which allows gradual convergence to a near-optimal solution. SA performs a
sequence of moves from a current solution to a better one according to specific
transition rules while occasionally accepting some uphill solutions in order to
guarantee diversity in the domain exploration and to avoid getting caught at
local optima. The optimization process is managed by a cooling schedule that
controls the number of iterations [1]. Thus, SA is useful to find the combination
of the number of dendrites per class that results in the best classification rate in
a finite number of iterations.

Algorithm 2 shows the pseudocode for DSN tuning with the SA algorithm.
In line 3, the number of dendrites per class is randomly initialized in the range
[1,

√
Nj ], where Nj is the number of patterns in the jth class. In line 10, the

neighborhood structure generates a new solution by randomly moving (or not)
backward or forward the number of dendrites per class. In lines 13–16, a DSN
solution is accepted if its accuracy is higher than the previous solution; otherwise,
a probability of acceptance criterion is applied, which depends on the current
temperature. With this scheme, the current solution may be accepted even if
it is worse than the previous solution, which is useful to avoid local optima.
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Algorithm 2: DSN tuning based on simulated annealing.

Input: Training set (X, t); validation set (X̃, t̃); number of classes C
Output: Best solution z∗

1 Set initial temperature, T0

2 t ← 0
3 Create randomly an initial solution, z0 = [l1, . . . , lC ]
4 Train DSN with z0 and training set (X, t) // Algorithm 1

5 Evaluate the accuracy f(z0) with validation set (X̃, t̃)
6 Best solution, z∗ ← z0
7 do
8 t ← t + 1
9 Tt ← 0.9 · Tt−1

10 Generate random solution z from the neighborhood
N (zt−1) = zt−1 + rt, where rl ∈ {−1, 0, 1}

11 Train DSN with z and training set (X, t) // Algorithm 1

12 Evaluate the accuracy f(z) with validation set (X̃, t̃)
13 if f(z) > f(zt−1) then
14 zt ← z

15 else if U(0, 1) ≤ exp
(

f(z)−f(zt−1)
kTt

)
then

16 zt ← z
17 if (f(zt) > f(z∗)) ∨ ((f(zt) = f(z∗)) ∧ (

∑
c zt <

∑
c z

∗)) then
18 z∗ ← zt
19 until cooling condition is reached
20 return z∗

Finally, in lines 16–17, the best solution is updated if its accuracy is lower than
the current solution, or if both solutions have the same accuracy and the current
solution has less number of dendrites than the current best solution.

4 Experiments

For evaluating the classification performance of the DSN approach, synthetic
and real-world datasets are considered. The former comprises three didactic 2D
datasets for illustrating the nonlinear boundaries generated by a DSN trained
with Algorithm 2. On the other hand, ten real-world datasets were obtained from
the UCI Machine Learning Repository [5], whose characteristics are summarized
in Table 1. These datasets were also previously used to evaluate DMN, and DSN
approaches [2,9].

For comparison purposes, the real-world datasets are also classified by MLP
with one hidden layer, DMN initialized with the dHpC method and trained with
SGD [9], and DEN trained with a hill-climbing algorithm for determining the
number of dendrites per class [2]. In order to find statistical differences between



20 W. Gómez-Flores and J. H. Sossa-Azuela

Table 1. Real-world datasets and their characteristics: identifier (ID), number of
instances (N), number of classes (C), and dimensionality (D).

ID Dataset N C D

D1 Breast cancer wisconsin 569 2 30
D2 Glass identification 214 6 10
D3 Heart dIsease cleveland 297 2 13
D4 Hepatitis 112 2 18
D5 Iris data 150 3 4
D6 Page blocks 5409 5 10
D7 Pima Indians diabetes 768 2 8
D8 Seeds 199 3 7
D9 Thyroid gland data 215 3 5
D10 Wine recognition data 178 3 13

methods, the Kruskal–Wallis test (α = 0.05) is used to evaluate whether the
medians of the approaches compared differ under the assumption that the shapes
of the underlying distributions are the same. Also, the correction for multiple
testing on the basis of the same data is made by the Bonferroni method.

The k-fold cross-validation method (with k = 10) is used to built training
and test sets to measure the classification accuracy (i.e., the hit rate) of neural
models. Moreover, in Algorithm 2, the training set is partitioned again into two
parts to create the training (80%) and validation (20%) sets.

It is worth mentioning that a procedure of grid search and k-fold cross-
validation (with k = 5) determines the number of hidden neurons that maxi-
mizes the accuracy of the MLP network, where the number of hidden neurons
is increased from 5 to 100 neurons, in steps of 5 [4].

5 Results

Figure 3 shows the distribution of hyperspheres per class (i.e., dendrites) for each
synthetic dataset. The SA algorithm determined the number of dendrites that
maximized accuracy. For instance, it is notable that only three dendrites (one per
class) are required for correctly classifying all the patterns of the Ring dataset
(Fig. 3(b)). The corresponding decision regions obtained by the DSN approach
are also illustrated in Fig. 3. Notice that nonlinear decision boundaries are built,
which are capable of modeling complex class distributions.
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Top row, the distribution of hyperspheres for the 2D synthetic datasets. The
number of dendrites is: (a) Horseshoes: 11, (b) Rings: 3 (with zoom to view hyper-
spheres), and (c) Two-spirals: 46. Bottom row, the decision regions generated by the
DSN approach. The classes are represented by ω1 (class 1), ω2 (class 2), and ω3 (class 3).
The accuracy measured on the validation set is: (d) Horseshoes: 100%, (e) Rings: 100%,
and (f) Two-spirals: 93%.

In the case of real-world datasets, Fig. 4 shows the accuracy results obtained
by MLP, DMN, DEN, and DSN neural models. It is remarkable that DSN out-
performed the DEN approach in eight of ten datasets, and obtained competitive
results in relation to DMN and MLP methods. Moreover, the multiple compar-
isons with the Kruskal–Wallis test and Bonferroni correction determined that
DSN did not present statistically significant differences with MLP (p = 0.7035)
and DMN (p = 0.3037), whereas DSN and DEN were statistically significantly
different (p < 0.0001).

In addition, for all the datasets, the DSN presented a simpler structure than
MLP and DEN. For instance, for the Thyroid Gland dataset (D9), MLP obtained
an accuracy of 97.2% with 41 hidden neurons, whereas DSN reached an accu-
racy of 96.8% with four dendrites. Also, for the Page Blocks dataset (D6), the
accuracy of DEN is 91.1% with 71 dendrites, whereas DSN used 59 dendrites to
attain an accuracy of 93.8%.
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Fig. 4. Accuracy results of neural models MLP, DMN, DEN, and DSN for real-world
datasets. The height of the bars represents the mean of 10-folds of cross-validation.
The error bars are the standard deviations. The numerical values in the top of bars
denote the average number of hidden neurons or dendrites for each neural model.

6 Discussion and Conclusions

In this paper, it was presented the theoretical basis of the Dendrite Spherical
Neurons (DSN) for pattern classification. The DSN can be categorized in the
family of neuronal models with dendritic processing, like Dendrite Morphological
Neurons (DMN) and Dendrite Ellipsoidal Neurons (DEN). These neural models
are an alternative to the Multilayer Perceptron (MLP) to solve classification
problems with a simple architecture. Moreover, the DSN model can be viewed
as a simplification of the DEN model, whose covariance matrix is diagonal with
all its elements equal. DSN can overcome potential issues found in DEN, such as
singular covariance matrices when a dendrite clusters a small number of patterns,
while maintaining the smoothness of decision boundaries.

The number of dendrites in DSN is a free parameter that should be tuned ade-
quately. Thus, we proposed an optimization procedure based on the Simulated
Annealing (SA) algorithm, in which the classification accuracy is maximized,
while the number of dendrites is used as a constraint. Notice that this scheme
does not guarantee the minimum number of dendrites, which represents a limita-
tion of the proposed method. Hence, the problem of DSN tuning can be further
extended to multiobjective optimization, in which the accuracy is maximized,
and the number of dendrites is minimized.

The experiments with real-world datasets revealed that DSN tended to reach
better accuracy results than DMN. This behavior is because the DMN strongly
depends on its initial solution (here was used the dHpC method) that is refined
by Stochastic Gradient Descent (SGD); therefore, the error obtained in the initial
solution will be carried to the final solution. Unlike to DMN, DSN does not refine
an initial solution but uses the k-means algorithm to distribute the dendrites
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over the input space, while the SGD is used to train the weights of the softmax
function at the output of the neuron.

On the other hand, DEN obtained the lowest classification performance. This
behavior is because dendrites are created independently for each class without
considering the interaction between dendrites of different classes, causing over-
laps in transition regions between classes. This drawback is addressed in the
DSN model by considering the closeness between dendrites for calculating the
radius of the hyperspheres.

DSN obtained competitive results concerning MLP for classifying real-world
datasets. However, MLP obtained more complex structures than DSN; that is,
MLP usually requires more hidden neurons than dendrites in DSN to model
the same classification problem. Therefore, DSN can be potentially used for
classification problems where computational resources are limited.

Future work involves a study of the effect of the number of dendrites on the
DSN classification performance. Also, an extensive study with larger datasets
and other kinds of classifiers is pending. Besides, the accuracy of DNS can be
improved by using other distance metrics to measure the closeness between pat-
terns as well as applying to SDG mechanisms of momentum and adaptive learn-
ing rate.
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Valparáıso, Chile

{elopez,hallende}@inf.utfsm.cl
2 Departamento de Computación e Informática, Universidad de Playa Ancha,
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Abstract. Integrating wind power to the electrical grid is complicated
due to the stochastic nature of the wind, which makes its prediction a
challenging task. Then, it is important to devise forecasting tools to sup-
port this task. For example, a network that integrates an Echo State Net-
work architecture and Long Short-Term Memory blocks as hidden units
(ESN+LSTM) has been proposed, showing good performance against
a physical model. This paper proposes to compare this network ver-
sus Echo State Network (ESN) and Long Short-Term Memory (LSTM),
to forecast wind power from 1 to 24 h ahead. Results show than the
ESN+LSTM model outperforms the performance reached for ESN and
LSTM, in terms of MSE, MAE, and the metrics used in the Taylor
diagram. In addition, we observe that the advantage of this network is
statistically significant during the first moments of the forecast horizon,
in terms of T-test and Wilcoxon-test.

Keywords: Wind power forecasting · Recurrent Neural Networks ·
Echo State Network · Long Short-Term Memory · Multivariate time
series

1 Introduction

One of the current challenges in the world is the integration of Non-Conventional
Renewable Energy (NCRE) sources into the global energy matrix. Among these
sources, wind energy presents great challenges for its integration, where one of
its critical factors is its stochastic nature. In this context, it is necessary to
have different forecasting tools that allow us to make better schedule of the
different sources that make up an electrical matrix, such that it allows us to
support the operational and economic tasks of the system [9]. Among the models
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proposed in the literature, Recurrent Neural Networks (RNNs) have reported
good performance in wind energy forecasting.

In particular, the ESN+LSTM recurrent neural network proposed in [12] has
showed good performance in this task. Therefore, in this paper, we compare the
ESN+LSTM model against its base models: LSTM and ESN.

To evaluate these models, we use a dataset from a wind farm in NorthEast
Denmark. The time series to model is formed by wind speed, wind direction,
temperature, month, day, hour, and wind power. Standardized metrics will be
used, measuring cumulative performance, because we will address the multi-
ahead step forecasting problem. In addition, the Taylor diagram is used to draw
some conclusions about the performance of the models, as well as a parametric
and non-parametric test to validate some results.

The rest of the paper is organized as follows. In Sect. 2 we describe the context
of wind power problem. Section 3 we describe briefly the recurrent networks that
will be compared. Next, we describe the experimental setting on which we tested
the models and we review the results. Finally, the last section is devoted to
conclusions and future work.

2 Wind Power Generation

The wind power generation is the result of transforming the kinetic energy of the
wind into electrical energy, traditionally by rotating turbine blades. The power
output from a wind turbine can be calculated by the following equation:

P =
(

1
2
ρπR2v3

1

)
· Cp, (1)

where ρ is the density of the air, R is the length of blades plus the rotor radius, v1
is wind speed that enters the turbine, and Cp is a coefficient of power provided
by the manufacturer, with a theoretical upper limit of 16/27, known as Betz
limit. Note that the power output is proportional to the wind speed, which it
has a stochastic nature, depending on different meteorological factors, hindering
its integration into the existing electricity supply system [9].

In the literature, there are different proposals to address wind power fore-
casting, being possible group by in four categories [3,9]: (i) persistence method,
that simply replicates the last recorded value to make the forecast; (ii) physical
methods that takes a detailed description of the physical conditions of the wind
farm (including turbines, terrain geography, and meteorological conditions) to
model the wind power by means of differential equations and downscaling tech-
niques [10,13]; (iii) statistical methods that try to exploit the possible underlying
dependency structure of data, under certain assumptions, by time series mod-
eling techniques [2,11]; (iv) machine learning methods that attempt to discover
underlying relationships of dataset, without an a priori structural hypothesis
[5,14].
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The last category has been received special interest nowadays, achieving
great performance in different tasks. Particularly in wind power forecasting, the
recurrent neural network models stand out from other machine learning methods
since it would allow modeling time series in a natural way.

3 Forecasting Models

In this section, we present three approaches of recurrent neural networks, which
aim to solve the vanishing gradient problem, and have been reported good per-
formances in time series modeling. Further, we use these models for experimental
comparisons.

Long Short-Term Memory (LSTM)

In [6] is proposed a class of recurrent network replacing the basic unit (neu-
ron) of a traditional network by a block of memory. This block contains one
or more memory cells. Each memory cell is associated with “gates” (activation
functions) for controlling the information flow moving through the cells. Each
auto-connected memory cell is so-called “Constant Error Carousel” (CEC) linear
unit, whose activation is the state of the cell as shown in Fig. 1. The CEC solves
the problem of vanishing (or explosion) gradient [1]. Since the local error back
flow remains constant within the CEC, without growing or decreasing, while not
a new entry or external signal error appears. However, its training process can be
computationally expensive, due to the complexity of its architecture. Besides, it
might overfit depending on the values of its hyperparameters such as the number
of blocks, the learning rate or the maximum number of epochs.

Fig. 1. LSTM architecture with 1 block and 1 cell.

Echo State Network (ESN)
Another RNN that has performed well in time series forecasting is the model
proposed by Jaeger [8]. This model is very simple and easy to implement, consists
of three layers (input, hidden and output), where the hidden layer is formed by a
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Fig. 2. ESN topology.

large number of perceptron kind neurons, with a low rate of connectivity among
them (allowing self-connections), and they are randomly connected as depicted
in Fig. 2. An interesting property is all weights are initialized randomly (usually
using a normal o uniform centred on zero). Next, it rescales the recurrent weight
matrix to get a spectral radius close to one. Finally, only the output layer weights
are fixed using a ridge-regression. The output hidden neurons is computed by
the following expression,

s(t) = (1 − a) · s(t − 1) + a · f(net(t)), (2)

where s(t) is the output of a hidden neuron in the instant t, a ∈ [0, 1] is a leaking
rate that regulates the speed update of the internal dynamics, i.e., it is adjusted
to match the speed of the dynamics of x(t) and ŷ(t). Here, x(t) is the input to
the network and ŷ(t) is the output of the network at time t. Moreover, f(·) is
a hyperbolic tangent activation function and net(t) is the input signal to the
neuron. Furthermore, as the hidden states are initialized to zero s(0) = 0, it is
necessary to define the number of steps θ that the recurrent states are updated
without being considered in the process of adjusting the output layer. The above
is because the states are initialized to zero, s(0) = 0.

Echo State Network with Long Short-Term Memory (ESN+LSTM)
Given the advantages and some limitations identified on LSTM and ESN models,
ESN+LSTM [12] is proposed to integrate the architecture of an ESN with LSTM
units as hidden neurons (see Fig. 3). This proposal permits to train all network
weights through the following strategy: i) The input and hidden layer is trained
by an online gradient descent (OGD) algorithm with one epoch, using as target
the input signal; ii) Next, the output layer is adjusted with a regularized quantile
regression, using as target the desired output; iii) Finally, the whole network is
trained with an OGD algorithm with one epoch and the desired target.

The first step aims to extract characteristics automatically as the autoen-
coder approach. The second step aims to use a quantile regression in order to
obtain a robust estimate of the expected target. It should be noted that the
hidden layer is sparsely connected, and its weights matrix keep a spectral radius
close to one. In this model, the main hyperparameters to be tune are the hidden
units number, the spectral radius, and the regularization parameter.
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Fig. 3. ESN+LSTM topology.

Fig. 4. Time series split scheme for cross-validation approach

4 Experiments and Results

For assessing the presented models, we use a dataset from the Klim Fjordholme
wind farm (57.06oN, 9.15oE) [7], that consists of generated power measurements
and predictions of some meteorological variables (wind speed, wind direction
and ambient temperature).

We work with hourly time series, no missing values. The dataset is com-
posed of 5376 observations, starting at 00:00 on 14 January 2002 to 23:00 on 25
August 2002. The attributes considered to model are: wind speed, wind direction,
temperature, month, day, hour and wind power. All features are normalized to
the [−1, 1] range using the min-max function and predictions are denormalized
before computing the performance metrics.

A cross-validation approach is used to train and select the best hyperparam-
eters configuration. The time series is divided into R = 10 subseries, and the
performance of each model is evaluated in each of them (see Fig. 4).

To evaluate the performance of the models, we use some standardized metrics:
Mean Squared Error (MSE) and the Mean Absolute Error (MAE). Additionally,
we show a Taylor diagram to compare graphically the Pearson correlation coeffi-
cient (ρ), the root-mean-square error (RMSE), and the standard deviation (SD).
In this work, the performance will be checked over multi-step ahead forecasting,
which is generated using the multi-stage approach [4].

For a single subseries r, the different metrics are based on the error er(·) at
h hours ahead, defined for equation (3),

er(T + h|T ) = yr(T + h) − ŷr(T + h|T ), (3)
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Table 1. Parameters for tuning.

LSTM

Hidden layer size : J ∈ {10, 20, . . . , 100, 110, 120, . . . , 500}
Number of epochs : epoch ∈ {1, 10, 50, 100, 150, 200}
ESN

Hidden layer size : J ∈ {10, 20, . . . , 100, 110, 120, . . . , 500}
Leaking rate : a ∈ {0.1 , 0.2 , 0.3 , ... , 0.8 , 0.9 , 1}
Spectral radius : α ∈ {0.1 , 0.2 , 0.3 , ... , 0.8 , 0.9 , 1}
Regularization coeff : λ ∈ {10−5, 10−4, 10−3, 10−2, 10−1}
ESN+LSTM

Hidden layer size : J ∈ {10, 20, . . . , 100, 110, 120, . . . , 500}
Spectral radius : α ∈ {0.1 , 0.2 , 0.3 , ... , 0.8 , 0.9 , 1}
Regularization coeff : λ ∈ {10−5, 10−4, 10−3, 10−2, 10−1}

where yr(T + h) is the desired output at instant T + h of subseries r, T is the
index of the last point of the series used during training, h is the number of
steps ahead, and ŷr(T + h|T ) is the estimated output at time T + h generated
by the model for subserie r. Then, the metrics are calculated by the following
equations,

MSE(r) =
1
H

H∑
h=1

(er(T + h|T ))2, MSE =
1
R

R∑
r=1

MSE(r), (4)

MAE(r) =
1
H

H∑
h=1

|er(T + h|T )|, MAE =
1
R

R∑
r=1

MAE(r), (5)

where R is the total number subseries, and H is the ahead step limit used.
The parameters that will be tuning for the different networks are shown

in Table 1. For the ESN and ESN+LSTM, first we tune the number of hidden
units, keeping fixed α = 0.5 and λ = 0.001. Next, α and λ are tuned. In three
networks, the output layer uses the identity function as the activation function.
In addition, the ESN and ESN+LSTM use direct connections from the input
layer to the output layer. The weights of each matrix are generated from a
uniform distribution (−0.1; 0.1 ), independently of each other. Sparse arrays
were also used when connecting the input layer with the hidden layer. Thus,
configurations with the lowest error over the test set obtained for each model
are: LSTM (J = 30, epoch = 100), ESN (J = 470, a = 0.4, α = 0.6, λ = 10−5),
and ESN+LSTM (J = 190, α = 0.5, λ = 10−3).

Figure 5 shows the MSE for different values of H used. It can be seen that
ESN+LSTM achieves a lower error, extending this advantage from H = 1 to
H = 12, later its performance is similar to the one of obtained from the LSTM.
We also view that ESN is the network that presents the greatest error to different
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Fig. 5. MSE by each ahead step limit, H, used.

Fig. 6. MAE by each ahead step limit, H, used.

steps ahead. A similar scenario can be seen by observing the behavior of MAE
(see Fig. 6). In this case, ESN+LSTM presents better performance for all H
values. While ESN again presents the highest error, reaching a performance
similar to LSTM during the first moments H ∈ {1, 2, 3}.

Although ESN+LSTM achieves the lowest error in terms of MSE and MAE
for different H, this advantage may be due to the randomness of the system.
Then, a hypothesis test for paired samples will be evaluated, since each model
was tested with the same sub-series, to later build the global indicators.

Test 1 H0 : μesn ≤ μesn+lstm vs H1 : μesn > μesn+lstm

Test 2 H0 : μlstm ≤ μesn+lstm vs H1 : μlstm > μesn+lstm

For both cases, a parametric and nonparametric test will be used: t-test and
wilcoxon-test. Table 2 and 3 show the p-values to validate the statistical signifi-
cance if MSE of ESN+LSTM is lower than other models.

Using the t-test, it is observed that in the case of Test 1, ESN+LSTM is
significantly lower than ESN from H = 4 to H = 9, for a significance level of
10%. Next, the advantage observed in Fig. 5 would not be significant. On another
hand, in the Test 2, the advantage presented by ESN+LSTM over LSTM is
significative from H = 3 to H = 5, using the same significance level. If we use the
wilcoxon-test, the advantage shown by ESN+LSTM over ESN is significant from
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Table 2. T-test’s p-values by each ahead step limit used, for MSE. Best results at
highlighted in gray background.

H 1 2 3 4 5 6 7 8 9 10 11 12

Test 1 0.2202 0.2455 0.1973 0.0563 0.0560 0.0642 0.0660 0.0659 0.0922 0.1249 0.1464 0.1634

Test 2 0.1645 0.1417 0.0722 0.0366 0.0636 0.1342 0.2103 0.2188 0.2906 0.3812 0.3966 0.4150

H 13 14 15 16 17 18 19 20 21 22 23 24

Test 1 0.1770 0.1748 0.1722 0.1701 0.1695 0.1824 0.1936 0.2031 0.2104 0.2192 0.2308 0.2256

Test 2 0.4794 0.5675 0.5483 0.4688 0.4111 0.4093 0.4504 0.4766 0.4882 0.4969 0.4945 0.4944

Table 3. Wilcoxon-test’s p-values by each ahead step limit used, for MSE. Best results
at highlighted in gray background.

H 1 2 3 4 5 6 7 8 9 10 11 12

Test 1 0.2768 0.3178 0.2768 0.0486 0.0963 0.0801 0.0527 0.0527 0.0801 0.0967 0.1611 0.1611

Test 2 0.0654 0.2158 0.0322 0.0137 0.0527 0.0801 0.1377 0.2158 0.2461 0.3125 0.2783 0.2461

H 13 14 15 16 17 18 19 20 21 22 23 24

Test 1 0.1875 0.1611 0.2461 0.2783 0.2158 0.2158 0.1875 0.1875 0.2783 0.3125 0.3125 0.2783

Test 2 0.3477 0.3477 0.2461 0.2461 0.2158 0.2461 0.2783 0.3477 0.3125 0.3477 0.3477 0.3477

Table 4. T-test’s p-values by each ahead step limit used, for MAE. Best results at
highlighted in gray background.

H 1 2 3 4 5 6 7 8 9 10 11 12

Test 1 0.1037 0.1748 0.1129 0.0399 0.0397 0.0469 0.0350 0.0343 0.0393 0.0454 0.0605 0.0649

Test 2 0.0684 0.0650 0.0077 0.0057 0.0235 0.0675 0.1223 0.1037 0.1085 0.1275 0.1260 0.0865

H 13 14 15 16 17 18 19 20 21 22 23 24

Test 1 0.0790 0.0822 0.0861 0.0960 0.0932 0.0939 0.0955 0.1107 0.1218 0.1223 0.1282 0.1216

Test 2 0.1153 0.1442 0.1540 0.1468 0.1536 0.1570 0.1825 0.2055 0.2268 0.2241 0.2197 0.2144

Table 5. Wilcoxon-test’s p-values by each ahead step limit used, for MAE. Best results
at highlighted in gray background.

H 1 2 3 4 5 6 7 8 9 10 11 12

Test 1 0.1181 0.2386 0.1432 0.0486 0.0776 0.0654 0.0322 0.0322 0.0322 0.0527 0.0801 0.0801

Test 2 0.0527 0.0801 0.0029 0.0098 0.0244 0.0801 0.0967 0.1377 0.1611 0.1611 0.1611 0.0801

H 13 14 15 16 17 18 19 20 21 22 23 24

Test 1 0.1377 0.0967 0.1377 0.1377 0.1377 0.1377 0.1377 0.1611 0.2158 0.1875 0.1611 0.1611

Test 2 0.1162 0.1162 0.1162 0.1377 0.1611 0.1875 0.1611 0.1875 0.1875 0.1875 0.2158 0.1875

H = 4 to H = 10. While comparing ESN+LSTM and LSTM, it is appreciated
that better performance is achieved when H = 1 and from H = 3 to H = 6.

When using the MAE metric, the Table 4 shows the results of applying the t-
test. We observe that ESN+LSTM is significatively lower than ESN from H = 4
to H = 14 for a significance level of 10%. While in Test 2, ESN+LSTM model
presents a better performance from H = 1 to H = 6 to a significance level of
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Fig. 7. Taylor Diagram. Each number close to point represents the ahead step limit
used H.

10%. Finally, Table 5 shows the results using the wilcoxon-test for MAE. The
ESN error improvement is presented when H ∈ {4, . . . , 12} and H = 14. And
when H ∈ {1, . . . , 7}, ESN+LSTM improves to LSTM with a 10% of significance.

Additionally, Fig. 7 shows the Taylor Diagram using only from H = 1 to
H = 10. It is observed that ESN+LSTM achieves better performance based
on correlation, RMSE, and SD, compared ESN and LSTM model for the same
ahead step limit H. It is also appreciated that, as the forecast horizon increases,
the correlation decreases, as does the RMSE increases, but the SD generated by
the model is close to the real one.

5 Conclusions and Future Work

This work compares the performance of three recurrent neuronal networks
for wind power forecasting task. The experimental results show that the
ESN+LSTM model is able to capture the underlying dynamics and to predict
several steps ahead better than ESN and LSTM models. Since the metrics used
were defined cumulatively, it is expected that all three models will exhibit an
increase in error as the forecast horizon increases. As our results show, the per-
formance of the chosen networks begins to deteriorate as H grows. However, at
least up to H = 10, ESN+LSTM performes better based on the Taylor diagram.
Besides, according to t-test over MAE results, ESN+LSTM outperformed ESN
during the first 19 steps ahead (except for H = 1, 2, 3) and outperformed LSTM
during the first 6 steps ahead. Similar behavior is observed in the other cases.
The above suggests that ESN+LSTM model is a good alternative to consider for
short-term forecasting, especially considering that this model uses just 2 epochs,
while the LSTM needs more epochs to learn the time series. As a future work,
we would like to test these models using more data from other locations around
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the world. Also, given that ESN+LSTM uses as hidden units LSTM blocks, it
would be interesting to evaluate the performance of this model by changing those
units to GRU blocks. Finally, one can explore the capabilities of these networks
to address the problem of prediction intervals.
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Abstract. Orchids in general, like Cattleya trianae, have been characterized
mostly by taxonomic and visual studies. However, colour is not used for clas-
sification. Here, a new method for identifying and classifying orchids of different
varieties of Cattleya trianae is introduced. This method is not subjective and uses
the colour information obtained from the central axis of the Cattleya trianae lip.
To this end, a new acquisition protocol was established, which uses a new device
for image acquisition of the labellum’s central axis from the hippocampus to the
epicentre. The colour patterns found between samples of the same variety were
adjusted and it was verified by using correlation they can be employed to identify
each variety. Finally, a support vector machine was used to classify and identify
four Cattleya trianae varieties, finding that a linear kernel was enough to classify
them with an accuracy of 100% .

Keywords: Orchids · Cattleya trianae · Plant classification · Orchid varieties

1 Introduction

The family of orchids, to which the Cattleya trianae belongs, shown in Fig. 1 (a), is the
most abundant in the world. The number of species is close to 30,000 [1, 2]. In fact, it is
the family of plants that exhibits the most advanced characteristics from an evolutionary
point of view, which is why it is in the process of diversification, a circumstance that
is reflected in the abundance and diversity of species. Orchids are more numerous in
the tropics than in other regions of the world [3]. In general terms, the orchid flora
of tropical America outnumbers species in other continents [4]. Northwest of South
America has the highest number of orchid species. In Colombia, orchids are found in
practically all natural ecosystems and occupy the first place as the family of plants with
the highest number of species threatened with extinction [5]. There is a great risk to
orchids, due to the high levels of endemism in Colombia and the high conversion rates
of their ecosystems, to uses such as agriculture and livestock [6].
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Fig. 1. (a) Cattleya trianae orchid. (b) Parts: sepal (S), petal (P) and labellum (L).

Cattleya trianae is endemic of Colombia and its distribution is restricted to the upper
basin of the Magdalena River, especially in the departments of Tolima, Huila, part of
Caqueta and to a lesser extent in Cundinamarca, at altitudes between 600 and 1940 m. In
the visual characterisation,Cattleya trianae is usually described by its flower, composed
of lavender colour petals, twice as large as the sepals as shown in Fig. 1 (b). There
are several colour variations among the species. Varieties include the standard or type,
semi-alba, alba, concolor variety 1, concolor variety 2, amesiana, coerulea, bull blood or
rubra and splash; being different between them by the colour distribution and intensity
on petals and, in particular, on the lip.

In the last years, many species of orchids have entered into critical levels due to the
difficulty in designing conservation strategies [4]. This is because of their complex life
cycles and that they cannot take place without appropriate population studies [5, 8].Most
orchids studies have been limited to population analysis or to visual characterisation of
terrestrial species or epiphytic habit and litofic. These studies are difficult and complex,
on one hand, due to the variability of the different properties of the flower within the
same variety, like shape, texture, pattern and colour and, on the other hand, flowers
of different species and varieties are very similar. The characterisation and taxonomic
classification of orchids is often done visually by their pattern and morphology, but also
based on other types of characteristics such as colour. Therefore, identification requires
good experience and it is done mainly by employing subjective methods based on visual
and taxonomic properties [3, 7]. Accordingly, it is necessary to develop an objective and
reproducible method, i.e., one that will produce the same result independent of the user.

The first classifications of the orchid date back to the 18th century when the Swedish
botanist Carlo Linnaeus wrote about it in his compendium “Species plantarum” [7].
The popularity of the flower continued to grow, being even the object of studies of
specialists like Charles Darwin, who was interested by its process of reproduction.
From the nineteenth century, the work of the experts focused on finding and cataloging
orchid species, emphasizing their characteristics and differences. At the beginning, these
studies were visually done and nowadays, genetic analysis is also employed for the
differentiation of genotypes.

The automatic classification of plants based on the shape, texture and colour of leaves
and flowers is an active field in computer vision. These methods usually compare a new
specimen against a catalog to identify the plant. Several methods have been developed
to identify plants of different species based on flower images. Nilsback and Zisserman
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worked in the HSV colour space and employed gradient orientation histograms and
the SIFT shape descriptors to get colour, texture and shape characteristics of flowers. A
multikernel framework with a SVMwas employed for classification [9]. Guru employed
cooccurrence matrices and Gabor filters to characterise texture, and classification was
done using a k-nearest neighbours method [10]. Mabrook et al. employed SURF and
Lab to get shape and colour descriptors to identify flowers of different species and also
a SVM for classification [11]. Kumar et al. used RGB colour indexes, as well as leaf
shape characteristics to identify plants [12]. Qi et al. employed colour SIFT descriptors
and linear SVM for classification [13]. Zawbaa et al. used SIFT and SFTA to describe
the characteristics of the flower and SVM and random forest to classify different kinds
of flowers [14]. Khan et al. developed new colour descriptors and used them to classify
flowers of the Flower-102 base, employing a non-linear SVM [15]. Guo et al. developed
a deep sparse coding framework for the visual characterization of flowers of different
species in the Oxford-102 flowers database [16]. They employ local contracted sparse
coding to extract intermediate local features and local orientation histograms. Hong
et al. classifies flowers based on colour and shape descriptors, and employs k-means
and history matching to classify [17]. Among the works of identification in orchids, we
can mention the works of Arwatchananukul et al. in paphiopedillum, who use texture
and colour [18]. Sani et al. compared different classification methods Naive Bayes, k-
nearest binary tree and sequential minimal optimisation employing colour and texture
characteristics through the use of HSV moments, HSV histograms and segmentation
based fractal textures SFTA features. They classified two species of dendrobium flowers
using directly the images of orchids through neural networks [19]. Puttemans et al.
classified phalaenopsis transforming the images into space Lab and using linear SVM
[20].

The above methods do not take into account the colour distribution of the flower,
which can be used to recognise Cattleya trianae varieties and do not enable the colour of
the labellum of one variety to be related to the colour of another. Until now the studies of
characterisation of the varieties of Cattleya trianae are made only of visual form. In the
literature review, no reference was found where these techniques were used for Cattleya
trianae characterisation, i.e., a study that uses objective techniques, independent of the
user and therefore reproducible, since the previous studies depend on the visual concept
of each specialist. Therefore, the proposed study, specifically developed for biologists,
based on colorimetric analysis from photographs of the lip under controlled lighting
conditions is a necessary and novel step for the characterization of the Cattleya trianae
lip that can be extended in the future to the study of other varieties of flowers. We
proposed a new method to study the flowering of Cattleya trianae s.p and its varieties,
using techniques of image processing and pattern recognition for the characterization of
their labellum, from images acquired with a digital camera. The middle axis of each lip
is proposed as a kind of fingerprint to identify the flowers, see Fig. 2.
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Fig. 2. Orchid’s labellum or lip.

2 Materials

To develop the method, pictures from 99 flowers of four Cattleya trianae varieties were
taken in situ. Flowers were dissected without damaging their original colour, following
the method of classical taxonomic and phylogenetic identification based on visual traits.
Images were acquired in RAW format, since it does not introduce losses by compression
and stores all the information collected by the camera sensor. Images were taken with
an 18 megapixel Canon 7D camera and employing a Canon EF 100 mm f/2.8 USM
macro lens, used in biological research to document studies in plant species allowing to
appreciate details that often go unnoticed and allowing images to be acquired at close
range with low colour distortion and focus on the entire image Fig. 3. To establish an
acquisition protocol, 99 flowers of orchids of the Cattleya trianae type, concolor var.
1, concolor var. 2 and alba varieties were photographed. Photographs were acquired
using the minimum available sensitivity (ISO 100) to minimize noise amplification. The
aperture was adjusted so that the entire region of interest was focused, being generally
f/11 or less and the shutter speed was set so that the orchid appeared well lit avoiding
saturation of the histogram and using the maximum dynamic range available. The speed
was generally set to 1/8 s, whereby a trigger cable was used to avoid movement of the
camera during acquisition. Various aperture and velocity values were tested, in addition
to controlled ambient lighting techniques, until good quality images were obtained. It
was found that the best lighting was given with natural light, without direct exposure of
the sun, using a parasol. 58 flowers were necessary to adjust the protocol and ensure that
in all cases they acquire good quality images that could be used for the study.

Fig. 3. Image acquisition method.
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3 Methods

To assure that colours in the different images were the same and coincided with the real
colour, they were calibrated by using the colour chart presented in Fig. 4 and following
the protocol established by the chart manufacturer [7].

Fig. 4. Chart used to adjust the colour.

Images were obtained during bloom and most of them served to develop the acqui-
sition protocol. To fix the labellum, the device shown in Fig. 5 was created, consisting
of three brass sheets, a square one used as a base where the labellum is placed and two
smaller rectangular sheets to fix the labellum. They were fastened to the square base
by using two magnets located under the base. The central axis of the labellum, from
the epichile to hipochilo, was chosen as fingerprint because this section of the flower
contains all the range of colour and change of intensity present inCattleya trianae, given
that the labellum is used by the plant to attract pollinators.

Fig. 5. Base developed to fix the labellum. (a) Top and bottom view. (b) Side view.

The colour profiles of the central area of each labellum were obtained, as shown in
Fig. 6. To reduce noise, a fringe of the central axis was used and the average of the colour
values in each column of the profile was calculated.

Given that flower size is variable and the distance from the Cattleya trianae to the
camera also changes from one acquisition to another, profiles were normalised by using
a method similar to the one employed in electroencephalography (EEG), used to adjust
EEG signals to obtain evoked potential responses, as shown in Fig. 7.a. To this aim, the
colour channel profile that presented maximum amplitude variation was chosen. Then,
all signals were aligned in such a way that the first and last local minimum or maximum
local of the profile coincide. The profiles of the other two channels were also aligned by
using the same calibration.
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Fig. 6. Acquisition of RGB profiles

Fig. 7. Normalization and sampling of channel profiles. (a) Channel chosen. (b) Channel sampled.

Although the images of the central axis were taken by using the same protocol, some
profiles were longer; thereby, to assure that profiles corresponded to the same equivalent
part of the central axis, the distance between the first and the minima or maxima, used
as reference points, was calculated and 20 equally spaced samples were taken. Three
additional samples were taken before the first reference point and three others after the
last one, making a total of 26 equally space samples per channel profile, and a total of
78 samples used as descriptors for each flower, significantly reducing data processing
and noise, as shown in Fig. 7.b.

4 Results

From the 99 images acquired, only 41were usable, given that most were used to establish
the acquisition protocol. Figure 8 shows the orchids varieties used in this study. To verify
if the profiles could be used as a kind of fingerprint to identify Cattleya trianae varieties,
the correlation between the samples of each variety were calculated. The correlation
between the profiles of the different varieties ofCattleya trianae are displayed in Table 1.
As it can be seen, a high correlation appears between several profiles from the different
varieties and the highest correlation between samples of the same variety.

To classify and identify each variety of Cattleya trianae, some popular classifi-
cation algorithms were studied. Among them, it was decided to use support vector
machines (SVM) for this work, which has important advantages over neural networks
(ANN), another very popular method. The advantages of SVM are that the solution
converges towards a global minimum instead of local minima and models depend on a
few parameters, so modelling is easier.
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Fig. 8. Orchid varieties. (a) Alba. (c) Standard or type. (e) Concolor var. 1. (g) Concolor var. 2.
(b), (d), (f) and (h) show the profiles and the average of the three channels altogether, one behind
the other for the four varieties. It can be observed that there is a characteristic pattern for each
variety, where the pattern dotted with black asterisks represents the average value for that variety.
This average pattern was employed to find the correlations.

To train the SVM, the 26 samples obtained by each channel were used as character-
istic descriptors. In this way, a descriptive vector of 78 characteristics was formed, to
which a label was added according to the variety to which the sample belongs (groups
1, 2, 3 and 4). The SVM was implemented using a linear kernel, given the low number
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Table 1. Average correlation of the three colour profiles, between samples of the same variety
and against the other varieties.

Orchid Type Alba Concolor var. 1 Concolor var. 2

Type 0.901 0.1224 0.606 0.5757

Alba 0.1261 0.9515 0.7006 0.6824

Concolor v. 1 0.5414 0.6426 0.8342 0.7643

Concolor v. 2 0.586 0.602 0.82 0.871

Table 2. Vector classification results of the vector machine.

Orchid Number of
samples

True positives True negatives False positives False negatives

Type 24 100% 0% 0% 0%

Alba 3 100% 0% 0% 0%

Concolor 1 8 100% 0% 0% 0%

Concolor 2 6 100% 0% 0% 0%

of samples and the data set was subdivided into three randomly distributed groups, 60%
for training, another 20% for model fit and the remaining 20% for validation, using
cross-correlation with which a 100% successful classification result was obtained.

5 Discussion

Table 1 presents the averaged values of the correlations between varieties of Cattleya
trianae and the average profile of each of them. It is observed that the highest correla-
tion is always between the average profile and the profiles of their respective varieties.
Therefore, it is possible to use the profile of the lip central axis to perform the Cat-
tleya trianae classification and identification. As it can be seen in Table 2, there is a
very high correlation between two similar varieties (concolor var. 1 and concolor var.
2), being coincident with the colour profile of both flowers. It also can be observed in
Fig. 8 (b), (d), (f) and (h), the profiles of the green channels of the alba, concolor var.
1 and concolor var. 2 are very similar. Therefore, by analysing the correlation between
channels can provide information about the similarity between colour components of
the varieties, making it also possible to be used to get information about the common
origin of different varieties of Cattleya trianae.
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6 Conclusions

A new method to identify and classify orchids of the different varieties of the Cattleya
trianae was presented. This method is objective and reproducible, allowing to automate
this procedure. It was shown the central axis of the label (from hipochilo to epichilo),
can be employed as a fingerprint to identify varieties ofCattleya trianae. A protocol was
set up to images of the labellum central axis of the Cattleya trianae (from the epichile
to hipochilo) and its varieties. The results show the profile of this zone can be used as
a fingerprint to classify and identify its varieties. The highest correlation was between
similar varieties (concolor var. 1 and concolor var. 2), being coincident with the colour
profile of the flowers, suggesting this new tool could be employed to study the common
origin of different varieties.
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Abstract. Earthquakes are events that cannot be predicted. However,
when they occur, devastating consequences are shown in economic, social
and structural areas, among others. In this paper, the mining of asso-
ciation rules is carried out in order to estimate the repair cost required
by schools affected during the earthquakes of September 7th and 19th,
of 2017 in Mexico. For that, we use the public data collected by the
Mexican FONDEN.
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1 Introduction

Throughout history, the structures collapse is a factor that generates the most
material and human losses when earthquakes occur. This is mainly due to the
use of low quality materials, deficiencies in construction processes and non-
compliance with standards, among some other causes [1].

Data Mining (DM) support the diagnosis and analysis of the structures per-
formance. According to the data characteristics collected after an earthquake,
the DM techniques most used is the Association Rules (AR) [2]. An example
of its application in earthquake is presented by Mart́ınez-Álvarez et al. [3] who
apply descriptive techniques for obtaining Quantitative AR (QAR), and uses
a regression method (M5P Algorithm) for predict the earthquakes occurrence
based on the relationship between Frequency and magnitude in order to observe
the earthquakes variation. The QAR obtained showed that for earthquakes of
moderate magnitude (between 3.5–4.4) earthquakes occur after short time inter-
vals, while for high magnitudes (earthquakes of magnitude 4.4 to 6.2) the time
intervals in relation to the Frequency and Magnitude had a significant decrease.

In similar way Galán Montaño F. [4] uses DM techniques to describe the
behavior of earthquakes according to their magnitude too. In their study,
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46 G. Garćıa-Rueda et al.

Montaño uses a genetic algorithm capable of finding frequent patterns and obtain
behavior models of the time series according to the occurrence of earthquakes.
The result shown that before an earthquake of magnitude greater than 4.5 occurs,
it is high probability that an earthquake of magnitude 4.4 occur.

On September 7th 2017, an earthquake of magnitude 8.2 was registered in
Oaxaca, Mexico, which caused damage to 57,621 homes, 1,988 schools, 102 cul-
tural buildings and 104 public buildings [5]. Few days after, on September 19th
2017 occurs another earthquake of magnitude 7.1 with epicenter in Puebla, which
damaged more than 150 thousand homes in Oaxaca, Chiapas, Guerrero, Puebla,
Morelos and State of Mexico, with an estimated repair cost up to 38,150 million
of Mexican pesos [6].

After these two earthquakes, in the education sector were registered 12,931
schools with damages: 577 will require a total reconstruction, 1,847 a partial
reconstruction and the remains with minor damages. The repair costs was esti-
mated around to the 13,650 million of Mexican pesos [7]. Other structures with
affectation were historical and culturally valuable buildings, such as the archaeo-
logical zone of Chiapa de Corzo, Zocalo of Mexico City, the National Museum of
Art, among others, whose repair has an estimated cost of 8000 million of Mexican
pesos [8]. In this paper we apply association rule mining for estimate the repair
cost required for reconstructing school buildings damaged by the earthquakes
of September 7th and 19th, using the data provided by the Fund of Budget
Transparency (the Mexican FONDEN).

It is important regarding that the data bases obtained during the earth-
quakes of September 7th and 19th are the first of that type that have been
obtained in Mexico. For structural engineering purposes the data bases are not
full completed, but the data contained is valuable to do by first time a study of
earthquake engineering based on DM. One of the main contribution of the work
is to explore the use of DM in earthquake engineering. The rules obtained are
valuable because they describe the distribution of earthquake damage costs as
a function of some basic structural characteristics of the buildings. These rules
are exclusive for the earthquakes of September 7th and 19th in México and for
the studied structures. Currently, there are not any parallel study of structural
engineering that allows to validate the rules.

2 Association Rules

The AR is a technique for discovering interesting associations or correlations
from a transactional data set, where the rows represent the transactions and the
column the items [9]. Let I = {i1, i2, ..., in} be a set of n attributes or items
and D = {t1, t2, ..., tn} a set of transactions in a data set. ∀ti ∈ D, ∃ Tid as an
unique identifier where Tid ⊂ I [10].

An association rule can be defined as an implication of the form X ⇒ Y ,
where X is the antecedent and Y is the consequent of the rule. For example the
rule {Bread,Cheese} ⇒ {Ham}, means that, when Bread and Cheese occur,
Ham also occurs. For validate the quality of the rules and the probability that
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they reflect real relationships, two of the most used metrics for this purpose are
[11]: Support: Probability P that a set of items appears in several transaction,
support(X ⇒ Y ) = P (X ∪ Y ), and Confidence: Fraction of transactions in
which X and Y appears, confidence(X ⇒ Y ) = support(X∪Y )

support(X) .
There are different algorithms for obtaining AR, however in this paper we

use the Apriori algorithm and the PSO-GES metaheuristic.

2.1 Apriori Algorithm

The Apriori algorithm is one of the first methods developed for association rules
mining and is currently one of the most used. Apriori consider two stages [11]:
firstly the algorithm identifies all the frequent itemsets and then convert them
to an AR (see Algorithm 1).

Algorithm 1. Apriori
Require: Data set D

MinSupport \\minimum expected value of an item in transactions
i = 0 Full Item(Ci) \\Includes all size 1 items in C

1: while Ci �= � do
2: for X = element of Ci do
3: if MinimumSupport(X) ≥ MinimumSupport then
4: Li = Li ∪ X
5: end if
6: Ci+1 = SelectCandidates(Li) \\ Candidates with the MinSupport established
7: i = i + 1
8: end for
9: end while

10: return C

2.2 PSO-GES

PSO-GES (see Algorithm 2) is a metaheuristic that generates quality AR with
relatively low execution times. The algorithm consists of two stages: in the first
stage, the dataset is transformed into a binary matrix and non-frequent items
are eliminated. In the second stage, rule mining is carried out through a Guided
Exploration Strategy. In which only those items that positively influence the
fitness of a rule are added during the particle evolution process. This is done by
computing fast estimating, using the summary matrix, values for the support
and confidence of the rule represented by a new particle [9].
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3 Experimental Set-Up

3.1 Database Description

Dataset used in this work corresponds to infrastructure affected of schools during
earthquakes of September 2017 in Mexico (ES17M dataset)1. ES17M consists of
19,194 records and 76 features, which was designed by Structuralist Experts in
seismic risk analysis [1]. Starting from the total features in ES17M, only the
most relevant to seismic risk analysis were chosen, leading 36 of the 76 available
features (Table 1). The last four rows (funding source) have six values: cost, total
amount of attention, amount exercised and description, which gives a total of 36
items.

Algorithm 2. PSO-GES
Require: Number of particles N

Number of iterations T
Number of AR that they want to find M
Dataset D
Number of partitions K
Minimum Support MinSup
Minimum Confidence MinConf
Inertia Factor w
Acceleration constants c1 and c2

Ensure: Returns the M best association rules found GBests
1: Table ← CreateTable(D,K)
2: POP ← CreatePopulation(N)
3: while t<T do
4: for i ← 0 a size(POP ) do
5: for j ← 0 a size(P t

i ) do

6: v
(t+1)
i ← w ∗ vt

ij + ci ∗ rand1 ∗ (PBesttij − P t
ij) + c2 ∗ rand2 ∗ (GBesttij − P t

ij)

7: P t+1
ij ← UpdatePosition(P t+1

ij , j, vt+1
ij , Table,MinSup,MinCof)

8: end for
9: if Fitness(P t+1

i ) > Fitness(PBesti) then

10: PBesti ← P t+1
i

11: end if
12: if Fitness(P t+1

i ) > Fitness(GBesti) then

13: GBesti ← P t+1
i

14: end if
15: end for
16: end while
17: return GBests

3.2 Preprocessing Data

The following procedure was performed in order to properly format the ES17M
dataset as an input for the Apriori and PSO-GES algorithms:

1. Standardized data. All data were transformed into categorical data, which
are represented for integer numbers from 0–9. For example, cost was catego-
rized in amounts like 1 of (0 to 1000), 2 of (1001 to 10,000), among others.

1 Budget Transparency Fund, Fuerza México, available from https://www.transparen
ciapresupuestaria.gob.mx/es/PTP/fuerzamexico.

https://www.transparenciapresupuestaria.gob.mx/es/PTP/fuerzamexico
https://www.transparenciapresupuestaria.gob.mx/es/PTP/fuerzamexico
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Strings like “no aplica” were replaced for categorical numbers as 0. Similar
string meaning were clustered, for example, “piso”, “pisos”, “superficie”, were
included in the same category represented for an integer number.

2. Structural features generation. These were obtained from pdf documents,
jpg or png images from official documents. Distance to the epicenter was
computed and its relationship with the closeness to geologic faults lines.

3. Discretized and transactional dataset. The dataset was transformed in a
binary matrix where 1 value represents the presence of an item and 0 value
determines the absence of such a item; where items were obtained on step 1.

Table 1. Summary of the main database characteristics

Attribute Description

Event Date Date on which the natural disaster occurred

Workplace Identification Key in the SEP Catalog

Enrollment Number of students enrolled in the Educational
Center

Entity Name of the federative entity, according to the INEGI
catalog of federative entities

Municipality Name of the municipality, according to the INEGI
catalog of municipalities

Location Name of the location, according to the INEGI catalog
of locations

Latitude Geo-referenced coordinate of the point where the
affected infrastructure is located

Longitude

Type of damage Classification, according to its severity of the type of
damage suffered by the infrastructure

Damage detail Description of the damages/affectations that the
Infrastructure has

URL dictum Electronic address of the Structural Verification
dictum

Costs Sum of the value reported by source of financing,
which are:

• Educational Reform Program

• Schools at the 100%

• Natural Disaster Fund-Immediate Partial Supports

• Natural Disaster Fund-Reconstruction

• Private insurance

• Other budgetary programs and own resources of the
Federal Entity

(continued)
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Table 1. (continued)

Attribute Description

Total amount of attention,
Amount exercised

Sum of the reported value and sum of the exerted value
of the total amount by
funding source after updates to the original cost,
which are:

• Educational Reform Program

• Schools at the 100%

• Natural Disaster Fund-Immediate Partial Supports

• Natural Disaster Fund-Reconstruction

• Private insurance

• Other budgetary programs and own resources of the
Federal Entity

Description General description of the works to be carried out by
financing, which are:

• Educational Reform Program

• Schools at the 100%

• Natural Disaster Fund-Immediate Partial Supports

• Natural Disaster Fund-Reconstruction

• Private insurance

• Other budgetary programs and own resources of the
Federal Entity

Structural description Type of structure established in the INIFED structure
catalog

Final ES17M dataset (transactional dataset) was generated by keeping only
the column number where the presence of an item to be 1.

3.3 Algorithms Configuration

Python library2 was used to run the Apriori algorithm, and PSO-GES was exe-
cuted with the author’s proprietary code3. The minimum support threshold was
0.00002 for both algorithms and the confidence threshold= 0.75. Additional
PSO-GES parameters used in this work were set as it was presented in Ref. [9]:
Population of 20 particles, constants c1 and c2 = 2, inertia w = 1, 10 epoch and
one transaction per partition (K = 1).

2 efficient-apriori 1.1.0, https://pypi.org/project/efficient-apriori/.
3 Bernal Baró G. [9].

https://pypi.org/project/efficient-apriori/
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4 Results

Due to the databases used do not provide enough information to formally con-
duct a comprehensive and detailed study of the risk and seismic behavior, the
analysis was focused on analyze the relationship between the repair costs and
type of construction with variables as: epicentral distance, construction type,
damage and seismic zone. For the experiments, the algorithms were adapted in
their execution, that is to say, the resulting RA should consider: the epicentral
distance and type of construction in the antecedent and type of damage, detail
of the damage, total repair cost and seismic zone in the consequent. Derived
from the execution of the aforementioned algorithms, the rules generated by the
PSO-GES algorithm are presented, since the obtained results provided better
RA for the seismic analysis.

4.1 Earthquake of September 7th, 2017

From the AR obtained (Table 2) is possible to determine that most of the schools
affected by the earthquake are located in the seismic zone C (intermediate zone,
where not so frequent earthquakes) and present moderate damage, mainly in
the structure and finishes stand out. Bar graph of Figure 1 shows the relation
between the repair costs, the epicentral distance and type of construction. In
this graph we can seen that the greatest damage occurred in those schools with
masonry walls and concrete slab. Similarly, it is generally appreciated that repair
costs decrease as schools move away from the epicenter of the earthquake. Thus,
at a lower epicentral distance, repair costs are greater than the repair costs of
schools that are located at a greater epicental distance.

4.2 Earthquake of September 19th, 2017

Table 3 shows the most important AR obtained with earthquake data from
September 19th. The AR obtained show that most of the affected schools are
located in seismic zones C and B (intermediate zones, where earthquakes are not
so frequently recorded), which presented moderate and severe damage, mainly
were structural, in finishes and outdoors. Figure 2 shows a bar graph that relates
the distance from the earthquake epicenter to damaged schools with the repair
cost and the type of structure. In this case we can see that the greatest damages
occurred in schools that are at an epicentral distance of 101 to 150 km. As for
the type of construction, the schools most affected were those built based on
masonry walls and light technology.
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Table 2. Earthquake association rules of September 7th 2017

Antecedent Consequent Antecedent Consequent

D
is
ta
nc

e
10

1-
15

0
K
M

Masonry walls
and concrete slab

Moderate damage, Zone C

D
is
ta
nc

e
20

1-
25

0
K
M

Masonry walls
and concrete slab

Minor damage, Zone C
Structural damage, finishes,
electrical installations Structural damage

Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$28,562,807-$32,643,207

Steel and concrete slab
Moderate damage, Zone C

Steel and concrete slab
Moderate damage, Zone C

Structural damage Equipment damage, outdoors
Total repair cost of
$816,0802-$12,241,202

Total repair cost of
$20,402,005-$24,482,405

Steel and light roof
Minor damage, Zone C

Steel and light roof
Moderate damage, Zone C

Damage finishes Structural damage
Total repair cost of
$12,241,203-$16,321,603

Total repair cost of
$20,402,005-$24,482,405

Masonry walls
and light roof

Moderate damage, Zone C
Masonry walls
and light roof

Moderate damage, Zone C
Structural damage Structural damage, outdoors, finishes
Total repair cost of
$24,482,406-$28,562,806

Total repair cost of
$24,482,406-$28,562,806

D
is
ta
nc

e
15

1-
20

0
K
M

Masonry walls
and concrete slab

Moderate damage, Zone C

D
is
ta
nc

e
25

1-
30

0
K
M

Masonry walls
and concrete slab

Minor damage, Zone C
Structural damage, finishes Outdoors damage, structural
Total repair cost of
$40,804,010-$44,884,410

Total repair cost of
$16,321,604-$20,402,004

Steel and concrete slab
Moderate damage, Zone C

Steel and concrete slab
Moderate damage, Zone C

Structural damage and damage to
hydraulic and sanitary installations

Structural damage and damage to
hydraulic and sanitary installations

Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$20,402,005-$24,482,405

Steel and light roof
Moderate damage, Zone C

Steel and light roof
Moderate damage, Zone C

Structural damage Structural damage
Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$20,402,005-$24,482,405

Masonry walls
and light roof

Moderate damage, Zone C
Masonry walls
and light roof

Moderate damage, Zone C
Structural damage, finishes Structural damage, outdoors, finishes
Total repair cost of
$816,0802-$12,241,202

Total repair cost of
$20,402,005-$24,482,405

It is important to note that, in contrast with the AR obtained form the
earthquake of September 7th, the highest repair costs are not found for the
shortest epicentral distances. In this case, the highest costs were presented by
intermediate epicentral distances. This is explained because the Mexico City is
located just at this epicentral distance (100 to 150 km), so having a large number
of schools, the repair costs were higher. From the seismic point of view, this is
explained due to the soil characteristics in certain areas of Mexico City, were the
seismic waves could be amplified. From a practical point of view, this effect was
because the accelerations produced in these areas of Mexico City are comparable
to those that occur at sites closer to the earthquake epicenter.

5 Discussion

Historically, the provision of public data related to the damage caused by the
earthquakes in Mexico was almost null until 2017. The difficulty of field surveys,
data truthfulness, capture and processing times are some of the causes that in
the past decades they prevented obtain this information. However, given the
advances in technology and the wide use of ICTs, the recording of the damages
caused by the earthquakes of September 7th and 19th, 2017 constitutes an invalu-
able source of information for study the behavior, impact and seismic risk. It is
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still pending to homologate these databases and rethink the type of data that is
collected, in order to being able to make more formal studies about the behavior
and seismic risk of the constructions. However, having the databases used in this
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Fig. 1. Values included in the range of estimated costs of damage caused by the earth-
quake of September 7, 2017, depending on the epicentral distance and the type of
construction.

Table 3. Earthquake Association Rules of September 19th 2017

Antecedent Consequent Antecedent Consequent

D
is
ta
nc

e
1-
50

K
M

Steel and Concrete Slab
Moderate damage, Zone C

Masonry Walls
and Light Roofing

Severe damage, Zone B
Structural damage Structural damage
Total repair cost of
$28,562,807-$32,643,207

Total repair cost of
$48,964,812-$53,045,212

Masonry Walls
and Light Roofing

Moderate damage, Zone C

D
is
ta
nc

e
15

1-
20

0
K
M

Masonry Walls
and concrete slab

Minor damage, Zone B
Structural damage Structural damage
Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$32,643,208-$36,723,608

D
is
ta
nc

e
51

-1
00

K
M

Masonry Walls
and concrete slab

Moderate damage, Zone C
Steel and Concrete Slab

Minor damage, Zone B
Structural damage Structural damage, finishes
Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$24,482,406-$28,562,806

Steel and Concrete Slab
Moderate damage, Zone C

Steel and Light Roof
Minor damage, Zone B

Structural damage
Structural damage, electrical
installations

Total repair cost of
$36,723,609-$40,804,009

Total repair cost of
$24,482,406-$28,562,806

Steel and Light Roof
Moderate damage, Zone C

Masonry Walls
and Light Roofing

Moderate damage, Zone B
Structural damage Structural damage
Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$28,562,807-$32,643,207

Masonry Walls
and Light Roofing

Moderate damage, Zone C

D
is
ta
nc

e
20

1-
25

0
K
M Masonry Walls

and concrete slab

Minor damage, Zone C
Structural damage, finishes Structural damage
Total repair cost of
$32,643,208-$36,723,608

Total repair cost of
$24,482,406-$28,562,806

D
is
ta
nc

e
10

1-
15

0
K
M Masonry Walls

and concrete slab

Severe damage, Zone D
Steel and Concrete Slab

Minor damage, Zone C
Structural damage, finishes, outdoor Da opiuqe,larutcurtseoñ
Total repair cost of
$40,804,010-$44,884,410

Total repair cost of
$24,482,406-$28,562,806

Steel and Concrete Slab
Moderate damage, Zone B

Steel and Light Roof
Minor damage, Zone C

Structural damage, finishes, outdoor Structural damage, outdoor
Total repair cost of
$36,723,609-$40,804,009

Total repair cost of
$24,482,406-$28,562,806

Steel and Light Roof
Severe damage, Zone D
Structural damage, finishes, electrical,
hydraulic and sanitary installations
Total repair cost of
$44,884,411-$48,964,811
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work is already a great advance, because commonly other researchers are based
on simulations or using only data as: latitude and longitude of the earthquake,
magnitude, depth and location. However, this study can be used for different
sectors such as health, housing, cultural heritage, among others, provided that
the structure of the data is the same as that used in the case of studies.

In this sense, one of the main contributions of the research presented in
this paper is the provision of a standardized knowledge base for using machine
learning and DM algorithms, making it available to the scientific community
for its exploitation and study. The initial results shown in this paper and with
the support of an expert in Structural Engineering, was possible to show an
overview of the behavior of the repair costs of the schools affected by these
earthquakes, depending on the epicentral distance and the type of construction.
It this way, it was found that the largest damage was produced by the earthquake
of September 19th because the higher reconstruction costs exceed $43’000,000,
while the earthquake of September 7th needed costs below this amount. Also was
possible to identify that for the earthquake of September 7th (with an epicenter
on the Oaxaca coast), at greater epicentral distances the damages were lower
compared with the costs recorded for schools located at an epicentral distances
closest to the earthquake.
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Fig. 2. Values in the range of estimated costs of damage caused by the earthquake of
September 19, 2017, depending on the epicentral distance and the type of construction.

On the other hand, in the September 19th earthquake data, was observed
how the repair costs increased for distances between 100 Km and 150 km. This
behavior was congruent with the existing seismological models, that recognize
an amplification of the accelerations in certain areas of Mexico City, which is
located in this range of epicentral distances. This explains the increase in repair
costs. Regarding the type of construction, it was possible to establish that the
structures with masonry walls and light roof were the ones that presented the
greatest damage in both earthquakes. With respect to the type of damage that
occurred most, it correspond to the damage to the structure and finishes of the
schools.
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6 Conclusions and Future Works

With the results obtained, it is possible to conclude that the MD can be a useful
tool to perform a seismic risk analysis, since it was capable to find relations
among different variables related with studied earthquakes and structures. These
variables were the distance from the earthquake epicenter to the schools, the
type of structure (materials), the type of damage and the reparation costs. It is
important to emphasize that the quality of the RA was stablished a confidence
degree equal or greater than 75%. The study performed here was focused on
obtain a description of the damages caused by the earthquakes of September
7th and 9th to the affected schools.

The open lines of study are initially oriented to study a priori the seismic
risk of the constructions, that is, before an earthquake occurs, so the prediction
is being worked on to determine the cost of a school if an earthquake of a certain
magnitude occurs, having certain characteristics, located at a defined epicentral
distance. In same way, is our interest to mining Association Rules for different
scenarios of seismic risk analysis, taking specific values, either by the type of
damage, seismic zone, federative entity, among other parameters of interest. In
the same way, it is contemplated to replicate the preprocessing strategy to other
types of buildings, such as hospitals and factories where the main challenge is
to include the human losses that unfortunately occurred.
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8. El Universal: Los monumentos dañados por el sismo del 19 de septiembre de
2017. http://www.eluniversal.com.mx/destinos/los-monumentos-danados-por-el-
sismo-del-19-de-septiembre-de-2017. Accessed 16 Jan 2020

https://www.excelsior.com.mx/nacional/2017/09/08/1187054
https://www.excelsior.com.mx/nacional/2017/09/08/1187054
http://www.milenio.com/negocios/los-danos-por-el-sismo-reporte-del-gobierno-federal
http://www.milenio.com/negocios/los-danos-por-el-sismo-reporte-del-gobierno-federal
http://www.eluniversal.com.mx/nacion/sociedad/reparar-12-mil-931-escuelas-tras-sismos-en-mexico-costara-760-millones-de-dolares
http://www.eluniversal.com.mx/nacion/sociedad/reparar-12-mil-931-escuelas-tras-sismos-en-mexico-costara-760-millones-de-dolares
http://www.eluniversal.com.mx/destinos/los-monumentos-danados-por-el-sismo-del-19-de-septiembre-de-2017
http://www.eluniversal.com.mx/destinos/los-monumentos-danados-por-el-sismo-del-19-de-septiembre-de-2017


56 G. Garćıa-Rueda et al.
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Abstract. The problem of counting the number of independent sets of a
graph G (denoted as i(G)) is a classic #P-complete problem. We present
some patterns on graphs that allows us the polynomial computation of
i(G).

For example, we show that for a graph G where its set of cycles can
be arranged as embedded cycles, i(G) can be computed in polynomial
time. Particularly, our proposal counts independent sets on outerplanar
graphs.

Keywords: Recognition of graph patterns · Counting the number of
independent sets · Exact counting

1 Introduction

Counting problems are not only mathematically interesting, but they arise in
many applications. For example, if we want to know the probability that a for-
mula in propositional calculus is true, or the probability that a graph remains
connected given a probability of failure of an edge, we have to count to approx-
imate such probabilities.

Regarding hard counting problems, the computation of the number of inde-
pendent sets of a graph has been a key for determining the frontier between
efficient counting and intractable counting procedures. Vadhan [8] showed that
counting the number of independent sets in graphs of maximum degree 4 is #P-
complete. Greenhill [3] refined the previous result showing that counting the
number of independent sets on graphs of degree 3 is also #P-complete.

Following the line of exact algorithms, Dahllöf [1] has designed a method for
counting independent sets and whose exact algorithm has a worst-case upper
bound of O(1.3247n), n being the number of vertices of the input graph. While
Okamoto [5] has shown a linear-time algorithm for counting the number of inde-
pendent sets for chordal graphs. Efficient algorithms for counting independent
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sets have been achieved after to capture structure relations lying in the topol-
ogy of the graphs, allowing to design special mathematical patterns for counting
independent set only on those topologies.

On the other hand, many combinatorial problems ask about embeddings of
graphs into other objects [4]. For instance, the polynomial time solvable graph
planarity problem ask whether a given graph G can be embedded in the plane in
such a way that no two edges intersect (except at a common endpoint). In our
case, we are interested in a particular subclass of planar graphs, those graphs
whose set of vertices can be arranged as incident with the outerface, this class
of graphs are called outerplanar graphs. We present here, a novel algorithm for
counting the number of independent sets on outerplanar graphs.

2 Notation

Let G = (V,E) be an undirected graph with vertex set V and set of edges E. Two
vertices v and w are called adjacent if there is an edge {v, w} ∈ E, connecting
them. Sometimes, the shorthand notation of u v is used for denoting the edge
{u, v} ∈ E.

The neighborhood for x ∈ V is N(x) = {y ∈ V : {x, y} ∈ E} and its closed
neighborhood is N(x)∪{x} which is denoted by N [x]. We denote the cardinality
of a set A, by |A|. The degree of a vertex x, denoted by δ(x), is |N(x)|, and the
degree of G is Δ(G) = max{δ(x) : x ∈ V }. The size of the neighborhood of x,
δ(N(x)), is δ(N(x)) =

∑
y∈N(x) δ(y). A vertex v is pendant if δ(x) = 1; and edge

e = {x, y} is pendant if x or y is a pendant vertex.
A path from v to w is a sequence of edges: v0v1, v1v2, . . . , vn−1vn such that

v = v0 and vn = w and vk is adjacent to vk+1, for 0 ≤ k < n. The length of
the path is n. A simple path is a path where v0, v1, . . . , vn−1, vn are all distinct.
A cycle is a nonempty path such that the first and last vertices are identical,
and a simple cycle is a cycle in which no vertex is repeated, except that the first
and last vertices are identical. A graph G is acyclic if it has no cycles. Pn, Cn,
Rn, Kn, Nn denote respectively, a path graph, a simple cycle, a start with one
center node, the complete graph and the set of n nodes without any edge, all of
those graphs have n vertices.

Given a graph G = (V,E), let G′ = (V ′, E′) be a subgraph of G if V ′ ⊆ V
and E’ contains edges v, w ∈ E such that v ∈ V ′ and w ∈ V ′. If E′ contains every
edge v, w ∈ E where v ∈ V ′ and w ∈ V ′ then G′ is called the induced graph of
G. A connected component of G is a maximal induced subgraph of G, that is, a
connected component is not a proper subgraph of any other connected subgraph
of G. Note that, in a connected component, for every pair of its vertices x, y,
there is a path from x to y. If an acyclic graph is also connected, then it is called
a free tree.

Given a graph G = (V,E), S ⊆ V is an independent set in G if for every two
vertices v1, v2 in S, {v1, v2} /∈ E. Let I(G) denote the set of all independent
sets of G. An independent set S ∈ I(G) is maximal if it is not a subset of any
larger independent set and, it is maximum if it has the largest size among all
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independent sets in I(G). The determination of the maximum independent set
has received much attention since it is a NP-complete problem.

The corresponding counting problem on independent sets, denoted by i(G),
consists of counting the number of independent sets of a graph G. i(G) is a #P-
complete problem for graphs G where Δ(G) ≥ 3. i(G) remains #P-complete
when it is restricted to 3-regular graphs [3]. There are different polynomial pro-
cedures for computing i(G) when Δ(G) ≤ 2 [1,6,7]. In fact, all of them have
linear-time complexity. In the following sections, we present exact combinato-
rial procedures for computing i(G) according to special patterns existing on the
graphs.

3 Basic Graph Patterns for the Efficient Counting
of Independent Sets

Since i(G) =
∏k

i=1 i(Gi) where Gi, i = 1, . . . , k are the connected components of
G [6], then the total time complexity for computing i(G), denoted as T (i(G)),
is given by the maximum rule as T (i(G)) = max{T (i(Gi)): Gi is a connected
component of G}. Thus, a first helpful decomposition of the graph is done via
its connected components and from here on, we consider as an input graph only
one connected component. We start analyzing the most simple cases for one
connected component.

Case A:
Let Pn = G = (V,E) be a graph consisting of a single sequence of nodes (path),
i.e. V = {1, 2, ..., n} and there exists an edge ei = {i, i + 1}, i = 1, . . . , n − 1, for
each pair of sequential vertices.

We build the family fi = {Gi}, i = 1, . . . , n where each Gi = (Vi, Ei) is the
induced graph of G formed by just the first i vertices of V .

We associate to each vertex vi ∈ V a pair (αi, βi) where αi expresses the
number of sets in I(Gi) where the vertex vi does not appear, while βi conveys
the number of sets in I(Gi) where the vertex vi appears, thus i(Gi) = αi + βi.

The first pair (α1, β1) is (1, 1) since for the induced subgraph G1 = {v1},
I(G1) = {∅, {v1}}. If we know the value for (αi, βi) for any i < n, and as the
next induced subgraph Gi+1 is built from Gi adding the vertex vi+1 and the edge
{vi, vi+1}, it is not hard to see that the pair (αi+1, βi+1) is built from (αi, βi)
applying the recurrence equation:

αi+1 = αi + βi ; βi+1 = αi (1)

The series (αi, βi), i=1,...,n, built from recurrence (1), lead to i(Gi) = αi + βi

for i = 1, ..., n. Thus, the computation of i(G) is based on the incremental
calculation of i(Gi), i = 1, . . . , n. If we perform a linear search on the sequential
graph G starting at an extreme, e.g. beginning at v1 and moving to its incident
vertex while the recurrence (1) is applied, then in linear time on the number of
vertices, the formula i(Pn) = i(Gn) = αn + βn = Fn+2 is obtained, and where
Fn is the nth−Fibonacci number.
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In order to process the number of independent sets on a path we will use
computing threads or just threads. A computing thread is a sequence of pairs
(αi, βi), i = 1, . . . , n used for computing the number of independent sets on a
path of n vertices.

Case B:
Let G = (V,E) be a tree. Traversing G in depth first build a rooted tree, whose
root node is any vertex v ∈ V , where v was the initial node for beginning the
depth first search. We denote with (αv, βv) the pair associated with the node v
(v ∈ G). We compute i(G) while we are traversing by G in post-order.
Algorithm Count Ind Sets trees(G
Input: G - a tree graph.
Output: The number of independent sets of G
Procedure:
Traversing G in post-order, and when a node v ∈ G is left, assign:

1. (αv, βv) = (1, 1) if v is a leaf node in G.
2. If v is a parent node with a list of child nodes associated, i.e., u1, u2, ..., uk are

the child nodes of v, as we have already visited all child nodes, then each pair
(αuj

, βuj
) j = 1, ..., k has been determined based on recurrence (1). Then, let

αv =
∏k

j=1 αvj
and βv =

∏k
j=1 βvj

. Notice that this step includes the case
when v has just one child node.

3. If v is the root node of G then return(αv + βv).

This procedure returns the number of independent sets of G in time O(n + m)
which is the necessary time for traversing G in post-order.

X1 X2 X4 X6

X5

X3

X8

X7
(1,1)(1,1)

(1,1)
(1,1)

(2,1)

(2,1)

(2,1)

(2,1)

(4,1)

(36,5)

(41,36) (5,4)

(9,5)

(a) Tree

(αi, βi) : (1, 1) → (2, 1) → (3, 2) → (5, 3) → (8, 5) → (13, 8)
(α′

i, β
′
1) : (0, 1) → (1, 0) → (1, 1) → (2, 1) → (3, 2) → (5, 3) ⇒ (0, 3)

1 2 3 4 5 6X XX XX X

(b) Cycles

Fig. 1. Counting independent sets over trees and cycles
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Example 1. If G = {(x1, x2), (x2, x3), (x2, x4), (x2, x5), (x4, x6), (x6, x7), (x6,
x8)} is a tree, we consider the post-order search and let x1 be the root node
of the tree. The number of independent sets at each level of the tree is shown in
Fig. 1(a). The procedure Count Ind Sets trees returns for αx1 = 41, βx1 = 36
and the total number of independent sets is: i(G) = 41 + 36 = 77.

Case C:
Other basic case is when G = (V,E), n = m = |V | = |E| is a simple cycle,
i.e. every vertex in V has degree two. In this case, the cycle can be decomposed
as: G = G′ ∪ {cm}, where G′ = (V,E′), E′ = {c1, ..., cm−1}. G′ is a path of n
vertices, and cm = {vm, v1} is called as back edge of the simple cycle G.

Observe that every independent set of G is an independent set of G′, that
is, I(G) ⊆ I(G′) since G has one edge more than G′. Thus, if S ∈ I(G′) and
v1 ∈ S and vm ∈ S then S is not an independent set of G. Then, I(G) can be
built from I(G′) by eliminating those independent sets containing the vertices:
v1 and vm, that is expressed in the following equation:

i(G) = i(G′) − |{S ∈ I(G′) : v1 ∈ S ∧ vm ∈ S}| (2)

For counting independent sets on a simple cycle, we can use two threads,
one of those for computing i(G′) and the other thread for computing |{S ∈
I(G′) : v1 ∈ S ∧ vm ∈ S}|. This last value can be computed fixing on I(G′)
the independent sets where v1 is involved, which is done by computing a thread
(α′

i, β′
i), i = 1,..., m where the pair (α′

1, β
′
1) = (0, 1), considering in this way only

the independent sets of I(G′) where v1 appears. We apply (1) for computing
the new series: (α′

i, β
′
i), i = 2, . . . ,m and also, in order to consider only the

independent sets where vm appears, the final pair (α′
m, β′

m) is taken only as
(0, β′

m).
In the following examples, we denote with → the application of recurrence

(1) on (αi, βi) in order to obtain (αi+1, βi+1). And, if we express the new series
in terms of Fibonacci numbers, we have that (α′

1,β
′
1) = (0, 1) = (F0, F1) →

(α′
2, β

′
2) = (1, 0) = (F1, F0) → (α′

3, β
′
3) = (1, 1) = (F2, F1), . . . , (α′

m, β′
m) =

(Fm−1, Fm−2), and the value for the final pair (α′
m, β′

m) = (0, β′
m) is (0, Fm−2),

then |{S ∈ I(G′) : v1 ∈ S ∧ vm ∈ S}| = 0 + βm = Fm−2.
Then, i(G) = i(G′) − |{S ∈ I(G′) : v1 ∈ S ∧ vm ∈ S}| = αm + βm − β′

m =
Fm+2 − Fm−2. Thus, the following theorem is inferred.

Theorem 1. If G is a simple cycle with n vertices then the number of inde-
pendent sets of G, expressed in terms of the Fibonacci numbers, is: i(G) =
Fn+2 − Fn−2.

Example 2. Let E = {ci}6i=1 = {{x1, x2}, {x2, x3}, {x3, x4}, {x4, x5}, {x5, x6},
{x6, x1}} be the set of edges of a simple cycle G = (V,E). Let G′ = (V,E′) where
E = E′ ∪ {c6}, so G′ is G without edge c6. As G′ is a sequence of 6 vertices
then i(G′) = F6+2 = 21. While the value for |{S ∈ I(G′) : x1 ∈ S ∧ x6 ∈ S}| is
F6−2 = 3. Then, i(G) = 21 − 3 = 18 the computing is shown in Fig. 1(b).
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All the above graph topologies (case A, B and C) represent basic graph pat-
terns that can be recognized and processed to compute its number of independent
sets in linear-time. We call Linear NI to the linear procedure that consists of the
above three cases (A, B and C). Linear NI will be applied to process any acyclic
graph or simple cycles that we find as part of a more complex graph. In fact,
in [2] a polynomial-time algorithm has been shown to compute i(G) when G
has linear compositions of the above patterns. We can now ask if there exists
a family of cyclic connected graphs whose number of independent sets can be
computed efficiently, in the next section, we show some families that fulfill this
requirement.

4 Recognition of Embedded Cycles

Let G = (V,E) be a connected graph with n = |V |, m = |E| and such that
Δ(G) ≥ 2.

In order to recognize more graph patterns for the efficient computation of
i(G), we present the case of the computation of i(G) for outerplanar graphs. For
this case, we introduce concepts about the decomposition of a graph by its set
of embedded cycles.

If a depth-first search (abbreviated as dfs) is applied over G, starting the
search, for example, with the vertex vr ∈ V of minimum degree, and selecting
among different potential vertices to visit the vertex with minimum degree first
and with minimum value in its label as a second criterion, we obtain an unique
depth-first graph G′ (into the set of all possible depth-first graphs), which we
will denote as G′ = dfs(G). This dfs also builds an unique spanning tree TG with
vr as the root node. In time O(m+n), the dfs allows us to detect if G has cycles
or not, and the edges forming each cycle. The edges in TG are called tree edges,
whereas the edges in E(G)\E(TG) are called back edges. Let e ∈ E(G)\E(TG)
be a back edge, the union of the path in TG between the endpoints of e with the
edge e itself forms a simple cycle, such cycle is called a basic (or fundamental)
cycle of G with respect to TG. Each back edge e = {x, y} holds the maximum
path contained in the basic cycle that it is part of. We will call to such maximum
path, the internal path of a fundamental cycle. Assuming that x is visited first
than y during the dfs, we say that x is the start-vertex and y is the end-vertex
of the back edge.

According to our particular depth-first search G′ = dfs(G) on G, we denote
C = {C1, C2, ..., Ct} as the set of fundamental cycles found during such depth-
first search. Notice that the combination of the procedure for trees and the pro-
cessing of cycles (Eq. 2) can be applied for computing i(G) if G is a graph where
the depth-first search generates a tree and a set of independent fundamental
cycles.

If two distinct base cycles Ci and Cj from C have common edges then we
say that both cycles are intersected, that is, Ci
Cj form a new cycle, where

 denotes the symmetric difference operation between the set of edges in both
cycles. In fact, Ci
Cj = (E(Ci) ∪ E(Cj)) − (E(Ci) ∩ E(Cj)) forms a composed
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cycle. If two cycles are non-intersected we say that they are independent. I.e. two
independent cycles (Ci, Cj) hold (E(Ci)∩E(Cj)) = ∅. Notice that t = m−n+1
is the dimension of the ZZ2-vector space with the symmetric difference on the
edge sets as addition, and C is a base in that ZZ2-vector space.

For an outerplanar graph Go, the cycles in Go can be considered as embedded
cycles, see e.g. Fig. 2. In order to recognize when two cycles Ci and Cj can be
expressed as embedded cycles, we use the or-exclusive operation. Given two
intersected cycles Ci, Cj , we say that Ci is embedded into Cj , if:
a) V (Ci) ⊂ V (Cj): the set of vertices of Ci is a subset of the vertices of Cj .
b) |E(Ci) − E(Cj)| = 1: there is only one edge from Ci which is not edge of Cj .
c) Ci ⊕ Cj = Ck: being Ck a new cycle distinct to Ci and Cj and ⊕ is the
or-exclusive operation between the edges of the cycles.

If the cycles Ci and Cj hold the previous three conditions, we say that Ci is
embedded into Cj . Meanwhile, Cj is a cycle that semi-encloses Ci.

4.1 Processing Outerplanar Graphs

An outerplanar graph Go could be redrawn in a planar way, where any pair of
basic cycles is independent, or one of them is embedded into the other. Thus,
Go is planar, and all its vertices are not enclosed by any edge. Generating a
planar drawing is often viewed as a separate problem, in part because drawing
algorithms tend to create a planar embedding as a first step, and in part because
drawing can be application dependent. In particular, a graph Go is outerplanar
if K4 and K2,3 are forbidden as a minus of Go. Outerplanar graphs can be
recognized in linear-time [9].

The embedding is a transitive characteristic among embedded cycles. If Ci is
embedded into Cj , and Cj is embedded into Ck, then Ci is embedded into Ck. On
the other hand, if Ci and Cj are two independent cycles, e.g. (E(Ci) ∩ E(Cj)) =
∅, but there exists a cycle Ck such that Ci and Cj are embedded into Ck, e.g.
(V (Ci) ⊂ V (Ck)) and (V (Cj) ⊂ V (Ck)), then we say that (Ck, Cj , Ci) is a tuple
of embedded cycles.

A maximal list of embedded cycles D = (C1, C2, . . . , Ck) is a tuple of cycles
such that for i < k, Ci+1 is embedded into Ci, i = 1, . . . , k−1, or there exists Cj

in the tuple with j < i ≤ k such that Ci is embedded into Cj . In a maximal list
of embedded cycles D = (C1, C2, . . . , Ck), the cycles are ordered by setting first
the most external cycle followed by its internal cycle until arriving to Ck, which
is the most internal cycle of the set of embedded cycles. Notice that a maximal
list of embedded cycles D is also a graph that we denote by D.

Given a maximal list D = (C1, C2, . . . , Ck) of embedded cycles, the spanning
tree of D is called the path of D and it is denoted by PD. We consider an orien-
tation on PD; from left to right, or from down to up, according to the drawing
of D. The first vertex v0 of PD is called the initial vertex of D. Meanwhile, the
last vertex vf of PD is called the final vertex of D. We will denote as (αi, βi) to
the pair associated to the vertex vi ∈ V (PD). Given a maximal list of embedded
cycles D, we present in this section how to compute i(D).
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               Nodo 1-5        N6                 N7                             N8                                        N9
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(d) Processing threads with the contracted node 1-5

Fig. 2. Computing i(D) with D a maximal list of embedded cycles

Theorem 2. Given a maximal list of embedded cycles D, i(D) is computed in
linear-time on the size of D.

Proof. We present as proof a linear-time algorithm for the computation of i(D).
A main thread, denoted by Lp, is associated to PD. This thread is always active
during all the counting process.

The computation of i(D) is done by traversing in depth-first order the path
PD from its initial node v0 to its final node vf . The cycles in D are visited
from the most external to the internal cycles according to the depth-first search.
Each cycle Ci, i = 1, 2, . . . , k has a corresponding computing thread LCi

. The
computation of i(Ci) follows the case (C) for a simple cycle, described in the
previous section. Recurrence (1) is applied on the current pairs (αi, βi)LC

→
(αi+βi, αi)LC

when a new vertex vi+1 of PD is visited. Each time that an initial
vertex of a cycle Ci is visited, the pair (0, βl) is associated to the thread LCi

,
where βl is the value of the second component of the pair (αl, βl) associated
to Lp, see e.g. Figs. 2(b) and 2(d). When the computation arrives to the end-
vertex v of a cycle Cj with corresponding pairs (αv, βv)Cj

, then the pair (0, βv)
is subtracted to all current computing thread. Afterwards, the computing thread
LCj

is closed and stops from being in the computation of i(D). When a cycle Cj

has been computed, Cj may be contracted in only one vertex vCj
, and the pair

(αCj
, βCj

), which resulted from the processing of the cycle Cj , is associated to
vCj

.
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This process continues processing all cycle in D until the depth-first search
arrives to the final vertex vf of D. If (αf , βf ) is the pair associated to vf , then
i(D) = αf + βf .

We illustrate in the following example, the computation of i(D) when D is a
maximal list of embedded cycles.

Example 3. In Fig. 2(a), we show the input list of embedded cycles D. In
Fig. 2(b), as the first cycle of the list is computed, then two computing threads are
formed. The path of D is visited in linear way, and at the same time, the recur-
rence (1) is applied on the current pairs of the computing threads, see Fig. 2(c).
Finally, Fig. 2(d) shows the final process of computing on all active threads giving
as a result that i(D) = 40 + 18 = 58.

All outerplanar graph can be decomposed in a set of maximal list embedded
cycles. For this, let us consider as input to Go = (V,E) an outerplanar graph.
We associate a tree T , called the embedding tree of Go. Given an embedding
tree T of a maximal list of embedded cycles, the final vertex vf of the list is
selected as the root node of T , which make to T a rooted embedding tree. The
construction of T satisfies the following properties.

1. The nodes of T are maximal list of embedded cycles.
2. Two nodes va, vb of T are adjacent only if the root vertex of va is an internal

vertex of the maximal embedding of vb.
3. For every vertex v ∈ V (Go), the subgraph Tv ⊂ T induced by the maximal

embedded cycles containing v is a tree.

Each node vt of an embedding tree T is formed by a maximal list of embed-
ded cycles, where the final vertex vf of the list of embedded cycles will be the
root node for the subtree Tvt

⊂ T . We show in Fig. 3 a decomposition of an
outerplanar graph Go in its set of maximal embedded cycles, and the formation
of the embedding tree T of Go.

232214131211107569 8
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18 15
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Fig. 3. A decomposition of an outerplanar graph Go in its set of maximal embedded
cycles
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Theorem 3. Let Go be an outerplanar graph and let T be the embedding tree
of Go, then i(Go) is computed in polynomial time on the size of Go.

Proof. We present as proof a polynomial time algorithm for the computation of
i(Go). A pre-order search on the embedding tree T follows the linear-time proce-
dure developed in the case (B) of the previous section for computing the number
of independent sets on tree topologies. Meanwhile, the algorithm presented in
Theorem (3) is applied for computing i(vt) when a node vt ∈ V (T ) is visited.
The combination of both procedures builds a method for the computation of
i(T ) in polynomial time on the size of the input graph Go.

5 Conclusions

Computing the number of independent sets of a graph G, denoted as i(G), is a
classic #P-complete problem for graphs of degree 3 or higher. We establish that
if the depth-first graph of a given graph G has no intersected cycles, then the
computation of i(G) is a tractable problem. We have presented a novel algorithm
for computing i(G) for any outerplanar graph G.

Our proposal for computing i(G) do not impose restrictions on the degree
of the graph, but rather, it depends on its topological structure. Those previous
cases allows to establish a finer border between the classes FP and #P for the
problem of counting independent sets. Furthermore, our proposal can be adapted
to consider other counting problems.

References
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Abstract. In rule-based classifiers, calculating all possible rules of a
learning sample consumes many resources due to its exponential com-
plexity. Therefore, finding ways to reduce the number and length of the
rules without affecting the efficacy of a classifier remains an interesting
problem. Reducts from rough set theory have been used to build rule-
based classifiers by their conciseness and understanding. However, the
accuracy of the classifiers based on these rules depends on the selected
rule subset. In this work, we focus on analyzing three different options
for using reducts for building decision rules for rule-based classifiers.

1 Introduction

Rule-base classification is a Data Mining technique that consists in, given a set of
training instances, identifying certain characteristics of the instances to construct
rules that are later used for classifying new instances. Rule-based classifiers are
easy to interpret, easy to generate and can correctly classify new instances. The
advantages of rule-based classifiers are that they are extremely expressive since
they are symbolic and operate with data attributes without any transformation.

The calculation of all possible rules of a training sample is a task that requires
many computational resources due to its exponential complexity. So, finding
ways to reduce the number of rules without affecting the accuracy of a classifier
is still an open research problem, see for example [7].

On the other hand, feature selection is a significant task in supervised classifi-
cation and other problems of pattern recognition focused on eliminating irrelevant
and/or redundant attributes [10]. It consists in selecting subsets of the whole set
of attributes to reduce the space dimension according to certain criteria.

The objective of reducing the dimensions is to find a minimum (or almost
minimum) set of attributes that retains all the essential information of the train-
ing sample for further tasks of classification or description. Reducing the dimen-
sion can help to reduce the number of generated rules, as well as their length.
These rules would be simpler and easier to interpret. Then, in practical applica-
tions, minimum length descriptions are preferred (see for example [1,5,6,16]).
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Reducts have been used to build classifiers based on rules [8,9]. A reduct is a
minimum subset of attributes that retains the same discernibility capacity as the
whole set of attributes when considering objects belonging to different classes
[12]. Decision rules derived from reducts are useful in practice because of their
conciseness and understandability. Nevertheless, usually the number of reducts
is too high and consequently the number of rules is too high too.

In this work, we focus our effort on analyzing the following three questions
at using reducts for building rules in rule-based classifiers: should we use all the
reducts? Is it enough to use a single reduct? Is it enough using only the shortest
reducts?

Here, we present a controlled experimentation as an approach to discuss the
above questions. The rest of the document is organized as follows. Section 2
provides some preliminary concepts. In Sect. 3, we present the experiments and
discuss the results. Our conclusions are summarized in Sect. 4.

2 Preliminaries

In this section, we present some definitions and notations to make the paper
more understandable.

2.1 Reducts

In Rough Set Theory [12], the main data representation is a decision table, which
is a special case of an information table. Formally, a decision table is defined as

Definition 1 (decision table). A decision table is a pair Sd = (U , At) where U
denotes the set of objects under study, At is the set of attributes used to describe
the objects.

It is important to introduce the definition of the indiscernibility relation.

Definition 2 (indiscernibility relation). Given a subset of conditional attributes
A ⊆ At, the indiscernibility relation is defined as IND(A|d) = {(u, v) ∈ U × U :
∀a ∈ A, [a(u) = a(v)] ∨ [d(u) = d(v)]}, where a(u) denotes the value of the
attribute a for the object u.

We can find several definitions of reduct (see for example, [11]), nevertheless,
according to the aim of this paper, we refer to reducts assuming the classical
definition of discerning decision reduct [13] as follows.

Definition 3 (reduct). Given a decision table Sd, an attribute set R ⊆ At is
called a reduct, if R satisfies the following two conditions:

(i) IND(R|d) = IND(At|d);
(ii) For any a ∈ R, IND((R − {a})|d) �= IND(At|d).

All attribute subsets satisfying condition (i) are called super-reducts.
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This definition ensures that a reduct has no lower ability to distinguish
objects belonging to different classes than the whole set of attributes, being min-
imal with regard to inclusion, i.e. a reduct does not contain redundant attributes
or, equivalently, a reduct does not include other super-reducts. The original idea
of reduct is based on inter-class comparisons.

Example 1. Given the following decision table, where At = {a1, a2, a3, a4, a5} is
the set of attributes, U = {u1, u2, u3, u4, u5, u6, u7, u8} is the set of objects
and d is the decision attribute.

M =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 a2 a3 a4 a5 d
u1 4 high 0 GR 0 1
u2 3 high 1 MX 1 1
u3 3 low 0 MX 2 1
u4 2 low 1 GR 0 1
u5 5 high 1 BC 3 2
u6 7 veryhigh 1 HG 4 2
u7 7 medium 1 TM 3 3
u8 8 medium 0 BC 1 3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

We have that {a1, a2}, {a2, a4}, {a3, a4} and {a1, a3, a5} are reducts. Notice
that for example {a2, a3} does not fulfill the definition of reduct, since a2(u2) =
a2(u5) = high and a3(u2) = a3(u5) = 1 being 1 = d(u2) �= d(u5) = 2.

If in M we just keep the columns belonging to a reduct, you can easily see
that the classes remain distinguishable, and each column is essential for that
purpose.

M1, M2, M3 and M4 are the resulting decision tables when the representation
space is reduced respectively to each one of the reducts.

M1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 a2 d
u1 4 high 1
u2 3 high 1
u3 3 low 1
u4 2 low 1
u5 5 high 2
u6 7 veryhigh 2
u7 7 medium 3
u8 8 medium 3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

M2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a2 a4 d
u1 high GR 1
u2 high MX 1
u3 low MX 1
u4 low GR 1
u5 high BC 2
u6 veryhigh HG 2
u7 medium TM 3
u8 medium BC 3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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M3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a3 a4 d
u1 0 GR 1
u2 1 MX 1
u3 0 MX 1
u4 1 GR 1
u5 1 BC 2
u6 1 HG 2
u7 1 TM 3
u8 0 BC 3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

M4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 a3 a5 d
u1 4 0 0 1
u2 3 1 1 1
u3 3 0 2 1
u4 2 1 0 1
u5 5 1 3 2
u6 7 1 4 2
u7 7 1 3 3
u8 8 0 1 3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

2.2 Rule-Based Classifier

The generation of effective rules is essential for the development of any clas-
sifier that is easily understandable by the user. Any mechanism used for rule
generation must maintain the underlying semantics of the feature set.

Typically, rule-based classifiers are sensitive to the dimensionality of the
dataset since a large number of superfluous or redundant rules may appear.
This makes it advisable to try to reduce the dimensionality of the data, and/or
the length or complexity of the rules so that the resulting set of learned rules
becomes manageable and can overcome the classification results obtained by
using rules containing too many attributes.

To build the set of decision rules to be used in our rule-based classifiers,
we used the tools included in the software RSES ver. 2.2.2 [4], which has been
widely used in the literature, see for example [3,14,15].

In RSES, once the reducts of a decision table have been computed, each
object in the training sample is matched against each reduct. This matching
gives as result a rule having in its conditional part, the attributes of the reduct,
each one associated with the values of the currently considered object, and in
its decision part it has the class of this training object.

At classifying an unseen object through the generated rule set, it may happen
that several rules suggest different decision values. In such conflict situations a
strategy to reach a final result (decision) is needed. RSES provides a conflict
resolution strategy based on voting. In this method, when the antecedent of a rule
matches the unseen object, a vote in favor of the decision value of its consequent
is cast. Votes are counted and the decision value reaching the majority of the
votes is chosen as the class for the unseen object.

This simple method may be extended by assigning weights to rules. In RSES,
this method (known as Standard Voting) assigns as weight for a rule the num-
ber of training objects matching the antecedent of this rule. Then, each rule
votes with its weight and the decision value reaching the highest weight sum is
considered as the class for the object.

Example 2. If we consider the table M1 from Example 1, applying RSES, we
obtain the following rules:

(a1 = 4) => (d = 1[1])
(a1 = 3) => (d = 1[2])
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(a2 = low) => (d = 1[2])
(a1 = 5) => (d = 2[1])
(a2 = veryhigh) => (d = 2[1])
(a2 = medium) => (d = 3[2])
.....

the number in square brackets at the end means the support of the rule, i.e., the
number of objects in the training sample having in their respective features the
same values of the features in the antecedent of the rule.

Obviously, we can generate a set of rules from any subset of attributes or a
set of subsets of attributes. For our study, we use all the reducts, each one of
them individually, and all the shortest reducts as a set of attribute subsets..

3 Experiments

In this section, we show our experimentation in controlled conditions, as a first
approach to study three different options to use reducts for building decision
rules in rule-based classifiers.

For having controlled conditions in our experiments, we used four datasets
(see Table 1) taken from the UCI Machine Learning Repository [2]. We select
these datasets because they are small and have a small amount of reducts, and
not all of them have the same length and the minimum length is reached in
more than one reduct. The datasets Glass and Heart(Statlog) were previously
discretized. All datasets were split into two folds, one for generating rules and
the other for testing. For this, we used a ratio of 0.5.

For each dataset, the whole set of reducts for the training fold was computed
by using RSES [18]. Table 1 shows the characteristics of the reducts: the third
column contains the amount of reducts, the next three columns contain the max-
imum, minimum and average length respectively; and the last column contain
the number of shortest reducts.

Table 1. Characteristics of reducts for the four datasets used in our experiments

Dataset Attributes Reducts Max
length

Min
length

Avg
length

Shortest

Glass 9 4 6 5 5.5 2

Heart-(Statlog) 13 62 8 5 6.8 2

Pima Indians Diabetes 8 12 6 4 4.5 8

Zoo 16 34 5 4 4.9 2

Figure 1 shows a screenshot of RSES for one of the projects executed in the
study of the selected databases.
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Fig. 1. Screenshot of the project Zoo in RSES

After computing the reducts, using again RSES, the before mentioned sets of
rules were generated, first using all the reducts, then using each reduct separately,
in addition the rule set considering only the shortest reducts was generated . To
use an external selection criterion, the CAMARDF [19] algorithm was used,
which generates a minimum length reduct, and the set of rules obtained from
that shortest reduct was separately considered.

Each testing fold was classified using the rule-based algorithm standard vot-
ing, taking into account the four different cases:

1. the rules generated by all the reducts
2. the rules generated by each reduct individually
3. the rules generated by all the shortest reducts and
4. the rules generated by one shortest reduct obtained by the CAMARDF algo-

rithm.

Table 2 shows the obtained results. The columns headed as all, shortest and
CAMARDF contain the accuracies obtained for variants 1, 3 and 4, respectively.
The remaining columns contain the maximum and minimum accuracy values
obtained when applying variant 2.

As we can see from Table 2, for the second and third databases, the best
result is achieved when considering the rules obtained from all reducts. In the
case of Pima-diabetes, this result is also obtained if the rules generated by the
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Table 2. Accuracies of the different rule-based classifiers for the four datasets

Dataset All Min Max Shortest CAMARDF

Glass 0.60 0.46 0.55 0.63 0.53

Heart-(Statlog) 0.89 0.58 0.85 0.66 0.58

Pima Indians Diabetes 0.69 0.54 0.62 0.69 0.54

Zoo 0.94 0.84 0.96 0.88 0.88

shortest reducts are considered. For the Glass dataset, the best accuracy was
achieved for the classifier built with the shortest reducts.

However, in the case of the Zoo dataset, neither the rule-based classifier built
with all the reducts, nor the classifier built with the shortest ones, obtained the
highest result. For this dataset, the best result was obtained twice, for a classifier
based on an individual reduct, but in none of the cases it was obtained by using
one of the shortest reducts. Taking into account that for this dataset there are 34
reducts, it means that if we randomly choose a reduct to generate the rules for
a classifier, the probability of constructing one of maximum accuracy classifiers
is approximately 0.06. If we decide to choose one of minimum length reducts,
then the probability is 0.

Apparently, Sil and Das [17] report a different result for the Zoo dataset using
the 10-fold cross-validation technique, although the authors’ use of the term
minimum length reducts is confusing. As they say, they achieve the minimum
length reducts by eliminating the redundant attributes of each of the reducts,
which is unclear.

Finally, if we decide to select just one shortest reduct to build the classifier
using the CAMARDF algorithm, it never would achieve the best result, for any
of the four datasets.

4 Conclusions

The problem of how to choose the best rules when building a rule-based classi-
fier remains a problem to solve. Although some authors underestimate the task
of computing all reducts of a dataset (perhaps covered by its requirement of
excessive resources, given its exponential complexity), our preliminary experi-
ments allow us to conclude that in certain cases, computing a single reduct, or
only considering those with a minimum length can provide insufficient results
compared to those obtained from all reducts.

These results do not lead us to suggest that all reducts should be computed
in every problem. More than anything else, our purpose is to establish that it is
an unclosed matter and to emphasize that it is justified to continue investigating
effective strategies for the selection of rules, especially if for their construction
we rely on reducts, given their properties with respect to the ability to discern
between objects of different classes.
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7. Herrera-Semenets, V., Pérez-Garćıa, O.A., Hernández-León, R., van den Berg, J.,
Doerr, C.: A data reduction strategy and its application on scan and backscatter
detection using rule-based classifiers. Expert Syst. Appl. 95, 272–279 (2018)

8. Lazo-Cortés, M.S., Mart́ınez-Trinidad, J.F., Carrasco-Ochoa, J.A.: Class-specific
reducts vs. classic reducts in a rule-based classifier: a case study. In: Mart́ınez-
Trinidad, J.F., Carrasco-Ochoa, J.A., Olvera-López, J.A., Sarkar, S. (eds.) MCPR
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1 Tecnologico de Monterrey, Vı́a Atlixcáyotl No. 2301, Reserva Territorial
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Abstract. In this paper, we provide a study about the impact of the
most prominent inpainting and denoising solutions on the latent finger-
print identification. From an in-depth analysis, we show how some of
the analyzed inpainting and denoising solutions can improve up 63% for
Rank-1 and 26% for Rank-20 the fingerprint identification rates when
state-of-the-art minutiae extractors are used. Nevertheless, it is neces-
sary to create new denoising and inpainting solutions that are specifically
built to deal with latent fingerprints and their associated issues.

Keywords: Latent fingerprint · Inpainting · Denoising · Deep learning

1 Introduction

Fingerprints are invaluable biometric features that have widely been adopted
among law enforcement for verifying and identification of an individual. There
exist two categories for clustering fingerprints: (i) impressions, which are acquired
under controlled conditions; and (ii) latent fingerprints, which are unintention-
ally left by someone when manipulating objects and are thus particularly useful
at crime scenes. However, due to the nature of the problem, latent fingerprints
are usually incomplete and distorted images, presenting broken ridges and con-
taining noisy background, which hinders their analysis during investigations due
to their low-quality [14].

Figure 1 shows three examples of latent-rolled pairs of identified fingerprints
from database NIST-SD27 [3]. Notice that latent fingerprints present incom-
plete and distorted images, containing noisy backgrounds. Consequently, as was
recently reported in [14], the fingerprint identification rates are lower than 10%,
13 %, and 24% for Rank-1, weighted Rank-20, and Rank-100, respectively.

An idea to get better fingerprint identification rates is to improve the qual-
ity of latent fingerprints. Some authors [1,6,9,10,12] have been studying how
c© Springer Nature Switzerland AG 2020
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Fig. 1. Three examples of latent-rolled pairs of identified fingerprints from database
NIST-SD27 [3]. Each latent fingerprints in NIST-SD27 is labeled according to its quality
(a) good, (b) bad, and (c) ugly. Notice that, unlike the rolled impressions, the latent
fingerprints contain partial information and higher levels of noise.

improving fingerprint impressions by using denoising and inpainting solutions.
These solutions have positively impacted on the obtained accuracy for finger-
print verification. However, the literature has focused on studying denoising
and inpainting solutions by using fingerprints obtained in controlled situations
(impressions), which present higher quality than latent fingerprints.

As far as we know, there is no study on the impact of inpainting and denoising
solutions for latent fingerprints. Hence, in this paper, we introduce the first study
testing inpainting and denoising solutions on latent fingerprint databases.

Our study shows that fingerprint identification can be improved by using
inpainting and denoising solutions, which were trained by using impressions.
From our experiment result, we can conclude that the fingerprint identification
rates can be improved up 63% for Rank-1 and 26% for Rank-20 when inpainting
and denoising solutions are used. However, the fingerprint identification rates
were not always improved by using inpainting and denoising solutions; or using
some combination of them. Hence, we provide a set of recommendations for
improving these solutions; and, consequently, the fingerprint identification rates.

This paper is organized as follows: Sect. 2 provides related work about
inpainting and denoising solutions proposed for fingerprints. After, Sect. 3
presents our study related to the impact of the proposed inpainting and denoising
solutions on latent fingerprints. Next, Sect. 3 provides our experimental setup as
well as experimental results obtained from our study. Also, this section (Sect. 3)
provides an in-depth analysis of the obtained results. Finally, Sect. 4 presents
our conclusions and future work.

2 Related Work

Latent fingerprints are acquired from uncontrolled conditions (usually at crime
scenes), hence containing noise, incomplete information, and perturbations pro-
duced by their forming mechanism. Besides, latent fingerprints suffer distortions
due to their acquisition procedure. Unlike controlled fingerprint acquisitions,
all these hostile conditions produce low-quality latent fingerprint images, which
are vital for capturing criminals [14]. The acquired low-quality images motive
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to machine learning researchers and fingerprint experts to create solutions for
improving the quality of these images, and as a result, increasing the finger-
print identification rates [6]. Notice that fingerprint images are usually com-
posed of thin ridges, and it is critical to preserve and keep them sharp during
any restoration process for their reliable use during the fingerprint identification
procedure. Any unintentional procedure that brakes or distorts the ridges can
produce spurious minutiae, impacting negatively on the identification rate (a
minutia is a minute detail on the ridges of a fingerprint, often ridge ending or
bifurcation, which, together with other ones, are essential for the identification
of people [14]).

One of the most prominent approaches for improving the quality of finger-
print images is to use denoising and inpainting solutions [1,6,9–12]. One of the
pioneer solutions was proposed in [10], using the approach of curvelet transforms;
which is a type of multiscale geometric transforms based on Fourier transfor-
mations for improving the quality of fingerprint images. Another solution was
proposed in [12], where the authors use ridge orientation-based clustered dictio-
naries for creating a sparse denoising framework.

An essential advance on Machine Learning was the beginning of the Neu-
ral Artificial Network-based approach. However, the most significant progress
was made when the CNN-based approach arrived, which has gained an enor-
mous attraction in recent years. Consequently, several denoising and inpainting
solutions based on CNNs were proposed for improving the quality of fingerprint
images [1,6,9,11].

One of the pioneers and most prominent CNN-based solutions is U-Net, which
was published in [11]. Figure 2 shows that U-Net’s architecture contains two 3× 3
convolutions, each followed by a rectified linear unit (ReLU) and a 2× 2 max
pooling operation with stride 2 for down-sampling. At the final layer, a 1× 1
convolution is used to map each 64-component feature vector to the desired
number of classes. In total, the network has 23 convolutional layers. Although
this CNN was initially proposed for biomedical image segmentation, specifically
for cell tracking challenge, its architecture has been a template for creating new
CNNs by using its encoding and decoding procedure. It is essential to highlight
that U-Net allows obtaining good fingerprint identification by improving the
quality of fingerprint images.

The following three solution for improving the fingerprint images are based
on the U-Net’s architecture:

CVxTz was proposed in [6], which is similar to the U-net’s architec-
ture, excepting that CVxTz pad the input with zeros instead of mirroring the
edges. CVxTz’s architecture is suitable for improving the quality of fingerprint
images because it takes into account a more broad context when predicting a
pixel [6], and also it uses additional data augmentation. CVxTz was trained
and tested by using a synthetic dataset1 containing 84,000 fingerprint images
(275× 400 pixels), which were generated using a synthetic fingerprint generator
1 This dataset can be downloaded from http://chalearnlap.cvc.uab.es/dataset/32/

description/.

http://chalearnlap.cvc.uab.es/dataset/32/description/
http://chalearnlap.cvc.uab.es/dataset/32/description/
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Fig. 2. U-net’s architecture [11]. Its encoding and decoding procedure has widely been
used to create other CNNs for improving the quality of fingerprint images.

(Anguli) [4]. All generated images were artificially transformed by adding back-
ground and random filters (blur, brightness, contrast, elastic transformation,
occlusion, scratch, resolution, and rotation). The generated dataset contains
168,000 fingerprint images (84,000 fingerprint images - one ground-truth and
one degraded image - per fingerprint). The results were assessed by using the
mean absolute error (MAE) measure, where CVxTz allows obtaining the lowest
MAE value (0.0189). The main drawback of CVxTz is that the used fingerprints
were generated artificially, which means that the performance could significantly
be degraded if the trained model is applied to real latent fingerprints.

U-Finger (a.k.a rgsl888) [9] was recently proposed as an alternative for
denoising and inpainting on fingerprint images. U-Finger’s architecture contains
an encoding module where each convolutional layer is followed by spatial batch
normalization and a ReLU neuron. From top to down, the four convolutional
layers have 128, 32, 32, and 128 kernels of size 3× 3, 1× 1, 3× 3, and 1× 1,
respectively. U-Finger’s architecture’s decode module provides a similar archi-
tecture as the encoding module excepting that the number of kernels in the
four convolutional layers: 256, 64, 64, and 256. U-Finger was trained and tested
by using the same dataset above mentioned for training the CVxTz solution.
From experimental results, U-Finger obtains a worse MSE value (0.023579) than
CVxTz (0.0189).

FDPMnet [1] was recently proposed for improving the quality of finger-
print images by using denoising and inpainting solutions. The encoding module
consists of repeated two blocks of 3× 3 convolutional layers, batch normaliza-
tion layer, and ReLU activation. The decoding module is similar to encoding
module, excepting that max-pooling is replaced by an upsampling layer which
helps to reconstruct an output image. The final layer is a 1× 1 convolution layer
with a sigmoid activation function which gives the reconstructed output image.
FDPMnet was trained and tested by using the same dataset above mentioned
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for training and testing the CVxTz and U-Finger solutions. From experimental
results, FDPMnet obtained the worst MSE value (0.0268) compared to CVxTz
(0.0189) and U-Finger (0.23579). The main reason why CVxTz reached better
results against the two other ones could be that it presents almost double the
network depth as compared to other proposals, and also it uses additional data
augmentation.

Fig. 3. Examples of fingerprints taken from the NIST-SD27 database [3] and the arti-
ficial dataset generated using Anguli [4]. An example of impression (a) and latent fin-
gerprint (b), taken from a real scenario. From (c) to (f) contain fingerprints generated
artificially.

Although the solutions above mentioned have managed impressive results,
they have only been trained on fingerprints obtained in very controlled condi-
tions, or on fingerprints generated synthetically by pieces of software. In Fig. 3,
we show a set of fingerprints taken from a real database and other ones gen-
erated artificially. Notice that the quality of fingerprints generated artificially
(c–f), which were transformed by using some filters, look like more the quality
of an impression image (a) than the quality of a real latent fingerprint (b). Notice
that the real latent fingerprint (b) contains some spots without visible ridges,
different background textures, and different shades of gray.

From the reviewed papers and the analysis of Fig. 3, an novel avenue of study
is open since there has been little research of fingerprint denoising and inpainting
using latent fingerprints encountered in real-life situations instead of those taken
from controlled situations or generated artificially. Hence, we proposed to analyze
the performance of the most prominent denoising and inpainting solutions by
using real latent fingerprints.

3 Studying the Impact of Inpainting and Denoising
Solutions on the Latent Fingerprint Identification

This study aims to analyze the impact of the most prominent inpainting and
denoising solutions on the latent fingerprint identification. To do so, we will
analyze each solution separately as well as combinations of them by using two
real latent fingerprint databases.
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For a better understanding of our study, we have structured this section as
follows: Sect. 3.1 presents our experimental setup, where databases, tested algo-
rithms, and the methodological framework are described. Section 3.2 provides
our experimental results and an in-depth analysis of these results.

3.1 Experimental Setup

For our experimentation, we have selected two latent fingerprint databases. On
the one hand, NIST-SD27, which is a public database widely used in latent
fingerprint studies [5,14]. On the other hand, we have a non-public database
taken from a crime laboratory (from here on, Proprietary), which contains 568
rolled fingerprints (284 latent fingerprints and 284 impressions).

We selected three of the most prominent and popular minutiae extraction
extractors, which have reported reasonable identification rates. Fingernet [13]
and MinutiaeNet [8], which are based on convolutional networks; and Verifinger
[7], a proprietary minutiae extractor developed by Neurotechnology.

We selected three of the most popular inpainting and denoising solutions for
analysing their impact on the latent fingerprint identification: FDPMNet2 [1],
CVxTz3 [6], and U-Finger4 [9] (see Sect. 2 for more details).

We selected Minutia Cylinder-Code (MCC) [2] as a representation and
matching technique for latent fingerprint identification. MCC has proven to
obtain better identification rates than other several solutions. The authors of
MCC provide a free and public SDK (SDKMCC5) for research purposes.

In our experiments, we use the identification rates plotted in the cumulative
match characteristic (CMC) curve computed according to ISO/IEC 19795-1,
which is the most used measure for assessing the fingerprint identification [14].

As the goal of this study is to analyze the impact of the most prominent
inpainting and denoising solutions on the latent fingerprint identification, we
will test every selected denoising and inpainting solution by themselves. After
that, we will test all possible combinations of them (i.e., first run the solution
A, then use the outputs as the inputs for solution B, and so on). Consequently,
we will execute 15 combinations for each database (30 in total).

As representation and matching technique is the same, and we will only
change the selected minutiae extractors as well as the combinations of the
selected inpainting and denoising solutions, we will be able to see the follow-
ing: (i) if the inpainting and denoising solution that were previously tried only
on fingerprint impressions also work well with latent fingerprints; (ii) what is the
combination of inpainting and denoising solutions improving the latent finger-
print identification rate; and (iii) what is the best combination among minutiae
extractor and inpainting and denoising solutions for latent fingerprint identifi-
cation.

2 http://github.com/adigasu/FDPMNet.
3 http://github.com/CVxTz/fingerprint denoising.
4 http://github.com/rgsl888/U-Finger-A-Fingerprint-Denosing-Network.
5 http://biolab.csr.unibo.it.

http://github.com/adigasu/FDPMNet
http://github.com/CVxTz/fingerprint_denoising
http://github.com/rgsl888/U-Finger-A-Fingerprint-Denosing-Network
http://biolab.csr.unibo.it
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Fig. 4. CMC results for the NIST-SD27 database.

3.2 Experimental Results

Figure 4 shows the identification rates by using CMC curves (from Rank-1 to
Rank-20) for each tested minutiae extractor on the NIST-SD27 database. This
figure quantifies the ratio of correct identifications in the first place and among
the 20 first ranks, respectively. From Fig. 4, we can notice that using Fingernet
as a minutiae extractor, it allows obtaining the best results without using any
inpainting and denoising solutions. The second-best result was obtained by only
using FDPMNet, which presents an identification rate decrease of 48.91% (from
53.10% to 27.13%) for Rank-1 and an average identification rate decrease of
30.59% (from 63.91% to 44.36%) throughout the first-20 ranks.

From Fig. 4, we can notice a similar result to the one obtained by Fingernet
but when MinutiaeNet is used. For MinutiaeNet, the best results come from
not using any inpainting and denoising solutions. The second-best result was
obtained by only using CVxTz, which presents an identification rate decrease of
67.74% (from 24.03% to 7.75%) for Rank-1 and an average accuracy decrease of
52.85% (from 38.02% to 17.93%) throughout the first-20 ranks.

Regarding the findings mentioned above, in Fig. 4, different results can be
seen when Verifinger is used for extracting minutiae. The best result is coming
from using CVxTz firstly and after, FDPMNet. This combination allows for
obtaining an accuracy increase of 28.30% (from 20.54% to 26.36%) at Rank-1
and an average accuracy increase of 35.05% (from 30.08% to 40.62%) throughout
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the first-20 ranks. Also, notice that only the combinations FDPMNet-CVxTZ-
UFinger and FDPMNet-UFinger-CVxTZ do not improve the results obtained
by Verifinger without using any inpainting and denoising solutions.

Fig. 5. CMC results for the Proprietary database.

Figure 5 shows from Rank-1 to Rank-20 identification rates by using CMC
curves for each tested minutiae extractor on the Proprietary database. This
figure quantifies the ratio of correct identifications in the first place and among
the first-20 ranks, respectively. From Fig. 5, we can notice that using Fingernet
as a minutiae extractor, it allows obtaining the best results without using any
inpainting and denoising solutions. The second-best result was obtained by only
using FDPMNet, which presents an identification rate decrease of 31.45% (from
87.32% to 59.86%) for Rank-1 and an identification rate decrease of 20.78%
(from 92.45% to 73.24%) throughout the first-20 ranks.

From Fig. 5, we can notice that Verifinger obtains the best results from Rank-
1 to Rank-8 without using any inpainting and denoising solutions. However,
from Rank-9 to Rank-20, the best result is coming from using FDPMNet firstly
and after, CVxTz. This combination decreases the identification rate in 5.95%
(from 59.15% to 55.63%) for Rank-1, increases the identification rate in 1.06%
(from 73.24% to 74.01%) throughout the first-20 ranks, and an identification
rate increase of 3.29% (from 76.20% to 78.71%) from Rank-9 to Rank-20.

Other findings that we can notice from Fig. 5 is that, when using MinutiaeNet
to extract minutiae from the proprietary database, the best results are coming
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from using CVxTz. Nevertheless, it is very close to the results obtained by the
combination of using U-Finger firstly and after FDPMNet. When compared
MinutiaeNet with and without using any inpainting and denoising solutions,
CVxTz increases the identification rate of 63.67% (from 7.75% to 12.68%) for
Rank-1 and, on average, increases the identification rate of 22.83% (from 23.36%
to 28.70%) for the first 20 ranks. On the other hand, the combinations U-Finger
and FDPMNet increase the identification rate of 59.09% (from 7.75% to 12.32%)
for Rank-1 and, on average, increases the identification rate of 21.02% (from
23.36 to 28.27%) for the first 20 ranks. It is essential to highlight that the results
obtained by MinutiaeNet (without using any inpainting and denoising solutions)
fall drastically when the Proprietary database is used, which could indicate that
MinutiaeNet is biased in NIST-SD27.

Fig. 6. Ground-truth minutiae and their matches (yellow circles) using different minu-
tiae extractors, inpainting and denoising solutions, and two latent fingerprints. (a)
latent fingerprint having minutiae extracted by a fingerprint expert. (b) the same latent
fingerprint of (a) but having minutiae extracted by some of the three tested minutiae
extractor (Fingernet, Verifinger, and MinutiaeNet). (c) it is the latent fingerprint (a)
but filtered by CVxTZ. (d) it is the latent fingerprint (a) but filtered by FDPMNet. (e)
it is the latent fingerprint (a) but filtered by U-Finger. (f) it is the latent fingerprint
(a) but using the best combination of the tested inpainting and denoising solutions.
Each latent fingerprint image having matched minutiae contains its associated F1 score
value on top. (Color figure online)
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For an in-depth analysis, Fig. 6 shows a comparison of the obtained results
by using the ground-truth minutiae and their matches (yellow circles), the three
tested minutiae extractors, the three tested inpainting and denoising solutions,
and two latent fingerprints taking from the tested databases. From this figure,
we can notice that FingertNet obtains the best F1 value for the NIST-SD27
database when inpainting and denoising solutions are not used. Also, we can see
that Verifinger obtains the best F1 value for the NIST-SD27 database when the
combination CVxTz and FDPMNet is used. Also, notice that Minutiae obtain
the best F1 value for the Proprietary database when the combination FDPM-
Net and U-Finger is used. All these findings can be corroborated by Figs. 4–5.
Also, from Fig. 6, notice that the image quality for combination column (f) is
better than using inpainting and denoising solutions alone. Furthermore, we can
see that CVxTz (c) and U-Finger (e) provide blur on images, which makes it
difficult to extract matched minutiae. Finally, from this figure, we can observe
that Fingernet obtains the lowest number of spurious minutiae when inpaint-
ing and denoising solutions are not used. Nevertheless, for both Verifinger and
MinutiaeNet, some inpainting and denoising combinations allow obtaining the
best ratio between matched and spurious minutiae.

4 Conclusions

Denoising and inpainting solutions for fingerprint are of utmost importance
since the fingerprint identification serves a crucial role in aiding police investiga-
tions for verifying and identifying people. However, most research on fingerprint
denoising and inpainting focus on using fingerprint impressions, which contain
less distortion than latent fingerprints, and they are obtained in controlled situ-
ations.

In this paper, we analyzed the impact of the most prominent inpainting and
denoising solutions on latent fingerprint identification by using two latent fin-
gerprint databases and three of the most popular minutiae extractors. From our
results, we have found that using fingerprint denoising and inpainting solutions
improve, in most cases, the identification rate of latent fingerprints even when
dealing with images containing a noisy background and undefined ridges. On the
one hand, the best denoising and inpainting solutions for NIST-SD27 are FDPM-
Net when Fingernet is used, CVxTz when MinutiaeNet is used, and CVxTz
firstly and after FDPMNet when Verifinger is used. On the other hand, the best
denoising and inpainting solutions for Proprietary are FDPMNet when Finger-
net is used, CVxTz, and the combination U-Finger firstly and after FDPMNet
when MinuatiaeNet is used, and the combination FDPMNet firstly and after
CVxTz when Verifinger is used.

From the analyzed solutions, we can conclude that they can improve up
63% for Rank-1 and 26% for Rank-20 the fingerprint identification rates when
Verifinger or MinutiaeNet are used. Nevertheless, fingerprint identification was
not always improved when these solutions were used jointly with Fingernet.

Our results and analysis open the door to future research aimed at studying
and creating of denoising and inpainting solutions that are specifically built to
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deal with latent fingerprints and their associated issues. Another avenue of future
research is to inspect further how existing techniques can be improved by data
augmentation and deblurring using generative adversarial networks.

Acknowledgment. Authors want to thank the Computer Science department at Tec-
nologico de Monterrey, Campus Puebla, for paying the registration fee.
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Abstract. In image processing and computer vision, it is common to find applica-
tions, in which it is necessary to detect reference points characterized by extreme
color, i.e., a primary color RGB or complementary CMY with very high satura-
tion. Thus, there are cases in which a certain class of objects can be distinguished
according to their characteristic extreme color, which can be used as landmarks or
to identify objects. Therefore, there is an interest in identifying landmarks char-
acterized by extreme colors. In this paper, a new method for detecting objects
with an extreme color is introduced and compared with other approaches found
in the literature. The methods are analyzed and compared using a color palette in
which a transition between R, G, B, C, M and Y colors is generated. The results
obtained show that the methods studied allow the specific colors to be adequately
discriminated, while the proposedmethod is the only one that allows the full range
of extreme colors R, G, B, C, M and Y to be detected, being more selective than
the others, by taking practically the areas corresponding to each color separately .

Keywords: Extreme color · Robotics · Space color · Landmarks · Computer
vision · Precision agriculture · Image analysis

1 Introduction

Color is a feature that has been exploited to a great extent in digital image processing,
since it is a powerful tool that often facilitates the classification and identification of
objects, which can be discriminated based on the large number of appreciable color tones
[1]. In the area of computer vision it is common to find problems in which it is required
to use the color information to carry out the detection of reference points that allow the
tracking and definition of the behavior of objects that present particular characteristics
and that are observed through sequences of images, obtained in a controlled environment
[2–5]. On the other hand, in other areas such as agriculture and biology, the need has
arisen to use color-based image processing techniques in order to apply them to problems
such as the detection of weeds in crops [6, 7], the classification and study of different
types of fruits that present significant changes in their color during the different stages
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of ripening, or due to the presence of defects or associated pests [8–10], counting of
organisms [11], among others.

One of the problems that has become relevant in image studies is associated with
the detection and segmentation of landmarks with high color intensity, mainly related
to primary colors and their complements, which are used in the definition of color
spaces, since there are specific applications, in which the objects of interest are easily
distinguishable due to their high saturation in one of the RGB color components (Red-
Green-Blue) [2, 6, 7]. Therefore, in the literature there are several techniques used for the
detection of landmarks with a high saturation in one of the primary or complementary
colors CMY (Cyan-Magenta-Yellow), which are defined as extreme colors [2, 6, 7].

After an extensive literature review it was found that there is no study on the tech-
niques of detection of RGB extreme colors and their complements. Therefore, in this
study we analyze the techniques found in the literature for the detection of the extreme
colors that constitute the components of the RGB color space. In addition we intro-
duce a new method for detecting the R, G, B, C, M, Y extreme colors. The exposed
techniques are compared using a color table and a photograph, to study the quality of
the approached methods and to define the cases in which their use is more appropriate,
taking into account the detection ranges of the analyzed extreme colors.

2 Materials

In this work, forty images were employed to evaluate the methods studied. Two of them
are shown in Fig. 1. The first one, shown in Fig. 1(a), consists of a synthetic colour
palette, created with a transition between 0 and 255, which allows the visualization of
each of the primary colors and their complements. The second, illustrated in Fig. 1(b),
consists of a 2736× 1824 pixel photograph, taken in a controlled environment, of several
extreme color objects. In addition, three frames from a video, shown in Fig. 4, were used
to demonstrate the properties of the method proposed in this work for object tracking.
The photographs were acquired with a Canon 6D camera.

Fig. 1. Images used for method testing. (a) Synthetic color palette. (b) Photography of extreme
colored objects. (Color figure online)

In the development of the research, a computerHP-2840,with 15.6GiBmemory, Intel
Xeon(R) CPU E5-2650v4@ 2.20 GHz × 24, NVIDIA Quadro P600 graphics card and
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Linux-Ubuntu 16.04LTS operating system was used. The image processing algorithms
were written in Java as plugins of the free access software Imagej.

3 Methods

The proposedmethod starts with the analysis of the selected color channel with respect to
the remaining channels in the RGB color space. To detect an extreme color, the channel
of interest must be compared against the other two. Thus, if a basic color is extreme its
value must be very high compared to the other two channels. For example, if an extreme
red colored object is to be detected, the value of the red component must be compared
to the values of the green and blue channels, as shown in Eqs. (1) and (2). If the value of
the red channel is close to or equal to 255 and much higher than the values of the green
and blue components, it is an extreme color. If the value of red is greater than the other
two, but not much greater, it means that red is not extreme. If the value of red is lower
than either of the other two components, the pixel hue is not red and at least one of the
terms C1 or C2 will be negative.

C1 = R − G (1)

C2 = R − B (2)

From the above, it is possible to define an equation that combines the terms C1 and C2
into one and that allows determining if a color is extreme. Since C1 and C2 must be high
values, a conjunction is made between these terms, using the fuzzy AND operation,
since they are not binary values. This operation is equal to obtaining the minimum value
between C1 and C2. In this way, the expression presented in Eq. (3) is found, which
allows to determine if the color red is extreme.

Ext R = C1&C2 = min(C1,C2) (3)

Based on the procedure described above, this idea can be extended to the complement
colors CYM. In contrast to the previous procedure, the opposite operation is performed.
The comparisons seen in Eqs. (1) and (2) are reversed as seen in Eq. (4), obtaining as
a result that the green and blue colors of a point are highlighted and that mixing them
with the operation And the opposite color cyan is obtained.

ExtC = min((G − R), (B − R)) (4)

Three other methods found in the literature were compared with the proposed technique
to evaluate their results. The first method studied, proposed by Arnal [11], a subtraction
is made between the green and blue channels of an image (see Eq. (5)) in an attempt to
detect the yellow color characteristic of the Trialeurodes vaporariorum. This method is
a simple approximation that is not extended to the other basic colors or their opposites.

ExtY = G − B (5)
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In the work of García-Santillán et al. [7], a method is introduced for the detection
of perennial weeds, characterized by their extreme green color, for which the chro-
matic components of the RGB space are initially normalized, dividing the value of each
component by the maximum value of the spectral channel, as shown in Eqs. (6)–(8).

Rn = R

Rmax
(6)

Gn = G

Gmax
(7)

Bn = B

Bmax
(8)

The value of each pixel is then normalized using Eqs. (9)–(10) so that the sum of the
components of the normalized channels is equal to 1, as shown in Eq. (12).

RN = Rn

Rn + Gn + Bn
(9)

GN = Gn

Rn + Gn + Bn
(10)

BN = Bn

Rn + Gn + Bn
(11)

RN + GN + BN = 1 (12)

Once the color components of each pixel have been normalized, objects characterized
by an extreme green color can be segmented using the Eq. (13). This method requires
empirically finding a threshold in the resulting image above which a color is considered
extreme.Thismethod can be used for the other colors in theRGBcolor space by replacing
the first term of Eq. (9) with the color to be highlighted.

ExG = 2GN − RN − BN (13)

In the work described by Forero et al. [6] a method is presented which, like the previous
one, seeks to find the extreme green color of perennial weeds in cereal crops. For this
purpose, themonochromatic image obtainedwith the BT.601 standard is subtracted from
the green channel, as shown in Eq. (14). This method, unlike the previous ones, does not
require the search for a threshold value for the detection of extreme color since a fixed
value can be used. It can also be used to detect the other two colors in the RGB color
space, as was used in the work of García-Vanegas et al. [2] for the detection of extreme
red colored landmarks.

ExtG = G − (0.299R + 0.5876G + 0.114B) (14)
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4 Results

The color palette shown in Fig. 1. (a) was used to compare the results obtained with each
method, which are presented in Fig. 2. As seen in Sect. 3, only the method proposed
here can be used to detect the R, G, B, C, Y, M extreme colors.

Figure 3 presents the results obtained with the photograph covering several of the
extreme colors presented in this work, which is studied to show the performance of the
methods studied.

Fig. 2. Images obtainedwith the extreme color detectionmethods. The columns correspond to the
methods studied, the rows correspond to the color channels R, G, B, C, M, Y respectively. Column
(1) corresponds to the proposed method, column (2) to the technique used by Forero et al. [6],
Column (3) to the method introduced by García-Santillán et al. [7] using the IsoData method [12]
to find an automatic threshold value and Column (4) with manual threshold adjustment R(2;5),
G(2;8), B(2;8), column (5) to the method presented by Arnal [11]. The empty boxes correspond
to cases where the corresponding method does not provide for the detection of that color. (Color
figure online)
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Fig. 3. Images obtained from the photo using the extreme color detection methods described in
the text. The columns correspond to themethods studied; the rows correspond to the color channels
R, G, B, C, M and Y respectively. Column (1) corresponds to the proposed method, column (2) to
the technique used by Forero et al. [6], Column (3) to the method introduced by García-Santillán
et al. [7] using the IsoData method [12] to find an automatic threshold value and Column (4) with
manual threshold adjustment R(0;0), G(2;8), B(0;0), column (5) to the method presented by Arnal
[11]. The empty boxes correspond to cases where the corresponding method does not provide for
the detection of that color. (Color figure online)

Table 1 shows the average execution times obtained with each method over a total
of 20 tests.
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Table 1. Execution time of the evaluated methods.

Method Execution time [s]

Proposed method 1.393

Forero et al. method [6] 1.093

García-Santillán et al. method [7] using the IsoData threshold adjustment 1.696

García-Santillán et al. method [7] with manual threshold adjustment 1.696

Arnal method [11] 1.462

Figure 4 presents the results obtained in the detection of an extreme yellow object
using the method proposed in a video in which the object of study changes its position,
lighting and surrounding objects.

Fig. 4. Results obtained during the monitoring of frames (a), (b) and (c) of a video taken at
different times. (d), (e) and (f) results obtained with the proposed method. As can be seen, the
method allows the extreme yellow object to be detected properly. (Color figure online)

5 Discussion

As shown in Fig. 2, the only method that allows detecting extreme colored objects is the
one proposed here, which, in addition, is more effective in detecting pure extreme colors
and does not require the selection of a threshold. The method worked out by Forero et al.
[6] detected blue shades in the green color and the same is true for the other colors, so
this method is less selective. Concerning the method proposed by García-Santillán et al.
[7] it can be seen that without the selection of the appropriate threshold the method fails
as seen in Column 3, and even if a threshold is empirically selected, the method is not
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selective with red shades (column 4). With respect to Arnal’s method [11], can be seen
in column 5 which is the method that only considers an extreme color and that is not
selective for the detection of extreme yellow color leaving tolerant green shades.

In Fig. 3 it can be seen that the proposed method detects the extreme colors for each
shade being the most selective of the methods studied here. The method worked out
by Forero et al. [6] was less selective with the shades as seen in Column 2, where it
detects the extreme green color and lets blue shades through. In the method proposed
by García-Santillán et al. [7] it is required to manually find an appropriate threshold to
determine the extreme colors, which makes it impractical. As can be seen in Column 5
of Fig. 3, the method developed by Arnal [11] allows for the detection of extreme yellow
color, but also erroneously detects green and red tones as yellow.

Table 1 shows that the proposed method is the fastest, taking less than half the time
to perform than the other methods studied here. It is evident that the Forero et al. [6]
method is the next fastest method and that the García-Santillán et al. [7] and Arnal
[11] methods have similar execution times. Figure 4 shows the result obtained with the
proposed method in the detection of an extreme yellow object in a video. As can be seen,
the proposed method allows the object of interest to be detected under different light
conditions and with different objects in the scene.

6 Conclusions

Extreme colors are used in the detection of landmarks in computer vision techniques.
In this work, a new method for detecting extreme colors in images was introduced and
compared with three other techniques. The method introduced here is the only one that
allows the detection of extreme colors in the 6 channels R, G, B, C, Y, M, and it is
also the most selective method in the detection of extreme colors compared to the other
methods analyzed. It should be noted that the method does not require the adjustment
of a threshold for each channel. The proposed method is a very fast one, with similar
or even higher speeds than other techniques proposed previously, and can be used in
computer vision applications for the detection of extreme colored objects in real time.
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Abstract. In recent years, Deep Learning research have demonstrated
their effectiveness in digital image processing, mainly in areas with heavy
computational load. Such is the case of aerial photogrammetry, where the
principal objective is to generate a 2D map or a 3D model from a specific
terrain. In these topics, high-efficiency in visual information processing
is demanded. In this work we present a simple methodology to build
an orthomosaic, our proposal is focused in replacing traditional digi-
tal imagen processing using instead a Convolutional Neuronal Network
(CNN) model. The dataset of aerial images is generated from drone pho-
tographs of our university campus. The method described in this article
uses a CNN model to detect matching points and RANSAC algorithm
to correct feature’s correlation. Experimental results show that feature
maps and matching points obtained between pair of images through a
CNN are comparable with those obtained in traditional artificial vision
algorithms.

Keywords: Deep Learning · CNN · 2D reconstruction · Aerial images

1 Introduction

Image stitching produces a mosaic that corresponds to a set of images taken
from one or several cameras which overlap and are joined in a single image [6].
In the generation of this mosaic several computer vision techniques are used.
We worked with aerial images and computer vision strategies combined with
photogrammetry techniques.

The stitching process is usually made with traditional computer vision meth-
ods as shown in Fig. 1a. It begins with a drone flight plan to image acquisition
of a selected area. Then placeholders with georeferenced points are added over
a map as well as flight height and overlapping percentage between each pair of
acquired images. Usually a mobile application is configured with these specifica-
tions to acquire the information autonomously. Some popular free apps to help
in this stage are Pix4D and DroneDeploy.
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Then, an image processing stage is performed. It begins with feature extrac-
tion and continues with the identification and relationship of similar features
between images in overlapping areas [8,17]. Key points operators [18] are mainly
used as feature extraction algorithm. They use radiometric features such as
points, edges, corners, etc. that can be detected in adjacent images under normal
capture conditions. They are not robust to inclination, rotation, scale or lighting
changes, however, in aerial images these conditions does not occur very often. To
deal with these conditions, computer vision techniques are a good option, being
one the most popular Scale Invariant Feature Transform (SIFT) algorithm. SIFT
[19,20] processing has four steps:

1. Scale Space Extrema Detection: identify a location and scales key points
using scale space extrema in the DoG (Difference-of-Gaussian) functions with
different values of standard deviation.

2. Key point Localization: key point candidates are localized and refined by
eliminating low contrast points.

3. Orientation Assignment: orientation of key point is obtained based on local
image gradient.

4. Description Generation: compute the local image descriptor for each key point
based on image gradient magnitude and orientation at each image sample
point in a region centered at key point.

These steps generate a 128-dimension key point descriptor.
Once an interesting group of features have been extracted, the next step

to do is features correlation or features correspondence. It consists of vector
descriptor comparison. Several methods can be used: quadratic search, kd-tree
data structure, etc. Erroneous correspondences (outliers) presented in the corre-
lation are eliminated from estimation through fundamental matrix or essential
matrix (if the internal parameters of the camera are known) [2,4]. This is diffi-
cult because internal parameters of the camera very often are unknow. Therefore,
other strategies are found in the literature such as LMS (Least-Median-Square)
and MAPSAC, however, one the most used strategy is RANSAC (Random Sam-
ple Consensus) [9,16], which is an iterative algorithm to determine a fundamen-
tal matrix. RANSAC is essentially composed of two steps that are iteratively
repeated [27]:

– Hypothesize. First minimal sample sets (MSSs) are randomly selected from
the input dataset and model parameters are computed using only elements
of the MSS. Cardinality of MSS is the smallest sufficient to determine the
model parameters (as opposed to other approaches, such as least squares,
where parameters are estimated using all data available, possibly with appro-
priate weights).

– Test. In the second step, RANSAC checks which elements of the entire dataset
are consistent with the model instantiated using parameters estimated in the
first step. The set of such elements is called consensus set (CS).
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RANSAC terminates when the probability of finding a better ranked CS drops
below a certain threshold. In their original formulation the ranking of CS was
its cardinality (i.e. CSs that contain more elements are ranked better than CSs
that contain fewer elements).

This is the best option to adjust the correspondences and eliminate features
that do not meet a reference value. The final stage is to build an orthomosaic with
all previously performed procedures. In this step, computer vision techniques are
used to join all photographs into one.

It should be noted that the most complex task is orthomosaic generation. It is
extremely complex, however, recent research has demonstrated great efficiency of
convolutional neural networks (CNN) in digital image processing [1,11,22], that
is why this investigation uses a CNN to built an orthomosaic from Technological
University of the Mixteca (UTM) campus with aerial images obtained from an
Unmanned Aerial Vehicle (UAV).

2 Related Work

Aerial photogrammetry is a procedure to obtain plans for large land areas by
means of aerial photographs [3]. The result is a 2D map or a 3D terrain model.
To do this we need to apply computer vision techniques and algorithms.

Research has been carried out with the purpose of perform improvements
such as the work of [13] where SIFT algorithm is used to feature extraction and
digital surface models (DSM) were generated from UAV images in high resolu-
tion. Similarly, in [15], the author proposes to use new algorithms for surface
reconstruction. These approaches demand still high computational complexity.

Nevertheless, recent research has included studies in Deep Learning
approaches such as presented in [5,10,24,26] where they perform image pair-
ing and 3D reconstructions using deep neuronal network techniques. Obtained
results are quite acceptable, however, proposed models are very complex and
often require additional information from external sensors [14].

3 Methodology

Our approach for orthomosaic reconstruction consists in replacing traditional
digital image processing techniques with a Convolutional Neuronal Network.
We propose two stages: feature extraction with a neuronal convolutional network
and correspondences correction. Methodology is shown in Fig. 1. We can see the
main change between both approaches for obtaining an orthomosaic: procedure
shown in (Fig. 1a) involves the use of classical computer vision techniques for
digital image processing, and we propose to change almost all of these complex
processes with a single convolutional neural network as shown in (Fig. 1b).

The process mentioned above for obtaining and correlating features between
images is a complex stage, with the extraction of features being one of the most
difficult. However, Noh et al., and Teichmann et al. presents a proposal for feature
extraction, DEep Local Feature (DELF). This model is particularly useful for
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Fig. 1. Traditional methodology is shown on the left (a). We can see that it consists of
five stages to obtain an orthomosaic. The most complex steps are those of digital image
processing. On the right (b), our proposed methodology replaces the most complex
stages of digital image processing with a CNN model

large-scale instance-level image recognition and to index image regions. This
model detects and describes semantic local features which can be geometrically
verified between images showing the same object instance [21,25]. DELF use a
ResNet50 [12] model trained on ImageNet Dataset [23] as a baseline to feature
extracting layers trained with a classification loss. Features are localized based on
their receptive fields, which are computed by means of convolutional and pooling
layers of a Fully Convolutional Network (FCN). Code is provide in Tensorflow
for building a model which could be used to train models for other applications.

Then, based on the DELF model and Noh’s work, we used our new dataset
including 880 aerial images rescaled to 250 × 250 pixels (Table 1). This dataset
was created by capturing multiple aerial images of the entire university campus.
Due to the terrain conditions of the campus, a minimum safe flight-height of
100 m and a maximum of 150 m were selected. Overlapping percentages among
captured images were considered with two configurations, the first set with 30%
both longitudinally and transversely, and the second 50% in both directions.

Table 1. UTM campus image dataset. This is the way images have been organized, so
that they can be used to adjust the CNN model.

Height\Overlaping 30%× 30% 50%× 50%

100 mts. 200 400

150 mts. 100 180

Total 300 580
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As in Noh’s work, we used the original pre-trained ResNet50 model with
ImageNet as a base, and we performed a fine-tuning procedure to improve our
local descriptors. We employed a FCN at the output of conv4 x convolutional
block of ResNet50. This output was adjusted in a way that it can be considered
like a feature extraction and key points matching machine on aerial images and
also this adjusted model could be a replacement for other key point detectors
and descriptors. Neural model is shown with detail in Fig. 2. We can see a pair
of images supplied to the CNN Pipeline. Internally, DEFL model is truncated
at the output of the feature map to be connected to a FCN for finding vector
descriptors of the input images and with it a geometric correction applied with
the RANSAC algorithm for finally create the orthomosaic.

Fig. 2. CNN Pipeline. It uses the DELF model with ResNet50 trained on ImageNet.

After finding correspondences, outliers must be eliminated from estimation
through the fundamental matrix since internal parameters of the camera are
unknown. However, many of correspondences are faulty and estimating the
parameter set with all coordinates is not enough. Therefore, RANSAC algo-
rithm is used on top of the normal model to robustly estimate the parameter
set by detecting outliers. The main objective is to determine geometric trans-
formation between both images, that is, to define the fundamental matrix that
relates two views of planar target. RANSAC algorithm can help computing the
homography matrix [7,16] starting with acquired correspondences. Then, we use
RANSAC with the feature vectors extracted from images as a set of observed
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data points. Moreover, as the model that can be fitted to data points we used an
affine transform model. We end up having a set of source and destination coordi-
nates which can be used to estimate the geometric transformation between both
images and building an orthomosaic with all previously performed procedures.

4 Experimental Results

In order to evaluate our proposal we analyze qualitative results in two stages.
In the first one, we determine the efficiency of our process for feature extraction
and matching features in the dataset. In the second experiment, we check results
for orthomosaic generation.

Our methodology achieves the goals to obtain a feature map by training
a CNN model that encodes learning to select features for the matching task.
Figure 3 shows feature correspondences between a pair of images from our
database. It successfully matches them in a challenging environment as the UTM
campus. It could include changes in contrast, sharpness, brightness and rotations
in the images. Moreover, results shown that RANSAC algorithm improves cor-
rection of correspondences obtained in (Fig. 3a and 3b). Furthermore, matching
points are acceptable and can be compared to those of SIFT algorithm, show-
ing equivalent results Fig. 3c. It is a good benchmark by the SIFT algorithm
robustness.

The described process permit to obtain acceptable feature maps to pair
aerial images. In Fig. 4, it is shown an example of 2D reconstruction with high-
resolution aerial images. In this experiment we used 100 images to perform an
orthomosaic reconstruction. This images cover approximately an area of 100 km2

from UTM campus (the campus has around 104 hectares). Some areas do not
have constructions (Fig. 4a) and other have buildings (Fig. 4b). Resulting ortho-
mosaics present high-definition details that are acceptable and suitable to be
employed for several purposes.

On the other hand, we analyze the similarity of the resulting orthomosaics
versus a manual reconstruction, an aerial image that covers the same area and an
orthomosaic obtained from Pix4DMapper. We use Euclidean distance to deter-
mine the similarity between each one (smaller distance, greater similarity). The
results are shown in Table 2. It shows that the resulting orthomosaics with our
methodology are similar to those obtained by a traditional or manual process,
but with high-definition details and less processing time.
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Fig. 3. Figures show feature maps obtained with real images. (a) Matching points
without geometric correction. (b) Geometric correction with RANSAC and (c) Results
obtained with SIFT.
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Fig. 4. 2D reconstructions of UTM campus. We present two examples of an orthomo-
saic reconstruction using 100 high definition images at an altitude of 150m and 50%
of overlapping (a) without buildings and (b) with buildings.

Table 2. Comparison between our resulting orthomosaics and other reconstructions.
This table shows the Euclidean distance as a measure of similarity between orthomo-
saics. Manual reconstruction was performed with images at 50% of their original resolu-
tion. Aerial image was taken at twice the reference height. Pix4DMapper’s orthomosaic
only shows 75% of total established area.

Resulting orthomosaic vs Euclidean distance

Manual reconstruction 11.564167

Image at twice of the reference height 16.99647

Orthomosaic from Pix4DMapper 20.794645

5 Conclusions

In this work a simple methodology to built orthomosaics using aerial images is
presented. This study focuses on verify the methodology that uses a deep neu-
ronal network model. Preliminary results generating orthomosaics have been ver-
ified qualitatively obtaining feature maps and matching points between images
pairs.

Resulting orthomosaics were evaluated using Euclidean distance as a simi-
larity measure. Orthomosaic obtained was compared with: a manual reconstruc-
tion, an image captured at a higher height and a reconstruction obtained with
commercial software. It is showed that our methodology provides similar results
to those obtained as described before but with a high-definition details. Our
results are as well comparable with those obtained with traditional computer
vision algorithms.
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On the other hand, reconstruction of larger areas such as the entire campus
of the university with a high-resolution orthomosaic map is being considered for
future work.
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Abstract. Gaussian noise estimation is an important step in some of the more
recently developed noise removal methods. This is a difficult task and although
several estimation techniques have been proposed recently, they generally do not
produce good results. In a previous comparative study, among several noise esti-
mation techniques, a method proposed in 2017 by Turajlić was found to give the
best results. Although acceptable, they are still far from ideal. Therefore, several
changes to this method are introduced in this paper to improve the estimation.
Tests on monochromatic images contaminated with different levels of Gaussian
noise showed that the modified method produces a significant improvement in the
estimation of Gaussian noise, over 35%, at a slightly higher computational cost.

Keywords: Noise estimation · Gaussian noise · Image filtering · Smoothing
filters · Noise reduction

1 Introduction

A common problem in image processing is noise, which affects the further analy-
sis of the information contained in the images. For this reason, different methods of
noise removal have been developed and several of the latest image filtering and edge
detection techniques require an estimation of the noise level to obtain better results,
since in this way their parameters can be automatically adjusted to make the filter-
ing more or less aggressive, or in the case of edge detectors, to consider as borders
only those abrupt changes that are greater than those produced by the noise. These
techniques include: phase congruency to detect edges [1], smoothing filters such as
the anisotropic operator [2], and some considered state-of-the-art, based on sparse
modelling such as K-SVD [3].

The most studied type of noise in the literature is Gaussian, since it is the most fre-
quently found in digital images. In general, noise estimation techniques can be classified
in two groups, depending on whether they are performed in the spatial or the frequency
domain. Spatial techniques can be grouped into three, those that subdivide the image in
blocks, those that employ filtering and the hybrids [4, 5] that have emerged in recent
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years. In general, block-based techniques [6] try to identify uniform areas where inten-
sity variations are ideally due to noise alone, and then statistical tools are used to estimate
noise. Those based on filters obtain a high pass or bandpass image from the original to
separate the noise from the signal and then estimate the remaining noise level in the
obtained image. Techniques where the estimation is done in the frequency domain [7]
perform an analysis of the image spectrum using a decorrelation transformation, such
as the discrete wave transformation.

In a recent study [8] it was found that estimation methods do not provide a good
approximation in the vast majority of cases and, in general, hybrid methods provide
a better estimate. Among these methods is a two-stage method developed by Turajlić
[9]. In the first one, the image is filtered with a bandpass filter and the resulting image
is divided into non-overlapping blocks of 64 × 64 pixels. The approximate dispersion
of each block is then calculated using an equation that greatly reduces the cost of the
computation compared to the standard deviation calculation. The second stage, in which
these blocks are subdivided according to the minimum standard deviation obtained, is
continued for 15% of the blocks. Finally, 85% of the sub-blocks with lower dispersion
are used to obtain the noise level estimate.

This document is organized as follows. Section 2 describes the materials and exper-
imental framework used to assess the performance of the proposed improvement.
Section 3 describes the original Gaussian noise estimation algorithm from Turajlić.
Section 4 introduces the proposed improvements to the original algorithm. Section 5
shows and discusses the results obtained. Finally, Sect. 6 presents our conclusions.

2 Material

Twenty 512 × 512 pixels monochrome images, two synthetic and eighteen taken from
[10–12], were used to calculate the correction factor of the proposed method, shown in
the Appendix. Forty 512 × 512 pixels monochrome images, two synthetics and thirty
images taken from [10–12] were used for method validation and to compare the results
against the original method. The images were contaminated with different levels of
Gaussian noise from σ = 5 to σ = 40 in increments of 5. The algorithms were written
in Java as plugins of the freely available program ImageJ [13].

3 Turajlić Method

In the best case the noise estimate can bemade easily, obtaining the standard deviation of
a completely uniform region, ideally constituted by a single grey level, since it is assumed
that the variations in intensity are due only to noise. Therefore, the most homogeneous
blocks within the image are searched to make the estimation. However, in practice,
it is not common to find completely uniform areas and signal variations affect noise
estimation. To separate noise from signal, in some cases, band-pass or high-pass filters
are used, as shown in Eq. 1, and the noise estimate is made on the obtained image.
Following this trend, in 2017 Turajlić proposed a hybrid method for noise estimation
[9], which consists of two parts. In the first one, the 15% of the most homogeneous
areas of the image are found. To this end, the image is convoluted with the band-pass
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filter h given in Eq. 1 and the resulting image is divided into non-overlapping blocks of
64× 64 pixels. The dispersion of each block is obtained by Eq. 2, which greatly reduces
the calculation time compared to the standard deviation method. Then, the minimum
standard deviation σmin of all blocks is found.

h =
1 −2 1

−2 4 −2
1 −2 1

(1)

σ
∧ =

√
π

2

1

6(W − 2)(H − 2)

∑

Image
|I (x, y) ∗ h| (2)

where W and H are the width and height of the block respectively.
In the second part, the homogeneous blocks found in the previous step, are subdivided

into blocks of side equal to σmin×k, where k is a constant equal to 1.9, found empirically.
Then the dispersion of each sub-block is estimated using Eq. 2 and the 85% of the sub-
blocks with less dispersion are defined as homogeneous regions. Finally, the noise level
estimate is calculated as the average of the final homogeneous blocks.

4 Enhanced Method

As mentioned above, in the original method proposed by Turajlić as part of the first step,
the 64× 64 pixel block, which has the minimum dispersion σmin , is found. However, the
dispersion of a block can be low, even if the noise in the image is high when the block is
located in a very light or very dark region of the image, as the intensity cannot fall out
of the available dynamic range [0, L − 1], where L is usually 255, which can lead to an
erroneous estimation of the noise level, as can be observed in Fig. 1. To overcome this
problem, it is verified that the gray level of all pixels within the block with the minimum
dispersion σmin , is in the range given by the block mean μ ± 3 σmin , as shown in Eq. 3.
The block is discarded if the pixel intensities are not within the range. In this case, the
next block with the lowest dispersion that meets the criteria given by Eq. 3 is searched
for. Once found, its dispersion is taken as σmin .

Fig. 1. Homogeneous dark area with an added noise of σ = 25 and its histogram. As can be seen
in the image histogram, the probability density function of the noise is incomplete, thus affecting
the estimation. The estimate found for this case is σ = 15.

0 ≤ μi, j − 3σmin ∧ μi, j + 3σmin ≤ 255 (3)
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where μi, j the mean of pixel intensity of block.

σ
∧ =

√
π

2

1

AF (W − 2)(H − 2)

∑

Image
|I (x, y) ∗ h| (4)

AlthoughEq. 2, proposed byTurajlić, allows an acceptable approximation of noise in
64 × 64 pixel blocks, it was found experimentally not to work well for calculating noise
in the smaller sub-blocks [8]. To correct this problem, the number 6 in the denominator
of Eq. 2 is replaced in the second stage of the method by an AF fitting factor as shown
in Eq. 4.

To find a suitable fitting factor AF a study was performed on 20 images, 2 synthetic
and 18 natural ones taken from [10–12], which are shown in Fig. 2. These were contam-
inated with different levels of Gaussian noise from 5 to 40 in increments of 5. Two tests
were performed per image for the same noise level where the value of AF varies from 4
to 10 in increments of 0.25. Then, the setting value that gave the best noise estimation
for each image was taken, taking into account that the final noise of each image is given
by the natural noise plus the added noise. Therefore, the standard deviation of the noise
in the final image, obtained from adding noise to each study image, was found by Eq. 5
[6], where σ , σ0 [14] y σADD are the final, natural and added noise standard deviations.
Finally, the function of the curve which best fits the data is calculated.

σ =
√

σ 2
0 + σ 2

ADD (5)

Figure 3 shows the set of fitting values obtained by each image, for each level of
aggregated noise. To find the fitting value AF , the function that best approximates the
set of points was searched for. Two approaches were taken for this purpose. In the
first approach, a third degree polynomial function was used and, in the second one,
an exponential function was used, both shown in Fig. 3. The results obtained with

Fig. 2. Images employed to find AF .
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Fig. 3. FA point cloud and approximation functions.

both functions are denoted as Exp and Pol. In both approaches, the minimum standard
deviation of the first stage σmin1 was taken as the independent variable. The functions
obtained are presented in Eqs. 6 and 7.

A f = −0.00003779σ 3
min1 + 0.005σ 2

min1 − 0.189σmin1 + 8.09 (6)

AF = 8.8912(σmin1)
−0.117 (7)

5 Results

Forty images contaminated with different levels of Gaussian noise were used to evaluate
the behavior of the Turajlić method and the modified ones titled EXP and POL. It
should be noted that these were evaluated on two percentages of area. 15% of the image,
equivalent to 10 blocks, and with 11%, equivalent to 7 blocks of 64 × 64 pixels. The
execution time, mean square error (MSE) and the percentage of acceptable estimates
were evaluated. This last measure is included, since in a previous work it was found that
the published methods produce, in general, an estimate far from the real value. For a
noise level estimate to be considered acceptable in this study, it must not exceed a 7%
error. This error is calculated through Eq. 8, relative percentage error. On the other hand,
MSE is calculated from Eq. 9.

ERP =
∣
∣y − ŷ

∣
∣

y
∗ 100 (8)

MSE = 1

n

∑n

i=1

(
yi − yi

∧)
(9)

Where y is the expected or ideal value and ŷ is the estimated value.
As shown in Table 1, the percentage of the average relative error ERP Eq. 8 decreases

when using the first proposed modification introduced in Sect. 4, which consists of
verifying that the block with the minimum standard deviation (σmin1) is adequate.
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Fig. 4. MSE for each added noise level (σADD), using 11% of the image.
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Fig. 5. MSE for each added noise level (σADD), using 15% of the image.

Table 1. Average ERP with the 40 test images between σmin1 and the total noise standard
deviation Eq. 5 of each image.

Mode 5 10 15 20 25 30 35 40

Turajlić 19% 11% 10% 11% 13% 15% 17% 18%

Proposed 18% 8% 6% 6% 5% 5% 5% 6%

Figure 6 shows the average method execution time for each added noise level. As
expected, the proposed method run time is higher compared to the original due to the
higher number of steps added. As can also be observed, the working area of the image
does not significantly affect the execution time.
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As shown in Fig. 4 y 5, if the Turajlić method is used in both cases (with 11%
and 15% of the image), the noise estimate is further away from the real value and it
is observed that from an aggregated noise level of 15 (σADD = 15), the mean square
error increases exponentially. On the contrary, the proposed methods achieve a better
estimate regardless of the amount of noise added to the image, obtaining similar results
for the different added noise levels, except when the additional noise has a deviation of
40, where the exponential approximation (Exp) allows a better estimate. It should be
noted that the error of noise estimation obtained with Turajlić, original method, found in
this study, is much higher than that mentioned in the original paper [9]. This is probably
due to the fact that the images used in this study are different from those used in the
original paper, which are not available.

Fig. 6. Execution times in milliseconds. a) Using 11% of the image. b) Using 15% of the image.

Fig. 7. a) Original image. b) Images degraded by noise σADD = 40.

Table 2. Percentage of acceptable estimates using 11% and 15% of the image.

Mode 11% 15%

Turajlić 37.81% 37.19%

Exp 73.13% 72.81%

Pol 71.88% 69.69%
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The modifications produced an increase of slightly less than twice the percentage of
acceptable estimates from the original method (Table 2). It should be noted that during
the process it was found that the improved method had a drawback since for images
with a large amount of black or white background (with minimum or maximum pixel
intensity) presented an appreciable estimation error greater than 30%.

As can be seen in Figs. 4 and 5 the estimation error increases significantly when the
degradation is greater than 35, which is caused by the fact that the magnitude of changes
due to noise are similar to those produced by the edges of the images, as illustrated in
Fig. 7 and, therefore, the sub-block with minimum standard deviation may erroneously
include edges of the image.

6 Conclusions

In this document an improvement was made on the original noise estimation method of
Turajlić. The changes introduced allowedmore accurate results to be obtained, improving
the Gaussian noise level estimate by more than 30%, regardless of the percentage of
blocks, 11 and 15%, taken in the first stage to estimate the noise in the second. In both
cases the mean square error and the computation time is similar.

The first improvement, which consists of discarding the blockswhoseGaussian noise
function is truncated, allows to decrease the noise estimation error. Furthermore, two
proposed approaches, polynomial and exponential, for the calculation of an adjustment
factor allowed to improve even more the accuracy of the estimation, being the error
similar in both cases.However,when the noise level is higher thanσ = 35 the exponential
approach gives better results. The estimation method fails when the noise level is very
close to the amplitude of the borders of the objects in the image, since abrupt changes
produced by noise are confused with those of the signal.

Acknowledgements. This work was supported by project # 19-488-INT Universidad de Ibagué.

Appendix

Forty images, some of them shown in Fig. 8, were used in this study, Twenty-seven taken
from [10], seven from [12] and four from [11]. The remaining two are synthetic images
created by the image processing research laboratory Lún of the Universidad de Ibagué.
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Fig. 8. Images of size 512 × 512 pixels used in this study. a) Obtained from [10], b) from [12]
and c) from [11].
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Abstract. An important aspect should be taken into account, when an
image is segmented, the presence of atypical information. In this investi-
gation an algorithm is proposed that is noise tolerant in the segmentation
process. A method to image segmentation that combines Fuzzy C-Means
(FCM) algorithm and Trimmed Means filter, called Spatial α Trimmed
Fuzzy C-means, using local information to achieve better segmentation.
The FCM is very sensitive to noise, and the Trimmed Means filter is
used to eliminate outliers with a lower computational cost. Compared to
some state-of-the-art algorithms, the proposed is faster and noise toler-
ant, demonstrating better performance in the metrics considered.

Keywords: Image segmentation · Fuzzy C-Means · α-Trimmed means
filter · Spatial information

1 Introduction

Image segmentation is defined as a process by which an image is divided into
homogeneous areas, each belonging to different objects with similar features
(i.e. color, contrast, brightness, texture and so on) [16]. Segmentation has a
many applications medical image analysis, autonomous vehicles, video surveil-
lance, and augmented reality to count a few [8]. Generally, the image segmen-
tation method are divided into histogram-based approaches [11], edge detection
approaches [19], region-based approaches [15], clustering approaches [12].

One of the most popular image segmentation algorithms is Fuzzy C-means
(FCM), which gives each data a degree of membership through a distance mea-
sure to assign to the nearest group [6,17]. FCM is a noise sensitive algorithm,
some investigations try to improve this algorithm, some guarantee noise immu-
nity and preserve image details by incorporating local spatial and gray informa-
tion together to enhances the clustering performance [5]; other try to reduce the
high computational complexity that surge an iterative calculation of the distance
between pixels within local spatial neighbors and clustering centers, based on
morphological reconstruction and membership filtering [10]. There algorithms
used to determinate the parameters by introducing density for each sample,
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where the density peaks are use to determinate the number of clusters and the
initial membership matrix [13].

In this context, this paper considers the use of α-Trimmed Means filter to
add robustness to FCM and to ensure better performance spatial relationship is
added using a median and a mean filter. An important contribution is that α
is not a simple parameter, it depends on the standard deviation of the data to
be processed. Another important feature is the use of spatial information, since
nearby pixels are more likely to belong to the same group. So, the objective of
this paper is to segmented images that was corrupted with atypical information,
specifically additive, multiplicative and fixed impulsive noise. The experimental
results in different databases demonstrate that the proposed algorithm have a
better performance compared to some algorithms of the state of the art being
more tolerant to noise.

2 Background

2.1 Fuzzy C-Means

The Fuzzy C-means algorithm assigns each pixel to the nearest cluster, it allows
a gradual membership in a closed interval of data μ ∈ [0, 1], with respect to the
groups or regions of interest. This flexibility allows to express the membership
of a data to all the groups or regions simultaneously. The problem of dividing a
set of data into different groups is a the task of minimizing the square distances
between the data and the centers of the groups. The objective function Jf is
based on the sum of minimum square distances. Formally, a fuzzy clustering
model of a given data set X in c groups is defined to be optimal when it minimizes
the following objective function [4]:

Jf (X;Uf , C) =
n∑

i=1

c∑

j=1

μm
ij d2ij , (1)

where Uf represents the membership matrix and C a vector with the centers of
the cluster, μij is the membership of pixel xi in the jth cluster, d2ij is a norm
metric, and the parameter m controls the fuzziness of the resulting partition, and
m = 2 is regularly used. The objective function Jf is minimized by two steps.
First the degrees of membership are optimized by setting the parameters of the
groups, then the prototypes of the groups are optimized by setting the degrees
of membership. The equations resulting from the two iterative steps form the
Fuzzy C-Means clustering algorithm [4].
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2.2 α-Trimmed Means Filter

It has been observed that the mean filter is more efficient in deleting Gaussian
noise than the median filter, but it is less efficient in eliminating impulsive noise;
while the median filter completely eliminates impulse noise. However, when there
is Gaussian and impulsive noise, the trimmed means filter becomes an alternative
between the mean and median filters.

The proposed algorithm is based on α-Trimmed Means filter [2], which does
an ascending sorting of data, removing (trimming) a fixed fraction α (0 ≤ α ≤
0.5), called trimmed number, from high and low ends of sorted set, and calculate
the average of the remaining values. This filter is given by:

α-trimmed mean filter{x(1), . . . , x(N);α} =
N−αN∑

i=αN+1

x(i)
1

N − 2αN
(4)

where N are the total number of samples and αN the number of samples
trimmed at each side. The subscript with parentheses x(i), i = 1, ..., N indicates
the order statistics for example, x(1) ≤ x(2) ≤, . . . ,≤ x(N).

3 Method

In this section, we present the proposed method to segment images with atypical
information, this method combines the theory of the Fuzzy C-means algorithm
and the α-Trimmed Means filter, It also incorporates the spatial relationship of
the pixels.

3.1 Mathematical Formulation of α-Trimmed Fuzzy C-Means
Algorithm with Spatial Information

To detect outliers grouped in a small group, we define the Spatial α-Trimmed
Fuzzy C-means (STrFCM) algorithm, which trim a fraction of the data, reducing
processing time. In addition, the spatial relationship between the pixels and their
neighbors was used through filtered images using the mean and the median.
A clustering algorithm is defined as optimal when it minimizes its objective
function, in this case can be formulated as follows:

JTr(X, X̄, X̃;U,C) =
H(α)∑

i=1

C∑

c=1

um
ic‖xi − hc‖2 + α1

H(α)∑

i=1

C∑

c=1

um
ic‖x̄i − hc‖2

+α2

H(α)∑

i=1

C∑

c=1

um
ic‖x̃i − hc‖2,

C∑

c=1

uic = 1, uic ≥ 0 (5)

where uic is the membership degree of element xi to each of the groups, m > 1
is the fuzziness parameter. I ranges on all the subsets of the objects, containing
H(α) = �I · (1−α)� objects (�·� is the integer part of a given value). In order to
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enhance robustness of clustering, it is considered to take a window of 3x3 around
the pixel as vectors with the mean and median X̄, X̃, respectively. α1 and α2

controls the compensation between the original image and the corresponding
mean or median filtered image. To find the equations to update the membership
matrix and the centers of the clusters, an optimization process must be carried
out using Lagrange multipliers [14]. So, a new function L is defined:

L =
H(α)∑

i=1

C∑

c=1

um
ic‖xi − hc‖2 + α1

H(α)∑

i=1

C∑

c=1

um
ic‖x̄i − hc‖2

+α2

H(α)∑

i=1

C∑

c=1

um
ic‖x̃i − hc‖2 −

H(α)∑

i=1

λ
( C∑

c=1

uij − 1
)

(6)

The necessary condition to minimize is that the partial derivatives of the
Lagrange function become zero, that is

{ ∂L
∂uij

= 0, ⇔ mum−1
ij ‖xi − hj‖2 + α1mum−1

ij ‖x̄i − hj‖2
+α2mum−1

ij ‖x̃i − hj‖2 = λ (a)
∂L
∂λ = 0, ⇔ ∑C

c=1 uic = 1 (b)
(7)

Solve for uij from Eq. 7.a, and get:

uij =

[
λ

m( ‖xi − hj‖2 + α1 ‖x̄i − hj‖2 + α2 ‖x̃i − hj‖2)

] 1
m−1

(8)

Summing these equations over clusters,

C∑

c=1

uic =
C∑

c=1

[
λ

m( ‖xi − hc‖2 + α1 ‖x̄i − hc‖2 + α2 ‖x̃i − hc‖2)

] 1
m−1

=

(
λ

m

) 1
(m−1)

{
C∑

c=1

[
1

‖xi − hc‖2 + α1 ‖x̄i − hc‖2 + α2 ‖x̃i − hc‖2

] 1
(m−1)

}
= 1

(9)

So, (
λ

m

) 1
(m−1)

=
1

∑C
c=1

(
1

‖xi−hc‖2+α1 ‖x̄i−hc‖2+α2 ‖x̃i−hc‖2

)
1

m−1

(10)

Replace in the Eq. 8 to get the update equation for membership degrees,

uij =

(‖xi − hj‖2 + α1 ‖x̄i − hj‖2 + α2 ‖x̃i − hj‖2
)− 1

m−1

∑C
c=1

(‖xi − hc‖2 + α1 ‖x̄i − hc‖2 + α2 ‖x̃i − hc‖2
)− 1

m−1
(11)
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In a process similar to the previous one, the update equations for cluster
centers can be obtained:

hc =
∑I

i=1 um
ic [xi + α1x̄i + α2x̃i]

(1 + α1 + α2)
∑I

i=1 um
ic

(12)

It is important to mention that the trimmed data only applies to the adjust-
ment of the centers of the clusters, where i extends only in the subset of the
non-trimmed objects I. To avoid defining different parameters in the proposed
method, it was decided to use the standard deviation, as a way to establish
a reference value based on the dispersion that exists in the data. This mainly
applies to the α parameter, and then extends over α1 and α2. α and α2 in most
experiments remain at 0.2, while α1 ranges from 0.5 to 0.6.

4 Experimental Results

In this section, we first describe the considered metrics to measure the quality of
Image Segmentation, second, the databases where the algorithm proposed was
tested, and finally the comparatives results with others algorithms.

4.1 Metrics

The metrics used were:

– Accuracy, to measure the quality of the clustering.

Accuracy =
TP + TN

TP + TN + FP + FN
(13)

– Recall, measure the positive data that were clustered correctly.

Recall =
TP

TP + FN
(14)

– DICE similarity coefficient (DSC), quantify the overlap between segmentation
results with the ground truth.

DSC = 2 • Area(X ∩ Y )
Area(X) + Area(Y )

(15)

– Jaccard similarity coefficient (JSC), was used to measure the quality of seg-
mentation.

JSC =
Area(X ∩ Y )

Area(X) + Area(Y ) − Area(X
⋂

Y )
(16)

Where TP are the true positives, TN the true negatives, FP the false pos-
itives and FN the false negatives. X and Y represent the ground truth and
segmented images, respectively.
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4.2 Databases

This algorithm was tested in the following databases: ISIC 2019 database, con-
tains over 13,000 dermoscopic images, for this paper only tested on 50 images
since the images are very similar [7], Sky database, a collection of 60 images
with ground truth for sky segmentation [1], Weizmann Segmentation Evaluation
Database with 200 gray level images along with ground truth segmentations [18],
in Fig. 1 only three images are depicted (one for each database).

(a) ISIC 2019 database (b) Sky database (c) Weizmann database

Fig. 1. Sample image of each database.

4.3 Experimental Results

The algorithm was tested with Fuzzy C-means [3]; with a version FCM that
incorporate spacial information (FCM S2), the comparison is only against
FCM S2 and not against FCM S1, because the first one has a better perfor-
mance, the parameter α from this algorithm was 3.8 [6]; with the SOM artificial
neural network [9]; and with an improved FCM algorithm based on morpho-
logical reconstruction and membership filtering (FRFCM). All of them were
implemented in the MATLAB R2018b environment. The parameters used in
each execution are c = 2, m = 2 and ε = 0.00001. To evaluate the segmentation
performance two experiments were implemented, one for medical image (ISIC
2019 Database) and other to real images (Sky and Weizmann databases).

Medical Image Database. In Fig. 2 we can observe the quantitative results
of the experiments with the three types of noise considered (Gaussian, Salt and
Pepper and Speckle noise) on ISIC 2019 Database, the means value is zero to
Gaussian and Speckle noise and the variance is defining by densities between 0.03
to 0.40 and 0.10 to 0.40, respectively; Salt and pepper noise images with densities
between 3% to 40%. We can observe that the higher the density of the noise
that corrupts the images, the algorithm of the proposal in most of the metrics
considered shows a higher performance compared to the other algorithms, with
an accuracy of approximately 95%. The qualitative results of the experiment
are presented in Fig. 3, just to depict the results of the proposal algorithm, the
segmentation result is shown by selecting the highest noise density with which
the experiments were performed. Each row shows a result of the segmentation
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Fig. 2. Quantitative result of the experiments with four metrics considered in medical
image with the proposed algorithm and image corrupted by the noises considered.

(a) Gaussian (b) FCM (c) FCM S2 (d) SOM (e) FRFCM (f) STrFCM

(g) Salt and
Pepper

(h) FCM (i) FCM S2 (j) SOM (k) FRFCM (l) STrFCM

(m) Speckle (n) FCM (o) FCM S2 (p) SOM (q) FRFCM (r) STrFCM

Fig. 3. Qualitative result of the experiments in medical image with the proposed algo-
rithm and image corrupted by the noises considered.
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of each algorithm corrupted with the three types of noise considered. In all the
type noises, the proposal algorithm shows a segmentation superior to the other
methods, reinforcing the quantitative results.

Real Image Database. The second experiment performed on real image
databases, Weizmann and Sky database, on Fig. 4 summarizes the quantitative
results of the experiments performed in these databases, these demonstrate that
the proposed method has an advantage over the other techniques with which it
was compared, showing that the higher the noise the performance is better.
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Fig. 4. Quantitative result of the experiments with four metrics considered in real
images with the proposed algorithm and image corrupted by the noises considered.

The result of the previous segmentation shows that the algorithm of the
proposal is tolerant to different types of noise. So, the qualitative result are
presented on Fig. 5, just to depict the experiments, an image is shown, where
each row is the result of segmentation with the three different types of noise,
and the columns are the algorithms with which the comparison was made, here
it is shown that the proposed algorithm has a higher performance than the other
techniques.
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(a) Gaussian (b) FCM (c) FCM S2 (d) SOM (e) FRFCM (f) STrFCM

(g) Salt and
Pepper

(h) FCM (i) FCM S2 (j) SOM (k) FRFCM (l) STrFCM

(m) Speckle (n) FCM (o) FCM S2 (p) SOM (q) FRFCM (r) STrFCM

Fig. 5. Qualitative result of the experiments in real images with the proposed algorithm
and image corrupted by the noises considered.

The execution time, as shown in Table 1 in which the proposed algorithm
exceeds others, except the FCM. Despite the fact that FCM is faster than the
proposed method, it has lower performance and this research seeks to achieve
better segmentation precision. The proposed algorithm is faster because when
trim is applied to the data it removes approximately 40% when α = 0.2 or 60%
when α = 0.3, therefore the execution time is reduced.

Table 1. Execution time (seconds) of tested algorithms

FCM FCM S2 SOM FRFCM STrFCM

Time 0.05 0.853 1.58 0.73 0.61

5 Conclusions and Future Work

This article focuses on the segmentation of images with atypical information,
mainly adding to the images tested additive, multiplicative and impulsive fixed
noise, with different densities. A technique was proposed that combines the Fuzzy
C-Means algorithm and Trimmed Means filter, improving the segmentation per-
formance since it also considers the spatial relationship between the pixels. We
try to demonstrate that if spatial information is added to an algorithm, this
will have a better performance. In the experiments we were able to verify this
hypothesis, since our proposal algorithm had a better result than the rest of
the selected algorithms. In addition it was experimented in different types of
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databases, medical and real images, obtaining high performance and demon-
strating an average accuracy of 92%. Furthermore to the precision obtained, the
algorithm proved to be faster than the other techniques. In many cases, our
algorithm shows inferior performance in noise-free images, this happens because
it was designed to be tolerant to image noise, which means that the algorithm
result when there is no noise will not always be better than the methods for
comparison. As future work, we plan to add texture or other characteristics to
the images.
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Robust c-prototypes algorithms for color image segmentation. EURASIP J. Image
Video Process. 2013(1), 63 (2013)

https://doi.org/10.1007/b106267
http://arxiv.org/abs/1908.02288
https://doi.org/10.1109/5.58325


128 V. V. Vela-Rincón et al.

13. Pei, H.X., Zheng, Z.R., Wang, C., Li, C.N., Shao, Y.H.: D-FCM: density based
fuzzy c-means clustering algorithm with application in medical image segmenta-
tion. Procedia Comput. Sci. 122, 407–414 (2017)

14. Rockafellar, R.T.: Lagrange multipliers and optimality. SIAM Rev. 35(2), 183–238
(1993)

15. Sima, H., Guo, P., Zou, Y., Wang, Z., Xu, M.: Bottom-up merging segmentation
for color images with complex areas. IEEE Trans. Syst. Man Cybern. Syst. 48(3),
354–365 (2017)

16. Szeliski, R.: Computer Vision: Algorithms and Applications. Springer, London
(2010). https://doi.org/10.1007/978-1-84882-935-0

17. Wang, M., Wan, Y., Gao, X., Ye, Z., Chen, M.: An image segmentation method
based on fuzzy c-means clustering and cuckoo search algorithm. In: Ninth Interna-
tional Conference on Graphic and Image Processing (ICGIP 2017), vol. 10615, p.
1061525. International Society for Optics and Photonics (2018)

18. Winn, J., Criminisi, A., Minka, T.: Object categorization by learned universal
visual dictionary. In: Tenth IEEE International Conference on Computer Vision
(ICCV 2005) vol. 1. vol. 2, pp. 1800–1807. IEEE (2005)

19. Zhou, S., Lu, Y., Li, N., Wang, Y.: Extension of the virtual electric field model
using bilateral-like filter for active contours. Signal Image Video Process. 13(6),
1131–1139 (2019)

https://doi.org/10.1007/978-1-84882-935-0


Restoration of Range Images by the Gaussian
Pyramid Method, Testing Different

Interpolation Techniques to Select the Best
Performance

Enrique Chavira Calderón and Alejandra Cruz-Bernal(B)

Universidad Politécnica de Guanajuato, Cortazar, Gto, Mexico
{echavira,acruz}@upgto.edu.mx

Abstract. The inpainting method implemented in this work was used to estimate
the missing information in a range image from a single image, achieved inde-
pendence of the RGB image of the scene or multiple range images to perform
the restoration. The proposal is based on improving the results of restoring range
images using the Gaussian Pyramid method. This, finding the best interpolation
technique to use in this method to estimate the missing information. Different
interpolation techniques were computed and applied in order to know the best
option to implement. This is carried out considering the amount of information
that can be estimated, processing time and the total of information missing in the
image to be restored. The method was tested with five different databases, one
of which was created specifically for this work. These databases include different
interior scenarios with several objects. A qualitative and quantitative comparative
analysis of the obtained results was performed.

Keywords: Range image · Image restoration · Gaussian Pyramid method

1 Introduction

The range image is obtained from a stereo system or a depth sensor, with which a
disparity map or a depth image is formed, respectively. These images have attractive
characteristics, such as invariance to lighting, rotation or scaling as presented by Creusot
[1], allowing to work with data without prior processing. However, the stereo system
and depth sensors such as the Kinect present images with areas without information,
because infrared light does not find a surface where it is reflected. These areas can be
presented as small spaces scattered throughout or as large regions of null information
(without intensity levels).

There are different works in the literature focused on the restoration of range images,
which we can classify into four groups according to the information they use to perform
this task. The first consists of techniques that make use of one or several RGB images
of the same scene for restoration, as presented by Pertuz et al. [2] and Torres and Dudek
[3]. Wang et al. [4] use multiple range and RGB images. Additionally, the inpainting
method is used to estimate depth and color information together. The second group is
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conformed of proposals that implement multiple range images obtained by the same
sensor. Examples are found in Kolmogorov and Zabih [5] and Lin et al. [6] use a couple
of images to carry out the restoration, both use the graphic cutting method for this task.
Lin et al. [7] use a sequence of depth images obtained by the Xtion pro live sensor,
achieving both spatial and temporal noise reduction in depth images. The third group
makes use of several images, but these come from different sensors. Theworks presented
by Zhu et al. [8] and Gudmundsson et al. [9], use images obtained by the ToF sensor,
as well as, a stereo system. The authors take advantage of both systems, obtaining
higher quality range images. However, prior alignment and calibration of these sensors
is required. Finally, the fourth group consists of thoseworks that use only the range image
to restore. Sruthy et al. [10] and Chen et al. [11] manage to restore range images without
using RGB images or multiple images. Both works detect regions without information,
classify or reduce these regions in a preprocessing, and use linear and non-linear filters
to restore the image.

This proposal implements an inpaintingmethod that allows restoring the range image
from the same information, without using other images (RGB or range). The process-
ing is carried out by the Gaussian Pyramid method proposed by Ogden [12], which is
mainly based on processes of reduction, enlargement and interpolation. In addition to
implementing the method for range images, the work is based on improving the results
of the Gaussian Pyramid by modifying the interpolation technique to be used. Usunariz
in [13] uses this method but applying the 4-directions interpolation technique. The pro-
posed work aims to improve the Gaussian Pyramid method in order to carry out the
interpolation technique to be used, this to know which can be the most appropriate
technique to achieve the best results. The obtained results are analyzed qualitatively
and quantitatively, evaluating aspects such as the percentage of estimation achieved and
the processing time. The structure of the work presented is described below. Section 2
describes the proposed methodology, as well as the interpolation techniques that were
implemented. Section 3 exposes the obtained experimental results and Sect. 4 shows the
conclusions based on the results.

2 Methodology

In this section, both the inpaintingmethod for range images and the different interpolation
techniques to be evaluated are described. In addition, in Sect. 2.3, it is detailed how the
pixel estimation is performed applying an interpolation technique.

2.1 Restoration by Gaussian Pyramid Method

Fig. 1. Block diagram representative of the Gaussian Pyramid method to restored range image.
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The proposed method for restoring range images is illustrated in Fig. 1. The first
block is made up of the initialization processes, in which different matrices are created
to store the corresponding information to be used in the following stages (Fig. 2, Block
1). A counter is also initialized to carry the number of reductions that make up the
Gaussian reduction pyramid and a variable called “flag”, is declared with a value of one
that will serve as the start and end the indicator for the next stage.

Fig. 2. Visual diagram and pseudocode of the process of restoring a range image. Block 1 corre-
sponding to the initialization of the process; Block 2 refers to compute of the Reduction process
and Block 3 aims to realize the Enlargement process.

Second block consists of a cycle for the processes of estimating information and
removes areas without information (Fig. 2, Block 2). First process uses a function named
“Fill_holes”. This function estimates the values of the empty pixels contain in the outline
of the regions without information on the image being processed. For this task, it is
proposed to implement four different interpolation techniques (see Sect. 2.2), in order to
know which technique allows us to obtain the best restoration. Second process involves
reducing regions without information present in the original image (Fig. 2, Reduction
block). The cycle ends when there are no more zones without information, indicating
the last reduction. Finally, third block consists of a cycle to carry out the enlargement of
the restored but reduced image; as well as the replacement of the estimated information
in each image. Applying the Gaussian Pyramid technique, the enlargement process is
realized. By means of several substitution processes (Fig. 2, Block 3), an increasingly
restored image is obtained (Fig. 2, Enlargement block). The cycle repeats until an image
of the same size as the initial image is reached, indicating that the restored image has
been obtained. The result is the restored image, which is the initial image, but with the
estimated information inserted in the areas that initially did not contain information.
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2.2 Interpolation Techniques

4-directions. This interpolation technique was implemented according to the technique
proposed by Usunariz in [13]. Staring from a pixel without information, it is necessary
to confirm that, the two consecutive neighboring pixels have information. This can
happen to the right, left, up or down. Figure 3a shows a representative diagram of this
technique, where the possible information to use in the interpolation process (purple
area) is observed. The black box represents the pixel without information and the red
point is the position at which its value is interpolated.

Fig. 3. Representative diagram of a) 4-directions, b) Bilinear and c) Bicubic technique. (Color
figure online)

4-directions 2. Here, is presented a 4-directions technique variation. The difference
with respect to the original technique consists in the values that are going interpolated
and these are not consider for the following interpolations. Therefore, all interpolated
values, are stored in a vector, until the interpolation process is finished, these new values
are substituted in the corresponding pixels. Figure 4 shows a comparison of the two
techniques.

Fig. 4. Representative diagramof the estimation of pixelswithout information by 4-directions and
4-directions 2 interpolation techniques. The estimated value of the pixels P6, P7 and P8 changes
according to the technique implemented.

Bilinear. In digital image processing, Bilinear interpolationmakes use of the four pixels
closest to the position to be interpolated [14]. A representative diagram of the Bilinear
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interpolation for pixel estimation without information is shown in Fig. 3b. The purple
area encloses the 2 × 2 neighborhood pixels. The black box represents the pixel without
information, which can take any of the four positions within the red area. The point is the
position of which the pixel value is interpolated. The estimated value is calculated with
(1), which ponders the influence of the neighborhood pixels and their corresponding
weights in both directions. The parameters a and b are the distances in the vertical and
horizontal direction, respectively, to the point interpolated from the pixel P(i, j). The
function H(x) is the core function of the Bilinear interpolation given by (2).

P(i, j) = H(−a) ∗ H(b) ∗ P(i, j) + H(−a) ∗ H(−(1 − b)) ∗ P(i, j + 1)
+ H(1 − a) ∗ H(b) ∗ P(i + 1, j) + H(−(1 − a)) ∗ H(−(1 − b)) ∗ P(i + 1, j + 1)

(1)

H(x) =
{
1 − |x |, x ∈ [−1, 1]

0, otherwise
(2)

Bicubic. This technique considers the pixels within a 4× 4 neighborhood to interpolate
the desired value [15]. A representative diagram of this interpolation technique for pixel
modification without information is shown in Fig. 3c. The purple area encloses 16 pixels
within the 4 × 4 neighborhood; the black box represents the empty pixel, which can
take any of the four positions within the red area. The red point is the position at which
it interpolates in value of the empty pixel. The variables m and n indicate the rows and
columns, respectively. This contains the neighborhood pixels in a 4 × 4 region for the
point to be interpolated. Equation (3) allows us to calculate the value to be estimated;
which is the pixel interpolated by a double sum of the product between each pixel, that
is contained in the neighborhood and this is multiplied by the value of the core function
Hc(x), calculate with (4), in both directions.

P(i, j) =
∑m=2

m=−1

∑n=2

n=−1
P(i + m, j) ∗ Hc(m − a) ∗ Hc(n − b) (3)

Hc(x)

⎧⎨
⎩

(α + 2) ∗ |x |3 − (α + 3) ∗ |x |2 + 1, x ∈ [0, 1)
α ∗ |x |3 − 5α ∗ |x |2 + 8α ∗ |x | − 4α, x ∈ [1, 2)

0, x ≥ 2
(4)

The process for the estimation of the pixel without information through this inter-
polation technique considers that, several pixels within the neighborhood will take the
value of zero. Therefore, the contribution within the double sum will be null by these
pixels. For the above, the processing time is reduced due to redundant calculations must
be avoided. That is, if should know what are the pixels that really have information
within the neighborhood, then these are the ones that contribute their weight to obtain
the estimate. For this, the position of the pixel P(i, j) must be known, since it will act
as a pivot in (3), which allows us to know according to the location of the pixel without
information, the values that m and n must take.

2.3 Fill_holes Function

All scheduled versions of the “Fill_holes” function follow the same execution sequence.
Figure 5 presents a diagram with the steps performed by the “Fill_holes” function in
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general. The diagram begins with amatrix that represents an image that contains a region
without information (the blue pixels make up the region without information while the
orange pixels contain information). First step that takes place is an inverse binarization,
identifying the regions without information. Second step is carried out is an emptying of
all the regions present in the binary image. That is, all the pixels that do not correspond
to the contour of each region will take a value of zero. In the third step, the interpolation
process is performed to estimate the value of the pixels corresponding to the contour of the
region without information. Here the different interpolation techniques described above
are implemented, where each uses information from the neighborhood surrounding the
pixel to be interpolated.

Fig. 5. Representative diagram of the process carried out by the “Fill_holes” function.

2.4 Analysis of the Amount of Missing Information in Range Images

Additionally, an analysis was carried out to know if the amount of missing information
in the range images influences with respect to the estimated information rate. For this,
all the images of the databases were used, being a total of 159. A statistical analysis
of frequency distribution was performed, to know the average value of information
estimation at different intervals of missing information. Eight classes were obtained,
with a class width of 9. However, classes 5–8 were grouped into one (new class 5),
because they had few elements in comparison with to the other classes, making the
results insignificant. The five classes, identified by C1, C2, C3, C4 and C5, contain 51,
43, 37, 14 and 14 images, respectively.

3 Results

To validate and know the performance of the proposed method using the different inter-
polation techniques, it was tested with five image range databases. Database B1 [16]
with 43 images of 581× 421 pixels, B2 generated for this research work, that contains
26 images of 627× 464 pixels, B3 comprehends 26 images of the generic Middlebury
database [17, 18] of 1282× 1110 pixels, B4 [19, 20], with 24 images of 581× 421
pixels, and B5 [21] with 40 images of 581× 421 pixels. Figure 6 shows the qualita-
tive results of applying our proposed method, using different interpolation techniques
to restore range images. Two images of each databases are presented. The images in the
first column presents the RGB image as reference only of the scene. Column 2 illustrates
the range images to be restore. From the third to the sixth columns, the images restored
by interpolation techniques are shown, corresponding to the techniques 4-directions,
4-directions 2, Bilinear and Bicubic, respectively. According to the qualitative results,
since the implementation of the proposed method with interpolation in 4-directions, an
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image restoration is obtained (Fig. 6, column 3). However, this technique can add non-
existent artifacts (Fig. 6, row 5, column 3) due to the how interpolation is performed. The
second technique, 4-directions 2, does not present this problem (Fig. 6, row 5, column
4); this is due to not considering the interpolated pixels for the following interpolations.
In the same way, an improvement is qualitatively obtained in several estimated regions,
this with respect to the 4-directions (Fig. 6, row 2, column 4). Bilinear and Bicubic
techniques offer the best qualitative results; because increasing the number of estimated
regions with a major homogeneity with respect to intensity values (Fig. 6, row 1, 3–4,
column 5–6).

Fig. 6. Qualitative results of the restoration applying our proposed method with different inter-
polation techniques using several generic and own databases. Range images are presented in the
HSV color space, where regions in red represent pixels without information.

To compare and determinewhich of these techniques is themost appropriate to use in
our estimation method, three metrics were calculated to evaluate them: the mean square
error (MSE), the estimated information rate and the processing time. Figure 7 presents
the obtained results for the estimated information rate (Fig. 7b) and the processing time
(Fig. 7a), applying the four interpolation techniques in each database. Considering the
individual average of each technique in the different databases, we calculate a global
average to compare them with each other and know the overall result of implementing
these techniques in range images. First, we present the global results regarding the per-
centage of estimated information: For the 4-directions technique, 79.33% is presented,
for 4-directions 2 with of 79.9%, for Bilinear and Bicubic, 83.76% and 83.57%, respec-
tively. According to the above, the 4-directions, the original technique, is the one that
presents the lowest estimated information rate. The technique 4-directions 2, Bilinear
and Bicubic, presents 0.71%, 5.58% and 5.34%, respectively, of increase with respect
to the 4-directions. Now we present the global results regarding the processing time:
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For the 4-directions a 0.84 s, 4-directions 2 an average of 1.04 s, for the Bilinear and
Bicubic interpolation, there are 30.60 s and 12.23 s, respectively. Therefore, the original
technique is the one that presents the best processing time, followed by the 4-directions
2, then the Bicubic and finally, the Bilinear. For the MSE, all techniques have a value
greater than 97%, so it is ensured that the original information is maintained in the depth
image, regardless of the interpolation technique implemented.

Fig. 7. Quantitative results in the 5 databases, applying the different interpolation techniques. a)
Results of the processing time. b) Results of the estimated information rate.

Fig. 8. Estimated information rate by class, applying the different interpolation techniques. a)
4-directions, b) 4-direcctions 2, c) Bilinear and d) Bicubic.

The results of the estimated information rate with respect to the percentage of miss-
ing information presented by the range images are presented below. First, for the 159
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images, with a maximum missing information of 68.2% and a minimum of 0.5%. The
analysis was carried out in all classes, applying several interpellation techniques, the
results are shown in Fig. 8. The 4-directions, Bilinear and Bicubic techniques have
a maximum percentage of estimated pixels for C5, images with the greatest lack of
information. C3 is the one that, regardless of the interpolation technique implemented,
presents the minimum amount of estimated information. The 4-directions 2 technique
allows obtaining a higher estimation rate for images belonging to class C1. Therefore,
the present proposal offers repetitiveness and consistency with respect to the different
interpolation techniques here tested.

4 Conclusions

The implementation of the Gaussian Pyramid method allows the restoration of range
images from the same image, without making use of multiple range images or RGB
image. The interpolation technique used in this method does affect the result of the
restoration of the range images. The original interpolation technique, 4-directions, can
present non-existent artifacts in the restored image. However, this problem does not
occur when applying the other interpolation techniques. According to the amount of
information missing in the range images, the interpolation techniques in 4-directions,
Bilinear and Bicubic, have a maximum of estimated pixels for the C5. The 4-directions
2 technique has a value maximum estimate for C1. Finally, it is concluded that, if the
processing time is not an important point to consider, the Bilinear interpolation technique
is the recommended technique to implement. If the processing time is important, it is
recommended to implement the 4-directions 2 technique, since, although it has a longer
time than the original technique, it allows to increase the amount of estimated pixels and
does not show the problem of unwanted artifacts.

Future work implies the restored range images will be used to perform object detec-
tion tests, whose results in processing time and detection accuracy will be compared
with those obtained from the detection of objects in range images without process.
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Abstract. A novel set of moment invariants for pattern recognition applications,
which are based on Jacobi polynomials, are presented. These moment invariants
are constructed for digital images by means of a combination with geometric
moments, and are invariant in the face of affine geometric transformations such as
rotation, translation and scaling, on the image plane. This invariance is tested on
a sample of the MPEG-7 CE-Shape-1 dataset. The results presented show that the
low-order moment invariants indeed possess low variance between images that
are affected by the mentioned geometric transformations.

Keywords: Jacobi polynomials · Orthogonal polynomials · Geometric moment
invariants · Jacobi moment invariants · Moments

1 Introduction

The invariant moments are a concept very often used in pattern recognition. Hu [1] pre-
sented a set of invariant moments which were obtained through the geometric moments
that can be applied. Using Hu’s moments, Paschalakis and Lee presented a method in
which they classified images using these invariants [2].

Orthogonal moments have been frequently used in image processing. Shu et al. pre-
sented a new approach to calculate 2-dimensional moments using Chebyshev orthogonal
polynomials in binary and grayscale images [3]. Teague calculated invariant moments of
images with Zernike orthogonal polynomials, instead of moments as Hu did before [4].
Benzzoubeir et al., using Legendre orthogonal polynomials and hypergeometric func-
tions, presented a faster andmore efficient way to perform 2-dimensional image analysis
using Legendre’s orthogonal properties in [5].

Orthogonal moments have also been used to measure the quality of an image, i.e.
to quantify how distorted or legible an image is. In [6] Abudhahir et al. presented an
image quality assessment metric to detect and determine the level of distortion in these
by calculating and applying Chebyshev moments. Hosny presented a more efficient
way to obtain moments from an image using Gegenbauer polynomials [7]; and more
recently Hosny also presented invariants based on Gegenbauer polynomials combined
with geometric moments which can be applied to recognition of images [8].
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Finally Herrera-Acosta et al. through the use of Gegenbauer polynomials, presented
an image descriptor which allows the recognition of visual scenes and compared its
performance against the popular SIFT image descriptor [9].

In this paper, a set of orthogonal moment invariants is presented. These moment
invariants are obtained by the use of the Jacobi orthogonal moments and can be used in
pattern recognition applications. These invariants are expressed as linear combinations of
geometric moment invariants, which are presented in image geometric transformations
like translation, rotation and scale.

2 Theoretical Background

In this section, basic concepts needed are introduced including regularmoment invariants
(Subsect. 2.1) and the Jacobi polynomials (Subsect. 2.2).

2.1 Regular Moment Invariants (RMIs)

Regular moment invariants are image characteristics that remain unchanged when a
geometric transformation like translation, rotation or scaling is applied on an image
[10]. Invariance to translation is achieved by computing the position of the center of
mass or centroid (xc, yc) of an image [8, 9]:

xc = μ10
/

μ00, yc = μ01
/

μ00 (1)

In general, the central geometric moments can be computed as [8, 10]:

μp,q =
∫ ∞

−∞

∫ ∞

−∞
(x − xc)

p(y − yc)
q f (x, y) dxdy (2)

Scale invariance can be achieved through scale factor elimination, computed by:

μ′
p,q = μp,q(

μ0,0
)γ (3)

where γ = 1
2 (p + q + 2). Similarly, the rotation moment invariants can be defined as:

Mrot
p,q =

∫ ∞

−∞

∫ ∞

−∞
(x cos(θ) + y sin(θ))p(y cos(θ) − x sin(θ))q f (x, y) dxdy (4)

where the rotation angle θ is computed by:

θ = 1

2
tan−1

(
2μ1,1

μ2,0 − μ0,2

)
(5)

Normalized Regular Moment Invariants (RMIs) are defined as:

RMI = RMIp,q(
M0,0

)γ (6)

Finally, RMIs to translation, rotation and scale are given by:

RMIp,q = 1

μ
γ
0,0

p∑

k=0

q∑

m=0

(
p
k

)(
q
m

)
(−1)m(sin(θ))k+m

× (cos(θ))p+q−k−mμ(p−k+m),(q−m+k) (7)
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2.2 Orthogonal Jacobi Polynomial

The Jacobi polynomials are the most general of the classic orthogonal polynomials in
the domain [−1, 1]. All the other classical orthogonal polynomials are special cases of
the Jacobi polynomials, and are obtained by setting restrictions on the parameters α and
β [11]: for instance, α = β = 0, defines the Legendre polynomials, and more generally,
making α = β, produces the Gegenbauer or Ultraspherical polynomials. Thus, the work
carried out on Jacobi polynomials allows one to work with other classic orthogonal
polynomials simply by selecting the values of the parameters α and β.

The Jacobi orthogonal polynomials of order n are defined as follows [12]:

P(α,β)
n (x) = 1

2n

n∑

k

(
n + α

k

)(
n + β

n − k

)
(x − 1)n−k(x + 1)k (8)

The explicit expansion of P(α,β)
n (x) can be rewritten as [12]:

P(α,β)
n (x) =

n∑

r=0

k(α,β)
r,n xr (9)

with the coefficient matrix k(α,β)
r,n defined as follows for two different cases:

If α = β:

k(α,β)
r,n = (−1)n(α + 1)n(−n)r (n + 2α + 1)rΓ (α + 1 + r)Γ

( 1
2

)

2r r !(α + 1)rΓ
( r−n+1

2

)
Γ

(
r+n

2+α+1

)
n!

(10)

Otherwise:

k(α,β)
r,n = (−1)n(α + 1)n(−n)r (n + λ)r

r !(α + 1)r2r n! 2F1
(−n, n + λ + r, α + 1 + r

∣∣1
/
2
)

(11)

with two special cases:

k(α,β)
n,n = (n + λ)n

2nn! (12)

and

k(α,β)
n−1,n = (α − β)Γ (2n + λ − 1)

2n(n − 1)!Γ (n + λ)
(13)

Where r = 0, 1 . . . n, and n is the maximum degree.
The Jacobi polynomials are orthogonal on [−1, 1], and satisfying the relation:

∫ 1

−1
P(α,β)
n (x)P(α,β)

m (x)w(α,β)(x) dx = 0 (14)

with respect to the weight function defined by:

w(α,β)(x) = (1 − x)α(1 + x)β (15)
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3 Jacobi Moment Invariants

Following [8], the Jacobi-based 2-D moments of order n,m can be defined as:

An,m = 1

hn(α, β)hm(α, β)

∫ 1

−1

∫ 1

−1
f (x, y)k(α,β)

n k(α,β)
m w(α,β)(x)w(α,β)(y) dxdy (16)

where f (x, y) represents a 2-D array (e.g. a digital image) and the Jacobi normalization
function is:

hn(α, β) = 2λ�(n + α + 1)�(n + β + 1)

(2n + λ)n!�(n + λ)
(17)

and λ ≡ α + β + 1.
Equation (9) can be rewritten in a more computationally efficient manner as:

An−m,m = 1

hn−m(α, β)hm(α, β)

∫ 1

−1

∫ 1

−1
f (x, y)k(α,β)

n−m k(α,β)
m

×w(α,β)(x)w(α,β)(y) dxdy (18)

Now, the Jacobi moments invariants (JMI) can be defined as:

Ân−m,m = 1

hn−m(α, β)hm(α, β)

n−m∑

r=0

m∑

q=0

k(α,β)
n−m k(α,β)

m

×
∫ 1

−1

∫ 1

−1
T (x, y)xr yq dxdy (19)

where the so-called transformation function T (x, y) is:

T (x, y) = (1 − x)α(1 + x)β(1 − y)α(1 + y)β f (x, y) (20)

The integral in (19) corresponds to the RMIs of the intensity function of an image,
f (x, y), given in Eq. (7), so that (19) can be rewritten as:

Ân−m,m = 1

hn−m(α, β)hm(α, β)

n−m∑

r=0

m∑

q=0

k(α,β)
n−m k(α,β)

m RM Ir,q (21)

4 Methodology

Based on the theory described in the previous section, the Jacobi-based moment
invariants were implemented in MATLAB. The pseudocode for the different functions
implemented is shown in Algorithms 1 to 4.
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Algorithm 1.- Main Routine
1 ← image; ← Jacobi parameters 
2 Compute image centroids ← moments(
3 Define image centroids using Eq. (1) 
4 Define rotation angle through Eq. (5) 
5 for to :
6  for to :
7  
8  = JMI )
9 end 
10 end 
11 Return:

Algorithm 2. Jacobi moment invariants (JMI) 
1 Inputs: 
2 
3  ← 0 
4 for   to :
5  for  to : 
6   Compute  and  via Algorithm 3 
7    =  
8   + ( )
9  end 

10 end 
11 Jacobi normalization through Eq. (17) 
12 Return: Jacobi moment invariants, 

Algorithm 3. Jacobi coefficients calculations 
1 Inputs: r, N, α, β
2 ← 0, 
3 λ ← α + β +1
4 if α ≠ β
5   K ← Compute Jacobi coefficient through Eq. (11) 
6   if  r = N-1 
7   K ← Compute Jacobi coefficient through Eq. (13)
8 else
9  K ← Compute Jacobi coefficient through Eq. (12) 

10 end
11 else 
12   If mod(N-r, 2) = 0
13   K ← Compute Jacobi coefficient through Eq. (10) 
14 end
15 end
16 Return: Jacobi constant K
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Algorithm 4. Regular moment invariants (RMI) 
1 Inputs:
2 ← 0 
3 for to :
4   for to :
5   
6   
7   Compute moments: ← moments(
8    = Eq. (6)
9   end
10 end
11 Normalize  through Eq. (7) 
12 Return: RMI

The Jacobi orthogonal polynomials can be used to obtain moment invariants to
geometric transformations in a plane, like translation, rotation and scale. We show this
application on a set of images from the MPEG-7 CE-Shape-1 dataset, which is a dataset
created to evaluate the performance of 2-D shape descriptors. This dataset includes 1,440
shapes grouped in 70 classes, each containing 20 similar objects [13]. A small sample
of these images is shown in Fig. 1. One fourth of the images in the CE-Shape-1 dataset
(i.e. 5 images per class) were selected. These images were scaled down to 25% their
original size and zero-padded tomake all the images 301×301 pixels in size. Afterwards
the images were modified through geometric transformations: translation, scaling and
rotation with the values in Table 1.

Fig. 1. Subset of images from the MPEG-7 CE-Shape-1

Table 1. Values used for geometric transformations of test images.

Geometric transformation Applied values

Translation of centroid (30, 30), (−30, −30)

Scaling 0.75, 1.25

Rotation −45°, 45°
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The result of this procedure is that two extra sets of images for each transformation
in Table 1 are produced. Next, the JMIs for each of these sets and the original images
are computed through Eq. (21), and the differences between the transformed datasets
and the original image set are recorded. The parameters used to compute the JMIs are
α = β = 0.5, and these were computed from order 0 to 21. Several of these moments
are always zero, and these were eliminated from the reported results, so that we finally
end up with 14 non-zero moment invariants for each of the geometric transformations.
Numerical results are reported in the next section.

5 Experimental Results and Discussion

The differences between the moment invariants of the original image and those of the
transformed images were computed in order to observe their variation. The results are
shown as boxplots in Figs. 2, 3 and 4. For clarity, the outliers were not plotted. The
boxplots presented show the differences between the moment invariants computed on
the original images and the moment invariants computed on the modified (translated,
rotated or scaled) images. For the sake of a full disclosure, it must be reported that three
of the moment invariants computed produce numerical values that are several orders of
magnitude larger than the rest of them, and their differences were not plotted because
doing so would hinder the appreciation of the rest of the values plotted.

Fig. 2. Translation invariance of Jacobi-based moment invariants.

The boxplots show that for low-order moment invariants the differences are quite
small (indicating these are truly invariant to the changes introduced by the geometric
transformations); however, as the order increases the differences begin to bemore signif-
icant.We believe that there are several factors that can explain this behavior. One factor is
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Fig. 3. Scale invariance of Jacobi-based moment invariants.

Fig. 4. Rotation invariance of Jacobi-based moment invariants.

the images resolution, which directly affects the precision with which the Jacobi polyno-
mials are approximated. As the degree of the polynomials increases but the image reso-
lution is kept fixed, an increasingly larger error between the true value of the polynomials
and their computational approximation is introduced.

A second factor that is also related to the precision with which the polynomials are
approximated is how well the orthogonality condition is satisfied by the polynomials
as their order increases. For low order polynomials the condition is easily satisfied,
but as the order increases orthogonality is no longer guaranteed. This in turn means
that image descriptors, such as the moments described, gradually lose their descriptive
power and are more prone to be affected by image differences like those introduced by
the geometric transformations in our experiments. Finally, a third factor is that, whenever
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an approximation is employed, the addition of polynomials beyond a certain order is
detrimental to the reconstruction ability of this technique.

6 Conclusions

A novel set of moment invariants for pattern recognition application with Jacobi-based
orthogonal polynomials was described. Experiments were performed on images from
the MPEG-7 CE-Shape-1 dataset. Translation, scaling and rotation were applied to the
images and the Jacobi-based image moments were computed. The differences between
the image moments of the original and the transformed images were reported to demon-
strate the invariance of the proposal. Invariance was confirmed and clearly observed
for low-order moments (differences were nearly zero in most cases), while the differ-
ences of higher-order moments were more noticeable. We believe that the precision
with which the polynomials are computationally approximated is responsible for this
behavior. Although low-order moment invariants can be used for pattern-recognition
applications, we would like to explore possible solutions to increase the order at which
invariance is achieved. In conclusion, the invariants of Jacobi polynomial-basedmoments
work well, but more work is necessary to improve the polynomials approximation and
to define the optimal degree to use for each particular image, so that we may obtain more
exact descriptors and more uniformly invariant moments.
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Abstract. This work proposes the use of deep learning architectures,
and in particular Convolutional Autencoders (CAE’s), to incorporate an
explicit component of orthogonality to the computation of local image
descriptors. For this purpose we present a methodology based on the com-
putation of dot products among the hidden outputs of the center-most
layer of a convolutional autoencoder. This is, the dot product between
the responses of the different kernels of the central layer (sections of a
latent representation). We compare this dot product against an indicator
of orthogonality, which in the presence of non-orthogonal hidden repre-
sentations, back-propagates a gradient through the network, adjusting
its parameters to produce new representations which will be closer to
have orthogonality among them in future iterations. Our results show
that the proposed methodology is suitable for the estimation of local
image descriptors that are orthogonal to one another, which is often a
desirable feature in many patter recognition tasks.

Keywords: Local image descriptors · Orthogonal bases ·
Convolutional autoencoders

1 Introduction

The use of orthogonal bases in the estimation of local image descriptors was a
widely used paradigm in many computer vision scenarios before the deep learning
era [1], specially because this approach allows the definition of over-complete
dictionaries for robust image description [1,2]. However, recent developments of
deep architectures seem to disregard the potential of incorporating orthogonal
bases in their models, perhaps because of the indisputable success that these
deep models, and in particular Convolutional Neural Networks (CNN’s), have
already shown in solving several computer vision problems [3,4], even without
the explicit consideration of orthogonality.

Since CNN’s are often designed for end-to-end processing, the estimation of
local image descriptors also seems to be unnecessary lately, i.e., the focus is in
solving directly tasks like classification or localization [5,6]. Therefore, it has
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become common to overlook at intermediate representations during the image
description process, as long as they get the task solved. Nonetheless, looking
at intermediate representations of CNN’s [9] might still prove beneficial for the
estimation of local image descriptors, which might be desirable in at least two
scenarios. First, when fine local details are highly relevant for a given task, as
global descriptors risk overlooking at them. Second, when dealing with small
datasets that could limit the capacity for properly training a large set of param-
eters, as is often the case with many deep neural networks architectures [7].

In this work, we propose the re-consideration of orthogonality as a constraint
for the estimation of local image descriptors, which are computed using Con-
volutional Autoencoders (CAE’s) [8]. We develop a methodology that readily
inserts itself as another layer in a deep CAE architecture, and that allows to
impose orthogonality constraints to intermediate representation of the network.
We evaluate the impact of our model in the task of image reconstruction, and
our results show that this approach is suitable for obtaining orthogonal local
descriptors while still being able to reconstruct images at high precision rates.

The rest of this paper is organized as follows. Sect. 2, gives details about
our proposed approach for generation of orthogonal local descriptors. Sect. 3
describes the protocol followed to evaluate our method. Sect. 4 discusses our
results. Finally, Sect. 5, presents our conclusions.

2 Orthogonal Local Descriptors

This section explains the proposed deep learning architecture designed to com-
pute orthogonal local descriptors, which corresponds to a type of convolutional
autoencoder (CAE). This deep convolutional autoencoder simultaneously opti-
mizes two objective functions: the reconstruction error of the autoencoder itself
and an orthogonality constraint.

2.1 Architecture

An overview of our CAE-like architecture is shown in Fig. 1. As it happens with
standard autoencoders, ours is composed of two stages: encoding and decoding,
where the output of the central layer is considered an appropriate representation
of the input image, as long as it allows the model to reconstruct its own input.

Fig. 1. Model architecture. Orthogonal convolutional autoencoder.
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The encoding part of our model starts with a set of convolutional and max-
pooling layers packed into blocks, whose tasks is that of applying a cascade of
low-level filters that identify or enhance the visual information relevant for local
description. There are three such convolutional-pooling blocks, as suggested by
previous works [4], in which it has been observed that three blocks suffice for
learning to detect edges, corners and contours, and object parts, respectively [9].

Likewise, we also implement three blocks with convolution filters and up-
sampling operations for the decoder stage, i.e., the reconstruction section of the
model. This decoding section has the only task of recovering the initial visual
information from whatever representation had resulted after the initial encoding
process. There is an additional final convolutional layer whose purpose is to
smooth out the output of the last up-sampling operation, this is, it corrects for
the abrupt zero-order hold extrapolation produced by the up-sampling layer.

In this model, all convolutional operations in the encoding and decoding
stages are performed by filters of size 5×5, and are followed by ReLU activation
functions. Regarding the max-pooling layers, all of them operate over 2×2 pixels
neighborhoods. Similarly, the up-sampling steps correspond to zero-order hold
interpolation processes performed in localities of 2 × 2 pixels.

The central layer in our model, indicated by the name “Dot” in Fig. 1, is the
one where the orthogonality between convolutional filters is optimized. See Sect.
2.2, for further details about this process.

2.2 Orthogonality

For the purpose of measuring orthogonality, we consider individually, the output
of each convolutional filter in the central layer (latent representation). This is, we
optimize for each convolutional unit to produce outputs that are orthogonal to
one another. Concretely, we measure the orthogonality between pairs of outputs
of the layer maxpool3, and from there, we backpropagate a loss measurement
indicating a notion of lack of orthogonality.

More formally, the orthogonality between two convolutional outputs corre-
sponds to the dot product computed between their respective vectorized forms
vi and vj , i.e., the output of the convolutional filter is a matrix, however, vector-
izing it has no impact for the optimization process. Namely, the orthogonality
score ôi,j between vectors vi and vj is computed as,

ôi,j = 〈vi, vj〉 . (1)

Computing this dot product for each pair of the C convolutional outputs
from a given layer, results in a matrix Ô of [C × C] elements, which indicates the
degree of correlation between pairs of outputs, and thus some sort of similarity
between the convolutional filters that generated them themselves. Moreover,
having the off-diagonal elements of Ô all equal to zero, indicates that the operand
vectors that originated them are pair-wise orthogonal.

Using this notion of orthogonality, we compute the orthogonality loss Lo as,

Lo =
1
M

‖O − I‖1, (2)
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where, O is the orthogonal matrix normalized through,

oi,j =
ôi,j

maxi,j Ô
, (3)

and I is the identity matrix of size [C × C]. This is, Eq. (2) computes the element-
wise mean absolute error between O and I.

In practice, max-pooling layers contain no parameters that can be optimize
via gradient descent. Therefore, the orthogonality loss Lo is back-propagated
directly to the previous convolutional layer (i.e., conv3 ), whose parameters are
updated to maximize the orthogonality of future outputs.

2.3 Loss Function

The training of the proposed model consists in minimizing simultaneously a
reconstruction loss Lr and the orthogonality loss Lo defined in Eq. (2). This is,

L = Lr + λLo, (4)

where, λ is a coefficient that weights the contribution of the orthogonality loss
Lo to the total loss function, and,

Lr = Lr(X,X;Ω), (5)

indicates a notion of the error obtained when using X (an image patch) as input
to our model, and trying to reconstruct it using the set of parameters Ω. Note
that the specific form of Lr might vary depending on the nature of the data and
the problem that is being addressed.

3 Experiments

This section provides information regarding the evaluation of the proposed
orthogonal local descriptor. Concretely, it describes the dataset used for eval-
uation, provides several implementation details, and presents the two types of
experiments we performed to validate our methodology.

3.1 Data

We used a dataset of binary images [10] containing arrangements of hieroglyphs
from the ancient Maya culture. These arrangements of hieroglyphs are known
as glyph-blocks, or simply blocks. Figure 2 shows a few examples of them.

This glyph-blocks dataset is formed by 5000 images, each containing from 1 to
6 individual signs visually located at arbitrary positions. In turn, each individual
sign belongs to one of 255 semantic classes (a notion of word)1. It is indeed, the
1 Approximately, 1000 different Mayan glyph-signs have been identified thus far by

archaeologists, but our dataset only contains instances from 255 of them.
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Fig. 2. 16 examples of glyph-blocks in our dataset.

relative small size of this dataset that has motivated the investigation on the use
of convolutional autoencoders to generate local image descriptors.

During our experiments, we randomly chose 80 glyph-blocks for training and
20 for validation, leaving 4900 aside for testing. For the generation of the local
image descriptors, we input square image patches uniformly sampled from the
complete glyph-blocks. The size of these patches is 64 × 64 pixels, sampled at
strides of 16 pixels. Since glyph-blocks images are of varying size, this segmen-
tation resulted in 39,125 training and 10,251 validation patches.

3.2 Implementation Details

We implemented our proposed model using python 3.7 and the keras module of
the tensorflow 2.0 library.

Conceptually, our model is a branched network as depicted in Fig. 1. Its
main branch consists of 15 layers organized in three types of blocks: convolution
plus max-pooling, convolution plus up-sampling, and only convolution blocks.
Its purpose is to process input images extracting relevant information into a
compact latent representation, and then reconstruct the original image starting
from such latent representation.

With the exception of its last convolutional layer, which implements the
sigmoid activation function for recovering pixel values within the interval [0, 1],
all other convolutional layers use the ReLU activation function.

The three layers in the encoding stage consists of 32, 16, and C convolutional
filters, respectively. Note the parameter C (the number of filters in the third con-
volutional layer is an hyper-parameter, which determines the number of layers
that allow appropriate orthogonality rates). Similarly, the last four layers in the
decoding stage are formed by 8, 16, 32, and 1 convolutional filters. All convolu-
tional filters in all convolutional layers are of 5 × 5 pixels. Also, all max-pooling
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and up-sampling layers were fixed to pooling size equals 2 × 2, thus generating
outputs half, or double, the size of their inputs, accordingly.

The second branch of our model corresponds to the “Dot” layer, which is
connected after the third max-pooling layer. This layer receives as input a tensor
of size [W,H,C], where W and H indicates the width and height of the image
response after the previous convolution-pooling block, and C corresponds to the
number of responses (channels or filters) resulting from that previous stage. The
activation function of this layer is the dot product applied on its input tensor,
channel-wise, which produces matrix O as output (as explained in Sect. 2.2). The
reference data used to compare the output of this second branch, and therefore
to calculate the error function defined in Eq. (2), corresponds to the identity
matrix of size C × C, as we are using C filters in the third convolutional layer.

We trained our model during 64 epochs using batches of 32 local patches
and the adam optimizer with default parameters [11]. Since our data consists of
binary images, we optimize the binary cross entropy as reconstruction loss Lr.

3.3 Evaluation

We evaluated two aspects that the proposed orthogonality constraint could
induce in the estimation of local image descriptors via convolutional autoen-
coders. First, its impact in the reconstruction loss with respect to its contribution
to the whole optimization process, as dictated by the coefficient λ. And second,
its impact in the reconstruction loss in relation with the dimensionality of the
generated local descriptor, i.e., the impact that the number C of convolutional
units used to generate the local image descriptor.

4 Results

This section presents the results obtained during the evaluation of the proposed
orthogonal local descriptors. Our evaluation focuses on the impact induced in the
reconstruction loss of the CAE, by the addition of the orthogonality constraint
and by the length of the resulting local descriptor.

4.1 Orthogonality Impact

Table 1 shows the impact of enforcing the orthogonality constraint into the loss
function, evaluated on the validation set. These results correspond to the recon-
struction loss Lr (binary cross entropy, bce), the orthogonality loss Lo (mean
average error, mae), and the total loss L = Lr + λLo, as detailed in Sect. 2.3.
Moreover, this evaluation corresponds to the use of 512 elements in the real-
valued vectors used to compute orthogonality, which, given the fact that the
output of our model is of size 8 × 8 pixels after the third max-pooling layer,
implies that there are C = 8 filters in the third convolutional layer.

From Table 1, one can see a clear opposite tendency between the reconstruc-
tion and orthogonality losses. In general, all of our experiments showed that the
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Table 1. Comparison of different values of λ, used for enforcing the orthogonality
constraint into the loss function, evaluated on the validation set.

Lo contribution (λ) 3.00 0.90 0.60 0.30 0.09 0.06 0.03

Lr (bce) 0.126 0.115 0.108 0.108 0.102 0.102 0.098

Lo (mae) 0.071 0.080 0.091 0.104 0.118 0.129 0.138

L 0.169 0.163 0.163 0.162 0.173 0.179 0.181

more strict the orthogonality penalty λ, the higher the reconstruction loss (bce).
Since their combination attains its minimum when using λ = 0.6, we kept this
value fixed for subsequent evaluations.

To validate that, effectively this approach is able to generate local descriptors
that are orthogonal to one another, in Fig. 3 we show the visual representations
of the orthogonal matrix O (Eq. 3) for different values of λ. Although all three
matrices show a diagonal-like patter, it is clear that λ ≥ 0.6 enforces better
orthogonality between pairs of convolutional outputs.

Fig. 3. Visual representations of the orthogonal matrix O for different values of λ.
The more the off-diagonal elements are close to zero, the more orthogonal are the
corresponding vectors, which are nothing but the responses to the convolutional filters.

For better understanding the impact of the orthogonality penalty λ, Fig. 4
shows examples of patches that have been reconstructed using our methodology,
with C = 8 filters in the third convolutional layer and λ = 0.6 (as suggested by
the previous analysis). Images in the first row are input local patches segmented
from the glyph-blocks, while images in the second row correspond to their recon-
structed counterparts. All images in Fig. 4 are well defined in visual terms, and
highly similar to their original counterparts. Moreover, only a few pixels have
changed their real value. This indicates that allowing a reconstruction loss of
around 0.1 in terms of binary cross entropy (induced by λ = 0.6), brings no
serious damage to the reconstruction process.
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Fig. 4. Examples of local image patches reconstructed by our model, using C = 8 filters
in the third convolutional layer and λ = 0.6. First row corresponds to the original image
patches. Second row corresponds to the reconstructed patches.

Our results also showed that the proposed approach has good generalization
behavior, as the validation error is only slightly higher than the training error
for both types of losses, as shown in Fig. 5.

Fig. 5. Training an validation performance for the reconstruction and orthogonal losses.

4.2 Length Impact

The number of elements in the resulting local descriptor is also an important
parameter that must be evaluated. On one hand, we would like to obtain descrip-
tors that are large enough to facilitate distributing relevant visual information
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among their elements, thus favoring orthogonality and sparsity. On the other
hand, short descriptors could be desirable for further processing, e.g., indexing
or aggregation.

Given the architecture of our model, the output after the third convolution-
pooling block is fixed to 8 × 8 pixels. Therefore, the only varying parameter to
modify the total number of elements of this intermediate output is the number
C of filters (channels) located in the third convolutional layer. We evaluated the
impact on the different losses of our model when varying the number of filters
in the set C = {1, 2, 4, 8, 16, 32, 64}, which respectively correspond to having
64, 128, 256, 512, 1024, 2048, 4096 elements in the local descriptor.

Table 2 shows evidence of the relation that the length of the local descriptor
has with the reconstruction and orthogonality losses, using a fixed λ = 0.6 as
suggested by the results shown in Table 1.

Table 2. Reconstruction and orthogonal losses with respect to the length of the local
image descriptor, using fixed λ = 0.6.

Length 64 128 256 512 1024 2048 4096

Lr (bce) 0.121 0.109 0.162 0.108 0.112 0.117 0.171

Lo (mae) 0.148 0.132 0.130 0.091 0.129 0.131 0.162

This evidence shows that local patches are well described using 512 elements,
as this length provides the lowest reconstruction loss (bce). This, however, is but
a consequence of the design of the model, which we have set to receive inputs of
size 64 × 64 pixels, and process them through three convolution-pooling blocks,
which results in responses of 8×8 elements. Different combination of these hyper-
parameters might require different numbers of filters in the third convolution,
thus resulting in varying lengths for the local image descriptor.

5 Conclusions

We proposed the re-consideration of orthogonality as a constraint for the unsu-
pervised estimation of local image descriptors using Convolutional Autoencoders
(CAE). For this purpose we presented a methodology based on the use of a hid-
den layer that computes the dot product between intermediate outputs, and
uses it as a secondary model output, which is subject to a loss estimation, and
therefore allows to adjust the network parameters to induce orthogonality.

Our results show that the proposed methodology is suitable for the estima-
tion of local image descriptors that are orthogonal to one another, this without
hurting the reconstruction process of the CAE. We also investigated the impact
of the length of the resulting local descriptor in the process of reconstruct-
ing binary images, and noticed that reconstruction of high visual quality are
possible.
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Currently we are investigating whether the proposed method might also have
an impact in the degree of sparsity of the resulting local descriptors, or serve as
a new type of regularizer. Additionally, this approach can be tested in specific
tasks like image classification or image retrieval.
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Abstract. Current methods of correlation and point matching between stereo-
scopic images produce large errors or are completely inefficient when the surface
has a repetitive, non-isotropic, low contrast pattern. In this article a newmethod of
Digital Assisted Image Correlation (DAIC) is presented to match specific points
in order to estimate the deformation of the surface in the metal sheets used in
the automotive industry. To achieve this, it is necessary to stamp the surface to
be measured with a regular pattern of points, then a digital image processing is
done to obtain the labels of the circles of the pattern. After this, a semi-automatic
search is made in the labels of both images to correlate all of them and perform
the triangulation. DIC is used to corroborate the correspondence between points
and verify the accuracy and efficiency of the developed method. This allows the
3D reconstruction of the sheet with a minimum of information and provides more
efficiency and a great benefit in computational cost. Deformation is calculated by
two methods, which show similarity between the values obtained with a digital
microscope. It is assumed that quality of marks stamping, lighting, and the initial
conditions, also contribute for trustworthy effects.

Keywords: Image matching · Steel industry · Stereo vision · Digital Image
Correlation

1 Introduction

The deformation measurement in metal sheets is a very important activity to know
the material properties used to manufacture them, to assure the quality and applica-
tions design where is used, in this case, the automotive industry [1]. Commonly, multi-
camera vision has been used tomeasure it, especially stereoscopic vision [2]. The surface
deformation measurement of the metal sheets depends on the 3D points reconstruction
efficiency from a stereoscopic digital camera system and the latter is subject to points
matching. One of the most popular methods in mechanics to strain estimation is called
Digital Image Correlation (DIC). This is a full-field non-contact optical-numerical tech-
nique tomeasure shape,motion, and deformation, on almost any kind ofmaterial, even in
extreme experimental settings [3], as long as the region of interest (ROI) on the sample’s
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surface is provided with a natural or synthetic speckle pattern [4]. This allows finding
the best match between corresponding points in the two images by comparing the local
grey scale distribution of square pixel subsets on the basis of the normalized cross cor-
relation coefficient. The uniqueness of each signature is only guaranteed if the surface
has a non-repetitive, isotropic, high contrast pattern [5, 6] (Fig. 1). An efficient matching
operation requires the two images to be similar in terms of speckle pattern appearance.
Extracting information from such images is particularly challenging because the success
of a DIC matching is guaranteed only when a sufficient similarity exists between the
images to be correlated [7–9]. This can be achieved by using a pair of ‘twin’ cameras
(with identical settings) and proper illumination, or by capturing both views simultane-
ously with one single camera and additional external optical devices [10]. Nonetheless,
the use of DIC data to validate models in a quantitative way or to identify with preci-
sion several constitutive parameters, remains not easy work [11]. One of the reasons is
the complicate compromise between the measuring resolution and the large space for
measuring to be done. A second reason is the state of frontiers. A third reason is that
measured displacements are not directly compared with simulations.

Fig. 1. Image specifications to implement DIC correctly [12].

On the other hand, the grid of circles as references to measure deformation in metal
sheets, is widely used [13–16, 29] because the accuracy and precision of the measure-
ments can be analyzed manually with a microscope. Figure 2 shows the deformation
phenomenon of the metal sheets and what happens with the stamped marks, as the
distance between the centroids changes.

(a) Non deformed (b) deformed 

Fig. 2. (a) Circles on metal sheet without deformation; (b) Circles on deformed metal sheet.
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There are several efforts presenting promising results like [8, 11, 17–25]. In ref.
[18] they propose a deconvolution algorithm that allows to eliminate, over a certain
frequency range, the systematic error for DIC and LSA (Localized Spectrum Analysis).
The procedure diminishes the value of the spatial resolution (thus improves it). The
drawback is that the noise level impairing the measurements increases, but not in the
same proportion as the decrease in spatial resolution. Hence the compromise between
measurement resolution and spatial resolution is significantly improved, which makes
this deconvolution procedure potentially useful in situations where localized strain gra-
dients occur. In Ref. [19] they proved a new method called Simplified Digital Image
Correlation Method (SiDIC) in a rubber balloon to verify if the super pression aerostatic
balloon could be measured. The SiDIC correctly identified the non-deformed region,
although the deformation is not accurate. In Ref. [11] it is proposed the use of an ini-
tial condition which consist in doing click on four points of circles grid to accelerate
the marks searching and improve the points matching efficiency. It is observed that the
errors of measured displacements using DIC are closely related to the quality of the
speckle pattern [21, 24–26]. In other words, the measured displacements of different
speckle patterns using the DIC technique may be different even though the deformation
state of the specimen, the calculation parameters (e.g., the correlation criteria, sub-pixel
registration algorithm, subset size, subset shape function, the interpolation scheme, and
calculation path) are the same. Nowadays DIC is often used in a qualitative manner
rather than as a metrological tool. This is especially due to the time-consuming task
related to the post-processing of the images: in Ref. [27] more than 10000 points were
exported from the camera measurements.

In this work, we propose a new two-point initialization technique to improve velocity
and accurate processing in 3D reconstruction and the calculation of surface deformation
in a metallic sheet. This is done by stamping a grid of circular oxide dots on the metal
sheet. After obtaining the corresponding labels of each point, a semi-automatic algorithm
of coincident points between both images is implemented. The factor correlation is used
to verify point matching. Subsequently, the deformation is calculated by the average
distance of four neighbors, finally the measurement is compared with that obtained with
a digital microscope.

2 Materials and Methods

In order to capture the images a pair of Prosilica GT2750 cameras were used. These are
6.1 megapixels each, with a Gigabit Ethernet port compatible with GigE Vision and a
Hirose I/O port. This kind of camera incorporates a high-quality Sony sensor ICX694
EXviewHADCCD that provides extra sensitivity, near IR response, lownoise level, anti-
blooming effect and excellent image quality. At full resolution, this camera processes
19.8 frames per second.With a smaller region of interest, higher frame rates are possible.
It is a robust device designed to operate in extreme environments and fluctuating lighting
conditions. It offers precise control of the iris lens that allows users to set the size of the
aperture to optimize depth of field, exposure and gain without the need for additional
control elements. For the assembly, a metal structure of 40 × 40 × 40 cm was designed,
the piece to be measured is approximately at 30 cm from the lens of the cameras. LED
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lighting was chosen due to the contrast with the circles marked on the sheet: blue LED
of 640 nm. The acquired images have a resolution of 2752 × 2200 pixels. To compare
the dimensional measurements, a digital microscope (Jiusion 6-06814-24289-8) with a
scale of 100 μm was used (Fig. 3).

Fig. 3. Configuration of stereo cameras, with lighting and the metal sheet.

The followed methodology has the purpose of measuring the surface deformation in a
metal sheet used for car bodies.

1. Calibrations of the cameras.
2. Stamping of known circle grid on the not deformed metallic sheet.
3. Deformation of the metal-sheet by the mechanical stamping process.
4. Illumination of the piece with LED blue light for being measured.
5. Capture of stereo images.
6. Digital image processing to obtain the labels of the points of the metal sheet.
7. Manual selection of the same point in both images to allow the algorithm tomatching

all the remaining points among them.
8. Triangulation of points to obtain their position in 3D space and reconstruction of the

metal sheet.
9. Estimate the deformation by two methods:

• From the average distances of each point with its neighbors in 3D space.
• Through the depth value of each point (measurement on Z axis).

For the individual and stereo calibration of the cameras, the defined functions pro-
vided by the OpenCV library were used within the Python programming language. The
process includes the stamping of the grid of points in the metal sheet without deforming,
this involves an electrochemical process in which an electrolyte is applied as reagent on
the surface of the sheet to engrave a thin pattern so that when the sheet is painted, the
marking is imperceptible. After the sheet is subjected to the inlaying process, the circles
are distorted in the form of ellipses and the distances between the centroids of these are
modified, which are used in the digital images to determine the deformation states in the
testing metal sheet.
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2.1 Two Points Labels-Matching Initializations

After obtaining the first six steps of the methodology as detailed in the previous work
[11], they have the right and left labeled images as shown in Fig. 4. In these images each
label corresponds to one mark of the dot pattern. The noise was eliminated by filtering
the labels by areas so that only those corresponding to the dot pattern remained.

 
(a) Left image 

 
(b) Right image 

Fig. 4. Labeled images from stereo cameras after image processing process

The method’s aim is to determine the correspondences between 2D centroid coor-
dinates of both images for each circle of the grid pattern on the metal piece giving only
one click on each image (left and right). First a click is given on any circle on the image
taken by a left camera, then another click is given at that same circle but on the other
image taken by the right camera. With this, the centroid of the labels corresponding to
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these marks is determined and the first correspondence between both images is obtained
manually (red circle in Fig. 5a). Then a search of neighboring labels in areas near the
central circle is made, as shown in Fig. 5a, here are observed in yellow boxes the regions
where tags are searched in both images. A new correspondence is obtained if both labels
are found in the corresponding boxes of both images. The process is iterative, taking as
a central point each new matched label correctly.

a b 

Fig. 5. (a) Semi-automatic matching of labels between both images. (b) Delimiting the area for
searches of neighboring labels.

The dimensions of each region of 2D space where each neighboring label is searched
and its exact location in space depend on the configuration and size of the dot pattern.
Oneway to do this would be by calculating the distance and the slope between the central
point and a neighbor found.

da↔b =
√

(ya − yb)2 + (xa − xb)2 (1)

ma↔b = (yb − ya)

(xb − xa)
(2)

InEqs. (1) and (2) the coordinates of the centroids of the labels are used.An imaginary
square will be constructed to delimit the search area of each neighboring label (Fig. 5b),
each side will have a length equal to the segment d(a–b), one side of the square will cut
it perpendicularly at its midpoint. With this the remaining square is built, within which
it will be verified pixel by pixel if there is a label.

2.2 Verify the Point-Pairing Through DIC

2D-DIC is used to correlate a given set of points in the two stereo views of the reference
configuration andmatch these points along the sequence of images. The Fourier methods
can be used to calculate the correlation in a fast way. Equation (3) presents the definition
of normalized cross correlation.

NCC =
∑

(i, j)εs
[
f(u,v) − f̄

]
[g(u, v) − ḡ]√∑

(i, j)εs
[
f(u,v) − f̄

]2 ∑
(i, j)εs[g(u, v) − ḡ]2

(3)

Here f and g are each the grayscale functions of the windows of the current image
at a specific location (x, y). The functions f̄ and ḡ correspond to the gray scale mean of
the reference image and the current subset.
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2.3 Triangulation and 3D Reconstruction

In Ref. [22] was described the dimensional estimation using stereoscopic vision systems.
They quantitatively concluded that the accuracy and precision depend on the distance
between the camera and the object to be measured, as well as the resolution of the
cameras used. Stereoscopic vision is a technique frequently used to locate points in
three dimensions (3D) based on points in two or more 2D images [10, 11, 27–33]. It
is necessary to calibrate both cameras using the PinHole model which is described by
Eq. (4).

sm̃ = A[R|t]M̃ =
⎡
⎣

fx 0 u0
0 fy v0

0 0 1

⎤
⎦

⎡
⎣
r11 r12 r13|
r21 r22 r23|
r31 r32 r33|

tx
ty
tz

⎤
⎦M̃ (4)

Since s is the number that defines the scale of the objects with respect to their real
size in the image. A is the matrix of intrinsic parameters that describes the position
of the center of the image in pixels (u0, v0). [R|t] the matrix of extrinsic parameters
of the camera that describe the rigid transformation (rotation and translation) between
the coordinate system of the camera and the coordinate system of an object outside the
camera. M̃ is a 3D point (x, y, z) of the scene expressed in homogeneous coordinates.
Subsequently, to achieve stereoscopic calibration, the translation vector that joins each
camera reference system is calculated. The point position in three dimensions can be
estimated from the coordinates in two dimensions and the Eq. 5.
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ẑ

⎤
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34
m′

24 − v′m′
34

⎤
⎥⎥⎦ (5)

Where (u, v) and
(
u′, v′) are the coordinates of the paired points obtained from the left

and right cameras that correspond to the 3D point to be reconstructed.

3 Results

In Fig. 6we present the reconstruction in the three dimensional space of all the points that
correspond to the circle grid labels on the metallic sheet that were previously matched.

3.1 Calculation of Superficial Strain Measurement on the Metal Sheet

Punctual deformation was calculated by two methods. The first one consists only in the
determination of how much each point was moved from a reference plane (plane in axis
towards the cameras, where there is no deformation in the piece) to its current position.
This provides a measure of how much each point of the material was stretched from
one plane to the cameras. The drawback of this method is that it would not be able to
measure the deformation correctly if it were produced in another direction or axis that
was not the one that joins the piece to be measured and the reference camera. In Fig. 7,
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Fig. 6. 3D reconstruction of the metal sheet.

Fig. 7. Superficial strain measurement by the movement of each point on the Z axis.

it is observed in a color scale how the point deformation increases as the material moves
away from the reference plane located on the Z axis with z = 0 cm.

The other developed method is to calculate the distance in the space between each
point and its four neighbors and compare these values with measurements taken in the
piece by the digital microscope, as in Fig. 8, where it is observed that there is an average
distance of 1.55 mm among each circle of the grid (a), and about 1.7 mm after applying
some deformation to the piece (b).

These values will serve as a comparative guide and demonstrate the expansion suf-
fered by the surface when it is deformed. The distance among two points in 3D space is
calculated using Eq. 6.

d

⎛
⎝

⎛
⎝
x1
y1
z 1

⎞
⎠,

⎛
⎝
x2
y2
z2

⎞
⎠

⎞
⎠ =

√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (6)
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Fig. 8. (a) Measurement of the pattern on the metal sheet without deforming. (b) Measurement
of the pattern in a deformed metal sheet.

In the Fig. 9 the deformation of each point is shown in color scale. The green circles
have a distance between points less or equal to 1.55mm, yellows one varies from1.56mm
to 1.63mm and reds one are greater than 1.64mm. It shows a similarity with the previous
method, the drawback would be the high computational cost required for the calculation
of all points on the surface of the material.

Fig. 9. Strain measurement by calculating the distance between each point and its neighbors.

Figure 10 shows the configurations of two groups of 5 points, one located on an
area of the piece without deformation and another in the deformed area. The distance
from the central point to each neighbor point in 3D space was calculated, the results are
shown in Table 1 and 2 and compared with those obtained by the digital microscope.
From these results, the average error in the experiment can be calculated, in this case ε

= 1.4451%.
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Fig. 10. Configuration of points to measure in planar and deformed regions.

Table 1. Comparison of the distances measured by the system and the microscope in Group 1.

Group 1 Point 1 Point 2 Point 3 Point 4

Distance to the Central Point measured by
the algorithm

1.6468 mm 1.6343 mm 1.6436 mm 1.6470 mm

Distance to the Central Point measured by
the microscope

1.65 mm 1.65 mm 1.65 mm 1.65 mm

Superficial Strain Measurement (%) 6.24 5.43 6.03 6.25

Table 2. Comparison of the distances measured by the system and the microscope in Group 2.

Group 2 Point 1 Point 2 Point 3 Point 4

Distance to the Central Point measured by
the algorithm

1.5276 mm 1.5328 mm 1.5758 mm 1.5692 mm

Distance to the Central Point measured by
the microscope

1.55 mm 1.55 mm 1.55 mm 1.55 mm

4 Discussion

Agreat improvement in the performance of the developed algorithm is observed in Fig. 9
and Tables 1 and 2 compared with the method developed by Barranco (Ref. [11]). This
is due to the fact that the area where the neighboring labels are sought is greater, giving
possibility to correspond those labels that suffer a great deformation between one step
and the next. Also, the search area is not one-dimensional, making it possible to search
also for up and down displacements of neighboring labels. The new algorithm also needs
less marks in both images matched manually to correspond the others, although it fails
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when it finds empty areas where labels of the marks stamped were not obtained due
to bad image processing or due to presenting the piece oxidation spots. The Table 3
summarizes these comparative aspects.

Table 3. Comparison between methods for properly matched labels.

(Barranco et al., 2019) (García et al., 2020)

Initialization points quantity 4 2

Total of founded correct labels 4588 48556

5 Conclusion

A method has been developed that allows correct triangulation and three-dimensional
reconstruction of a metal sheet to calculate surface deformation. This method takes into
account the problems existing in the matching of points by the Digital Image Correlation
(quality of the speckle pattern, compromise between the measuring resolution and the
large space for measuring to be done, time-consuming task related to the post-processing
of the images, etc.). This iswhyaknownpattern of circleswas developed, allowing the 3D
reconstruction of the sheet with aminimum of information, this provides more efficiency
and a great benefit from the point of view of computational cost. Finally, DIC is used to
corroborate the correspondence between points and verify the accuracy and efficiency
of the developed method. The innovative part is the development of the semiautomatic
matching algorithm, which allows to match all the points among both images using the
labels that were obtained in the digital processing of the images. There is great similarity
between the deformation values acquired by the algorithm and the digital microscope.
The error in deformation measurements can vary according to many factors, including
poor lighting conditions in the acquisition of images, incorrect digital processing of
images, and even oxidation spots on the metal sheet that do not correspond to the pattern
of drawn circles can contaminate and affect the results of point deformation.
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Abstract. Tree structure parameters of mangrove forests are hard to
measure in the field and therefore inventories of this type of forests are
impossible to keep up to date. In this article, we tested a structured point-
cloud segmentation method for extracting individual mangrove trees.
Structure parameters of individual trees were estimated from the seg-
mented pointcloud and its 3d geometry was generated using revolution
surfaces. Estimated parameters were then assessed at both plot and tree
levels using field data. It was observed that the number of segments in
each test plot agreed well with the number of trees observed in the field.
Nonetheless, the estimated parameters exhibited mixed accuracy with
top height being the most accurate.

Keywords: LiDAR · Mangrove · Tree crown segmentation ·
Connected components

1 Introduction

The study and monitoring of fragile ecosystems such as mangrove forests is of
vital importance worldwide as they are among the most productive and most
Carbon-rich forest in the tropic; they provide habitats to over 1300 species of
animals and act as protection of shorelines, hurricanes and tidal surges. It is
estimated that between 35–50% of mangrove coverage have been lost in the past
60 years due mainly to human activities and, despite it accounts for only the
0.7% of tropical forest areas, it amounts as much as around 10% of emissions
from deforestation globally [3]. Their assessment have been largely carried out
through forest inventories that are time consuming, costly and, consequently,
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not frequently updated. More recently, efforts have been made to streamline
inventorying processes through remote sensing and computational technologies,
including pointcloud analysis, which is still limited due to the lack of efficient
automation processes.

Among the many alternatives found in the literature, the voxel method is one
of the most widely used method for three-dimensional models of trees due to its
relative easy structure [14]. Other approaches use simple geometric models such
as paraboloids or spheres to approximate the tree crown [7,9,12]. More realistic
models have been also investigated, but tend to be computationally costly. For
instance, radial basis functions and isosurfaces have been shown to achieve more
natural forms of tree crowns [4], while others have focused on the reconstruction
of the skeleton [1] or adjust free shapes to pointclouds [2]. From an inventorying
viewpoint, the most useful models are those that can encode the most relevant
structure parameters with the lowest complexity. One fundamental processing
step is the extraction of individual trees pointclouds through a segmentation
method. Major pointcloud segmentation strategies have been revised by [13],
but all of them can be grouped in one of three types depending on the format of
the input: 1) based on unstructured pointclouds, such as unsupervised clustering
or primitives fitting [5,15], 2) raster-based methods, which impose a regular
spatial structure, either in 2-d (pixels) or in 3-d (voxels) on the pointcloud [6,11],
and 3) based on structured pointclouds, where the neighbourhood relationship
is imposed using a directed graph. Although the latter approach can be the
most accurate, it is also the most difficult to implement and thus the least
researched approach. One of the few studies is that of [10] who used graph
partition and connected components labelling (CCL) to delineate tree crown
over a pine-dominated site. Nonetheless, they used a raster-based segmentation
for building a hierarchical structuring prior to graph partitioning.

In order to fill this gap, we propose a novel structured pointcloud-based seg-
mentation method that integrates a priori knowledge about the shape of target
objects for the neighbourhood definition. The general strategy consists in cre-
ating an initial neighborhood connectivity matrix used with the CCL algorithm
that is then progressively pruned and re-labelled. In the following sections we
present 1) a brief description of the study site and data used, 2) the segmenta-
tion method, 3) the 3-d modelling approach, 4) the accuracy assessment and 5)
the major conclusions.

2 Study Site and Data Used

The study site is around El Cometa, a small lagoon (67 ha) within the Pan-
tanos de Centla reserve located at the north of the Mexican state of Tabasco
(Fig. 1a). This site is mostly covered by the red mangrove (Rhizophora mangle), a
threatened species (SEMARNAT, 2010) that mixes with medium sub evergreen
tropical forest of pucté (Bucida buceras L.). There is also a low population of
white mangrove (Laguncularia racemosa) around the lagoon and channels.

Tree structure data was collected from 10 plots of 50 m by 50 m in 2014 (plots
1–10), 20 plots of 25 m by 50 m in 2016 (plots 1–20) and 7 plots of 25 m by 50 m
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(a)
(b)

Fig. 1. (a) Location of the study area and (b) LiDAR-based DSM and plot locations

in 2017 (plots 21–27). Plot center and orientation were measured with sub-meter
precision GPS system. Tree individuals data included species name, xy-location
(measured with respect to plot center), total height, diameter at breast height
(DBH), diameter above and bellow highest root (mangrove trees only), crown
diameters along E-W and S-N orientations, root diameters along E-W and S-N
orientations, roots total height, and time and date of measurement. Individuals
with lower DBH than 10 cm were not sampled. Only data from 25 plots were
used as some were either not fully covered by LiDAR data or repeated in two
different years.

The LiDAR sensor was flown in March 26, 2014 over an area of 2.5 km by
3.6 km (Fig. 1b) with an average point density of 20 pts/m2 and vertical accuracy
of ±0.15 m. Data was delivered with ground points identified, from which a
terrain surface was generated. Subsets for each sampling plot with a buffer of 20%
where extracted and normalized by subtracting the terrain surface. These data
were the main input to the individual tree point extraction method described
next.

3 Segmentation Method

Major stages of the proposed pointcloud segmentation method are described in
the following subsections, where parameters referred throughout are defined in
Table 1.
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Table 1. Segmentation parameters used. zmax is the maximum z-coordinate of seg-
ment.

Symbol Description Value

zgrmax Maximum z-coord of ground points 0.15 [m]

rmax Maximum edge horiz. distance 5 [m]

dmax Maximum segment diameter 5 [m]

wmin Minimum points per segment 10 [pts]

Emin Minimum break energy 20 [m*pts]

niter Maximum splitting iterations 10

dmin Minimum crown diameter 2 [m]

hmin Minimum tree height 2 [m]

zhimin Minimum z-coord of high points 0.3zmax [m]

zlomax Maximum z-coord of low points 0.15zmax [m]

3.1 Point Connectivity and Pruning

Pointcloud neighbourhood is represented through an adjacency or connectivity
matrix C = [Ci,j ]i,j=0,...,n, so that a point j is said to be in the neighbourhood
of point i if Ci,j is one, otherwise it is zero. The connectivity matrix of any
order, including the zeroth, shall be denoted by C∗. Recall that the k-th order
neighbours are given by the power matrix Ck.

There are several alternatives for defining pointcloud neighbourhoods, such
as maximum distance, k-nearest neighbours, and Delaunay tessellation, among
others. Here we used the latter option as its computation is efficient yielding
a relatively high sparsity, i.e., high fraction of zeroes in C. Hence, the initial
connectivity matrix is given by:

Ci,j =

{
1 if (i, j) is a Delaunay edge
0 otherwise

(1)

The sparsity of the connectivity matrix is further increased through applying
the following pruning:

1. All the neighbors must be lower than the point, i.e., Ci,j = 0, if zi ≤ zj

2. All points must be non-terrain points, i.e., Ci,j = 0, if zi ≤ zgrmax

3. Every point is at most in the neighborhood of the nearest option, i.e., Ci,j =
0, if di,j > mink{dk,j}

4. Horizontal distance between a pair of neighbors is within a maximum dis-
tance, i.e., Ci,j = 0, if ri,j > rmax

The first criterion ensure that the graph defined by the connectivity matrix
is top-down directed, the second criterion discard terrain points, and the third
one ensures no loops are present in the directed graph, thus defining a tree-like
structure. The threshold distance rmax in the fourth criterion controls the size
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and number of segments. A large threshold value favors the inclusion of points
from distinct nearby trees into a single segment (under segmentation), whereas
a small value will tend to separate points from a single tree into several segments
(over segmentation). Because of the high density of mangrove forests, no optimal
value for rmax can be satisfactory and one always needs to undertake further
steps to either merge or split segments. The favored option here is to select a
relative large threshold value and to apply a progressive splitting strategy. This
decision is mainly driven by the difficulty of searching points to reconnect over
the option of searching edges to eliminate.

3.2 Segment Splitting

Starting with the segmentation induced by labelling the connected components
in C, the segment splitting procedure is applied to wide segments as follows.
For each selected segment one of the connection in the connectivity matrix is
eliminated and the process repeated until either no more wide segments are
available or the maximum number of iterations has been reached.

Segments are considered to be wide if its diameter is greater than a maximum
allowed diameter (dmax), whereas segment diameter is computed by averaging
the ranges of projections ui = xi cos θ + yi sin θ along four directions: θ = 0,
45, 90 and 135◦. Such diameter computation must be based on high points, i.e.,
the points with z-coordinates greater than threshold (zhimin). In addition, seg-
ments with lower number of points than a threshold (2wmin) are not considered
candidates for splitting.

The segment splitting consists in eliminating, at most, one edge per connected
component, where selected edge fulfill three conditions:

1. Large horizontal distance
2. Similar number of points in generated sub-graphs
3. Low points available in generated sub-graphs

The first condition tends to maintain connected components horizontally com-
pact, the second one reduces the number of required iterations by fast reduction
of segments size, and the third one warrants connected components will include
points that most likely belong to the aerial roots of mangrove individuals. These
conditions are met by maximizing the following edge measure:

Ei,j = ri,j min{wj , w
c
j} − min{bjwj , b

c
jw

c
j} (2)

where ri,j is the horizontal distance of the edge (i, j), wj is the size of sub-graph
at j, wc

j the size of complement sub-graph at j, so that wj + wc
j is the size of

original graph, i.e., the total number of points in the segment, and bj and bc
j are

z-coordinates of lowest point of each sub-graph. Equation (2) can be interpreted
through a physical system analogy where points represent particles of unit weight
connected trough rigid links, which are defined by the connectivity matrix C.
Each link is subject to a pair of forces or weights that excerpt torques with
respect to middle point of the link, which is supposed fix. Hence, maximizing
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of the energy acting on the rigid link while minimizing the tendency to motion
yields an expression like Eq. (2). Such energy is required to be over a threshold
(Emin) to cause the link to break.

At each iteration, Eq. (2) is evaluated for each wide segment and the edge
with maximum positive value is eliminated. This can be expressed as:

Ci,j = 0, if Ei,j = max
(k,l)

{Ek,l} and Ei,j ≥ Emin (3)

4 3-D Modelling

4.1 Tree Structure Estimation

Small segments that did not comply with minimum tree height (hmin), mini-
mum crown diameter (dmin) or samples size (10wmin) were discarded. Points
from remaining segments were then classified into low, mid and high based on
thresholds zhimin and zlomax defined in Table 1, which had been empirically
calibrated. Then, tree location and structure parameters were estimated from
segmented pointcloud as described in Table 2.

Table 2. Tree structure parameters as computed from segment points.

Assuming a multivariate Gaussian distribution of points belonging to tree
crown and to roots, where radial symmetry can be assumed in both cases, and
symmetry along z can be further assumed for the roots, one can estimate crown
diameter, crown bottom height, root diameter and root height using the ellipse
in the rz-plane1: (

r

σr

)2

+
(

z

σz

)2

= χ2 (4)

1 Root points are in the upper hemisphere of an ellipse.
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where the semi-axis of the ellipses are given by the standard deviations times a
constant (χ = 2.1459) that is theoretically determined to enclose 90% of points
and σ2

r = (σ2
x + σ2

y)/2.
While high points and low points determined crown and root parameters,

trunk diameter had to be computed through an empirical relation between the
DBH and crown diameter of red mangrove, which was strongly linear and sta-
tistical significant (R2 = 0.63). This was necessary, because trunk points are
hard to determine and seldom accessible from airborne LiDAR. Moreover, trunk
orientation was defined through the elevation and azimuth angles of a vector
joining root top and crown base locations, and where no low points were avail-
able, crown location was used, the root height was defined as zero and the root
diameter, same as the trunk diameter.

Estimated parameters were represented using a 3-D surface model with three
parts (roots, trunk and crown), each of which was represented through a revo-
lution surface of the form:

x(u, θ) = ρ(u) cos θ (5)
y(u, θ) = ρ(u) sin θ (6)
z(u, θ) = a + (a − b)(1 − (1 − uα6))α7 (7)

ρ(z) = r

∣∣∣∣α1 ±
[
α2 − α3

(
a − z

a − b

)]α4
∣∣∣∣
1/α5

(8)

for θ ∈ [0, 2π) and u ∈ [0, 1], where α1, . . . , α7 are shape parameters, a is the
top limit, b the bottom limit and r is the radius of the surface. The ± symbol
indicates that there are two types of models: models with the plus sign are of
hyperbolic type, whereas the negative are of parabolic type.

Models used for mangrove trees were ellipsoids for crown, with α-values
of (1,1,2,2,2,1,1), respectively, cylinders for trunk (2,0,1,0,2,1,1) and flattened
parabolid for roots (0,0,1,1,4,1,2). Furthermore, trunk inclination was modeled
by shifting the xy-coordinates as function of z-coordinate. In this case, xy-
coordinates are given by:

x(u, θ) = ρ(u) cos θ +
z − hr

tan θt
cos φt (9)

y(u, θ) = ρ(u) sin θ +
z − hr

tan θt
sin φt (10)

5 Accuracy Assesment

The segmentation method was applied on the 25 plots from which tree models
were generated. Figure 2 shows the top and lateral views of the segmented point-
cloud and the corresponding surface model for a couple of plots. It can be seen
that the object level representation captures the coarse shape of the pointcloud,
yet whether such a representation match the actual forest structure was subject
to a quantitative assessment, both at the plot and individual levels.
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Fig. 2. Top and lateral view of segmented pointcloud (left) and surface model (right)
of extracted trees for two plots.

At the plot level, we selected the segments laying within the plot limits
based on their location, (xloc, yloc), and compared the averages parameter values.
Figure 3-left shows the scatterplot between the number of LiDAR-derived trees
within the plots and the groundtruth trees. With exception of plot 8, LiDAR-
derived trees seemed to follow a global trend that agrees with respect to those
observed in the field, with a median absolute error of 7 trees per plot.
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Fig. 3. LiDAR-derived vs. groundtruth trees based on number of trees within plot
limits (left) and number of matched trees (right). See text for further details.

Figure 4a shows the scatterplots of per-plot averages and Table 3a provides
the comparative analysis in terms of the coefficient of determination (R2) and
of the root mean squared error (RMSE). The scatterplots reveal that the crown
diameter, root diameter and root height were generally overestimated, whereas
such a bias was not present in the case of top height, which exhibited the largest
R2 value (0.18). Nevertheless, the root height showed the lowest RMSE and
the root diameter had the largest value. This can be explained in terms of the
dynamical range of these structure parameters and in terms of an overestimation
of aerial roots for non-mangrove species.
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(b) Individual level

Fig. 4. Estimated vs. groundtruth scatterplots at the plot- and individual levels for
top height (top-left), crown diameter (top-right), root height (bottom-left) and root
diameter (bottom right).

At the individual level, LiDAR-derived trees were paired to the ground-truth
trees. This process required to correct for systematic errors in the location of
ground-truth trees, which was carried out through the spatial correlation of
the canopy height models in raster format using a rotation-invariant correlation
measure developed for raster data [8]. The resulting translation and rotation
parameters were then applied to the ground-truth tree locations to use as ground-
truth canopy location. Such canopy locations, together with ground-truth tree
height, served to match LiDAR-derived trees to ground-truth trees. A one-to-
one pairing was ensured by sequentially pairing the nearest unassigned trees
until no more pairs could be formed. Maximum distance between paired trees
was limited to 5 m in order to limit the impact from pairing errors over the
parameter estimation errors. The number of pairs was generally slightly lower
than the actual number of trees in the plot as can be seen in the scatterplot of
Fig. 3-right. Figure 4b shows the scatterplot of matched trees and Table 3b, the
corresponding R2 and RMSE measures. In this case, it was possible to segregate
mangrove trees using the species information from field data. The overestimation
bias that was observed at the plot level was again observed at the individual level
for crown diameter and root diameter, but not for root height. Top height was
again unbiased and showed the highest R2 value (0.61), although in this case the
pairing process must have had an influence on these. Scatterplots also reveal that
non-null root parameters were retrieved for non-mangrove species thus indicating
a limitation of the segmentation method, which may have mistaken understorey
vegetation as roots.
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Table 3. Coefficient of determination (R2) and root mean square error (RMSE) at
the plot and individual levels. (Values in parenthesis were based on mangrove species
only).

Parameter R2 RMSE [m]
Top height 0.18 2.41
Crown diameter 0.03 2.62
Root height 0.03 0.93
Root diameter 0.07 5.67

(a) Plot level: n = 25

Parameter R2 RMSE [m]
Top height 0.61(0.42) 3.61(3.81)
Crown diameter 0.22(0.13) 4.15(4.59)
Root height 0.16(0.03) 1.64(1.40)
Root diameter 0.05(0.08) 7.23(5.30)

(b) Individual level: n = 1100(370)

6 Conclusions

Most existing tree crown segmentation methods have focused on temperate
forests, where intertwined branches and aerial roots do not represent an issue.
In contrast, in this study we developed and tested a segmentation method that
incorporates information about the structure of objects embedded in the point-
cloud, namely, the mangrove trees. The method used a sparse matrix that defines
the neighbourhood relation among points, from which the connected-component
labelling method is repeatedly applied together with a segment splitting strat-
egy. The accuracy assessment showed a good promise for automated mangrove
forest inventories. Nonetheless, methods for parameters estimation must be fur-
ther improved, specially root structural parameters, specially because they are
critical for quantifying blue Carbon storage by mangrove forests.
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based geometric reconstruction of boreal type forest stands at single tree level for
forest and wildland fire management. Remote Sens. Environ. 92(3), 353–362 (2004)

8. Silván-Cárdenas, J.L., Salazar-Garibay, A.: Local geometric deformations in the
dht domain with applications. IEEE Trans. Image Process. 28(4), 1980–1992 (2019)

9. Silván-Cárdenas, J.L.: A segmentation method for tree crown detection and mod-
elling from LiDAR measurements. In: Carrasco-Ochoa, J.A., Mart́ınez-Trinidad,
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Abstract. Traffic accidents represent one of the most serious problems
around the world. Many efforts have been concentrated on implement-
ing Advanced Driver Assistance Systems (ADAS) to increase safety by
reducing critical tasks faced by the driver. In this paper, a Blind Spot
Warning (BSW) system capable of virtualizing cars around the driver’s
vehicle is presented. The system is based on deep neural models for car
detection and depth estimation using images captured with a camera
located on top of the main vehicle, then transformations are applied to
the image and to generate the appropriate information format. Finally
the cars in the environment are represented in a 3D graphical interface.
We present a comparison between car detectors and another one between
depth estimators from which we choose the best performance ones to be
implemented in the BSW system. In particular, our system offers a more
intuitive assistance interface for the driver allowing a better and quicker
understanding of the environment from monocular cameras.

Keywords: ADAS (advanced driver-assistance systems) · BSW (blind
spots warning) · SIDE (single image depth estimation) · Object
detection · Neural networks

1 Introduction

Transport can be involved in daily traffic accidents which are one of the most
serious problems currently facing modern societies. According to 2017 figures
from the World Health Organization (WHO), each year around 1.3 million people
die in road accidents worldwide, and between 20 and 50 million suffer non-fatal
injuries that cause disabilities [17]. According to data from the National Institute
of Public Health (INSP), Mexico ranks seventh in the world and third in the
Latin American region in terms of road deaths, with 22 deaths of young people
between 15 and 29 years of age per day [9].

Road specialists and road safety experts report that behind every vehicle
accident the human factor is involved in 90% [6]. So for several years, car manu-
facturers have implemented technologies such as ADAS which assist the driver in
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the driving process. ADAS goal is to increase automobile safety and road safety
in general using Human-Machine Interfaces (HMI). These systems use multiple
sensors (radar, lidar, camera, GPS, etc.) to identify the environment with which
the vehicle interacts.

When driving a vehicle the driver depends on rear-view mirrors and body
movements to observe other vehicles approaching, however, this practice repre-
sents risks due to the generation of areas where vision is partially or completely
occluded, these areas are called “blind spots”. Due to the large number of acci-
dents caused by this situation, BSW systems have been developed which pro-
vide the driver with information about the vehicles around him to avoid possible
collisions.

This document is organized as follows. Section 2 describes details of the
existing State-of-the-Art (SOTA) of BSW systems and the type of process-
ing they perform. Section 3 presents the different techniques and technologies
implemented in the proposed BSW system, such as the neural models, the
applied transformations and the visualization platform used. Section 4 shows the
results obtained qualitatively and quantitatively from the implemented technolo-
gies. Section 5 the conclusions obtained with the development of this work are
presented.

2 Related Work

Although the objective is the same (alerting the driver to the presence of vehi-
cles in occlusion areas) BSW systems can be developed from different technolo-
gies and implement different sensors such as: ultrasonic, optical, radar, cameras,
etc; in addition, they can provide visual (e.g. outside image), audio (e.g. voice
prompt) or tactile (e.g. steering wheel vibration) information to indicate that it
is not safe to change lanes. Typically there are two basic approaches to obtain
and processing information: range-based and vision-based.

Works such as presented in [14,16,22,23] describe range-based systems that
implement ultrasonic or radar devices mounted around the vehicle to estimate
the distance of approaching objects, subsequently alert the driver by means of
indicators on the side mirrors.

Vision-based systems aim to obtain information from the environment using
cameras and then perform image analysis for obstacles detection while driving.
Most BSW systems employ classic image processing techniques for their devel-
opment. Such as [3,13,18,19,23] histogram of oriented gradients (HOG), filters
for edge detection, entropy, optical flow, Gabor’s filter, among others are used
to extract useful information and techniques such as clustering and vector sup-
port machines [13,18] to classify where vehicles are. In [11] the concept of depth
estimation is implemented to determine whether a vehicle is near or far from the
driver’s vehicle, they make use of features such as texture and blur in the image,
and techniques such as principal component analysis (PCA) and discrete cosine
transformation.

In recent years, neural models have been implemented for the classification
and detection of objects in images due to good performance obtained. In [15,21]
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fully connected neural networks (FCN) are used for vehicle detection in blind
spot areas, in addition to techniques such as HOG, heat mapping and threshold
levels for pre-processing of images.

Other types of BSW systems have been developed with more complex neural
models; such is the case of [26] where first the objects are located by classic image
segmentation, then the candidates are classified with a Convolutional Neural
Network (CNN) and the vehicle is tracked using optical flow analysis. On the
other hand in [27] blind spot vehicles are treated as a classification problem in
which a CNN takes full responsibility for classifying whether or not a vehicle
exists in the predetermined area.

Lastly, in [19] a BSW system is developed implementing multi-object track-
ing (MOT) from a fusion of sensors, including cameras, LIDAR, among others;
in addition, techniques such as decision by Markov models and reinforcement
learning for information processing are applied.

3 Proposed Method

We propose a BSW system capable of providing a driver assistance interface
that virtualizes the cars around him on a 3D platform. The system contains (i)
a neuronal model for car detection, (ii) a neuronal model for depth estimation,
(iii) a processing module to generate car location and (iv) a graphical interface
module to visualize the cars, as illustrated in Fig. 1.

The presented system was implemented using monocular images from the
KITTI database [8]. KITTI provides stereoscopic images (1242 × 375) of front
view using cameras mounted on top of the vehicle at a rate of 10 frames per
second. All scenes are recorded in similar weather conditions during the day.

3.1 Car Detection

For car detection in the images, two very popular neural architectures were
tested: YOLOv3 and Detectron2.

YOLOv3 [20] is a neural model for object detection that processes approxi-
mately 30 images per second in COCO test-set obtaining an average precision of
33% and consists of 53 convolutional layers (Darknet 53). This model has several
advantages over systems based on classifiers and sliding window, for example,
it examines the entire image at the time of inference so that predictions have
information about the overall context of the image. In addition, it develops the
predictions with a single evaluation of the image which makes it a very fast
network.

Detectron2 is a neural model developed by Facebook AI Research that
implements SOTA object detection algorithms. It is a rewrite of the previous
version, Detectron, and originates from the benchmark Mask R-CNN [12]. The
average precision of this model is 39.8% obtained in COCO test-set.
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Fig. 1. Proposed system diagram. The images are passed through the detector to
infer areas where there are cars, subsequently distance is estimated in the previously
detected areas using the neuronal model (depth, Z axis) and the BEV transformation
(horizontal, X axis). Later, the information is given to the 3D graphical interface to
visualize the cars.

3.2 Depth Estimation

Considering that car detecting in images does not give us clear information
about the distance they are, which is fundamental for the understanding of a
scene, a single-image depth estimation (SIDE) has been implemented to know
the distance in the Z-axis (deep). Different neuronal models were considered.

DenseDepth [2] is a model that consists of a convolutional neural network
for computing a high-resolution depth map given a single RGB image. Following
a standard encoder-decoder architecture, they leverage features extracted using
high performing pre-trained networks when initializing the encoder along with
augmentation and training strategies that lead to more accurate results.

MonoDepth2 [10] is a depth estimation network is based on the general
U-Net architecture with skip connections, enabling to represent both deep
abstract features as well as local information. They use a ResNet18 as encoder,
unlike the larger and slower DispNet and ResNet50 models used in existing
SOTA.

monoResMatch [24] is a deep architecture designed to infer depth from
a single input image by synthesizing features from a different point of view,
horizontally aligned with the input image, performing stereo matching between
the two cues. In contrast to previous works sharing this rationale, this network
is the first trained end-to-end from scratch.

3.3 Car Location

Following the steps described in [25], and using OpenCV, we apply a bird’s eye
view transformation (BEV) to estimate the distance of the vehicles in the X axis
(horizontal). Then we organize and give the detections and estimated distances
to virtualization platform.
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3.4 3D Graphical Interface

In this module, we generate a 3D graphical interface to achieve a more natural
and intuitive interface for the driver. Unlike the typical 2D interface, which BEV
is presented, UBER’s interface [1] virtualizes the cars in 3D which represents an
environment similar to the one humans face daily, so it directly impacts on the
speed of assimilation/interpretation of the environment.

4 Results

In this section we present the qualitative and quantitative results obtained by
the neuronal models for car detection and depth estimation, as well as ones
obtained by the BEV transformation. In addition, the final results of the BSW
system are shown through the interface generated by the UBER platform.

Although the BSW system aims to process complete information on the
environment around the vehicle, the results presented are the first tests carried
out using the KITTI database. However, the system could be evaluated with
another database that offers images of the complete environment using cameras
located at different points of the vehicle as well as scenes recorded in more
challenging weather conditions.

This work aims to demonstrate the feasibility of using deep neural models
in BSW systems, the experiments were individually carried out offline using a
Tesla P100 (16 GB) GPU.

Car Detection. Following [4], we evaluate car detectors using 3,769 images
for validation set at KITTI 2D detection benchmark [8]. Evaluation is done for
car class in three regimes: Easy, Moderate and Hard, which contain objects of
different box sizes, and different levels of occlusion and truncation. The results
in Table 1 show that, in general, car detection is feasible even in high complexity
situations such as moderate and hard KITTI levels, with 0.07 s for images with
few detected cars (less than 5) and 0.1 s for many cars (more than 10). Figure 2
shows some results of detectors in the validation set.

The main reason why the AP is below 50% is because both models have
not been retrained in the KITTI database; instead, these models have been
pre-trained in the COCO database with almost 100 classes. In addition, both
neural models are the most popular and intuitive to implement but not the best
performing in the SOTA. Based on the experimental results we conclude that
Detectron2 is a better choice for this type of problem in a BSW system.

Table 1. Performance on KITTI validation set for Car class using the KITTI standar
metric, Average Precision Metric (AP).

AP (%) Time (s)

Easy Moderate Hard min max

YOLOv3 47.3 41.4 30.4 0.07 0.1

Detectron2 46.1 49.5 39.9 0.07 0.1
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Fig. 2. Groundtruth (first row), YOLOv3 detection (second row), Detectron2 detection
(third row) are presented. It is possible to observe that Detectron2 adjusts bounding
boxes better and detects cars that Yolov3 does not.

Depth Estimation. SOTA single-image depth estimators were compared in
KITTI’s benchmark [7]. Table 2 shows that neural models compared present a
very good and similar performance, which demonstrates that they are a good
alternative to the problem of depth estimation; it is worth mentioning that
MonoDepth2 processes information in a considerably less amount of time than
the other methods, which would be important when testing the system on embed-
ded hardware.

Implementing SOTA depth estimation models allows us to obtain more pre-
cise information about the location of previously detected trolleys. Based on the
experimental results we conclude that DenseDepth is the best option to depth
estimation problem in a BSW. Figure 3 shows some results of depth estimators.

BEV Transformation. Some results of the BEV transform are presented in
Fig. 4. Later, the information was organized to be sent to the graphic interface
platform.

Table 2. Quantitative evaluation on the test set of KITTI dataset [7] using the stan-
dard six metrics used in [5], maximum depth: 80 m.

Higher is better Lower is better

δ1 δ2 δ3 rel sq. rel rms log10 Time (s)

DenseDepth 0.886 0.965 0.986 0.093 0.589 4.170 0.171 0.08

MonoDepth2 0.890 0.961 0.981 0.096 0.673 4.351 0.184 0.007

monoResMatch 0.876 0.958 0.980 0.106 0.806 4.630 0.193 0.66
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Fig. 3. The original image (first row), depth estimation by DenseDepth (second row),
depth estimation by MonoDepth2 (third row), depth estimation by MonoResMatch
(fourth row) are presented. It is possible to observe that, in the case of defined shapes
(such as cars and people), DenseDepth has a higher level of detail than the rest.

Blind Spot Warning System. To test the BSW system we use the previously
chosen neural models, then we apply the BEV transformation and give the data
to the UBER platform to generate the 3D graphical interface.

Figure 5 shows the result of the BSW system, where different 3D views gen-
erated by the graphical interface are displayed in addition to the indication (by
color) of the closest cars, which offers greater assistance and comfort to the driver
in terms of how he or she perceives the environment.

Fig. 4. BEV transformation results. The original image (first row) and Bird’s Eye View
transformation (second row) are presented.
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Fig. 5. The original image (top left), driver’s view (center left), bird’s view (bottom
left) and perspective view (right) generated in the graphical interface are presented.

5 Conclusion

A single-image BSW system was developed based on artificial intelligence tech-
nologies such as neural models for object detection and depth estimation. In
addition, the visualization system development on a 3D graphics platform offers
the driver a much more intuitive interface than SOTA BSW systems and presents
a much faster way to understand the behavior of the vehicles around.

This work shows a BSW system with complex interfaces through the unique
use of vision sensors, which represents a cost reduction compared to range-based
systems that employ sensors such as LIDAR or radar. Finally, the presented
system contributes to the approach of understanding the scene, since it offers an
alternative of car virtualization that works as a reference for the perception of
the environment.
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Abstract. In this work, we address the problem of target detection
involved in an autonomous landing task for a Micro Aerial Vehicle
(MAV). The challenge is to detect a flag located somewhere in the envi-
ronment. The flag is posed on a pole, and to its right, a landing platform
is located. Thus, the MAV has to detect the flag, fly towards it and once
it is close enough, locate the landing platform nearby, aiming at centring
over it to perform landing; all of this has to be carried out autonomously.
In this context, the main problem is the detection of both the flag and the
landing platform, whose shapes are known in advanced. Traditional com-
puter vision algorithms could be used; however, the main challenges in
this task are the changes in illumination, rotation and scale, and the fact
that the flight controller uses the detection to perform the autonomous
flight; hence the detection has to be stable and continuous on every cam-
era frame. Motivated by this, we propose to use a Convolutional Neural
Network optimised to be run on a small computer with limited com-
puter processing budget. The MAV carries this computer, and it is used
to process everything on board. To validate our system, we tested with
rotated images, changes in scale and the presence of low illumination. Our
method is compared against two conventional computer vision methods,
namely, template and feature matching. In addition, we tested our sys-
tem performance in a wide corridor, executing everything on board the
MAV. We achieved a successful detection of the flag with a confidence
metric of 0.9386 and 0.9826 for the Landing platform. In total, all the
onboard computations ran at an average of 13.01 fps.

Keywords: CNN · SSD · Target detection · Autonomous landing

1 Introduction

Nowadays, target detection is a traditional problem in computer vision, which
involves having to identify features describing relevant information about an
object or set of objects. In robotics, target detection is a problem for robots
that perform some tasks in real scenarios, mostly due to poor illumination.
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Fig. 1. Target detection for autonomous landing based on a mission of indoors com-
petition in IMAV2019. A video of this work for reviewing purpose is found at https://
youtu.be/sYn9mo-2hvA

Although the use of sensors can facilitate target detection, the information can
be different in indoor and outdoor environments, thus varying the information
around of the target.

Micro Aerial Vehicles (MAVs) have become popular in the research commu-
nity for easy control and manipulation using the GPS devices and RGB cameras
for solving multiple problems like inspection, detection, surveillance, rescue and
localisation in indoors and outdoors environments. These tasks have been carried
out with vision methods such as optical flow, segmentation, edge detector, mor-
phological operations, feature extractor, feature matching and template match-
ing. Besides, some methods have been combined with two or more techniques for
suitable detection, while a MAV performs an autonomous flight in an unknown
environment. Also, the combination of different types of cameras such as depth
cameras, thermal cameras and stereo cameras enable to capture other types of
information useful for detection. Nevertheless, the use of this information can
be computationally expensive to perform detection onboard of the MAV in real-
time, affect the speed performance. Likewise, it can be affected much for changes
of illumination and environments, including oblique views, scale and rotations
even that the object is partially occluded.

From the above, several events around the world have proposed competitions
of robotics focused on the use of MAVs to solve tasks in real-time. The Inter-
national Micro Aerial Vehicles and competition (IMAV) is an event focused on
aerial robotics, including conference and competition in outdoors and indoors
environments. The event consists of the development of new systems and meth-
ods to solve problems such as detection, control, pose estimation and autonomous
navigation.

Deep learning has become a useful tool for classification, segmentation and
detection without having to explicitly design a detector, descriptor and matcher
components, typical of traditional computer vision techniques. Convolutional
Neural Networks (CNNs) have been used to obtain results by training a dataset,

https://youtu.be/sYn9mo-2hvA
https://youtu.be/sYn9mo-2hvA
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allowing the learning of features to recognise multiple objects in one single pass
without importance the views, occlusion and changes of illumination. YOLO,
FRCNs and Single Shot Detector (SSD) are CNNs to detect classes of objects
in an image, learning their features without using much computationally cost.

Therefore, motivated by the effectiveness of deep learning for the detecting
task, in this work, we present a detection system to solve one of the missions
included in the indoors competition of the IMAV2019. This mission consisted in
detect a given flag, which is used to indicate the position of a landing platform.
The goal is to a MAV navigate autonomously detecting the flag to fly towards its
location, and then identify the landing platform. Once the landing platform is
detected, the MAV has to maintain the detection, while performing autonomous
flight to centre its position w.r.t. the platform, seeking to secure the landing on
the platform in an autonomous manner, see Fig. 1.

Our detection system is based on Single Shot Detector architecture with seven
convolutional layers (SSD7). We have manually generated a training dataset of
the flag and platform in several views, environments and changes of illumination
to obtain an improved result before realising the autonomous landing. The SSD
network was chosen due to its fast performance on micro computer boards with
low budget processing powers and without GPU. In average, we have tested and
observed that detection tasks can be performed with an average processing speed
of 15 fps; this includes the controller responsible for the autonomous flight and
landing routines.

In order to present our work, this paper is organised as follows. Section 2
provides related works about object detection and autonomous landing using
deep learning and vision methods. Section 3 describes the dataset generation, the
hardware used for the training and experiments, and our approach for detection.
Section 4 shows the experimental design and the comparison of our approach
with other methods for the flag and platform detection. In Sect. 5, we present
the results running on board the MAV. Finally, conclusions and future work are
outlined in Sect. 6.

2 Related Work

Object detection is a problem that has addressed for a long time in image process-
ing, pattern recognition, and robotics using multiples techniques of recognition.
In aerial robotics, recent works have sought out new techniques for target detec-
tion using sensors or vision during autonomous flight. However, due to onboard
cameras of the MAVs, vision methods have used to perform tasks of detection,
search and tracking with visual descriptors being the most widely used due to
its fast application. For instance, in [6] detect regions of interest to the runway
of wind-fixes UAVs applying sparse coding spatial pyramid matching (ScSPM),
others create a keypoints database for feature matching [17] or the improve-
ment of a descriptor using CamShift based on colour information [24]. Others
prefer the use patterns or marks to detect a landing platform [2,3] and template-
based matching in an image pyramid scheme for the target detection in multiple
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scales [5]. Likewise, methods based on RANSAC allow the search and detection
of landing sites with multi-scale features using 3D maps for pose estimation of
landing sites [21,22].

For one hand, machine learning and Artificial Neural Networks have leveraged
the learning to detect and recognise landing targets using several methods in
combination. For instance, the use of nearest neighbour with CNN layers to have
effective in recognition [7] and category maps using counter propagation networks
(CPNs) to identify multiple objects from aerial images [8]. Also, they are suitable
for learning the skill of pilots through generated models from datasets [1], even to
cooperative detections and tracking onboard [13]. Likewise, deep reinforcement
learning can identify the position of the land the UAV on uniform textures using
a Deep Q-Networks (DQNs) for vertical descent on a variety of simulated and
real-world environments [10] or in several simulated environments with relevant
noise [11]. Some works employ different deep reinforcement learning methods for
the autonomous landing. Thus, [19] they show an improved deep reinforcement
learning (DRL) trained on Gazebo simulation for the autonomous landing. In
[12], use Deep Q-Networks (DQNs) to perform autonomous landing on the deck
of a USV subject to perturbations induced by sea, and [15] use a Gazebo-based
reinforcement learning framework for UAV landing on a moving platform.

On the other hand, the target detection onboard of the MAVs using deep
learning has promising results, such as YOLO, FRCN and SSD. The training
of CNN models is an alternative for target detection, estimating heading angles
to guide the aircraft to runway landing [4] or to obtain high-level commands
directly to MAV respect to target [20]. Furthermore, some CNN allows detect-
ing broad zones for autonomous landing using depth estimation networks in real
environments from a simulate dataset [16]. However, it is necessary to take into
account that some sites are not wides and a precise landing is required, pro-
viding a bounding box of the landing target [14]. Hence, the detection of the
targets is one of the main tasks in aerial robotics before to do an autonomous
landing, in [23] uses YOLO and SqueezeNet to detect marks on the landing
zone in synthesised and real-world scenarios. Finally, another work performs
deep learning-based reconstruction and marker detection for MAV landing with
YOLOv2 [18], and [9] uses lightDenseYOLO in combination with Kalman Filter
for detecting markers and estimating the direction to perform the autonomous
landing.

Despite detect targets and landing zones with deep learning, these works per-
form an onboard detection using computers with GPU architecture like Nvidia
TX1, Nvidia TX2 and Snapdragon. Therefore, in this paper, we present a detec-
tion system using an SSD network for target detection and autonomous landing
onboard of a MAV without a computer with GPU architecture.

3 Methodology

Our detection system is based on SSD architecture with seven convolution layers
(SSD7). This CNN is an optimised network build to be used in computers with
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low performs or without GPU architecture, including on micro computer boards.
The SSD is a CNN for detect multiples objects through predictions of bounding
boxes around them with the capability to learn up to twenty classes of an only
image and being faster to train than Yolo, FRCN and tinyYolo. In this paper, we
have been trained the SSD7 with two classes: Mexican flag and Landing platform,
using images captured with the Drone Bebop 2 through ROS (Robot Operating
System) establishing communication between the MAV and the computer. The
images were resized to QVGA (320 × 240) resolution to accelerate the training
of the network and manually labelled selecting the bounding box around of the
interest object. The configuration in Fig. 2 has used to detect the flag, and the
platform to then send control commands in Roll, Pitch and Yaw to the aerial
vehicle.

Fig. 2. System of communication used to send control commands in Roll, Pitch and
Yaw to the MAV.

3.1 Single Shot Detector (SSD)

The SSD is a detection network composes of 2 parts: extract feature maps,
and apply convolution filters to make predictions and detect objects, using a
VGG16 network as a feature extractor (Fig. 3). Each convolution filter makes
a prediction composes of bounding boxes and scores for each class. In contrast
to other detection techniques, learn main features such as the form, colour,
aspect, scale, saturation and texture regardless of illumination changes, partial
occlusion and changes in the environment that may impair the appearance of the
object. Therefore, in this paper, we use SSD7 architecture (Fig. 3) to perform the
object detection onboard of the MAV in the Intel Stick Computer without GPU
architecture. The input of the network is an RGB image with QVGA (320×240)
resolution passing for filters in each convolution layer to producing bidimensional
maps that generate bounding boxes around of the object.
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(a) VGG16

(b) Single Shot Detector (SSD7).

Fig. 3. Network architectures. (Color figure online)

To cover more forms of bounding boxes, the SSD uses Multi-scale features
maps and data augmentation to improve the accuracy, flipping, cropping and
distorting the colour of the image to handle variants in various object sizes
and shapes. Our SSD architecture makes 6340 predictions for better coverage
of location, scale and aspect ratios, more than many other detection methods.
Besides, the predictions are classified as the intersection over the union and are
a measure of the ratio between the intersected area over the joined area for
two regions. This strategy makes that each prediction have shapes closer to the
corresponding ground truth (Fig. 4), where its value is of 0.0 to 1.0, being the
value 1.0 the proper detection.

In the last layer, is apply Non-maximum Suppression (NMS) to clear the
unnecessary bounding boxes and remove duplicate predictions to the same
object. On this way, we keep 200 predictions per image and drawing the bound-
ing box whose confidence value is above 0.8. In Fig. 5, we show an example of the
bounding boxes predicted and the final result applying the threshold. Finally,
in the output of the network, we obtain a vector whose information have the
bounding box coordinates (x min, x max, y min, y max), class id and a confi-
dence metric where the object is localised in the image.
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Fig. 4. Confidence metric to object detection. (Color figure online)

Fig. 5. Top left: original image; Top right: bounding boxes obtain with SDD; Bottom
left: bounding box selected applying the confidence threshold; Bottom right: final result.
(Color figure online)

3.2 System Overview

Our system has tested with two different computers Fig. 6. The first computer
was used to train the SSD network and to validate our system offboard the MAV,
whose specifications are: Lenovo Y700 with 16 GB of RAM, Nvidia GTX 960M
with 640 CUDA cores, with CUDA 9.0, Keras 2.2.4 and TensorFlow 1.12.0. The
second computer was used to validate our system onboard the MAV, whose speci-
fications are: Intel Computer Stick with a processor core M3-Y30 2.20 Ghz, 4 Mb,
64 GB, 4 GB DDR3 without GPU, with Keras 2.1.4 and TensorFlow nightly
(optimised version to computers without GPU architecture).

(a) Lenovo Y700 (b) Intel Stick M3

Fig. 6. Computers used by our detection system.
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3.3 Dataset Generation

The dataset was generated inside of our laboratory using the Bebop 2 drone and
ROS to obtain images of the Mexican flag and landing platform. The dataset
consists of 9000 images to the “Mexican flag” class and 5000 to “Landing plat-
form” class in multiple views, rotations, scales and changes of illumination. We
labelled whole the images manually using the LabelImg tool selecting with a
bounding box in the image the object that we require to identify. It is important
to carefully label the bounding boxes since the predictions start based on those.
In Fig. 7, we show an example of the images captured to train the SSD whose
training parameters are: the Batch size of 16, Adam Optimiser and 100 epochs
with 1000 steps of training.

Fig. 7. Training dataset generated for the “Mexican flag” and “Landing platform”.

4 Experiments

The carried out experiments focus on the two target detection in different rota-
tions, scales and change of illumination, using our system, and the comparison
with Template matching and Feature matching. The tests have performed in a
wide corridor with low illumination Fig. 8, adapting to an indoor environment
like the one presented in the competition. In addition, we use the same search
template with respect to the bounding box labelled for detection Fig. 9, validat-
ing the effectiveness of the features extracted and learned by our network and
the features of the methods of comparison.
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Fig. 8. Wide corridor where we perform the experiments.

Fig. 9. Search templates used for template matching and feature matching.

4.1 Mexican Flag Detection

We evaluated detection performance using 999 images of validation, splitting
into 333 images rotated, 333 scaled and 333 with changes of illumination. The
results obtained are shown in Table 1, presenting the number of times the flag is
detected by each method and the percentage of success. In Fig. 10, we show the
results of the detection.

Table 1. Mexican flag detection with different methods.

Method Rotated Scaled With illumination % successful

Template matching 117 294 33 74.47

Feature matching 85 107 238 43.04

Our system 308 326 331 96.59

The results obtained with Feature Matching achieves a 43.04% due to the
lack of features in the template, causing the search for the flag to be missed
in some cases. Instead, Template Matching obtains a suitable result 74.47% by
using the cross-correlation and pyramidal scale, detecting the flag more times
than Feature Matching. However, that method has problems of detection with
rotated images in different angles. Nonetheless, our system implement with the
SSD network finds the majority of images no matter the illumination, scales and
rotations.
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(a) Random images

(b) Mexican flag detection with Template Matching

(c) Mexican flag detection with Feature Matching

(d) Mexican flag detection with our system

Fig. 10. Detection of the Mexican flag with different methods.

4.2 Landing Platform Detection

The landing platform detection was performed in the same way that the flag
detection. We evaluated our system using 999 images which 333 are rotated, 333
scales, and 333 in the presence of changes of illumination, presenting the results
in Table 2. Also, we show the landing platform detection using our system and
the comparison with other methods in Fig. 11.

Table 2. Landing platform detection with different methods.

Method Rotated Scaled With illumination % successful

Template matching 25 280 184 48.94

Feature matching 10 17 29 5.60

Our system 298 329 333 96.09

The second result shows that the feature matching is not suitable for this
test due to not finding enough features. The template matching method achieves
48.94% by realises a sweep in all the input image to localise the search template,
obtaining a better result that feature matching method. Notwithstanding the
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(a) Random images

(b) Landing platform detection with Template Matching

(c) Landing platform detection with Feature Matching

(d) Landing platform detection with our system

Fig. 11. Detection of the landing platform with different methods.

result, the speed performance is slow by performing the sweep in the whole image;
therefore, it is not suitable for real-time tasks. For another hand, our system
achievement 96.09% finding the landing platform in the different conditions of
the image and faster than the other methods.

5 Autonomous Landing Results

The final test consists of the target detection and autonomous landing onboard
of the MAV using our system in the Intel Computer Stick, communicating the
vehicle with the computer via WIFI to obtain the images in real-time. This test
is focused on the problem presented in the mission of the indoors competition
in IMAV2019, which consist of autonomous navigation to detect a flag and then
perform an autonomous landing. We validate our detection system carry out 40
autonomous flights split into 20 to offboard and 20 onboard of the MAV, taking
the average confidence metric when detecting the targets, and the computation-
ally cost of our system in fps. Table 3 shows the data of the autonomous flight
offboard and onboard, obtaining a constant velocity of 90 fps offboard and 13 fps
onboard. Fps represents the speed performance in frame per second.
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Table 3. Autonomous landing results offboard and onboard of MAV.

Flight Average flag confidence Average platform confidence Fps

Offboard 0.8971 0.9843 90.5913

Onboard 0.9386 0.9826 13.0199

Figure 12 and Fig. 13, we present a set of images that show all the process
since that MAV taking off to detect the flag until detecting the landing platform
to perform the autonomous landing.

Fig. 12. Images sequence of the flights performed where we show the detection of the
Mexican flag and landing platform. A video o this work for reviewing purpose is found
at https://youtu.be/sYn9mo-2hvA

Fig. 13. Images sequence that shows all the process since the drone is taking off until
detecting the landing platform to perform the autonomous landing. A video o this work
for reviewing purpose is found at https://youtu.be/sYn9mo-2hvA

6 Conclusion

We have presented a target detection system using a deep learning implemen-
tation based on the SSD network to detect a flag and a Landing platform. This

https://youtu.be/sYn9mo-2hvA
https://youtu.be/sYn9mo-2hvA


Onboard CNN-Based Processing 207

work is motivated by the challenge of having to perform autonomous landing as
part of a mission included in the indoors competition of the IMAV 2019. The
mission represents an existing problem in aerial robotics which consists of target
detection while a MAV performs autonomous navigation, where the place to land
has to be located by detecting a flag and then, the landing has to be performed
by centring on a landing platform performing a landing routine autonomously.
Thus, we have presented a detection system using the SSD7 network running on
the Intel Computer Stick without GPU and architecture carried by the MAV,
thus enabling it to perform onboard processing. This enabled the MAV to detect
a flag and later on the landing platform while performing an autonomous flight.
We validated our detection system with image datasets under multiple conditions
of illumination even when the object is scaled or rotated, obtaining success of
96.59% for the flag detection and 96.09% for the landing platform detection. We
compared our approach against other methods based on traditional computer
vision techniques such as template and feature matching. Also, we test our sys-
tem in real-time with offboard and onboard flights, obtaining metric confidence
output of 0.9386 for the flag, and 0.9826 for the Landing platform, everything
running on the Intel Stick at an average of 13.01 fps.

Future work involves the use of this framework for more sophisticated tasks
such as object tracking during autonomous flight, involving much more targets
and in outdoor environments.

References

1. Baomar, H., Bentley, P.J.: Autonomous navigation and landing of airliners using
artificial neural networks and learning by imitation. In: 2017 IEEE Symposium
Series on Computational Intelligence (SSCI) (2017)
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Abstract. LiDARs and cameras are two widely used sensors in robotics
and computer vision, particularly for navigation and recognition in 3D
scenarios. Systems combining both may benefit from the precise depth of
the former and the high-density information of the latter, but a calibra-
tion process is necessary to relate them spatially. In this paper, we intro-
duce COUPLED, a method that finds the extrinsic parameters to relate
information between them. The method implies the use of a setup consist-
ing of three planes with charuco patterns to find the planes in both sys-
tems. We obtain corresponding points in both systems through geomet-
ric relations between the planes. Afterward, we use these points and the
Kabsch algorithm to compute the transformation that merges the planes
between both systems. Compared to recent single plane algorithms, we
obtain more accurate parameters, and only one pose is required. In the
process, we develop a method to automatically find the calibration tar-
get using a plane detector instead of manually selecting the target in the
LiDAR frame.

1 Introduction

In the field of mobile robotics, sensors to understand the world around them are
required. Two commonly used sensors are cameras and LiDARs (Light Detection
and Ranging). Cameras allow proper feature extraction, but it is challenging to
obtain depth information from a single camera. In contrast, LiDARs provide
precise spatial details but at a much lower density, which makes feature extrac-
tion difficult. In our research, we study systems that combine both technologies
to take advantage of their strengths. Nonetheless, one of the main challenges is
that while each sensor outputs spatial data in its reference frame, typically we
process their information in a common one, which requires a calibration process.

To calibrate a camera with a LiDAR, one usually finds corresponding points
in both systems, which we use to calculate a transformation that relates them.
Often, one uses the corner points of a checkerboard on a rectangular board. The
LiDAR can capture the boards pose by finding its edges, and the camera can
c© Springer Nature Switzerland AG 2020
K. M. Figueroa Mora et al. (Eds.): MCPR 2020, LNCS 12088, pp. 209–218, 2020.
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estimate the pose of the checkerboard. These methods typically suffer from noise
in using edge points to find the corners in the LiDAR [3,15]. Also, even though
finding the target in the camera is easy, finding the target in the LiDAR frame
is relatively more complicated. LiDARs typically use an array of angled lasers
rotating over an axis to generate a point cloud that is denser in the horizontal
direction than in the vertical one. This configuration makes it difficult to find
the target with conventional plane detection methods. Thus, most calibration
methods either manually find the target and isolate it [3,10], which can be time-
consuming when making acquisitions to reduce calibration error. Alternatively,
other methods physically isolate the target from other objects to facilitate plane
detection [15], which is not ideal because we would need to reserve a dedicated
area exclusively for calibration.

In this paper, we introduce COUPLED, a method for calibrating a LiDAR-
camera rig that uses three planes. In the process, we develop an approach to
automatically find the target in the LiDAR reference frame using a plane detec-
tor. Combining both, we develop a system for automatic calibration, no longer
requiring a dedicated area or manually selecting the target for the LiDAR frame.
We divide the rest of the paper into a review of related literature, followed by
our methodology, then our experiments, and finally, a conclusion summarizing
the relevant findings.

2 Related Literature

We review the literature on two fronts: Methods for the automatic detection of
planar surfaces and the calibration of a LiDAR-camera rig.

Plane Detection with LiDAR. Finding planes within 3D point clouds is a fun-
damental step for complex algorithms. The introduction of LiDAR and other
light-based distance sensors has made this activity vital. Usually, when working
with dense homogenous point clouds, Hough transform and RANSAC are tried
and true approaches [1,16]. However, the mechanical workings of certain LiDAR
and MLS (Mobile Laser Scanning) sensors do not output point clouds favorable
for these techniques, so novel methods are required.

Commonly, LiDARs have an array of angled lasers rotating on an axis from
point clouds that are sparse on its vertical axis relative to its horizontal axis. The
path traced by any of the lasers forms a cone, and when a plane intersects the
cone, we get a conic section. Grant et al. [7] segments the LiDAR lines into conic
sections and then uses a Hough transform where they accumulate the planes that
can be formed by each line, and the planes with enough votes are taken. Another
sensor that presents problems with classic plane detection methods is MLS since
it usually has its laser head perpendicular to the trajectory of a carrier vehicle.
Nguyen et al. [13] uses a similar approach segmenting scan points into straight
lines, then parallel lines are grouped, and the singular vectors for each group are
obtained to determine whether the grouped lines form a plane.
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LiDAR-Camera Rig Calibration. In mobile robotics, combining sensors such
as multiple cameras or cameras and LiDAR has become common [2,5,8]. Many
techniques have been developed to accomplish this task. Single checkerboards are
the most usually involved [10,15] but also researchers have developed techniques
using different kinds of targets [3,11] or no targets at all [9,12].

Practitioners have created variations using a single checkerboard. For
instance, Verma et al. [15] detect the centroid of the target, in at least three
poses, and its normal, then they use genetic algorithms to obtain the param-
eters. Kim et al. [10] proposed another technique that requires three poses. In
their case, they employ the normals and use an energy function to calculate the
rotation and the translation that minimizes the distance to the camera and the
LiDAR’s plane. Kümmerle et al. [11] use a spherical target because its center
can be more accurately extracted relative to checkerboards. Chai et al. [3] use a
cube with aruco markers printed on its sides. The LiDAR detects the three sides,
and the aruco markers are used to detect the poses of the sides in the camera.

Researchers have developed techniques that require no target at all to allow
calibration when no target is available. For instance, Kang et al. [9] use edge
detection in both the camera and LiDAR to find the transformation between
both sets of edges. Similarly, Nagy et al. [12] use structure from motion to create
a 3D point cloud for the camera reference frame. Then, they detect objects in
both systems by grouping near points.

3 Method

Calibrating our LiDAR-camera rig means finding the parameters of a rotation
matrix RL

c ∈ SO(3) and translation vector tLc ∈ R
3 that transforms a 3D point

set P = {p1,p2, ...,pm} in the camera reference frame into Q = {q1, q2, ..., qm},
its corresponding in the LiDAR reference frame, as RL

c pi + tLc = qi, ∀ i =
1, . . . ,m. Because of noise in the sensors, a perfect solution normally does not
exist, so we instead minimize the sum of squares as

(RL
c , tLc ) ← arg min

R,t

m∑

i=1

‖Rpi + t − qi‖2. (1)

3.1 Calibration Pattern

First, we need a target for which we can find corresponding points in the LiDAR
and the camera. We propose to use a pattern that consists of three planes with
charuco boards [6]. We use OpenCV to find the planes by detecting the charucos
for the camera, and plane fitting to find the three planes in the LiDAR. However,
to find precise point to point correspondences, we use geometric relations such as
the vertex common to the three planes, and the lines formed by the intersection
of a pair of planes, as there are three pair combinations we obtain three lines.
With this, we can obtain four point correspondences and proceed to obtain the
parameters minimizing (1).
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To compute the pose of our target planes in the camera reference frame, we
use charuco markers printed on our pattern. Our design combines aruco markers
and checkerboards into charuco [6]. It uses the aruco markers to interpolate the
corners of the checkerboards, and since each aruco has a unique ID, each checker-
board corner can also be identified even if part of the checkerboard is occluded.
Then, we refine the position of the checkerboard corners with subpixel accuracy.
Finally, we compute the pose of the board, as with regular checkerboards, using
PnP (Fig. 1).

Fig. 1. Calibration pattern. (a) Each plane has a different set of charuco markers for
the camera to detect. (b) The full point cloud: The calibration target is enclosed in
the green rectangle. (c) Zooming in on the target in the previous point cloud: The
calibration pattern is enclosed in the green rectangle.

3.2 Automatic Target Detection for LiDAR

To find the target in the LiDAR reference frame, we developed an algorithm
to detect the planes in the point cloud sensed by the LiDAR and segment the
three planes belonging to our target. There exist many methods to find planes
within a point cloud [1,16], but for some LiDARs, with few lasers, the problem
is particularly challenging. Take, for instance, the VLP-16 sensor, which consists
of 16 laser range finders spinning along an axis, making the density of points
much higher horizontally than vertically. This arrangement causes problems with
RANSAC and Hough transform-based plane finders, when the best fits for a
plane erroneously end up being horizontal planes that contain all the points of
a single beam. Note that rotating laser LiDAR beams form cones as they spin.
When a cone is intersected by a plane, a conic section is formed. This observation
is the basis of our algorithm, which consists in finding the curves, grouping them
into planes and segmenting the target from the planes found.

Curve Finding. The first step for our plane detection is finding the conic sections.
Because fitting such a high number of points to a conic section equation is
computationally intensive, we use an approximation and instead look for smooth
curves. We start by sampling each of the lasers separately.
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Fig. 2. Illustration of the steps of the plane detection process. (a) The point cloud is
segmented into smooth curves with a normal vector assigned to them. (b) We group
the lines by similar normals. We end up with groups containing one or more parallel
planes. (c) We use RANSAC plane fitting to segment the points to their appropriate
planes.

First, we take a single beam and treat its points as a 1D signal ordered by
the azimuth given by the LiDAR, which starts at positive Y and runs along
the Z axis clockwise. Then, we apply a spatial Gaussian filter with a standard
deviation σ to reduce the noise in the point cloud. Now, to segment parts of the
1D signal that have a smooth trajectory, we apply a custom kernel k that was
made empirically to simulate a Laplacian to help detect rapid changes in the
signal. We run the kernel through the signal and threshold to highlight where
we separate the curves. We also discard segments that have less than a certain
number of points p to avoid short curves. Finally, we combine curves by verifying
whether their direction is similar, and they are close enough together.

Grouping Plane Proposals. Once we have curves, we need to find a way to
group lines belonging to the same plane. To do this, we take a random line, and
the nearest line to it. We calculate the principal components for the group of
points of the two curves via SVD (Singular Value Decomposition). Then, we test
whether the ratio between the first and second singular values is below a certain
threshold r12 to avoid planes formed from very narrow lines, which can be noisy.
Next, we test wether the ratio r23 between the second and third components
is large to determine that the points form a valid flat plane. If both tests are
passed, the normal vector of the plane is saved in an accumulator. We repeat this
process for the lines within a certain maximum distance lmax from our original
line. Finally, we assign the normal vector with the most votes. We do this for
each line, so the lines end up with a normal vector assigned. We then group lines
by normal vectors in the same direction using DBSCAN [4] (see Fig. 2). After
this process, we have groups of lines likely belonging to one or more planes with
the same normal as the lines. We can now easily segment applying RANSAC on
each group.

Finding the Target. We have now extracted the planes in our point cloud, but
for our application, we need the planes that correspond to our target. To isolate
these planes, we use OpenCV to calculate the pose of our three target planes in
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the camera frame. We also calculate the center of the target planes. So now, we
can calculate the angles between the normals and the distances between centroids
of any two planes of the target. With this, we end up with three angles and three
distances that we use as a descriptor for the target. Finally, we use brute force
matching to find the combination of three planes found by our detector that best
matches the descriptor of our target.

3.3 Camera and LiDAR Calibration

Once we have our target in the LiDAR and the cameras, we get the poses in
the camera reference frame using the charucos. OpenCV gives us a translation
and rotation from a reference frame with its origin on one of the outer most
corners of the board, and its X and Y axis aligned with the sides of the board
to the camera frame [6]. We obtain a vector normal to the board in the camera
reference frame using nc

i = Rc
rez, where nci is the vector normal to plane i in

the camera frame, Rc
r is the rotation from the charuco i frame to the camera

frame, and eTz = (0, 0, 1). With this rotation, we obtain the normals for the
planes containing the targets. For the LiDAR, we get the principal components
of the planes obtained in the previous section.

Next, we calculate the vertex between the three planes and the three inter-
sections from two planes. The intersections can be defined as vectors of uni-
tary magnitude. Now, we have four corresponding points to obtain the extrinsic
parameters, P points in the camera frame, and Q points in the LiDAR frame.
We use Kabsch algorithm [14] to obtain the rotation and translation from the
camera to the LiDAR that minimizes the mean square error expressed in (1).

We call COUPLED to our method to calibrate the LiDAR-camera rig using
automatic plane detection.

4 Experimental Results

To test our algorithm, we took 40 readings with our system, moving the LiDAR-
camera rig to different positions, making sure that the target remains within the
fields of view of both sensors. To show the relevance of COUPLED, we compare
our results with a method recently introduced.

4.1 Experimental Setup

For our experiments, we used a Velodyne VLP/16 LiDAR. It consists of 16 lasers
operating at a wavelength of 903 nm and turning at a programmable rotational
speed between 5 and 20 Hz. With a range of 100 m, it has a range accuracy of
±3 cm and a vertical field of view of ±15◦. Also, we employed a MicaSense Parrot
Sequoia multispectral camera, which weighs about 72 g (the additional sunshine
sensor weights 35 g). It produces images with spectral response peaking at 550 nm
(green), 660 nm (red), 735 nm (red edge), and 790 nm (near infrared). Each of
these images has a spatial resolution of 1,280 (horizontal) × 960 (vertical) pixels.
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Fig. 3. Our LiDAR-camera rig, consisting of a VLP-16 LiDAR and a Sequoia Multi-
spectral camera. (Color figure online)

Also, the Sequoia includes an RGB color camera with a resolution of 4,068 (h) ×
3,456 (v) pixels resolution. We print the charucos targets on 3 mm thick mirror
surfaces measuring 0.5 m per side each (Fig. 3).

In our experiments, the Gaussian filter has a spread of σ = 0.08. We discard
segments with fewer than p = 5 points. Also, we set the distance between end-
points d = 10 cm. In addition the angle between them has to be α < 5◦. To filter
out elongated segments, we set r12 = 1/80 and r23 = 1/200. Finally, we define
the maximum distance between lines at 40 cm.

4.2 LiDAR-Camera Rig Calibration

With the data, we used three procedures to find the calibration target. In the
first one, we manually selected the three planes of our target from the LiDAR
point cloud. In the second one, we automatically found the target by introducing
the entire point cloud to our plane detector and finding the best three planes
(the method introduced in this paper). In the third procedure, we limited the
point cloud to an azimuth between 230◦ and 330◦ and automatically find the
planes within the limited point cloud (we call this procedure restricted). We
know the target is in this azimuth because this direction is required in our rig
for the camera to see the target.

We calculated the extrinsic parameters for the 40 views using the three pro-
cedures described. Moreover, to verify the effect of using multiple views, we
calculate the accumulated extrinsic parameters in which we use the Kabsch
algorithm on the points from the concatenation of the current frame points and
the previous frames. Although our target detection algorithm finds the correct
target for most of the frames, there are still outliers. We eliminated the outliers
by using the DBSCAN clustering algorithm on the translation vectors, knowing
that the correct translation will form the largest cluster. After the clustering
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step, 10 out of the 40 frames were discarded in the fully automatic procedure,
while only 4 out of 40 were discarded in the restricted procedure.

Fig. 4. Results of 40 calibrations (best seen in color). The blue, green, red and yellow
lines show when we manually select the LiDAR planes, give the entire point cloud to the
target detector, provided the target detector a reduced azimuth point cloud knowing
that the target is within that cloud, and for Kim et al. [10] method for comparison.
(a) Calibration results for accumulated acquisitions to demonstrate convergence. (b)
Plotted error from the accumulated calibration.
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We compared our method against Kim et al. [10] who uses a checkerboard
and fits a normal vector to his target, but only uses one plane. In Fig. (4a), we
plot the results of accumulated acquisitions. We can see that the estimation of
rotation is similar, deviating by a maximum of three degrees. At the same time,
the translation differs by as much as 12 cm and does not converge after 40 acqui-
sitions. In Fig. (4b), we plot the error between the calculated translation and
the one we measured, we can see that our method allows us to obtain extrin-
sic parameters with a single acquisition compared with the three acquisitions
required by Kim et al.’s method and is more accurate. Both methods run in a
couple of seconds.

5 Conclusion

In this paper, we present COUPLED, a method to obtain the extrinsic parame-
ters of a LiDAR-camera rig that uses three planes with charuco boards printed
on them. We use the charuco boards to find the pose of the planes and a plane
detection algorithm to find the planes in the LiDAR frame. Our experimental
results show its benefits when compared with the manual selection of the target
or the region of interest.

By using multiple frames, we can refine the extrinsic parameter calibration.
Here, using the automatic target detector can be very beneficial because it
allows us to quickly find our target in multi-capture settings instead of man-
ually selecting it. However, notice that using the automatic detector with a
restricted azimuth is an excellent middle ground as it only requires the input of
the azimuth, and it has a better performance than the plane detector on the full
point cloud. We also presented a new method for plane detection in point clouds
generated by LiDARs. Rotational LiDARs have a much higher horizontal den-
sity compared to vertical density, which makes it challenging to use traditional
methods such as RANSAC and Hough Transform. Our system combines both
methods, allowing for automatic calibration by using the plane detector to find
the target in the LiDAR frame as opposed to manually selecting it. This permits
smooth refinement since we can quickly capture many frames and compute the
extrinsic parameters using the points from the different frames.
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for plane detection in point clouds: a review and a new accumulator design. 3D
Res. 2(2), 3 (2011). https://doi.org/10.1007/3DRes.02(2011)3

2. Caltagirone, L., Bellone, M., Svensson, L., Wahde, M.: LiDAR-camera fusion for
road detection using fully convolutional neural networks. Robot. Auton. Syst. 111,
125–131 (2019)

3. Chai, Z., Sun, Y., Xiong, Z.: A novel method for LiDAR camera calibration by
plane fitting. In: International Conference on Advanced Intelligent Mechatronics,
pp. 286–291 (2018)

https://doi.org/10.1007/3DRes.02(2011)3


218 O. Montoya et al.

4. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A density-based algorithm for discov-
ering clusters in large spatial databases with noise. In: KDD, vol. 96, pp. 226–231
(1996)

5. Gao, H., Cheng, B., Wang, J., Li, K., Zhao, J., Li, D.: Object classification using
CNN-based fusion of vision and LiDAR in autonomous vehicle environment. IEEE
Trans. Ind. Inform. 14(9), 4224–4231 (2018)
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Abstract. Convolutional Neural Networks (CNN) has gained much
attention for the solution of numerous vision problems including dis-
parities calculation in stereo vision systems. In this paper, we present a
CNN based solution for disparities estimation that builds upon a basic
module (BM) with limited range of disparities that can be extended using
various BM in parallel. Our BM can be understood as a segmentation by
disparity and produces an output channel with the memberships for each
disparity candidate, additionally the BM computes a channel with the
out–of–range disparity regions. This extra channel allows us to parallelize
several BM and dealing with their respective responsibilities. We train
our model with the MPI Sintel dataset. The results show that Mod-
uleNet, our modular CNN model, outperforms the baseline algorithm
Efficient Large-scale Stereo Matching (ELAS) and FlowNetC achieving
about a 80% of improvement.

Keywords: Stereo vision · Convolutional Neural Networks · U-Net ·
Census transform · Deep learning

1 Introduction

The purpose of an stereo system is to estimate the scene depth by comput-
ing horizontal disparities between corresponding pixels from an image pair (left
and right) and has been intensively investigated for several decades. There is a
wide variety of algorithms to calculate these disparities that are complicated to
include them all in one methodology or paradigm. Scharstein and Szeliski [13]
propose a block taxonomy to describe this type of algorithms, following steps
such as matching cost calculation, matching cost aggregation, disparity calcula-
tion and disparity refinement. One example is ELAS, an algorithm which builds
a disparities map by triangulating a set of support points [8].

We present a CNN based solution for disparities estimation that builds upon
a basic module (BM) with limited range of disparities that can be extended
using various BM in parallel. Our BM can be understood as a segmentation
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by disparity and produces an output channel with the memberships for each
disparity candidate, additionally the BM computes a channel with the out–of–
range disparity regions. This extra channel allows us to parallelize several BM
and dealing with their respective responsibilities. We list our main contributions
as follows: i) We propose ModuleNet, which is a novel modular model to measure
disparities on any range, which is inspired on FlowNet and U-Net. ii) We use a
low computational time algorithm to measure cost maps. iii) The architecture of
our model is simple, because it does not require another specialized networks for
refinement as variants of FlowNet do for this problem. iv) Our model improves
the baseline model ELAS and FlowNetC (the correlation version of FlowNet)
with about 80% of unbiased error.

The paper is organized as follows: Sect. 2 presents the related work. At Sect. 2
are the algorithms FlowNet, Census transform and ELAS. The proposed model
is in Sect. 3. Section 4 describes the dataset used in this research. At the end are
our results, conclusions and future work.

2 Related Methods

In recent years, Convolutional Neural Networks (CNN) have made advances
in various computer vision tasks, including estimation of disparities in stereo
vision. Fischer et al. propose a CNN architecture based on encoder-decoder
called FlowNet [6]. This network uses an ad hoc layer for calculating the nor-
malized cross-correlation between a patch in the left image and a set of sliding
windows (defined by a proposed disparity set) of the right window and uses Full
Convolutional Network (kind encoder-decoder architecture) for estimate the reg-
ularized disparity [11]. Park and Lee [9] use a siamese CNN to estimate depth
for SLAM algorithms. Their proposal is to train a twin network that transforms
patches of images and whose objective is to maximize the normalized cross cor-
relation between corresponding transformed patches and minimize it between
non-corresponding transformed patches. To make the inference of the disparity
in a stereo pair, a left patch and a set of displaced right patches are used, then
the normalized cross correlation between the twin networks transformed patches
and the disparity is selected using a Winner–Takes–All (WTA) scheme. Other
authors use a multi-scale CNN, where the strategy is to estimate the disparity
of the central pixel of a patch by processing a pyramid of stereo pairs [4]; and
the reported processing time for images in the KITTI database is more than
one minute [7]. A state of the art method with really good results is reported by
Chen and Jung [3], they use a CNN that is fed with patches of the left image and
a set of slipped patches of the right image (3DNet). Then, for a set of proposed
disparities, the network estimates the probability that each of the disparities
corresponds to the central pixel of the left image patch that requires of evaluate
as many patches as pixels, so it is computationally expensive.

In this section, we present FlowNet, an architecture designed for optical
flow, and it can be used for stereoscopy. Also, this section introduces the Census
Transform.



ModuleNet: A Convolutional Neural Network for Stereo Vision 221

2.1 FlowNet

FlowNet is composed by two main blocks. The network computes the local vec-
tor that measure the dissimilarity between each pixel (x, y) in the left image
Il and its corresponding candidate pixel (x + δ, y), for a given disparity δ, in
the right image Ir; where δ ∈ d with d = [d1, d2, . . . , dh] and di is an integer
value. This block is deterministic (not trainable) and produces a dissimilarity
map (tensor) D of size equal to (h, nrows, ncolumns). FlowNet is based on the
U-Net [11]. The network computes the regularized disparities d∗; with dimen-
sion equal to (1, nrows, ncolumns). The main disadvantage of this method is the
computational cost of the normalized cross-correlation layer and it also produces
blurred disparity maps [6], see in Fig. 1 the FlowNetC architecture.

Fig. 1. FlowNet architecture.

2.2 Census Transform

Differently to FlowNet, that uses normalized cross-correlation to measure the
cost maps, an alternative is Census Transform [15]. Other algorithms for this
task are Sum of Absolute Differences (SAD) [14], Sum of Square Differences
(SSD) [14], Normalized Cross-Correlation [5]. Because a low complexity cost
function is desirable, we chose the Census Transform [15]. Figure 2 exemplify the
Census algorithm, where it transforms the values of the neighbors. The values
of the neighbors of a pixel are encoded within a binary chain (it is assigned “1”
when they are greater than or equal to the central pixel, or “0” otherwise). This
chain is called census signature, the signature retains spatial information of each
neighbor given the position within the string where each bit is stored.

For a 3 × 3 window, the census signature contains eight values and can be
saved in one byte, this transformation can be computed with:

Cl(x, y) = Bitstring(i,j)∈w(Il(i, j) ≥ Il(x, y)) (1)

for the case of the left image Il; and in a similar is computer the census transform
Cr for the right image Ir. To obtain the level of correspondence, the Hamming
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Fig. 2. Census transform

distance (H) is used to count how many bits are different between two census
signatures:

Dm(x, y; d) = H(Cl(x, y), Cr(x + dm, y)) (2)

We can denote this stage by the representational function Fc that trans-
forms the information in the images Il and Ir into the distance tensor D =
[D1,D2, . . . , Dh]:

D = Fc(Il, Ir; d) (3)

where the parameters are the set of candidate disparities, d.

3 ModuleNet: Modular CNN Model for Stereoscopy

Our proposed model (ModuleNet) builds upon U-Net blocks and is inspired on
the FlowNet. First, we describe the general block U-Net (see Fig. 3) that can find
disparities in a range d. Second, we introduce the cascade U-Net for refinement,
see Fig. 4. Finally, the modular CNN model (ModuleNet) for disparities out of
the range d is presented, see Fig. 5.

3.1 General Block: U-Net U-Net Module

Our neural network for stereo disparity estimation is composed with blocks based
on the UNet. Indeed, the most basic construction block can be seen as a simpli-
fied version of the FlowNet where the Disparity Map D is computed with the
Hamming distances between the Census transformed patches (the fixed and the
δ-displaced one). Another difference between our basic block and the FlowNet
model is that, instead of computing directly a real valued map of disparities, we
estimate the probability that a particular candidate disparity δ is the actual one
at each pixel. We also compute an additional layer that estimates outliers: the
probability that the actual disparity in each pixel is not included in the set of
disparities d. As input to the U-Net, we have h channels of distances correspond-
ing to the h candidate disparities and, as output, we have h+1 probability maps;
see Fig. 3. We can represent this U-Net block by the representational function
F1 that transforms the information in the distance tensor D = [D1,D2, . . . , Dh]
into the probabilities tensor P = [P1, P2, . . . , Ph, Ph+1]:

P = F1(D, θ1) (4)

where θ1 are the network weight set.
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Fig. 3. General block (U-Net)

The representational U-Net F1 (4) can be seen as a regularizer of the noisy
Census-distance maps. We observed that the output of the basic (trained) block
can be refined by a second U-Net. This second U-Net (in cascade) is trained using
as input the census cost maps, the initial estimation of the disparity probabilities
maps and the outliers’ probability map and produces as output refined versions
of the inputs. We represent this U-Net block by the representational function F2

that refine probabilities tensor P using also as input the distance tensor D:

Ŷ = F2(P,D, θ2) (5)

where θ2 are the weight set. We denote our basic module for disparity estimation
by

D = Fc(Il, Ir; d) (6)

Ŷ = F (D)
def
= F2(F1(D),D). (7)

where we omitted the parameters θ1 and θ2 in order to simplify the notation.
Once we have trained a basic module (7), it can be used for estimating disparities
into the range defined by the disparity set d. The regions with disparities outside
such a range are detected in the outliers’ layer. Figure 4 depicts our block model
based on two cascaded U-Nets (general blocks, see Fig. 3).

Fig. 4. Our Basic Block composed with two U-Net in cascade.
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3.2 ModuleNet: Modular CNN Model

Assume, we have a trained basic module for the disparities into the interval
[d1, dh] and the actual range of disparities, in the stereo pair, lays into the interval
[d1, 2dh]. We can reuse our basic model for processing of such a stereo pair
if we split the calculations for the disparities sets d(0) = [d1, d2, . . . , dh] and
d(1) = [dh+1, dh+2, . . . , d2h]. Then, we can compute two census distance tensors
D(0) = Fc(Ir, Il; d(0)) and D(1) = Fc(Ir, S{Il, h}; d(1) − h); where we define the
shift operator

S{I, dh} def
= I(x + dh, y). (8)

Thus, we can estimate the probability that the disparity is in the set d(0) with
Ŷ (0) = F (D(0)) and in the set d(1) with Ŷ (1) = F (D(1)); where F is our basic
module 7.

This idea can be extended for processing stereo pair with a wide range of
disparities. First we define the k-th set of disparities as

D(k) = Fc(Ir, S{Il, kh}; d(k) − kh) (9)

for k = 1, 2, . . . ,K. Second, we estimate, in parallel, the K tensor of probability:

Ŷ (k) = F (D(k)) (10)

Note that the network F is reused for processing the K modules. The CNN
transforms the representation D(k) into Ŷ (k): the probability that disparities
δ(k) of the module k at the pixel (x, y) are the correct displacement. To estimate
the tensor Ŷ that integrates the individual probability tensors Ŷ (k)’s, we use the
additional layer with the probability that the correct displacement of each pixel
is not the k-th interval:

Ŷ(kh+i) = Ŷ
(k)
i �

(
1 − Ŷ

(k)
h+1

)
(11)

for i = 1, 2, . . . , h, k = 0, 1, . . . , K − 1 and � denotes the element-wise product.
Finally, the disparity estimation, d∗ is computed by applying a WTA procedure
in the disparities map Ŷ :

d∗(x, y) = arg max
l

Ŷl(x, y) (12)

for l = 1, 2, . . . ,Kh. Figure 5 depicts ModuleNet – our modular model.



ModuleNet: A Convolutional Neural Network for Stereo Vision 225

·
·
·

Fig. 5. ModuleNet: Modular CNN Model

4 Dataset and Training Parameters

We used the MPI Sintel dataset for train our model. The MPI Sintel-stereo
dataset is a benchmark for stereo, produced from the open animated short film
Sintel produced by Ton Roosendaal and the Blender Foundation [1]. This dataset
contains disparity maps for the left and right image, occlusion masks for both
images. The dataset consist of 2128 stereo pairs divided in clean and final pass
images. The left frame is always the reference frame. For our experiments, we
use the clean subset pairs that consist of 1064 pairs; 958 for training and 106
for testing. See example in Fig. 6, the disparity map is the ground truth. Our
training set consisted on patches (256×256 pixels) randomly sampled from of 958
stereo pairs (1024 × 460 pixels) and 106 stereo pairs were leave-out for testing.

We change the number of filters distributions across the layers according to
Reyes-Figueroa et al. [10]. It has been shown that in order to have more accurate
features and to recover fine details, more filters are required in the upper levels
of U-Net and less filters in the more encoded levels. Our model’s architecture
is summarized in Fig. 3. We trained our model during 2000 epochs with mini-
batches of size eight.

We used data augmentation by randomly resizing the frames (random scaling
factor into the range [.6, 1]), adding Gaussian noise (mean zero with standard
deviation equal 1% the images’ dynamic range). The ADAM optimization algo-
rithm was used with fixed lr = 1 × 10−4 and β = [0.9, 0.999]. For processing the
data set, we used a basic block with sixteen disparities (h = 16) and K = 24
parallels blocks.



226 O. I. Renteria-Vidales et al.

Fig. 6. Example of MPI Sintel data: left and right images and disparity map.

5 Results

In Fig. 7 are shown the results from seven scenes by using the MPI Sintel dataset.
We show a single image per scene for illustrating the algorithm’s performance.
We compare the results from our model versus ELAS and FlowNetC. Visually,
one can see that the proposed model is closer to the ground truth than ELAS
and FlowNetC.

Fig. 7. Results from MPI Sintel dataset on selected scenes

In Table 1 is the comparison of results from applying a Total–Variation poten-
tial for edge–preserving filtering to the Distance Tensor D (here named TV–
Census) [2], ELAS, FlowNetC and our proposal (ModuleNet); in bold font the
best results. We use the metric Mean Absolute Error (MAE) in non-occluded
areas to measure the results quantitatively. Our proposed model outperforms
the compared methods. The advantage of the MPI Sintel dataset is that the
ground truth is provided, so the accuracy (MAE) is unbiased. Show particular
results from seven representative stereo pairs and the average over the total of
frames. Additionally we tested our method with the Middlebury Stereo Datasets
2014 [12] which consist of 33 image pairs, divided in 10 evaluation test sets with
hidden ground truth, 10 evaluation training sets with ground truth and 13 addi-
tional sets, the first 20 sets are used in the new Middlebury Stereo Evaluation.
Figure 8 shows a visual comparison of the computed results.
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Table 1. MAE results from MPI Sintel dataset on selected scenes

Scene FlowNetC ELAS TV–Census Proposed

alley 1 2.98 2.98 0.92 0.44

bamboo 1 2.91 2.39 0.63 0.51

bandage 2 14.09 12.77 2.60 2.14

cave 2 3.95 3.10 1.85 0.65

market 2 1.94 2.07 0.54 0.43

temple 2 2.26 2.44 0.60 0.38

temple 3 6.09 2.85 0.74 0.43

All test images 24.3 14.1 1.7 1.5

Fig. 8. Results from Middlebury dataset on selected stereo pairs

6 Conclusions and Future Work

We proposed a new model called ModuleNet for disparities estimation that can
be applied in stereoscopy vision. Our model is build upon FlowNet, U-Net and
Census transform. The modularity of our method allows generating disparity
maps of any size simply by adding more blocks. The extra layer, for detecting
pixels with disparities out of range, helps us to classify pixels that usually adds
noise since these pixels are outside the range of work or are pixels of occluded
regions. Our results show that qualitatively and quantitatively our model out-
performs Census–Hamming approach (robustly filtered), ELAS and FlowNetC;
which are baseline methods for disparities estimation. The unbiased error was
improved by about 80%.

Our future work will focus on extend the training set with real stereo pairs,
conduct more exhaustive evaluations and implement our model on an embedded
system (e.g. NVIDIA R© Jetson NanoTM CPU-GPU and Intel R©MovidiusTM USB
stick). We plan to compare the performance of our model with other state-of-
the-art methods, regardless the complexity and computational time with GPU
hardware. As most of the methods, the texture-less regions are difficult to iden-
tify. So an algorithm to detect such textures is desired.
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Abstract. The trade on illegal goods and services, also known as illicit
trade, is expected to drain 4.2 trillion dollars from the world economy
and put 5.4 million jobs at risk by 2022. These estimates reflect the
importance of combating illicit trade, as it poses a danger to individ-
uals and undermines governments. To do so, however, we have to first
understand the factors that influence this type of trade. Therefore, we
present in this article a method that uses node embeddings and cluster-
ing to compare a country based illicit supply network to other networks
that represent other types of country relationships (e.g., free trade agree-
ments, language). The results offer initial clues on the factors that might
be driving the illicit trade between countries.

Keywords: Node embedding · Clustering · Data mining

1 Introduction

Illicit trade, i.e. the trade in illicit goods and services, poses a danger to our
communities [12]. For instance, the ICC estimates that by 2022 counterfeit and
piracy will put 5.4 million jobs at risk and drain 4.2 trillion dollars of the world
economy,1 while the OECD estimates that in the UK 86,300 jobs were lost
due to counterfeiting and piracy in 2016 alone [11]. In addition, the dangers of
illicit trade go beyond economic loses. For example, illicit medicines have been
recorded to cause malaria and tuberculosis deaths [10], while counterfeits have
been shown to finance terrorists organizations [1]. For these reasons, getting a
better understanding of the factors that might be driving illicit trade is of major
importance, if we are to develop methods that will aid in its disruption.

A possibility for getting a better grasp on these driving factors is to use
networks to describe not only the illicit trade between countries (i.e. the illicit
supply network), but also other aspects that countries might have in common,
1 iccwbo.org/global-issues-trends/bascap-counterfeiting-piracy/, Accessed: 12/05/19.
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such as language, geographic proximity, etc. By comparing communities (i.e.
groups of countries that have a strong relationship) within the illicit supply
network to those within the others, we can qualitatively estimate the aspects that
might be driving illicit trade. However, searching for these communities is not
a trivial task, as the different networks may have different properties (directed,
undirected, weighted etc.) that influence the community detection algorithms
that we can use. Therefore, an algorithm able to deal with all possible network
types—without much user involvement—is not immediately clear. To circumvent
this issue, we present an approach that combines the creation of node embeddings
(i.e. vector representations of the network nodes [9]) with traditional clustering
algorithms (such as k-means or affinity propagation).

The remainder of this article is divided as follows: Sect. 2 offers background
information on the different concepts and approaches used herein. Section 3
presents this article’s method. Section 4 discusses the data used. Section 5
describes the experimental study conducted in this article, while Sect. 6 presents
and discusses the results. Finally, Sect. 7 offers the conclusion and the outlook
of this article.

2 Preliminaries

2.1 Node Embedding

Many data mining algorithms require feature vectors as input; therefore, if we
want to use these approaches to predict, classify, or cluster nodes within a
network, we first need to construct vector representations—i.e. embeddings—
of them. Currently, methods that automatically construct these representations
have become popular in literature [9]. In this article, we specifically use a python
implementation 2 of the node2vec algorithm [8]; an algorithm that estimates the
node embeddings based on a series of random walks.

2.2 Clustering

Finding community structures within a network is useful for finding nodes that
have a strong relationship to one another. However, some of the community
detection methods are not only computationally expensive, but also have the
disadvantage of being dependent on network properties. For instance, only a
few of the algorithms used on undirected networks can be extended to directed
ones [5]. To overcome this network property dependency, we estimate the net-
work communities using the node embeddings and not the network itself. In other
words, we first cluster the embeddings and then we define the clusters as the
communities structures we are looking for. This alternative has already proven
to be effective [4] and thus is the one used herein. Furthermore, the clustering
method that we use is affinity propagation [6], which is implemented within the

2 github.com/eliorc/node2vec; Accessed: 02/05/20.

https://github.com/eliorc/node2vec
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apcluster R package3. We choose this approach, as it does not require a prede-
fined number of clusters to work. Readers are referred to [2] for more information
on the advantages and disadvantages of the affinity propagation algorithm.

3 Method

The method begins with the networks’ adjacency matrices, which are given in
the present article as:

Al =

⎡
⎢⎣
a11 · · · a1Nv

...
. . .

...
aNv1 · · · aNvNv

⎤
⎥⎦
l

, (1)

where Al is the lth network adjacency matrix, Nv is the number of nodes in the
network, and [aij ]l are the elements of the matrix representing if there is an edge
connecting node i to node j in network l.

By using the node2vec algorithm (cf. Sect. 2.1) we obtain a vector represen-
tation of the nodes at each network, i.e.:

enl = [en1, · · · , endl
]Tl , (2)

where enl represents the vector of the nth node at network l and dl is the vector’s
dimension, which can vary depending on the network.

As mentioned previously, we use in this article the affinity propagation clus-
tering algorithm; an algorithm that requires a similarity matrix to work. There-
fore, we define for each network the following similarity matrices:

Sl =

⎡
⎢⎣
s11 · · · s1Nv

...
. . .

...
sNv1 · · · sNvNv

⎤
⎥⎦
l

, with [sij ]l = −||eil − ejl||2 , (3)

with [sij ]l being the negative Euclidean distance between node i and node j at
network l. Since the similarity matrices do not consider if nodes can reach each
other within the network, nodes that cannot reach each other might end up in
the same cluster. To avoid this issue, we determine at each network if nodes
can reach each other in a walk of length lr, i.e. the length of the random walks
used to create the embeddings. If that is not the case, we set their similarity
value equal to a threshold tdiss that will make those two nodes as dissimilar as
possible.

[sij ]l =

⎧
⎪⎨
⎪⎩

[sij ]l , if node i can reach node j within a random walk of
length lr in network l

tdiss , otherwise
. (4)

3 cran.r-project.org/web/packages/apcluster/apcluster.pdf; Accessed: 02/05/20.

https://cran.r-project.org/web/packages/apcluster/apcluster.pdf
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Note that the creation of the node embeddings and the clustering are not nec-
essarily deterministic. Therefore, it is important to make sure that the obtained
results are as representative as possible. To do so, we use the method depicted
in Fig. 1.

Fig. 1. Clustering method

As Fig. 1 shows, the method repeats for each network the embedding step
Ne ∈ N>0 times and the clustering step an additional Nc ∈ N>0 times, thus
resulting in a total of Ne · Nc clustering results. These results are used as input
in a final consensus step for the clustering.

In this final step, we create a new network in which two nodes are connected
if they cluster at least a certain number of times. To be more specific, we define
a new adjacency matrix Aopt

l whose elements [aij ]
opt
l are defined as:

[aij ]
opt
l = [aji]

opt
l =

{
1 , if node i and node j clusterNth times or more
0 , otherwise

, (5)

with Nth being a threshold defining the number of times that two nodes have to
be grouped together for them to be connected in this new network. Afterwards,
we define the subcomponents of this new network as the clusters of the lth

network.

4 Data

The data we use to represent different types of country-country relationships
(such as, licit and illicit trade, amount of traded goods, etc.) are described in
the following paragraphs:

– Licit and Illicit Trade: The dataset from which we estimate the licit and
illicit trade by country comes from the Global Product Authentication Service
(GPAS) of MicroFocus International.4 This dataset contains the authentica-
tion results of 55,999 unique serial codes (31,989 authenticated as true and

4 microfocus.com/en-us/services/product-authentication-anti-counterfeit-services;
Accessed: 02/03/20.

https://www.microfocus.com/en-us/services/product-authentication-anti-counterfeit-services
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24,010 authenticated as false), as well as the country and time in which the
codes were authenticated. These authentications are all from 2011 to 2015.
Readers are referred to [7] for more information on the dataset.

– Amount of traded Goods: The amount of traded goods between countries
(i.e. exports and imports in US dollars) is modeled using the data reported on
the UN Comtrade database.5 In this article, we only use data from the years
2011 to 2015, to make it consistent with the GPAS data we have available.

– Free Trade Agreements: Information about the countries free trade agree-
ments is obtained from the Regional Trade Agreements Database of the World
Trade Organization (WTO).6 Note that in this article we only make use of
free trade agreements that came into force before 2016, in order to make the
data compatible with the GPAS dataset.

– Language: The data used to determine the language of each individual coun-
try is taken from the CIA’s website.7 Note that we only consider languages
that are listed as an official language, as an official minority language, as a
lingua franca, or as a language spoken by at least 10% of the population.
If a country we need is missing on the list or if we cannot determine what
language we should consider, we use the languages listed as official in the
country’s Wikipedia page.

– Geography: The geographic relationship between countries is modeled in
this article as the inverse distance between the countries centroids. To cal-
culate the inverse distances, the necessary centroid coordinates are obtained
using the countrycode R-package. If the functions within the R-package are
unable to provide the coordinates of a given country, we instead take them
from a file found on the Periscope Data website.8

5 Experimental Study

The goal of this experiment is to gain insight into which factors might be driving
the illicit trade between countries. The first step in achieving this goal is to create
networks that describe different types of country relationships. To be more spe-
cific, the networks used herein model the following aspects: licit and illicit trade
estimated using GPAS data; amount of traded goods (i.e. reported exports and
imports in US dollars); trade discrepancies (i.e. differences in reported exports
and imports); the existence of free trade agreements; the use of a common lan-
guage; and geographic proximity.

In other words, we create seven distinct networks with different properties.
However, before we create the networks, we need to make sure that the countries
(i.e. the nodes) we consider appear in all of the datasets we are using, so that
they also appear in all of the networks. After some preprocessing we end up with
the 146 countries shown in Table 1.
5 comtrade.un.org; Accessed: 11/26/19.
6 rtais.wto.org/UI/PublicMaintainRTAHome.aspx; Accessed: 12/12/19.
7 cia.gov/library/publications/the-world-factbook/fields/402.html; Accessed: 12/14/

19.
8 community.periscopedata.com/t/63fy7m/country-centroids; Accessed: 08/26/19.

https://comtrade.un.org/
http://rtais.wto.org/UI/PublicMaintainRTAHome.aspx
https://www.cia.gov/library/publications/the-world-factbook/fields/402.html
https://community.periscopedata.com/t/63fy7m/country-centroids
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Table 1. List of countries that are used as nodes within the networks

Countries
Afghanistan; Albania; Algeria; Angola; Argentina; Armenia; Australia; Austria; Azerbaijan; Ba-
hamas; Bahrain; Bangladesh; Barbados; Belarus; Belgium; Benin; Bhutan; Bolivia; Bosnia & Herze-
govina; Botswana; Brazil; British Virgin Islands; Brunei; Bulgaria; Burkina Faso; Burundi; Cam-

;eriovI’detôC;aciRatsoC;asahsniK-ognoC;aibmoloC;anihC;elihC;adanaC;nooremaC;aidob
Croatia; Cyprus; Czech Republic; Denmark; Djibouti; Dominican Republic; Ecuador; Egypt; El
Salvador; Ethiopia; Fiji; France; Georgia; Germany; Ghana; Greece; Guatemala; Guinea; Guyana;
Haiti; Honduras; Hong Kong (SAR China); Hungary; Iceland; India; Indonesia; Iran; Iraq; Ire-
land; Israel; Italy; Jamaica; Japan; Jordan; Kazakhstan; Kenya; Kuwait; Laos; Latvia; Lebanon;
Liberia; Lithuania; Luxembourg; Macau (SAR China); Macedonia; Madagascar; Malawi; Malaysia;
Maldives; Mauritania; Mauritius; Mexico; Moldova; Montenegro; Morocco; Mozambique; Myanmar
(Burma); Namibia; Nepal; Netherlands; New Zealand; Nicaragua; Niger; Nigeria; Norway; Oman;
Pakistan; Palestinian territories; Panama; Papua New Guinea; Paraguay; Peru; Philippines; Poland;
Portugal; Qatar; Romania; Russia; Rwanda; Saudi Arabia; Senegal; Serbia; Singapore; Slovakia;
Slovenia; South Africa; South Korea; South Sudan; Spain; Sri Lanka; Sudan; Sweden; Switzerland;
Syria; Tanzania; Thailand; Togo; Trinidad & Tobago; Tunisia; Turkey; Uganda; Ukraine; United
Arab Emirates; United Kingdom; United States; Uzbekistan; Venezuela; Vietnam; Yemen; Zambia;
Zimbabwe

Furthermore, the creation of each one of the networks is described below:

– Licit and Illicit Trade: The two networks that describe licit and illicit trade
between countries are directed networks with weighted edges created using
the GPAS serial codes that were authenticated as true or false, respectively.
The weights of an edge joining country i to country j represents the number
of times that a serial code is authenticated first in i and then in j.

– Amount of traded Goods: This network is created as a directed network
with weighted edges. The weight from country i to country j represents the
trade value (US dollars) in goods that goes from i to j. Due to reporting
discrepancies, the weights are calculated as the arithmetic mean between the
exports reported by country i and the imports reported by country j.

– Trade Discrepancy: This network is modeled as an undirected network
with weighted edges. These weights represent the arithmetic mean between
the differences in imports and exports reported by country i and country j.

– Free Trade Agreements: This network consists of an undirected and
unweighted network, whose adjacency matrix elements are 1 if there is a
free trade agreement between two countries and 0 otherwise.

– Language: The language network is also an undirected and unweighted net-
work with an adjacency matrix that has elements equal to one if two countries
share a language and zero otherwise.

– Geography: This network consists of an undirected network with weighted
edges, whose weights are the inverse of the distance between the centroids of
country i and country j.

After creating the networks, we can start obtaining their necessary embed-
dings. However, there are parameters of the node2vec algorithm that we still
need to define: the length of the random walks, the number of random walks
that we calculate per node, the search bias parameters that influence the cre-
ation of the random walks, the number of random walk elements that define a
nodes’ context, and the dimension of the embedding vectors.
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Considering that we are interested in knowing which aspects might be driving
illicit trade, we set the length of the random walks equal to the number of
locations we assume an illicit item might visit. That is the mean number of
authentications of an illicit serial code, which in our dataset is three (i.e. lr = 3).
Note that we set the node2vec search bias parameters—which are used to create
the random walks—equal to one (i.e. their default value in the implementation
we are using). Furthermore, to make sure that the collection of random walks is
as representative as possible, we create for each node 1000 of them. In addition,
the whole random walk is used as context for estimating the node embeddings.

In contrast to the other parameters, we define the dimension of the embed-
ding vectors of each network by testing the clustering results of several possible
dimensions, i.e. de = {2, 3, 4, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}. In other
words, we choose for each network the dimension that delivers the best clustering
results according to an objective function.

Before we describe the objective function, it is important to define some
parameters that are necessary for the method described in Sect. 3. For instance,
the value of tdiss (cf. Eq. (4)) is set equal to -Inf. This value is used to indicate
countries that have no similarity within the implementation of the affinity prop-
agation algorithm we are using. At the same time, Ne and Nc (cf. Fig. 1) are
set equal to 100 and 10, respectively. In other words, we create for each network
100 embedding results that we then cluster 10 different times. Moreover, Nth

(cf. Eq. (5)) is set equal to 900, i.e. 90% of all clustering results. These values
are used to obtain results that are as representative as possible. Finally, it is
important to mention that we standardize all embedding vectors within a single
embedding result, before any of the clustering steps described in Sect. 3. The
standardization is used to prevent variables with large scales from dominating
the clustering procedure.

The objective function we use is based on the pseudo F-statistic [3] and is
given by the following equation:

clde =
(

1 − Ncl,lde

Nv

)
· SNR{Fl1de , Fl2de , . . . , FlNede} , (6)

where Nv is the number of network nodes, Ncl,lde is the number of clusters
found on the lth network using de-dimensional embeddings, clde is the objec-
tive function value obtained with those clusters, and SNR{·} is an operator
that calculates the signal to noise ratio of its input values—i.e. the inverse of
the coefficient of variation or more specifically the ratio of the values’ mean
and standard deviation. Furthermore, Flide represents the lth network’s pseudo
F-statistic obtained with the ith de-dimensional embedding result. Note that
even though we calculate the Flide values on an embedding result basis, we still
use for their calculation the clusters of network l that are found using all of the
embedding results. Also, the first factor in Eq. (6) is used to penalize a large
number of clusters; the larger Ncl,lde is, the smaller the value of the objective
function becomes.
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Using Eq. (6), we define the optimal dimension for the lth network, dopte,l , as:

dopte,l = argmax
de

(clde) . (7)

Once the optimal dimension at each network has been found, we use their
clustering results to determine which countries cluster not only in the illicit trade
network but also in the other ones.

6 Results and Discussion

The objective function values (cf. Eq. (6)) obtained on the different networks
using the different embedding dimensions are shown in Table 2. Many node
embeddings result in the clustering algorithm not converging. The licit and illicit
networks are the most extreme cases of this type of behavior, as only one dimen-
sion results in vectors for which the clustering works. This might be caused by
the sparsity of the licit and illicit networks. Furthermore, the results also show
that in some cases the highest dimensions, i.e. 50, 70, and 100, are the ones with
the best results according to Eq. (6).

Table 2. Objective function values obtained using embedding vectors of different
dimensions; the missing values represent cases in which the affinity propagation did
not converge; the best values for each network are shown in bold.

de Illicit trade Licit trade Amount of

traded Goods

Trade Dis-

crepancy

Language FTA Geography

2 1.78E−01 — 6.72E−01 7.63E-01 — 2.35E+00 1.02E+00

3 — — 1.99E+00 3.81E+00 3.80E+00 2.87E+00 5.35E+00

4 — — 4.20E+00 2.56E+00 — 6.92E+00 9.79E+00

5 — — 5.64E+00 3.82E+00 1.18E+01 8.43E+00 1.14E+01

10 — — 1.53E+01 7.77E+00 1.09E+01 — 9.97E+00

20 — — — — — — 1.26E+01

30 — — 2.19E+01 2.57E+01 1.73E+01 — 1.49E+01

40 — — 3.36E+01 — — — 1.55E+01

50 — — 3.50E+01 3.52E+01 1.85E+01 — 1.87E+01

60 — — 3.30E+01 3.42E+01 — — 1.60E+01

70 — — 3.43E+01 — 2.23E+01 — 1.51E+01

80 — — 3.76E+01 — 2.21E+01 — 1.85E+01

90 — — 3.77E+01 — 2.17E+01 — 1.80E+01

100 — 3.67E+01 4.30E+01 3.54E+01 — — 1.85E+01

The clusters obtained on the illicit trade network with the best embedding
dimension (i.e. two) are contained in Table 3. As we can observe, only 20 of the
146 countries listed in Table 1 are contained in Table 3. The ones missing are the
ones that did not cluster with any other country within the illicit trade network.
In other words, the 20 countries shown are those that have—according to the
GPAS data used, cf. Sect. 4—a strong illicit trade relationship.
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Table 3. Illicit trade clusters; the countries listed in Table 1 that are missing in Table 3
are those that did not cluster with any other country on the illicit trade network

Cluster 1 Denmark; Greece; Macedonia; Ukraine

Cluster 2 Belarus; Israel; Japan; Moldova

Cluster 3 Chile; Czech Republic

Cluster 4 Benin; Bosnia & Herzegovina

Cluster 5 Djibouti; Georgia

Cluster 6 Haiti; Macau (SAR China)

Cluster 7 Barbados; Portugal

Cluster 8 Bahamas; El Salvador

After finding the illicit trade clusters, we compare them to those of other
networks. Table 4 shows the countries that cluster based on illicit trade and on
at least one other aspect tested herein.

Table 4. Countries that cluster not only in the illicit trade network, but also on at
least one of the other networks.

Illicit trade

Licit trade {Greece, Macedonia}; {Denmark, Ukraine}
Amount of traded Goods {Belarus, Moldova}
Trade discrepancy —

Language —

FTA {Denmark, Greece}
Geography {Greece, Macedonia}

Table 4 shows that six countries appear to be related by illicit trade and by at
least one of the other aspects considered. From these six, Greece is the one that
appears the most in Table 4. The results show, that Greece’s illicit trade with
Macedonia appears to be driven by licit trade and geography, while its illicit
trade with Denmark could be explained by the presence of an FTA. Denmark
appears again in Table 4, but now together with Ukraine. From what we can
observe, it seems that the strong licit trade relationship between these countries
could be a possible factor behind their illicit trade. Another pair of countries
that group together are Belarus and Moldova. These two countries are shown to
have a strong trade relationship (as they cluster based on their amount of traded
goods), a relationship that could be facilitating illicit trade between them. The
results also show, that countries that group based on trade discrepancy and/or
language do not seem to cluster based on illicit trade (at least not in our data).

As exemplified by the previous results, the algorithm described herein enables
us to identify possible factors that might be driving illicit trade between countries
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and that might play an important role when combating this type of trade. How-
ever, we must acknowledge that this analysis is limited to the GPAS data used
to represent the illicit trade. Henceforth, a future analysis with a larger and/or
more diverse dataset still needs to be conducted. Additionally, a comparison of
the method described herein and some other network analysis approaches should
also be conducted in the future.

7 Conclusion and Outlook

We present a method that is able to find clusters in different types of networks
(e.g., directed, undirected) by combining the creation of node embeddings and
traditional clustering. With this method we can identify countries that may not
only have a strong relationship in terms of illicit trade, but also in terms of
some other aspect, such as trade data discrepancy, geographic proximity, etc.
In other words, the method allows us to estimate factors that might be driving
to some degree the illicit trade between countries. In this article, we apply the
new method on data stemming from various real-world datasets. The obtained
results enable us to estimate factors that could be playing an important role in
the illicit trade between six different countries.

Even though our method shows potential for understanding different aspects
of illicit trade, currently its results are only qualitative. Therefore, future works
should try to modify the method in such a way that it will allow for more
quantitative conclusions, for instance the percentage that a certain aspect (such
as geography) influences illicit trade. Furthermore, we also need to compare
our method to other network analysis approaches. In addition, the research of
country-country relationships that we might not have considered here could be
investigated in future related works. Finally, something that could also be inter-
esting for the future is looking at cities instead of countries, as it could give us
a better understanding of not only international, but also national illicit trade.
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Abstract. The diagnosis of pulmonary nodules plays an important role
in the treatment of lung cancer, thus improving the diagnosis is the pri-
mary concern. This article shows a comparison of the results in the identi-
fication of computed tomography scans with pulmonary nodules, through
the use of different optimizers (Adam and Nadam); the effect of the use
of pre-processing and segmentation techniques using CNNs is also thor-
oughly explored. The dataset employed was Lung TIME which is publicly
available. When no preprocessing or segmentation was applied, training
accuracy above 90.24% and test accuracy above 86.8% were obtained. In
contrast, when segmentation was applied without preprocessing, a train-
ing accuracy above 97.19% and test accuracy above 95.07% were reached.
On the other hand, when preprocessing and segmentation was applied,
a training accuracy above 96.41% and test accuracy above 94.71% were
achieved. On average, the Adam optimizer scored a training accuracy of
96.17% and a test accuracy of 95.23%. Whereas, the Nadam optimizer
obtained 96.25% and 95.2%, respectively. It is concluded that CNN has
a good performance even when working with images with noise. The per-
formance of the network was similar when working with preprocessing
and segmentation than when using only segmentation. Also, it can be
inferred that, the application of preprocessing and segmentation is an
excellent option when it is required to improve accuracy in CNNs.

Keywords: Lung nodule · CNN · Lung TIME · Tomograms · Adam
optimizer · Nadam optimizer

1 Introduction

At present, there has been an incredible growth in the use of machine learning
techniques in medical research, mainly applied to genetics [1], disease detection,
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biomedical image segmentation [2,3] and classification, thus showing the effi-
cacy of machine learning in clinical decisions and monitoring systems [4]. The
use of convolutional neural networks (CNN) in deep learning has helped in the
automatic detection of various diseases particularly through the processing of
biomedical images and clinical data. Recently, CNN research related to lung
cancer, has focused on the automatic diagnosis of cancer [5,6], lung segmenta-
tion [7–9], segmentation of pulmonary nodules [10–13], lung nodules detection
[14,15], cancer classification [16], nodule categorization [17] and nodule malig-
nancy assessment [18–26]. Various investigations, related to lung nodules, report
the influence of the data augmentation [14,24,26], number of input channels
[20] and the use of dropout [8,14,18,20,21,24,26], in order to improve the accu-
racy of the network and to avoid overfitting. Likewise, some other researchers
report the influence of the number of parameters [20,23] and training time [20].
Nonetheless, the use of preprocessing and segmentation has been little explored;
the same applies to the effect of various available optimizers. The main goal of
this investigation is to evaluate the influence of the optimizer (Adam [27] and
Nadam [28]), preprocessing and segmentation in CNN for the precise identifi-
cation of tomograms with pulmonary nodules. The evaluation was carried out
considering both in precision and training time. The experiments were carried
out on the Lung TIME [29] dataset, which is publicly available. In continuation,
the paper is organized as follows: Sect. 2 deals with the materials and methods
used while in Sect. 3 the results obtained are discussed and finally in the Sect. 4,
the conclusions and future work are presented.

2 Materials and Methods

Three scenarios (see Fig. 1, the yellow color indicates the first case analyzed,
while the blue color illustrates the second and the green color denotes the third)
were considered to carry out the identification of tomograms with lung nodules
applying a convolutional neural network: (i) to rescale the tomograms to 96×96
pixels and pass them as an input to CNN. (ii) to segment the tomograms to
obtain the pulmonary regions and rescale them, then pass them as input to
CNN. (iii) to preprocess the tomograms by applying filters (median and Gaus-
sian), then the preprocessed image was binarized, subsequently the tomograms
were scaled, which were taken as input to CNN. The motivation to perform the
downsampling of the tomograms was to decrease the training time.

Fig. 1. Pipeline of Methodology (Color figure online)
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2.1 Dataset Used in the Study

In this study, CT thorax scans in DICOM format with annotations of the pul-
monary nodules in XML format of Lung TIME [29] was used. 62 CT thorax
scans were chosen, which had 2003 tomograms with nodules and 12934 without
nodules. To validate the results, 70% of the tomograms was randomly selected
and utilized for training and the rest for testing.

2.2 Preprocessing

To improve the quality of the tomograms, the median filter and afterwards the
Gaussian filter were applied, as discussed in [31] to eliminate salt-and-pepper
noise, and the mottled noise from the image. The applied median filter mask
was 5× 5 pixels. On the other hand, standard deviation for Gaussian kernel was
equal to 2.

2.3 Segmentation

To perform the segmentation, the thresholding technique was chosen. Thresh-
olding is a simple and efficient technique for partitioning an image into a fore-
ground and background [30]. According to Alakwaa et al. [16] it produces the
best lung segmentation compared to clustering techniques (K-means and Mean
Shift) and Watershed. Binarization was performed with a threshold of −350 HU
as suggested by Pulagam et al. [32] to separate the pulmonary region tomogra-
phy. Finally, the components connected to the edge of the binarized image were
removed.

2.4 CNN

The description of the layers of the CNN architecture is indicated in Table 1,
which consists of multiple convolutional layers with ReLU activation, maxpool-
ing, flatten, dense and a final fully connected softmax layer to carry out the
classification between tomograms with nodules and tomograms without nod-
ules. Table 2 shows the CNN architecture using the Dropout layer, which helps

Table 1. CNN architecture

Layers

Conv2D

MaxPooling2D

Conv2D

Conv2D

MaxPooling2D

Flatten

Dense

Softmax
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Table 2. CNN architecture with Dropout

Layers

Conv2D

MaxPooling2D

Conv2D

Conv2D

MaxPooling2D

Flatten

Dense

Dropout 0.0002

Softmax

selectively ignore neurons during training [33]. Both architectures were tested
with Adam [27] and Nadam [28] optimizers. A batch size of 32, 5 epochs and a
sparse categorical crossentropy loss function [34] was applied.

2.5 Computer Equipment

To implement CNN, Tensor Flow 2.0 was utilized in Python 3.7. The imageio [35]
library was employed to read the DICOM images. For the preprocessing SciPy
[36] library was used, while for segmentation of tomograms the scikit-image [37]
library was used. The equipment on which the tests were performed has the
following characteristics:

– Operating System: Windows 10 Home 64-bit (Build 18362)
– Processor: Intel(R) Core(TM) i3-5015U CPU @ 2.10 GHz
– Memory: 6 GB

3 Experimental Results and Analysis

Figure 2 shows an example of the application of filters (first the median filter and
then the Gaussian) to the tomograms. The use of preprocessing significantly

Fig. 2. (a, b) original images of slices, and (c, d) images obtained after application of
filters
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increases image quality, thus helping to reduce both salt and pepper and the
mottled noises from the images.

Figure 3 shows examples of binarization in the tomograms. By means of the
segmentation, the pulmonary region could be obtained, which allowed to improve
the performance of the CNN.

Fig. 3. (a, b) original images of slices, and (c, d) binarized slices

Table 3 gives a summary of the experiments performed without using
Dropout while Table 4 reports the experiments carried out with a 0.0002 Dropout
rate. Also tests were performed with/without preprocessing, with/without seg-
mentation and with different number of tomograms. Performance was compared
between Adam and Nadam optimizers. When carrying out the segmentation,
better results were obtained, however, the execution time increased. In most
tests (both using the Dropout layer and without using it), in which preprocess-
ing was not carried out, better results were observed using the Nadam optimizer

Table 3. Results obtained from the comparison experiments without using Dropout

# tomograms

with nodules

# tomograms

without

nodules

Pre-processing Segmentation Optimizer Training

ACC

Test ACC Runtime

in minutes

2003 2003 No No Adam 0.9472 0.9567 10.13

2003 2003 No No Nadam 0.9704 0.9642 9.98

2003 2003 No Yes Adam 0.9843 0.9734 13.19

2003 2003 No Yes Nadam 0.9847 0.9676 12.18

2003 2003 Yes Yes Adam 0.9800 0.9617 24.43

2003 2003 Yes Yes Nadam 0.9861 0.9709 24.40

2003 4158 No No Adam 0.9024 0.8680 14.53

2003 4158 No No Nadam 0.9685 0.9676 12.53

2003 4158 No Yes Adam 0.9819 0.9697 18.85

2003 4158 No Yes Nadam 0.9863 0.9659 22.17

2003 4158 Yes Yes Adam 0.9826 0.9708 33.05

2003 4158 Yes Yes Nadam 0.9814 0.9762 35.68

2003 12934 No No Adam 0.9269 0.9346 37.60

2003 12934 No No Nadam 0.9415 0.9449 38.60

2003 12934 No Yes Adam 0.9753 0.9610 45.78

2003 12934 No Yes Nadam 0.9763 0.9589 44.12

2003 12934 Yes Yes Adam 0.9652 0.9525 77.24

2003 12934 Yes Yes Nadam 0.9682 0.9485 78.49
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Table 4. Results obtained from the comparison experiments using Dropout

# tomograms

with nodules

# tomograms

without

nodules

Pre-processing Segmentation Optimizer Training

ACC

Test

ACC

Runtime

in minutes

2003 2003 No No Adam 0.9419 0.9434 13.93

2003 2003 No No Nadam 0.9693 0.9676 9.48

2003 2003 No Yes Adam 0.9832 0.9667 11.86

2003 2003 No Yes Nadam 0.9850 0.9692 12.25

2003 2003 Yes Yes Adam 0.9807 0.9676 24.74

2003 2003 Yes Yes Nadam 0.9843 0.9709 23.77

2003 4158 No No Adam 0.9522 0.9562 17.35

2003 4158 No No Nadam 0.9817 0.9605 14.35

2003 4158 No Yes Adam 0.9840 0.9719 19.80

2003 4158 No Yes Nadam 0.9835 0.9735 18.92

2003 4158 Yes Yes Adam 0.9789 0.9713 37.40

2003 4158 Yes Yes Nadam 0.9824 0.9703 35.04

2003 12934 No No Adam 0.9079 0.9141 45.74

2003 12934 No No Nadam 0.9473 0.9460 44.44

2003 12934 No Yes Adam 0.9719 0.9507 42.50

2003 12934 No Yes Nadam 0.9747 0.9589 46.27

2003 12934 Yes Yes Adam 0.9641 0.9520 87.01

2003 12934 Yes Yes Nadam 0.9688 0.9471 86.14

and a shorter runtime. When Dropout was not applied, preprocessing was per-
formed and the Nadam optimizer was used, in some cases the runtime increased,
compared to the Adam optimizer. So when the Dropout layer is not used, it
is recommended to use the Nadam optimizer on images that have not been
preprocessed, instead the Adam optimizer is suggested for images that were
preprocessed.

Figure 4 shows the average accuracy of training and testing in the experi-
ments performed. On average, the Adam optimizer obtained a training accuracy

Fig. 4. Influence of the optimizer, preprocessing and segmentation in the accurate
identification of tomograms of lung nodules
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of 96.17%, test accuracy of 95.23% and training time of 31.95 min in 96 × 96
pixel images. In contrast, the Nadam optimizer obtained 96.25%, 95.2% and
33.23 min respectively. It was observed that when using the Nadam optimizer
slightly better results are obtained than when those furnished by Adam. In addi-
tion, accuracy using only segmentation is better than when it is combined with
preprocessing.

4 Conclusions

An experimental analysis was performed through the preprocessing, segmenta-
tion and optimizer on images of Lung TIME dataset resized to 96× 96 pixels. It
is concluded that convolutional neural networks have excellent performance in
the identification of tomograms with nodules, obtaining training accuracy above
90.24% and test accuracy above 86.8%, even when working with images with
noise. It is suggested that when working with CT thorax scans, no preprocess-
ing be applied and only segmentation can be performed, since better results
were observed in this case (a training accuracy above 97.19% and test accuracy
above 95.07% were obtained), compared to applying preprocessing and segmen-
tation (a training accuracy above 96.41% and test accuracy above 94.71% were
obtained). In addition, the use of preprocessing significantly increases runtime.
On average, the Adam optimizer obtained a training accuracy of 96.17%, test
accuracy of 95.23% and training time of 31.95 min. In contrast, the Nadam
optimizer obtained 96.25%, 95.2% and 33.23 min, respectively. When Dropout
is not applied and preprocessing is performed, it is recommended to use the
Adam optimizer. On the contrary, the Nadam optimizer is recommended when
no preprocessing on the tomogram is performed. Applying segmentation is an
excellent option when accurate results are required. We would like to remark
that the model obtained can be used as part of a computer-assisted diagnostic
system on lung cancer research. As future work, the location of the nodules in
the tomograms identified is proposed. In addition, it would be interesting to
compare the performance of different preprocessing techniques.
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4. Zhang, Z., Sejdić, E.: Radiological images and machine learning: trends, perspec-
tives, and prospects. Comput. Biol. Med. 108, 354–370 (2019)

5. Polat, H., Mehr, H.: Classification of pulmonary CT images by using hybrid 3D-
Deep convolutional neural network architecture. Appl. Sci. 9(5), 940 (2019)

6. Simie, E., Kaur, M.: Lung cancer detection using convolutional neural network
(CNN). Int. J. Adv. Res. Ideas Innov. Technol. 5(4), 284–292 (2019)



Accurate Identification of Tomograms of Lung Nodules Using CNN 249

7. Zhu, J., Zhang, J., Qiu, B., Liu, Y., Liu, X., Chen, L.: Comparison of the automatic
segmentation of multiple organs at risk in CT images of lung cancer between deep
convolutional neural network based and atlas-based techniques. Acta Oncol. 58(2),
257–264 (2019)

8. Abdullah-Al-Zubaer, I., Hatamizadeh, A., Ananth, S.P., Ding, X., Tajbakhsh, N.,
Terzopoulos, D.: Fast and automatic segmentation of pulmonary lobes from chest
CT using a progressive dense V-network. Comput. Methods Biomech. Biomed.
Eng. Imaging Vis., 1–10 (2019)

9. Geng, L., Zhang, S., Tong, J., Xiao, Z.: Lung segmentation method with dilated
convolution based on VGG-16 network. Comput. Assist. Surg. 24(S2), 27–33 (2019)

10. Hamidian, S., Sahiner, B., Petrick, N., Pezeshk, A.: 3D convolutional neural net-
work for automatic detection of lung nodules in chest CT. In: Proceedings SPIE
International Society for Optical Engineering (2017)

11. Dey, R., Lu, Z., Hong, Y.: Diagnostic classification of lung nodules using 3D neural
networks. In: IEEE International Symposium on Biomedical Imaging (2018)

12. Tong, G., Li, Y., Chen, H., Zhang, Q., Jiang, H.: Improved U-NET network for
pulmonary nodules segmentation. Optik - Int. J. Light Electron Opt. 174, 460–469
(2018)

13. Huang, X., Sun, W., Tseng, T., Li, C., Qian, W.: Fast and fully-automated detec-
tion and segmentation of pulmonary nodules in thoracic CT scans using deep
convolutional neural networks. Comput. Med. Imaging Graph. 74, 25–36 (2019)

14. Setio, A., et al.: Pulmonary nodule detection in CT images: false positive reduction
using multi-view convolutional networks. IEEE Trans. Med. Imaging 35(5), 1160–
1169 (2016)

15. Xie, H., Yang, D., Sun, N., Chen, Z., Zhang, Y.: Automated pulmonary nodule
detection in CT images using deep convolutional neural networks. Pattern Recogn.
85, 109–119 (2019)

16. Alakwaa, W., Nassef, M., Badr, A.: Lung cancer detection and classification with
3D convolutional neural network (3D-CNN). Int. J. Adv. Comput. Sci. Appl.
(IJACSA) 8(8), 99–110 (2017)

17. Tu, X., et al.: Automatic categorization and scoring of solid, part-solid and non-
solid pulmonary nodules in CT images with convolutional neural network. Nature
7(1–10), 8533 (2017)

18. Tajbakhsh, N., Suzuki, K.: Comparing two classes of end-to-end machine-learning
models in lung nodule detection and classification: MTANNs vs CNNs. Pattern
Recogn. 63(2017), 476–486 (2017)

19. Yan, X., et al.: Classification of lung nodule malignancy risk on computed tomog-
raphy images using convolutional neural network: a comparison between 2D and
3D strategies. In: ACCV 2016. LNCS, vol. 10118, pp. 91–101. Springer, Heidelberg
(2017). https://doi.org/10.1007/978-3-319-54526-47

20. Kang, G., Liu, K., Hou, B., Zhang, N.: 3D multi-view convolutional neural networks
for lung nodule classification. PLoS ONE 12(11), e0188290 (2017)

21. Zhao, X., Liu, L., Qi, S., Teng, Y., Li, J., Qian, W.: Agile convolutional neural
network for pulmonary nodule classification using CT images. Int. J. Comput.
Assist. Radiol. Surg. 13(4), 585–595 (2018). https://doi.org/10.1007/s11548-017-
1696-0

22. Causey, J., et al.: Highly accurate model for prediction of lung nodule malignancy
with CT scans. Nature 8(1–12), 9286 (2018)

23. Liu, Y., Hao, P., Zhang, P., Xu, X., Wu, J., Chen, W.: Dense convolutional
binary-tree networks for lung nodule classification. IEEE Access 30(6), 49080–
49088 (2018)

https://doi.org/10.1007/978-3-319-54526-47
https://doi.org/10.1007/s11548-017-1696-0
https://doi.org/10.1007/s11548-017-1696-0


250 C. I. Loeza Mej́ıa et al.

24. Gruetzemacher, R., Gupta, A., Paradice, D.: 3D deep learning for detecting pul-
monary nodules in CT scans. J. Am. Med. Inf. Assoc. 25(10), 1301–1310 (2018)

25. Zia, M.B., Juan, Z.J., Rehman, Z.U., Javed, K., Rauf, S.A., Khan, A.: The uti-
lization of consignable multi-model in detection and classification of pulmonary
nodules. Int. J. Comput. Appl. 177(27), 0975–8887 (2019)

26. Onishi, Y., et al.: Automated pulmonary nodule classification in computed tomog-
raphy images using a deep convolutional neural network trained by generative
adversarial networks. J. 2(5), 99–110 (2019)

27. Kingma, D., Lei, J.: Adam: A method for stochastic optimization. In: 3rd Interna-
tional Conference for Learning Representations, San Diego (2015)

28. Dozat, T.: Incorporating nesterov momentum into Adam. In: International Con-
ference on Learning Representations (2016)

29. Dolejsi, M., Kybic, J., Polovincak, M., Tuma, S.: The Lung TIME: annotated
lung nodule dataset and nodule detection framework. In: Proceedings SPIE 7260,
Medical Imaging 2009: Computer-Aided Diagnosis, vol. 7260 (2009)

30. Khan, S., Hussain, S., Yang, S., Iqbal, K.: Efective and reliable framework for lung
nodules detection from CT scan images. Nature 9, 1–4 (2019)

31. Makaju, S., Prasad, P., Alsadoon, A., Singh, A., Elchouemi, A.: Lung cancer detec-
tion using CT scan images. Proc. Comput. Sci. 125(2018), 107–114 (2018)

32. Pulagam, A., Rao, V., Inampudi, R.: Automated pulmonary lung nodule detection
using an optimal manifold statistical based feature descriptor and SVM classifier.
Biomedical & Pharmacology Journal 10(3), 1311–1324 (2017)

33. Srivastava, N., et al.: Dropout: a simple way to prevent neural networks from
overfitting. Journal of Machine Learning Research 15(2014), 1929–1958 (2014)

34. Sparse categorical crossentropy. https://www.tensorflow.org/api docs/python/tf/
keras/losses/sparse categorical crossentropy. Accessed 21 Feb 2019

35. Imageio. https://imageio.readthedocs.io/en/stable/. Accessed 21 Feb 2019
36. Virtanen, P., et al.: SciPy 1.0: fundamental algorithms for scientific computing in

Python. Nat. Methods 17(3), 261–272 (2020)
37. Van der Walt, S., et al.: scikit-image: image processing in Python. PeerJ 2, e453

(2014)

https://www.tensorflow.org/api_docs/python/tf/keras/losses/sparse_categorical_crossentropy
https://www.tensorflow.org/api_docs/python/tf/keras/losses/sparse_categorical_crossentropy
https://imageio.readthedocs.io/en/stable/


What the Appearance Channel
from Two-Stream Architectures

for Activity Recognition Is Learning?
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Abstract. The automatic recognition of human activities from video
data is being led by spatio-temporal Convolutional Neural Networks (3D
CNNs), in particular two-stream architectures such as I3D that reports
the best accuracy so far. Despite the high performance in accuracy of
this kind of architectures, very little is known about what they are really
learning from data, resulting therefore in a lack of robustness and explain-
ability. In this work we select the appearance channel from the I3D archi-
tecture and create a set of experiments aimed at explaining what this
model is learning. Throughout the proposed experiments we provide evi-
dence that this particular model is learning the texture of the largest
area (which can be the activity or the background, depending on the
distance from the camera to the action performed). In addition, we state
several considerations to take into account when selecting the training
data to achieve a better generalization of the model for human activity
recognition.

1 Introduction

Automatic decision making based on machine learning models has become in
a tendency today, with applications in real-world scenarios such as medicine,
robotics, and video surveillance among others. Sometimes, models based on deep
learning cannot be well explained [13], resulting in that way in a lack of reliability,
and therefore, they are rejected, especially in such areas where a mistake has
severe implications (e.g. medical diagnosis and terrorism detection) [14]. Apart
from ethical reasons, knowing what these models are learning can be crucial for
areas where it is essential to prevent that recognition systems being deceived
(e.g. security environments and autonomous navigation) [11].

Nowadays two-stream CNNs with three-dimensional convolutions [3] consti-
tute the strongest tool to tackle video classification problems. These particular
architectures can be seen as a combination of two independent models that
learn independent features from two different representations: appearance, and
motion. The appearance model learns from pure RGB frames while the motion
model learns from the optical flow [19].
c© Springer Nature Switzerland AG 2020
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Leading the state-of-the-art we can situate the I3D architecture [1] which
is a two-stream CNN inflated from a 2D model pre-trained over the ImageNet
dataset with spatio-temporal convolutions and pooling layers. Despite the high
performance, this particular architecture constitutes a black box and little is
know about what it is learning from the input data. Towards a better under-
standing and explainability of 3D CNNs for action recognition, we selected the
appearance channel from the I3D architecture and the UCF101 dataset [17] in
the conducted experiments. The motion channel will be omitted from the exper-
iments, since the images produced by the optical flow, considerably lack texture.

This work, far from being a criticism, is presented to clarify some points
that remain unclear when using two-stream architectures, especially the appear-
ance model. Besides, it is intended to establish new guidelines for making a
suitable selection of datasets that guarantee that the appearance model learns
the appearance of the body language and nor the background steadiness. Addi-
tionally, we investigate the sensitivity of the appearance channel from the I3D
architecture to various factors presented in the training data that could dramat-
ically affect a posterior evaluation of the model: the texture of the background
and the area covered by the action. To determine how sensitive the 3D CNNs can
be to all these factors, we guide the conducted experiments towards answering
the following questions:

– How good the performance of the appearance channel can be if the activity
is always associated with the context (e.g. brushing your teeth is always done
in a bathroom or boxing is always performed in a ring)?

– What happens if the context where the activity is performed changes
abruptly?

– What is the impact of training only considering the region that occupies the
activity (background-independent activities)?

– How much the camera target distance affects the generalization of the model?

Finally, a set of evidence that leads that 3D CNNs are learning the largest
region in the video (the texture of the background or the texture of the activity)
is presented. Furthermore, we provide a set of considerations that are useful for
the suitable selection of training data to build models hard to beat.

The rest of the paper is organized as follows: Sect. 2 relates the main advances
in the computer vision area for action recognition as well as the main draw-
backs discovered so far. The experimental configurations and results are given in
Sect. 3. In Sect. 4 we relate some guidelines and considerations useful for select-
ing a suitable dataset that guarantees the generalization of the models. Finally,
in Sect. 5 the conclusions and future work are given.

2 Related Work

Human Action Recognition has presented a significant improvement in accuracy
during the last years by applying CNNs [11] and transfer learning. The clever
transformation of 2D models pre-trained over ImageNet [1,8] into models with
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spatio-temporal convolutions has resulted in the more powerful tool to tackle
this challenging task.

One of the most revolutionary approaches for action recognition are two-
stream CNNs with 2D convolutional kernels. In [16] Simonyan et al. showed
that the combination of the appearance and motion has the ability to improve
action recognition accuracy. The new era of two-stream CNNs is marked by
3D convolutional kernels, which have outperformed 2D CNNs through the use
of large-scale video datasets [1]. Currently, a two-stream model, with spatio-
temporal convolutions over appearance and motion, joined at the fully connected
layer, shows the most promise [1,8]. There is evidence that combining two-stream
CNNs with a third representation can improve the accuracy results [2].

Two-stream architectures, despite being powerful tools for video classifica-
tion, are considered black boxes due to the little information that they provide
about the learning process, aggravated by the amount of parameters to be trained
[22]. At the same time that CNNs evolve, several authors have questioned the
strength of the models while others try to explain what is happening inside
those black boxes. The work presented in [9] introduces an approach that deci-
phers which portions of the face are more concerned with model predictions.
[12] demonstrates that adversaries can easily craft adversarial examples without
any internal knowledge of the target network. In [14], the authors found that
the question “Husky or Wolf?” does not depend on the animal but the snow
in the background. Several works have focused in models unboxing via decision
trees [21] and gradient-based visualization techniques [20]. In [4,5] are presented
several clues about what are learning patio-temporal CNNs by visualizing the
internal excitation of the models but they do not provide any lead about where
the excitation occurs: within the background or over the actors.

Until recently, it was believed that 2D CNNs were able to recognize objects
through the learning of non-handcrafted features [10]. In [7] is shown that CNNs
trained over ImageNet are strongly biased towards recognizing textures rather
than shapes. This is the main reason why these models are very susceptible to
adversarial attacks [6]. The fact that these models are biased towards texture
also makes difficult the training process over small datasets and far from favoring
the learning, it causes significant harm to the performance of the model [15].

Given the success of deep learning architectures, there is recent interest to
have a deeper understanding of how and what they learn. Until now, some works
have been directed to explain or criticize deep architectures used in image clas-
sification, but it does not happen in the same way for video processing (3D
CNNs).

3 Experiments and Results

To investigate what are learning 3D CNNs we focused on the appearance channel
from the I3D architecture. For that, we implement a training procedure for the
model [1] published on github1. Given that all the models used in our experiments
1 https://github.com/deepmind/kinetics-i3d.

https://github.com/deepmind/kinetics-i3d
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were trained using our code we conducted the first experiment (Sect. 3.1) to
validate the quality of our training procedure. The second experiment (Sect. 3.2)
is mainly focused on demonstrating that the appearance channel is learning the
largest part of the scene: the area covered by the action or the background,
depending on the camera target distance. In the third experiment (Sect. 3.3) are
presented several considerations that inform us the appearance channel is more
prone to learn the background than to learn the activity and we show that the
model is considerably affected by the suppression of the background.

To visualize the outcomes we present histograms for each experiment, in
which each bar relates to one class of the 101 classes in the UCF101 dataset.
For data representation, we adopted the following convention over the bar chart
visualization technique: cyan (light) bars represent how many videos were tested
for each class while magenta (dark) bars represent the number of missclassified
videos. The 101 classes in the dataset were sorted alphabetically in order to
maintain the correspondence between the visualization of different experiments.

3.1 Towards the Reproduction of the Results Presented in [1]

In Table 1.a are presented the results achieved by our implementation after com-
bining both channels, appearance and motion. The variation presented in the
reported results is given by the introduction of random parameters in the model,
data augmentation and random crop during training. Despite this, our imple-
mentation achieves similar results than those reported by the authors and hence
can be used as a baseline for further experimentations.

Since we are focused on exposing what part of the scene the appearance
channel is learning, we report the results of the RGB model for each partition
of the dataset in Table 1.b. In Fig. 1 is shown that the model has, in general,
a decent performance over the appearance channel. Classes with higher accu-
racy are those in which the activity is performed in a specific scenario and the
objects involved in the activity are presented in both phases train and test (e.g.
BoxingPunchingBag18, PlayingGuitar63, etc.). On the other hand, classes with

Table 1. In these tables, we report the accuracy achieved by our implementation over
the three partitions of the UCF101 dataset; compared with the original publication of
Carreira et al. [1]. a) presents the accuracy obtained by combining the appearance and
motion channels and b) presents the accuracy of the appearance and motion channels.

UCF101 Carreira et al. [1] Ours

Split-1 - 97.60

Split-2 - 97.99

Split-3 - 97.72

Average 98.0 97.77

a)

UCF101 RGB channel Motion channel

Split-1 94.55 96.40

Split-2 95.66 96.97

Split-3 94.34 96.42

Average 94.85 96.59

b)
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Fig. 1. These pictures depict the performance of the appearance channel from the
I3D. a), b) and c) reflect the results achieved by the model for each partitions on
the UCF101 dataset, respectively. The cyan color represents how many instances were
evaluated per class and the magenta color denotes the amount of misclassified instances.
Horizontal axis refers to the index of each class ordered alphabetically while the vertical
axis represents the amount of instances per class (Best seen in color). (Color figure
online)

a worse performance are those in which the activities are performed in differ-
ent scenarios (e.g CricketBowling23, Hammering36, CricketShot24, etc.). The
subindex refers to the index of the corresponding bar in the visualization.

Until now, we only have clues that point to the fact that the appearance
channel is learning from the background texture. For this reason, we put this
hypothesis to a quantitative test where the quality of the appearance channel is
evaluated.

3.2 Background Inclusion and Exclusion During the Evaluation
Phase

This experiment is focused on demonstrating that the appearance channel is
learning the texture of the largest region of the image, say the activity (very
close to the camera) or the background (when the activity is performed away
from the camera). To accomplish the aim of this experiment we employ a mask

Table 2. These tables report the accuracy achieved by the model trained eliminat-
ing the background or the activity. a) presents the accuracy of the model when the
background are replaced by a black mask and b) presents the opposite case, when the
activities are replaced by a black mask.

UCF101 RGB channel

Split-1 19.16

Split-2 18.31

Split-3 23.53

Average 20.33

a)

UCF101 RGB channel

Split-1 58.92

Split-2 54.28

Split-3 56.54

Average 56.58

b)
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Fig. 2. These images show the performance of the appearance channel from I3D. Fig-
ures a), b) and c) visualize the results achieved by the model when the background is
replaced by a black mask (only the activity is taking into consideration). Figures d),
e) and f) visualize the results achieved by the model when the activity is replaced by
a black mask (only the background). The cyan color represents how many instances
were evaluated per class and the magenta color denotes the amount of misclassified
instances. Notice how the images have a complementary behavior (when the results in
the first are good in the second are bad). Horizontal axis refers to the index of each
class ordered alphabetically while the vertical axis represents the amount of instances
per class (Best seen in color). (Color figure online)

r-CNN2 [18] for human body segmentation. Since the quality of the extracted
human masks is not always the best, a morphological operation of dilation is
used to reduce this problem and ensure that people involved in the activity are
always included in the analysis. However, we manually check the 13320 videos
within the dataset for corroborating the quality of such masks. For those cases
where the person performing the activity was undetected by the mask, we used
the original RGB video.

To assess how sensitive the model can be concerning the area occupied by the
activity, the training generated in Sect. 3.1 is selected and the test is performed
over the three partitions of the dataset. The first test is carried out taking into
account only the area occupied by the activity and the background is replaced
by a black mask. Quantitative results are presented in Table 2.a. For the second
test, the activity is replaced by the black mask and the results are presented in
Table 2.b.

Contrary to the results presented in Sect. 3.1, the results achieved when
the background is removed are catastrophic (See Table 2.a). The classes that
report better accuracy are those that are performed near to the camera
with static background (e.g ApplyEyeMakeup1, ApplyLipstick2, JumpRope47,

2 https://github.com/facebookresearch/detectron2.

https://github.com/facebookresearch/detectron2
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JumpingJack48 etc.). Note how the performance decreases while the area cov-
ered by the activity decreases or the background changes for instances of the
same class. This means that a reduction in texture strongly affects the final deci-
sion of the appearance channel (e.g Basketball8, Drumming27, SkyDiving83,
etc.). See Fig. 2.

After analyzing Table 2.b , we can arrive at the conclusion that the obtained
results are not as good as those in Table 1.b but it do show a better perfor-
mance than those achieved when the background is removed (See Table 2.a).
This experiment provides us evidence about how important is the background
for the model. For this particular dataset, the background results more impor-
tant than the activity itself as the results are almost 3 times better than those
reported in Table 2.a (See Fig. 2).

From this experiment, we can conclude the premise that the appearance chan-
nel is favoring the largest regions in the videos. When this area corresponds to the
execution of the activity, the model ends up learning what is expected (spatio-
temporal features of the activity). Unlike this, in cases where the background
predominates, the model ends up learning the invariability of the background
texture. The reason why the activities carried out near the camera now provide
the worst results is because the background lacked texture and that is why the
model is learning the activity (See Fig. 3).

3.3 Model Performance Evaluation When the Activity
and Background Are Isolated

This experiment tries to answer two fundamental questions of the learning pro-
cess: (i) how much does the overall performance of the model is affected if the
background is the same for all classes during training and testing? and (ii) which
is more discriminating for the model the appearance of the activity or the back-
ground? To answer the first question, we replace the background of every video in
the dataset with a black mask in both phases, training and testing. The results
achieved in this experiment are presented in Table 3.a. To answer the second
question, the opposite strategy is followed. This time, the action is replaced by a
black mask during both phases, training, and testing. Additionally, videos were
resized to 224×224 without preserving the aspect ratio to guarantee that action

Table 3. These tables report the accuracy achieved by the model when the activity
and background are isolated. a) presents the accuracy of the model when background
is replaced by a black mask and b) presents the opposite case, when the activities are
replaced by a black mask. The mask is applied in both phases, training and testing.

UCF101 RGB channel

Split-1 78.27

Split-2 78.68

Split-3 77.13

Average 78.02

a)

UCF101 RGB channel

Split-1 90.69

Split-2 93.10

Split-3 92.90

Average 92.23

b)
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performers were fully included in the video. Results of this experiment can be
seen in Table 3.b.

Fig. 3. The first row (subimages a), b) and c)) displays an instance where the model
learned the activity and not the background (ApplyEyeMakeup1). In the second row
(subimages d), e) and f)), an instance in which the model learned the background
instead of the activity is presented (SkyDiving83).

Note how the performance of the model is improved when the background
is included during the training process. This is due to models pre-trained on
ImageNet are biased to learn texture instead of shapes [7]. When the background
is removed from training videos, the texture is diminished drastically and hence
the performance of the model also decreases. This arises by the fact the I3D
model was initialized with weights learned from ImageNet and a lack of texture
during the fine tuning process significantly harm the global performance of the
model. Finally, it can be concluded that the appearance channel from the I3D
model learns in most of the classes the background. This is because most of the
activities in this dataset are tied to the context and the largest area in the scenes
correspond to the background texture.

4 Discussion and General Considerations

In Fig. 3 are depicted, in three different ways, two instances from two differ-
ent classes: (i) a) and d) are the original RGB frames, (ii) b) and e) show the
human mask over a black background and finally, (iii) c) and f) show the back-
ground without the activity. For images within the first row, the background
lacks texture and for this reason, the model learns the texture of the activity.
For cases, where the background is very similar for different activities, training
data produces the desired effect over the model; the appearance of the activity is
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learned. The second row of Fig. 3 shows the opposite case. Here, the background
is highly textured and is very similar within the same class (videos are recorder
from aerial views). For this specific class, the model learns the background.

Another important factor to consider during training is the random crop-
ping of the videos. There is nothing that guarantees the people involved in the
activity remain within the selected region (partially or totally) each time the
video is included in a batch. Note how, in Table 3.b the performance is similar
to produced by the original model in Table 1.b. Finally, we propose two foremost
considerations that have to be taken into account when selecting datasets and
training the appearance channel from the I3D architecture for human activity
recognition. The first one establishes that the strength of the model will be given
by the diversity of backgrounds in each activity class. The second aspect to take
into consideration is that using data augmentation far from improving the per-
formance of the model creates an irreparable situation since it introduces more
of the same texture and this biases the model.

5 Conclusions

In this paper, we provided evidence that clarifies some points that remain unclear
when using two-stream CNNs, especially the appearance channel. From the
experimentation, we can conclude that the appearance channel from the I3D
architecture is learning the texture of the largest region of the video. In other
words, if the activity is closer to the camera, the model learns the human texture
and becomes in a stronger classifier invariant to scale and background changes.
In the opposite case, when the area covered by the background is larger than
the area of the performed activity, the model learns the background texture,
resulting in a weak classifier, easy to deceive and susceptible to changes in the
scale as well as in the background. Besides, this particular model does not work
well when different activities are performed over the same background. For these
cases, we should pay special attention when using this model in real scenarios
where the background can change such as surveillance, autonomous navigation,
etc. So we can conclude with the following statement: similar to 2D CNNs, it
seems that 3D CNNs are learning the texture of the background and its steadi-
ness. A possible solution is to mask the videos in the training phase keeping
only the humans performing the activities; and base the recognition more in the
appearance of the activity than in the appearance of the scene.
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Abstract. Vaginal cytology is a complementary economic method and of simple
realization, an indicative to determine in which stage of the estrous cycle the
dog is, to achieve a higher fertility and fertility rate. This method is based on
determining the type and quantity of cells of the different stages of the estrous
cycle, since the hormonal changes that the vaginal mucosa undergoes during the
estrous cycle are shown in themorphology of its epithelial cells. The canine female
in her reproductive life goes through different phases of activity and hormonal
rest that are repeated cyclically. This is called the estrous cycle and consists of
4 stages: proestrus, estrus, diestrus and anestrus. The interpretation of vaginal
cytology’s, is a process to which a considerable amount of time is dedicated by
its observation in the microscope and the same interpretation by the doctor which
can become subjective and poorly performed, causing economic losses for the
owners. Therefore, this work proposes an automatic system that will identify six
types of cells and the quantity of them in the glass slide, based on a Faster R-CNN
to determine in which stage of the estrous cycle the dog is. Our results show an
accuracy of 91.6%. The proposed system will improve the efficiency and speed
of cytology’s to decreased from 1 h approximately to just a few seconds.

Keywords: Vaginal cytology · Estrous cycle · Faster R-CNN · Deep learning ·
Cells

1 Introduction

Dogs have always been a fundamental pillar in the different facets of people’s lives.
Hence the importance of dogs in society, not only to go for a walk with them but for
other beneficial activities, such as: search and rescue, medical pets, emotional support,
hunting, grazing and protection. The goal of every living being is the perpetuation of
its species. To achieve this, they must fulfill the function of reproducing, which consists
in the ability of every living being to produce another similar individual. This function
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becomes a transcendent biological fact of great importance for the survival of the species,
since it perpetuates life beyond the individual [1].

The canine female in her reproductive life goes through different phases of activity
and hormonal rest that are repeated cyclically. This is called the estrous cycle which
consists of 4 stages: proestrus, estrus, diestrus and anestrus [2]. The first estrus appears
in female dogs between the first 6 and 10 months of their life and then they experience
a new ovarian cycle approximately every 6 months. Canine infertility can derive from
multiple etiologies, but statistically the rejection of themating or the bad synchronization
ovulation-mount, represent approximately 80% of the failures of reproduction in this
species. Although artificial insemination resolves the rejections of the mating, it will not
be successful, if it is not done at the right time, being currently the vaginal cytology as
the best way to determine that moment [3].

Vaginal cytology is the most applied procedure to verify the status of the female
reproductive system. Despite this method being old, it is preferred due to its remarkable
scope, it is practical, fast and economical, and it can be done by any specialized veterinary
professional. The study consists of introducing a clean swab - preferably sterilized - in
the vagina of the female. Subsequently, epithelial cells should be analyzed under a
microscope to find out the status of the female dog’s reproductive system. However,
this analysis can be very time-consuming and tedious, since the doctor will count and
classify the cells seen in the microscope manually, consuming approximately 1 h for
each study performed.

Under these conditions, we have been interested in detecting the dog’s estrous cycle
using an automatic system based on convolutional neural networks, mainly in the Faster
Region-based CNN (R-CNN) [4]. The objective of this work is to detect, classify and
count the 6 different types of cells that will be seen in the microscope in a faster and
more efficient way, and thus get to know the state of the estrous cycle where the female
dog is. Unlike another estrous cycle identification proposal [5], in which the system
classifies the estrous cycle directly from the input image, our proposed system provides
the number of different types of cells, which indicates the female dog’s estrous cycle. In
this sense, our proposal provides reasons about the final classification decision to expert.

This paper is organized as follows: Sect. 2 a brief reviewof deep learning in veterinary
medicine. Section 3 shows the methodology of the proposed system and the creation of
the database. In Sect. 4, we provide some experimental results. Finally, Sect. 5 concludes
this paper.

2 Deep Learning in Veterinary Medicine

In some aspects, veterinary medicine can be compared with the human medicine. Many
basic laboratory tests are still too expensive for pet owners or simply not feasible due to
the lack of automated methods and the large number of different species.

An example would be the white blood cell count (WBC). In human medicine, this is
one of the most basic blood tests and is performed almost every time blood is drawn. On
the other hand, in birds and reptiles, this laboratory test must be done manually (unlike
humans, the red blood cells in birds and reptiles have a nucleus that interferes with most
automated countingmethods). However, due to the large number of different species and
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the morphological differences in their white blood cells, this test can only be performed
by specialists in this field and, therefore, is rarely used in practice [6].

This emerging technology could provide a solution to this and other similar problems
in veterinary medicine. In recent years, deep learning applications have been used to
solve several problems in medical imaging, resulting in an improvement over previous
generation results [7]. So far, to name just a few, this technique has been used in tumor
detection, blood flow quantification, brain image analysis and pathology images [8]. In
some cases, these deep learning techniques even surpassed humans in these tasks [6].

Unfortunately, despite its successful use in human medicine, deep learning applica-
tions are still lacking in veterinary imaging. It is argued that this should change, because
not only deep learning can allow more accurate, faster and less expensive diagnoses in
veterinary medicine and it can even be used easily by any veterinarian [8].

Currently there are studies conducted by the Faculty of Veterinary Medicine of
Zagreb in Croatia, which decided to implement deep learning in a real-world task in
veterinary medicine that is usually done manually, in this scope they counted the per-
centage of reticulocytes in cats [6] and also in [5] authors classify the estrus cycle in rats
by using features of whole image and transfer learning.

3 Methodology

3.1 Dataset

In this work we create a dataset consisting of vaginal cytology samples in female dogs
collected by the reproduction management laboratory of the Universidad Autónoma
Metropolitana - Xochimilco. The vaginal samples are smeared into a glass slide and
stained with pap smears [9]. The images were taken with an inverted microscope (see
Fig. 1a) with an integrated camera with 40Xmagnification objective lens, without zoom,
with the shutter open at 2.6.We obtained a total of 250 images of size 1600× 1200 pixels
in an RGB color space with jpg format. (see Fig. 1b). The next step was tomanually label
the cell types (see Fig. 2) in each of the images in the database, which was performed by
an expert in the reproduction laboratory. Finally, the dataset was divided into two parts:
70% for training and 30% for test.

Fig. 1. a) Inverted microscope with integrated camera and b) Example of images obtained
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Fig. 2. Epithelial cell types to recognize during a vaginal cytology; A. Parabasal cells, B. Super-
ficial cells with a pyknotic nucleus, C. Intermediate cells, D. Anucleate (squamous) cells, E.
Neutrophils, F. Red blood cells.

3.2 Faster R-CNN Method for Identification of Cells

The Faster R-CNN is a method that allows the classification and localization of objects
in an image, this is an improvement of its predecessors R-CNN [10] and Fast R-CNN
[11] where execution time is decreased. The architecture of a Fast R-CNN (see Fig. 3)
is composed by a Region Proposal Network (RPN) with a backbone CNN that extracts
the features from the image. The RPN works on top of the feature map of the CNN
and creates its own region proposals inside the network, then a Region Of Interest (ROI)
Pooling layer warps the region proposal and takes the feature maps to fed them into fully
connected layers that aim to predict the class probability and the bounding boxes. Finally,
a regression is used to correct the offset of the proposed bounding boxes. Because this is
a complete network that combines the extraction of features and the proposal of regions,
its computational time is low.

Fig. 3. Faster R-CNN architecture

3.3 Estrus Identification Automatic System on Female Dogs

There are several architectures for feature extraction widely used for classification tasks
such as Resnet-101, Resnet-50, Inception V2, Vgg16, Vgg19 and so on. The aim of
this scope is to achieve a high performance by using low computational resources in
the shortest amount of time, therefore the Vgg16 architecture is chosen as the backbone
for the Faster R-CNN. This feature extractor consists in 13 convolutional layers which
have proven to be enough. For the training, 70% of the images were fed into the network
along with their bounding boxes previously segmented by the experts.

The method for determining the estrous cycle consists in taking 6 photographs from
the glass slide to acquire the most information from it. Then, from each photograph the
different cells are counted and grouped among all images. According to the specialist,
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to indicate the stage of the estrous cycle the presence of different cells is close to the
percentages in the following Table 1, the percentages may vary but the relation between
cells is close, the ± sign indicates that the cells may appear but they are not relevant to
the cycle, the+ sign indicates that the cells will be present but the number of them is not
relevant, and finally the − sign indicates the absence of the cell, although it is irrelevant
to the cycle. This tells us that if we can find cells and count them, we can know in which
stage of the estrous cycle the canine is.

Table 1. Approximate cell percentages for each stage of the canine estrous cycle [12].

Cells Proestrus % Estrus % Diestrus % Anestrus %

Anucleated 10 90 30 10

Superficial 30 8 20 10

Intermediate 50 2 20 20

Parabasal 10 0 30 60

Neutrophil ± + + +

Erythrocytes + − − −

The proposed method (see Fig. 4) consists in use of the Faster R-CNN to detect the
cells in the acquired images (6 images). Then, just by counting the number of bounding
boxes and polling them given their label, we can compute the percentages of cells and
determine the stage of the estrous cycle. This can be done easily and much faster than
manual counting.

Original Images RGB

Labels of the different types 
of cells in each image

Object 
Detec on

CNN

Classifica on 
output

Training stage

• Parabasal cells

• Superficial cells

• Intermediate cells

• Anucleate (squamous) cells

• Neutrophils

• Erythrocytes

• Red blood cells.

Input Image

Object 
Detec on

CNN
Pre-trainied

Coun ng of 
each type of 

cell found

Estrus cycle 
iden fica on

Fig. 4. System for estrus cycle identification
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4 Results

For the detection the Faster R-CNN was used with the Vgg16 feature extractor as previ-
ously discussed, for the training parameters we used the stochastic gradient descent with
momentum optimizer with a L2 regularization of 0.0005 and a momentum of 0.900, the
model was trained in two stages for a total of 300 epochs, with an initial learning rate
of 0.001 during 200 epochs and then with a learning rate of 5e−8 for 100 epochs, the
mini-batch size was set to 1. These parameters depend on the feature extractor chosen,
for our scope these showed the best performance.

The system is capable of recognizing parabasal, superficial, intermediate, neutrophil,
erythrocytes and anucleate cells, plus it is also capable of recognizing red blood cells
which provide some extra information; however, it does not belong to the estrous cycle.
The system was tested on the 30% remaining information and its performance was
evaluated by using the Average Precision (AP) metric given by (1).

AP = 1∫
0
p(r)dr (1)

ThedefinitionofAP represents the area under the precision-recall curve, the precision
(2) tells us how accurate the predictions are and recall (3) tells how good it can find all
the correct regions.

Precision = T P

T P + FP
(2)

Recall = T P

T P + FN
(3)

Where TP is true positive, FP is false positive, and FN is false negative, respectively.
A TP is defined when the ratio of the intersection of the two areas (predicted and ground
truth) over the union of the two areas is greater than a certain threshold in this case 0.75.
Table 2 shows the results for the classification of every cell, showing a lower performance
for red blood cells which does not represent an inconvenience for the estrus cycle.

Table 2. Performance of the detection of cells

Type of cell Average precision

Anucleated 0.91

Superficial 0.91

Intermediate 0.97

Parabasal 0.94

Neutrophil 0.86

Erythrocytes 0.88

Red blood cells 0.23
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Then the counting of the cells is done by counting the bounding boxes with a higher
score of 90%, an example is show in Table 3 where the Anestrus and Estrus cycles are
identified.

Table 3. Demonstration of cell count for a previously diagnosed cytology.

Images belonging to a smear Diagnosis of the proposed system

Diagnosis by 
manual cell 

count 
(veterinarian)

Proestrus

Estrus

Diagnostic time 5 sec 1 hour

Finally, we evaluated our proposed systemwith 12 new tests, which had already been
classified by an expert (see Table 4), of which we were right at 11, having a percentage
of identification of the estrous cycle of 91.6%.

Table 4. Number of new samples for evaluation by an expert and our proposed system

Estrus cycle Veterinarian System proposed Detection rate %

Anestrus 3 3 100

Proestrus 3 3 100

Estrus 3 3 100

Diestrus 3 2 66.6

Total 12 11 91.6
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5 Conclusion

In this paper a new system to identify the estrus cycle of a female dog is proposed,
it is based on a Faster R-CNN detection model with the Vgg16 as feature extractor.
In general, it achieved an accurate prediction of the different types of cells, except in
red blood cells, which although it is not necessary to decide the classification of the
estrus cycle, it might be of great importance to detect any anomaly different from our
objective. On the other hand, in the test of the complete system the experts are still better
to classify, the difference with our system lies in the time to classify the estrus cycle,
being 5 s, which is much faster compared to approximately 1 h that the expert takes. The
results have shown that our proposed approach in this classification task is effective and
accurate. However, we still need to improve the robustness of our method by increasing
the size of the database. It is worth noting that our proposed system provides the number
of different types of cells to determine the estrus cycle, which is the same procedure
performed by experts, and then the proposed system can be expanded easily for any
other purposes, such as determine some specific diseases of dogs.
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Abstract. Distributed (i.e. mobile) enrollment to services such as bank-
ing is gaining popularity. In such processes, users are often asked to pro-
vide proof of identity by taking a picture of an ID. For this to work
securely, it is critical to automatically check basic document features,
perform text recognition, among others. Furthermore, challenging con-
texts might arise, such as various backgrounds, diverse light quality,
angles, perspectives, etc. In this paper we present a machine-learning
based pipeline to process pictures of documents in such scenarios, that
relies on various analysis modules and visual features for verification of
document type and legitimacy. We evaluate our approach using iden-
tity documents from the Republic of Colombia. As a result, our machine
learning background detection method achieved an accuracy of 98.4%,
and our authenticity classifier an accuracy of 97.7% and an F1-score of
0.974.

Keywords: Machine learning · Identity document verification

1 Introduction

Due to the popularity of mobile devices and internet connectivity, interest in
distributed enrollment or onboarding processes is raising. Such services typically
require pictures of identity documents (ID) as part of the identity verification
procedure [1]. In some businesses the proof of identity is crucial and, therefore, it
is important to have security mechanisms to prevent identity theft in remote ID
verification systems. In fact, several challenges should be addressed in order to
accept a document as genuine in scalable onboarding systems [2]. First, the sys-
tem should localize the document and extract relevant information from pictures
taken by the users in uncontrolled environments, such as variable backgrounds,
angles, and mobile camera qualities. Second, the system should ensure that the
input corresponds to the expected document type. Finally, perceptible document
forgery should be detected before accepting the document as genuine.
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In the literature, multiple approaches tackle some of these issues individually,
for instance, methods for document localization [6,7], text recognition [3,5] and
visual similarity comparison [8] have been proposed. However, few papers have
addressed complete pipelines for identity document verification using machine
learning algorithms [3]. Therefore, more evidence of reliable pipelines and fea-
tures evaluated in a wide range of datasets is required.

In this paper we propose a practical pipeline for identity document acquisition
and verification. Our goal is to design a complete pipeline that takes into account
the challenges of real-life acquisition and that could be easily extrapolated to
many identity document types (i.e. driving licenses, IDs from various countries).
Our contributions are twofold: the first one is related to document localization,
where we share gained insights of implementing deep learning techniques for
background removal. Also, we propose a set of methods that are necessary for
pre-processing images from real-life scenarios. The second contribution is an
accurate classifier for document verification based on visual pattern features.
For this we rely on novel and already published techniques, which we evaluate
on a case study. We also review and evaluate the impact of feature combinations
in the performance of classification algorithms.

2 Related Work

Identity document verification aims to determine if an input image belongs to
an authentic document class and if the document is legitimate. As described
by [8], verification can be performed at the level of content consistency, layout
resemblance and visual similarity.

Before performing document verification, the document should be localized
and processed from the input image. This step, guarantees a standard input for
the authenticity verification system. Most previous studies rely on text recogni-
tion or image processing to find the document. For instance, in [6] line segmen-
tation and three-based representations were used to detect quadrilateral shapes.
Also, the use of Viola-Jones algorithm complemented with a classifier was pro-
posed by [5]. An accuracy of 68.57% was reported for ID vertices detection in
the wild in [2]. Text recognition was used by [3] for document localization. Our
work stands out from the literature because it combines a deep learning model
to remove complex backgrounds, facilitating the document crop and perspective
alignment.

Document verification can be performed by analyzing visual similarity. The
pixel-wise information of the document image can be synthesized via fea-
tures. These descriptors contain unique information from different image com-
ponents (i.e. Luminance, texture, and structure). Methods such as histogram
analysis [20], and color coherence [12] complement the information by com-
paring intensities and spatial regions. Moreover, analysis of local information
has been proposed, with methods such as edge-histograms [11], and structural
similarity [19].

Furthermore, studies that perform document type classification and feature
extraction were found. Simon et al. [16] classified 74 different ID types through



ML Techniques for Identity Document Verification 273

Fig. 1. Pipeline to analyze documents in uncontrolled environments. Blue dashed line
boxes depict localization (Module 1). Steps in purple solid line boxes depict authenticity
classification (Module 2). (Color figure online)

an SVM. They used a combination of HOG and Color features to gather spatial
information achieving a mean class-wise accuracy of 97.7%. Ghanmi et al. [8]
performed ID classification with a descriptor based on spatial color distribution,
achieving an accuracy of 94.5%. Additional studies that rely heavily on text
recognition and deep learning for document classification were found [10,16,18].
Although text extraction is a valuable approach that could complement our
proposed pipeline, there is a trade-off, since in-the-wild environment conditions
can dramatically impact the performance of the OCR Engines [16] and high
resolution images would be required from the end users.

Few papers have addressed complete pipelines for identity document verifica-
tion in uncontrolled environments. To the best of our knowledge ours is the first
work that relies only on visual features to perform all processes (ID localization,
classification and verification) in a comprehensive manner.

3 Approach

The proposed pipeline for document analysis is divided in two modules, see Fig. 1.
The first module addresses the pre-processing requirements of a smartphone
document capture in the wild. The second module extracts local and global
descriptors of the input image to perform: a) image matching with expected
identity document class and b) a basic evaluation of the document authenticity.

3.1 Module 1 - Document Acquisition

Deep Learning Model for Background Removal: We used semantic segmentation
to detect the document in the image. This method, consists in the classification



274 A. Castelblanco et al.

of each pixel into two possible classes, identity document or background. We
implemented the UNETS deep learning architecture developed by researchers
in [15] to perform pixel classification and build an image with a high contrast
background where the document is clearly highlighted.

(a) Original docu-
ment photo taken by
the user.

(b) Identity docu-
ment mask

(c) Corner detection
based on linear re-
gression of contours.

(d) Straightened
document after
alignment process

Fig. 2. Semantic segmentation followed by perspective alignment and crop.

Crop and Align Perspective: Once the background has been removed, we perform
a corner detection analysis, as shown in Fig. 2. First, we find the contour along
the document border [17]. Then, the contour is used to perform a linear regression
on each side of the document, the four line intersections are defined as the
corners of the document. From the selected corners, a geometric transformation
matrix is found. The calculated matrix is used to transform the original image
into a well oriented document, we used the warp-perspective tool from [4].
The sequence of steps is depicted in Fig. 2. We calculated the highest score of
template matching, see Sect. 3.2, to detect if the document is upside down.

Brightness Analysis: A brightness analysis is then performed in order to reject
images with unsuitable lightning conditions (i.e. flashes). Initially, we separated
the image into hue, saturation and value channels (hsv). The third channel, value
(v), is used as our measure of brightness. Later, the image is divided into a n × m
bins grid. The brightness value of each bin corresponds to the mean brightness of
all pixels which make up that bin. The average brightness (Brμ) and its standard
deviation (Brσ) are calculated for all bins. A maximum intensity threshold is
then computed with Eq. 1, where α controls our brightness threshold.

Brmax = Brμ + α · Brσ (1)

Following the process, a Gaussian blur filter is applied to reduce noise. Then,
each pixel above our given threshold Brmax is modified to 255 (white) and below
Brmax to 0 (black). Afterwards, we group sets of white pixels using a connected
component labelling process. These pixel groups are classified as bright zone
candidates. Finally, we define a bright spot if the number of pixels in the label
is above 2% of the image size.
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3.2 Module 2 - Document Verification

The document verification pipeline classifies a set of features that best describe
the visual and layout information of the input image. These features should dis-
tinguish the original document class from others, and check basic characteristics
about the document authenticity. We refer to global features as the features that
describe the whole image. We call local features, the descriptors from a spe-
cific region or a particular characteristic in the document which can be adjusted
between document types. For this module, we assume that the document is cor-
rectly cropped and aligned, and images are resized to (459 × 297) pixels, this
resolution was selected to include some of the lowest picture resolutions available
in the smartphone camera market (640 × 480), keeping document proportions.

Global Features: The first global feature compares the grayscale histograms of
the input image against an authentic document image, defined as the ground
truth. To handle the variability from the light conditions, the histograms are
normalized using a min-max feature scaling. Histogram similarity was measured
using the Wasserstein distance (WD). The WD metric proposed by [14], is based
on the theory of optimal transport between distributions. WD provided better
discrimination between classes, compared to other goodness of fit metrics such
as Pearson’s chi-squared distance and histogram bin to bin intersection.

The second global feature is generated with a sum of the hue and saturation
differences (HSD) between the input document image X and the ground truth G.
For this feature, channels were converted to the HSV space and the document
area was split in N rectangular bins, inspired by the bin to bin comparison
proposed by [8]. For each bin i, the differences between the average hue h and
average saturation s, for X and G were summed. The overall hue and saturation
differences were normalized dividing by the maximum possible differences. The
final feature HSD was calculated as seen in Eq. 2, with N = 50, that is 5 and 10
sections along the height and width respectively.

HSD =
∑N

i=0 h (i)X − h (i)G

179 · N ·
∑N

i=0 s (i)X − s (i)G

255 · N (2)

The third global feature, structural similarity score (SS), extracts informa-
tion from the spatial dependencies of the pixel value distributions. For this
method, images are compared evaluating functions dependent on the luminance,
contrast and value correlations of the pixel arrays, as defined by [19]. This met-
ric compares the structural composition of the background between the input
document and the ground truth.

Local Features: Local features are useful to verify the existence of individual
elements that are specific to the type of ID document, for instance, pictures,
patterns in the background, symbols, bar-codes or headers.

A face within a specific region of the document is represented with two dif-
ferent features. First, a simple 5 point landmark detection was calculated, based
on the Histogram of Oriented Gradients and a sliding window. The Dlib python
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library was used [9]. The output features were: an integer with the number of
faces found (NF) on the input image (if all landmarks were found), and a boolean
indicating if the face location (FL) matched a predefined valid region.

We used template matching to verify the existence of a specific visual pat-
terns. For this analysis, the input image is analyzed in grayscale, together with
an example of the template region from an authentic document. The method
consists in sliding a window of the original template over the input image and
calculating a correlation measurement. Afterwards, the algorithm returns the
coordinates on the input image that has highest correlation with the template.
We used OpenCV library for the implementation [4].

Fig. 3. Color coherence analysis. From left to right: 1) Region analyzed. 2–4) Masks
of connected pixels with similar hue values. 5) Mask of connected pixels with similar
saturation.

For the Colombian ID case, we chose the document header as template.
The correlation measurement that provided better results for discrimination of
the authentic document class was the metric TM-COEFF-NORMED. The tem-
plate matching score (TMS) and coordinates of the template location (TML)
are exported as features for the classification model.

A variation of the color coherence analysis methods proposed by [8] and [12]
was implemented. The proposed method identifies continuous regions with con-
nected color and saturation values and compares these regions between two
images. First, the input image is transformed to the HSV space, the hue and sat-
uration channels are discretized in β number of bins. Then, a structural window,
that acts as a filter, slides through the discretized image to identify connected
color regions, using the tool label, from the ndimage-scipy python library. After-
wards, connected regions, larger than a certain threshold size, are selected to
create binary masks. After applying the described procedure to the hue channel
and the saturation channel, a number of Nh hue binary masks and Ns saturation
binary masks are created, for both the ground truth image G and an input doc-
ument image X. To calculate the output features, each mask in G is compared
with the closest mask from the image X. For instance, if we are comparing the
ith hue mask Mhuei(G) from image G, the selected mask Mhuei(X) of image X is
the mask with the closest hue value and with the closest euclidean distance to
the 2D center of mass from Mhuei(G). Finally, the Jaccard similarity coefficient
between the masks Mhuei(G) and Mhuei(X) is the output feature.
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In this case study, a section in the front of the Colombian ID cover, that
represents a complex pattern with multiple colors was selected, see Fig. 3. For
our use case example β = 6, image G had three binary masks with different
hues Nh = 3 and one binary mask for saturation Ns = 1. The Jaccard similarity
coefficients comparing masks in G and X were calculated, thus, the number of
color coherence features was four (CC1, CC2, CC3, CS). The binary masks for
a Colombian ID document are shown in Fig. 3.

4 Evaluation

4.1 Data Set

The evaluation dataset comprised a total of 101 Colombian identity documents,
obtained with the voluntary participants consent. Pictures of the documents
were taken by the participants with their own smartphones, without any restric-
tions on the camera, light conditions or scenario. Image resolutions ranged from
(580× 370) to (4200× 3120) pixels and 40 documents from the collected dataset
presented backgrounds with low contrast. For the document verification model
(module 2), the machine-learning classifier was tested and trained with features
from a subset of 81 identity documents from the collected dataset (positive class).
Negative class samples consisted of 40 IDs of other countries and 40 images with
multiple environments and patterns. All of them aligned and cropped.

The background removal model (module 1) was built with an augmented
dataset. This dataset was generated by applying geometric transformations over
different backgrounds. For that purpose, 40 documents were cropped, aligned
and placed over 50 different backgrounds. The process was automated through
a script, which produced artificial perspectives with specific up-down, right-left
tilts in the range of −15◦ to 15◦ around each axes, and rotations in the range of
[0◦, 359◦]. The final result was an augmented dataset consisting of 33382 images.
For each document, a ground-truth binary mask was created, representing the
desired output. The final images were resized to 128 × 128 pixels.

4.2 Module 1 - Document Acquisition

Background Removal: We trained a deep neural network using synthetic data
augmented from the dataset described in Sect. 4.1.

This dataset was also augmented with empty backgrounds without ID Doc-
uments for training, a total of 2254 negative examples, composed of random
images and 0-filled masks, were added to the dataset.

For the training, parameters were adjusted to obtain the best performance.
The input was tested with both color images and grayscale images; also, a
smaller, and more balanced dataset, with only 4766 images was tested. Binary
cross entropy (BCE) was used as loss function as it is the default option for binary
classification problems, nevertheless, a Jaccard-based loss was also tested.

The best results were obtained after 32 epochs: 98.49% accuracy for the
training, 98.41% accuracy for the test, and 0.98 for the Jaccard index for the
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test as well. For this model, grayscale images worked better than color images as
input. Additionally, the variability of the dataset proved to be more important
than the size, since the smaller dataset, generated better results on pictures of
ID’s over real backgrounds. Finally, BCE showed better results than the Jaccard-
based loss. Examples of the outputs from the final neural network configuration
in a real world environment can be observed on Fig. 4.

Crop and Align Perspective: The steps of contour and corner detection were
evaluated on 96 documents from the real world environment dataset, where the
background was removed. In this case, we defined that a crop was successful,
with two criteria. First, checking that the score of the template matching analysis
was higher than 0.65, which is a good indicator of a correct perspective transfor-
mation, and second, by performing visual confirmation of the final result. With
those evaluation criteria, we found an accuracy of 88.54%.

Fig. 4. Document localization process by using image semantic segmentation. Upper
images are original pictures and lower images are the deep learning generated masks.

Brightness Analysis: In order to test the brightness analysis, we used a subset
of 80 documents, already cropped and aligned, from the original 101 Colombian
IDs dataset. We labeled samples with two classes, documents with bright spots
(12) and documents without bright spots (68). α = 2 was selected to reduce false
positives. The proposed method to detect flashes yielded an accuracy of 87.5%.

4.3 Module 2 - Document Verification

Two classification models: Support Vector Machine (SVM) and Random Forest
(RF) were tested for document classification, using 11 visual features explained
in Sect. 3.2. Features were rescaled to a standard score. The classification tested
the features of 81 colombian ID documents, against 80 negative class examples.
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Table 1. Document authenticity clas-
sification with SVM and random forest.

Features Accuracy F1-score

SVM RF SVM RF

All (11) 97.5% 97.7% 0.972 0.974

Global (3) 93.0% 90.7% 0.923 0.900

Local (8) 96.7% 97.3% 0.966 0.972

A two-class SVM classifier [13] with
RBF kernel was trained. 5-fold cross-
validation was used for train-test splits.
Using all of the features available, and
repeating the train test validation 10
times, an average accuracy of 97.5% with
an F1-score of 0.972 was obtained. Clas-
sification results with only local or global
features can be found on Table 1. In addi-

tion, a two-class random forest classifier [13], with gini index as information gain
parameter was used. Training with all the features, yielded an average accuracy
of 97.77% with an F1-score of 0.974.

Feature contributions for RF are shown on Fig. 5. The results from Table 1
indicate that the visual features selected for document classification are adequate
for a production environment. These features can be complemented with content
consistency methods or bar-code reading to perform confirmation with official
sources.

As depicted Fig. 5, TMS, TML, SS, HSD, and CCS features contributed the
most to document verification. We also observed that for the model trained with
all the features, three of them explained 90% of the classifier decision.

Additionally, even though the prediction accuracy found when using only
global features is 4.5% lower than the SVM model trained with all features,
such accuracy is still practical for the proposed verification pipeline. This result
encourages to explore the adaptation of global features to other documents, since
they do not rely on individual document characteristics.

Fig. 5. Feature importance for document classification.

Threats to Validity: Our
results indicate that our
approach could be a prac-
tical and scalable auto-
matic pipeline for remote
onboarding processes. The
average processing time
to execute the document
acquisition module was
0.44 s for image sizes of
approximately (1200×850) pixels. Document verification takes in average 0.61 s.
Additionally, the effort required to adapt the pipeline to other types of docu-
ments is expected to be relatively small. However, it would still require a collec-
tion of at least 80 authentic documents to train the model, which could be an
impediment in many cases due to privacy concerns. For future work it would be
interesting to evaluate the performance of the model with fewer training samples.
A thorough exploration of the scalability of the approach to different document
types is currently missing.
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Further explorations on the types of forgery attacks and the degree of the
pattern alterations detectable by the classification algorithm are required and
could be investigated in future work.

5 Conclusion

A pipeline for identity document analysis was proposed. A module for document
acquisition that integrates deep learning for background removal in complex
scenarios was formulated and tested. A set of visual features designed for ver-
ification of the document type and authenticity were evaluated using machine
learning classifiers. Results of this case study show the potential of the methods
for complete enrollment processes. In the future we plan to verify if the proposed
pipeline can be easily adapted to other document types and larger datasets.
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Abstract. The increasing propagation of abusive language in social
media is a major concern for supplier companies and governments
because of its negative social impact. A large number of methods have
been developed for its automatic identification, ranging from dictionary-
based methods to sophisticated deep learning approaches. A common
problem in all these methods is to distinguish the offensive use of swear
words from their everyday and humorous usage. To tackle this partic-
ular issue we propose an attention-based neural network architecture
that captures the word n-grams importance according to their context.
The obtained results in four standard collections from Twitter and Face-
book are encouraging, they outperform the F1 scores from state-of-the-
art methods and allow identifying a set of inherently offensive swear
words, and others in which its interpretation depends on its context.

Keywords: Abusive language · Text classification · Attention
mechanism · Social media

1 Introduction

The exponential growth of user interactions through social media has revolution-
ized the way we communicate and share information. Unfortunately, not all these
interactions are constructive; it is common to see that users make use of abusive
language to criticize others, disqualify their opinions, or win an argument. As a
consequence, affected users may present some psychological damage, and even,
in extreme cases, commit suicide [9]. This situation has stimulate the interest
of social media companies and governments in the automatic identification of
abusive language.

Abusive language is characterized by the presence of insults, teasing, criti-
cism and intimidation. Mainly, it includes epithets directed at an individual’s
characteristic, which are personally offensive, degrading and insulting. Its identi-
fication in social media is not an easy task, the use of word filters and moderators
is far from being a good and sustainable solution to the problem.
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One of the most important issues in the abusive language identification task
is to distinguish between the use of swear words and vulgarities in offensive and
non-offensive contexts. As an example consider the following two tweets using
the word “fucking”1: "@USER You’re a fucking idiot" and "@USER I’m so
fucking ready". They clearly show that the importance and interpretation of
a word is highly context dependent, and accordingly they evidence one of the
reasons why traditional bag-of-words methods and deep learning models tend to
generate many false positives in their predictions.

Only few works related to abusive language identification have explored the
importance of words in accordance to their context; particularly, the use of atten-
tion mechanisms has been the most used approach to handle this issue [5,14].
The idea behind attention is to provide the classification model with the ability
to focus on a subset of inputs (or features), handling in this way the importance
of words in their context. However, this importance has been only observed at a
single word level. We hypothesize that not only the interpretation of swear words
is highly context dependent, but also the meaning of certain word sequences, and,
therefore, that extending the use of attention to word sequences will allow captur-
ing distinctive patterns for the abusive language identification task. As shown
in the previous examples, word n-grams such as "fucking idiot", "fucking
ready", and even "You’re" and "I’m", are very important in discriminating
offensive from non-offensive posts.

The main contribution of this work is the extraction of two groups of swear
word expressions relevant for the task of abusive language identification, one
consisting of inherently offensive word sequences, and another consisting of
word sequences with context-dependent offensive interpretation. To extract these
word patterns, we propose an attention-based deep neural network architec-
ture that allows capturing the importance of word n-grams, and an approach to
extract and visualize inherently and context-dependent offensive word sequences,
through the attention weights of our proposed architecture.

2 Related Work

Several works have proposed different models and datasets for the task of auto-
matic abusive language identification [6,9,16,18]. Among them, a great variety
of features have been used to tackle this problem. Initial works used bag-of-
words representations, considering word n-grams as well as character n-grams as
features [4,13,16]. Aiming to improve the generalization of the classifiers, other
works have also considered word embeddings as features [13,19]. More recently,
some works have used sophisticated text representations by applying pre-trained
ELMO and BERT models, and fine-tune their parameters to the abusive lan-
guage identification task [10,12].

Regarding the classification stage, different approaches and techniques have
also been proposed. These approaches could be divided in two categories; the first
category relies on traditional classification algorithms such as Support Vector
1 Taken from the Offensive Language Identification Dataset [18].
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Machines, Naive Bayes, Logistic Regression and Random Forest [4,6,8,15,16],
on the other hand, the second category includes deep learning based methods,
which employ Convolutional Neural Networks (CNN) for word and character
based feature extraction [2,7], Recurrent Neural Networks (RNN) for word and
character dependency learning [2,5], and the combination of both for creat-
ing powerful structures that capture order information between the extracted
features [19].

Finally, it is important to mention that some recent works in abusive lan-
guage identification have considered deep learning methods with attention mech-
anisms. One of the first works introducing the attention into the task employed
self-attention models to detect abuse in portal news and Wikipedia [14]. Sub-
sequently, [5] showed that contextual attention improved the results of self-
attention in this task. Contextual attention was first introduced by [17] with
the use of a hierarchical contextual attention neural network, based on a Gated
Recurrent Unit (GRU) architecture, and used for document classification. Moti-
vated by the results from [5,17], in this paper we extend the use of contextual
attention by proposing an attention-based deep neural network architecture that
attempt to capture the word n-grams importance, and also by presenting an app-
roach that measures and plots the relevance of word sequences in accordance to
their context.

3 Proposed Method for Abusive Language Identification

Figure 1 shows the general architecture of the proposed attention-based deep
neural network for abusive language identification. This architecture consists of
the following four major stages.

Fig. 1. Attention-based deep neural network architecture.

First stage: it corresponds to the input layer, which receives a sequence of m
d-dimensional word vectors xi; in other words, an input matrix of size d×m.
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Second stage: it is conformed by the convolutional layers, the bidirectional
GRU layers, and the attention layers. We use an arrangement of them for each
one of the considered channels, with the purpose of independently computing
the weights of n-grams of different lengths. In the figure, the yellow, green, and
blue rectangles correspond to the unigrams, bigrams and trigrams channels
respectively.

In particular, the convolutional layer is used to extract different features
of word n-grams from the input sequence X. The output of the convolutional
layer passes to the bidirectional GRU layer to accomplish the sequence encoding.
This layer captures word n-grams annotations by summarizing information from
both directions. To get a word n-gram annotation hi (Eq. 1), the forward and
backward hidden states of the bidirectional GRU are concatenated, this summa-
rizes the information of the whole sequence centered around the word n-gram
annotation.

hi = [
−→
hi ,

←−
hi ] (1)

Since not all word n-grams contributes equally for the meaning and repre-
sentation of an instance, we used the attention layer to extract the importance
of each word n-gram, and combine them with its corresponding word n-gram
annotation hi, forming a new instance vector v. Below are listed the attention
mechanism equations.

ui = tanh(Wh.hi + bh) (2)

αi = exp(uT
i uh)/

∑

j

exp(uT
j uh) (3)

v =
∑

j

αjhj (4)

To obtained the instance vector v (refer to Formula 4), we first feed each word
n-gram annotation hi to a one Multi-Layer Perceptron (MLP) layer, getting this
way a hidden representation ui (Formula 2) of hi. Later, we measure the word
n-gram importance as the similarity of ui with the word n-gram level context
vector uh and get a normalized importance weight αi (Formula 3) through a
softmax function. After that, the instance vector v (Formula 4) is computed as a
weighted sum of the word n-gram annotation hi and its importance αi; the word
n-gram context vector uh is randomly initialized and jointly learned during the
training process.

Third stage: it performs the concatenation of the output vector of each
channel (instance vector v), forming a new vector z that contains a high level
representation of the different word n-grams; this vector is used as input for
the instance classification.
Fourth stage: it includes the classification layers; three layers handle the
final classification, a dense layer, followed by a dropout layer and a fully-
connected softmax layer to obtain the class probabilities and get the final
classification.
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4 Experimental Settings

This section presets the experimental settings. First, it introduces the four used
datasets, which correspond to Twitter and Facebook collections. Then, with the
purpose of facilitating the replicability of our results, it shows the implementation
details of the proposed attention-based deep neural network.

4.1 Datasets for Abusive Language Identification

Abusive language can be of different types, depending to the target and severity
of the insults. Accordingly, different collections have used for its study. Below
we present a brief description of the four datasets we used in our experiments.
From now on we will refer to them as DS1, DS2, DS3, and DS4.

DS1 [16] and DS2 [6] were some of the first large-scale datasets for abusive
tweet detection; DS1 focuses on the identification of racist and sexist tweets,
whereas DS2 focuses on identifying tweets with abusive language and hate
speech. On the other hand, DS3 [18] and DS4 [9] were used in the SemEval-2019
Task 6, and in the First Workshop on Trolling, Aggression and Cyberbullying
respectively. DS3 focuses on identifying offensive tweets, whereas DS4 focuses on
identifying Overtly Aggressive (OAG) and Covertly Aggressive (CAG) Facebook
posts and comments.

Table 1 resumes information about the classes distribution of the four collec-
tions. It is important to notice their high imbalance, which indeed correspond
to their real-life occurrence.

Table 1. The classes distribution of the four used datasets.

Dataset Classes distribution Total

DS1 Racist Sexist Neither 16,914

1,972 3,383 11,559

DS2 Offensive Hate None 25,112

19,326 1,428 4,288

DS3 Offensive Non-offensive 13,240

4,400 8,840

DS4 OAG CAG NAG 12,000

2,708 4,240 5,052

4.2 Implementation Details

Different text preprocessing operations were applied: user mentions and links
were replaced by default words; hashtags were segmented by words in order to
enrich vocabulary (e.g. #BuildTheWall - build the wall); all emojis were con-
verted into words; stop words were removed, except personal pronouns, which
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have been recognized as useful for this task; all text were lowercased and non-
alphabetical characters were removed. On the other hand, for word representa-
tion we used pre-trained fastText embeddings [3], trained with subword infor-
mation on Common Crawl.

Table 2. Proposed attention-based deep neural network hyperparameters.

Layer Settings

Input Sequence length 75

Embedding Word dimensions 300

Convolutional Kernel sizes {1, 2, 3} Filters {256, 256, 256}
Bi-GRU Units {75, 74, 73} Dropout rate 20%

Attention Neurons {75, 74, 73}
Concatenation Vector size 222

Dense Neurons 128 Activation function relu

Dropout Rate 20%

Dense Neurons # Classes Activation function softmax

Table 2 presents the hyperparameter settings of our proposed NN architec-
ture. The network was trained with a learning rate of 0.001, using Adam opti-
mizer, and a total of 10 epochs. In order to compare the robustness of our
proposal, we consider two baseline architectures: a simple GRU network, which
receives words as input but does not use word n-grams nor attention, and a
second architecture that employs the same GRU network but including one
attention layer. These two baselines architectures and our proposed architecture
are referred in the experiments as GRU, GRU+ATT, and CNN-GRU+ATT
respectively. It is important to mention that both baseline architectures used
the same hyperparameter settings, skipping the attention, concatenation, and
convolutional layers, respectively.

5 Results

This section is organized in two subsections. Section 5.1 presents the quantita-
tive results of the experiment; it compares the proposed architecture and baseline
approaches with state-of-the-art results. Section 5.2 describes the analysis of the
results using the attention word sequences visualization, and presents as qualita-
tive results a list of inherently and context-dependent offensive word sequences.

5.1 Effectiveness of the Proposed Architecture

Table 3 shows the results of the proposed NN architecture (CNN-GRU+ATT)
as well as two baselines results obtained by the GRU and GRU+ATT simplified
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architectures. For sake of comparison, we used two different evaluation measures
commonly used in the abusive language identification task; for DS1, DS2, and
DS3 the macro-average F1 score, and for DS4 the weighted macro-average F1

score. The results indicate that the use of the contextual attention outperformed
the base GRU network (column 3 vs column 2) by at least a margin of 3%. In
addition, the use of attention over word n-grams outperformed the use of word
attention (columns 4 vs columns 3) by at least a margin of 2%. We compared
GRU+ATT vs GRU and CNN-GRU+ATT vs GRU+ATT with McNemar’s sta-
tistical test and Student’s t-test, obtaining statistically significant values with
p ≤ 0.05 and p ≤ 0.01 respectively.

Table 3 also compares the results from our proposed architecture
(CNN-GRU+ATT) and state-of-the-art. It shows that the CNN-GRU+ATT
neural network obtained better results in 3 out of 4 datasets, and, therefore,
it allows concluding that the use of attention over word n-grams is useful for
discriminating between offensive and non-offensive contexts. It is important to
note that the result from [1] in DS4 only improved our results by margin of
1%. That work explores techniques of data augmentation and proposes a deep
neural network trained on pseudo labeled examples. Despite of its better results,
it lacks of interpretability, a key aspect of the current proposal.

Table 3. Comparison results from GRU, GRU+ATT, CNN-GRU+ATT and state-of-
the-art methods in four datasets for abusive language identification (for DS1, DS2 and
DS3 the macro-average F1 was used, and for DS4 the weighted macro-average F1)

Dataset GRU GRU+ATT CNN-GRU+ATT State-of-the-art

DS1 0.76 ± 0.0078 0.81 ± 0.0067 0.83 ± 00.0066 0.82 [19]

DS2 0.74 ± 0.0081 0.77 ± 0.0086 0.79 ± 00.0072 0.77 [11]

DS3 0.75 ± 0.0062 0.79 ± 0.0059 0.84 ± 00.0083 0.83 [10]

DS4 0.58 ± 0.0078 0.61 ± 0.0081 0.63 ± 0.0078 0.64 [1]

5.2 Inherently and Context-Dependent Offensive Word Sequences

One of the major advantages of attention mechanisms is the interpretability of
decisions. As part of this interpretability, we present the extraction and visual-
ization of inherently and context-dependent offensive word sequences.

To extract the importance of the word sequences in accordance to their con-
text, we limit their analysis to an instance level; to that end, the input text is
evaluated by the model, and the normalized importance weights for all word
n-grams (αi) are computed. At this step, we process each channel (unigrams,
bigrams and trigrams) separately. Then, for visualization, we associate a color
intensity to each weight value, the greater the weight (αi) of a word n-gram, the
greater its color intensity. In the case of n-grams greater than one, some words
may be contained in several sequences, causing a problem of visualization, to
solve it we decide only displaying the word sequences with the greatest weights.
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Fig. 2. Attention visualization for offensive and non-offensive texts from DS1 and DS2.

Figure 2 presents some examples of posts, containing words such as fuck and
islam, which correspond to offensive and non-offensive posts. The produced
visualization is able to show that the interpretation of words is context depen-
dent, therefore, the presence of swear words such as fuck, or words commonly
used in racist speech such as islam, not necessary indicates an aggression; it is
the presence of word sequences like radical islam and go fuck yourself that
provide a better way to explain offensive instances.

Table 4. Examples of inherently and context-dependent offensive word sequences.

Unigrams Bigrams Trigrams

DS1 inherently offensive dick, bitch, nigga,
dumb, idiot

fuck you, woman cant,
fuck off, you idiot,
stupid woman

radical islam on,
sexist but fuck, fuck
off my, sluts and cunt,
fuck her like

DS1 context dependent islam, cooking,
fuck, black, sucks

they deserved, like
islam, woman prefer,
islam is, even woman

user islam is, a woman
wants, the jews that,
say about woman, the
muslim immigrants

DS3 inherently offensive asshole, idiot,
nigga, nigger, bitch

evil nazi, fuck you, the
nigga, doggie
girlfriend, stupid black

go fuck yourself, an
ugly black, shut the
fuck, buying pussy
bitch, she is shit

DS3 context dependent white, fool, black,
fuck, fucking

immigrant children,
user fuck, who fucked,
this shit, all woman

what the fuck, user oh
shit, people like you,
blaming woman not,
person of color
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With the intention of moving one step further in the understanding of aggres-
sive speech, we extracted a set of inherently and context-dependent offensive
expressions based on their computed weights. Basically, we define a word n-gram
as inherently offensive if it shows high attention values with a small standard
deviation, that is, if its presence was always important for the network to dis-
criminate offensive from non-offensive messages. In contrast, context-dependent
offensive n-grams are those with the greatest standard deviations, suggesting
that their occurrences not always were important for the network decisions.
Considering these criteria, we extracted 20 word sequences for each channel and
dataset. Table 4 presents five examples of each type from the DS1 (racism and
sexism) and DS3 (general offenses) collections. In spite of their clear differences
due to the type of abusive language, they show interesting coincidences. For
example, swear words related to low intelligence or sex tend to be inherently
offensive (e.g., idiot, dump, bitch and dick), and, on the other hand, colloqui-
ally words and expressions such as fucking, black, what the fuck, and this
shit can be used in both contexts.

6 Conclusions and Future Work

One of the main problems in abusive language identification is to distinguish
between the use of swear words and vulgarities in offensive and non-offensive
contexts. To tackle this issue we proposed an attention-based neural network
architecture that captures the importance of word n-grams according to their
context. Through the use of this architecture, we were able to extract and visu-
alize inherently and context-dependent offensive word sequences. The results
obtained in four collections, considering different kinds of aggressive speech,
were encouraging, they improved state-of-the-art results in 3 out of 4 datasets,
and, therefore, allowed concluding that the use of attention over word n-grams
is useful for discriminating between offensive and non-offensive contexts.

As future work we plan to explore the combination of general and specific
domain word vectors, with the intention of obtaining a higher quality input text
representation. In addition, we consider the use of the inherently and context-
dependent offensive word sequences as search keywords, to bootstrap a new abu-
sive language dataset. Finally, we consider the application of the proposed archi-
tecture in other tasks where the interpretation of word sequences is highly con-
text dependent such as the detection of deception or the detection of depressed
social media users.

Acknowledgements. We thank CONACyT-Mexico for partially supporting this
work under project grant CB-2015-01-257383 and scholarship 925996.
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Abstract. Social networks have modified the way we communicate. It
is now possible to talk to a large number of people we have never met.
Knowing the traits of a person from what he/she writes has become a
new area of computational linguistics called Author Profiling. In this
paper, we introduce a method for applying transfer learning to address
the gender identification problem, which is a subtask of Author Profiling.
Systems that use transfer learning are trained in a large number of tasks
and then tested in their ability to learn new tasks. An example is to
classify a new image into different possible classes, giving an example of
each class. This differs from the traditional approach of standard machine
learning techniques, which are trained in a single task and are evaluated
in new examples of that task. The aim is to train a gender identification
model on Twitter users using only their text samples in Spanish. The
difference with other related works consists in the evaluation of different
preprocessing techniques so that the transfer learning-based fine-tuning
is more efficient.

Keywords: Author profiling · Natural Language Processing · Transfer
learning · Classification

1 Introduction

Author profiling (PA) is a Natural Language Processing (NLP) task that aims
to determine the characteristics of the author(s) of a given text, such as their
gender, age, emotional state, personality, among others. AP can be performed on
formal and informal textual sources. Formal texts have a certain structure and
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follow rules while informal texts do not follow rules and are not standardized. A
good example of the latter are social networks.

The writing style on social media has special features [10] that make NLP
tasks extremely complex processes: the abbreviation rules are not always fol-
lowed, different use of punctuation marks, new characters are included such as
# (hashtag), use of the sign @ to mention users, etc.

Given the importance and the enormous amount of information that is pro-
duced daily in social media, it is necessary to have computational methods that
allow us to automatically analyze the information generated in these networks.

With the information that people publish and consume in their social media,
companies can profile their clients and governments can improve security proce-
dures, for example, identifying potential cases of pedophilia, virtual kidnappings,
among others. In fact, the providers of these services already profile users, for
example Twitter aims to know the patterns of use and personalization of con-
tent. For these reasons, the aim of this work is to develop an automatic gender
identification model of Twitter users using transfer learning techniques. We also
measure and evaluate the impact of text preprocessing on the accuracy of the
author profiling model.

The work is presented in 5 sections, including this introduction. Section 2
describes the methods to carry out feature extraction and the machine learning
algorithms typically used in AP, in Sect. 3 we introduce the concepts of transfer
learning and explain the architecture used in this work, in Sect. 4, the method-
ology for author profiling and experimental results is presented. The conclusions
of this paper are enunciated in the Sect. 5.

2 Related Work

Several supervised learning techniques were used to model author profiles in dif-
ferent text sources. Supervised learning classifiers employ a set of input-output
pairs, through which a decision function is learned that associates a class label
with a new data within the established classes. Author profiling (AP) consists
in identifying the demographic features of the author of a text [6]. These fea-
tures are those that describe the author in terms of gender, age, level of study,
nationality, socio-economic level, among others. So it can be concluded that AP
is a multiclass classification problem.

The use of supervised learning algorithms for AP is shown in [15]. Decision
Functions are a technique to perform a binary classification, whose training con-
sists of finding decision functions from input-output pairs. Logistic Regression is
used for multiclass classification problems to predict the probability that the data
belong to one or another class. Support Vector Machines is a technique used in the
context of the AP for binary classification; data are linearly separable by several
planes. Neural Networks are another resource for AP; the goal of the method is to
approximate a function g()̇, represented by the neural network, to a function f()̇
as much as possible. This approximate function is the one used classify. Convolu-
tional Networks represent an important tool for AP, since they are trained with
large sets of information, in addition to setting a feature extractor.
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2.1 Features Extraction

Analyzing in detail the large amount of information currently generated in the
form of written texts is very complicated. Therefore, it is of interest to create
representations of these documents, that is, to obtain their representative char-
acteristics. The features obtained from a text are specific terms that allow ana-
lyzing and extracting useful patterns or knowledge from analyzed documents.
In the past, this task was performed by linguists, limited to a little thorough
manual processing. However, with the advance of science and technology, the
methods for the extraction of characteristics changed. Some text representation
schemes are:

1. Bag of words. In order to deal with complete documents it is necessary to
use a computationally viable structure. To fulfil this, we see the documents
as strings [7]. Let S = s1, s2, ..., sk be a string, where a word is a substring of
S of length 1, which can refer to: an item in the text, an item in lowercase
or uppercase, the word with its part of speech label (POS), word lemma, any
other variant of the word.

2. N-grams: Let S = s1, s2, ..., sk be a string. The N-grams are defined as sub-
strings of S of length N . The 1-gramas are called unigrams, the 2-gramas are
called bigrams, and so on. There are two types of N-grams, those of words
and those of characters. Word N-grams refer to continuous N-words in the
document. Instead, character N-grams refer to the N-characters within the
word limit without spaces.

3. Syntactic N-grams: Syntactic N-grams try to capture the linguistic struc-
ture of a text by organizing the words into nested components in order to
show through arrows which words depend on others.

2.2 Weighting Schemes

To obtain a representation of a document, a preprocessing is carried out to see it
as a vector. Each dimension of the vector stands for a feature of the document.
Each feature is represented by assigning some weight according to its relevance,
this process is called weighing scheme. The most relevant are described below:

1. Boolean model and Term Frequency (TF): There are some very intu-
itive ways to assign weight, such as identifying whether a term appears or not,
counting how many times a term appears in a text and assigning a weight to
each term depending on the number of occurrences it has.

2. Inverse Document Frequency: To treat high frequencies of certain words
(due to the context they are constantly repeated), the weight of the Term
Frequency (TF) is reduced by means of the Inverse Document Frequency
(IDF). This compensates the weight depending on the appearance of the
word in many documents or not. The Inverse Document Frequency of a term
t is defined with total frequency in the collection with the expression:

idft = log(N/dff ).
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3. TF-IDF: It is the product of the Term Frequency (TF) by the Inverse Doc-
ument Frequency (IDF). Its purpose is to provide a measure that expresses
the relevance of words in such a way that it is possible to distinguish between
those that describe the document and those that do not. To assign a weight
to the words in a document, the frequency of the words is calculated and, in
the total of documents, the weight is calculated with the following expression

tf − idft,d = tft,d × idft

4. Word embeddings: A different method for weighting schemes are word
vectors (word embeddings), that use two main approaches: discrete and dis-
tributional. The idea of discrete approach is to represent a word in a vector of
dimension n with 1’s and the others with 0’s; these are also known as one-hot
vectors, where n is the number of words in the vocabulary. The distributional
approach takes into account the similarity between the vectors themselves,
when a word appears in a text its context is the set of words that appear
near it (a fixed size window). This builds a dense vector for each word, mak-
ing it similar to the word vectors. The most used methods with this technique
are Word2vec [13] and GloVe [14].

3 Transfer Learning

Transfer learning is a subfield within machine learning that has been studied
for more than three decades [2]. It tackles the ability to take advantage of pre-
existing data sets when you want to learn from new data. One method that
has proven to be effective for obtaining knowledge is the pre-training technique
with large amounts of previously available data and the subsequent fine tuning
of the pre-trained model based on data from new tasks [5]. This pre-training is
also known as few-shot learning. In transfer learning, first it is trained a neural
network on a given data set and a specific task, then the features learned by the
network are reused, transferred to a second network to be trained in another
task and a different data set.

The transfer learning technique consists in taking advantage of the weights
of an already trained neural network and adjust them to solve other tasks with
only few examples [16,17]. The types of strategy to perform transfer learning
with a new data set are:

– Fixed feature extractor: A pre-trained neural network is taken and the
last fully connected layers are removed, then the features are extracted with
a fixed extractor for a new dataset. Finally, a linear classifier (for example
SVM) is trained for the new dataset.

– Fine tuning. In addition to replacing and re-training the classifier, the
weights of the pre-trained network are adjusted by continuing back propa-
gation.

– Pre-trained models. It consists of taking advantage of the final control
points of the neural network already trained to make adjustments.
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To know the type of transfer learning that is more suitable to be carried out,
the following criteria are taken into account:

– The new dataset is small and similar to the original dataset so it can lead to
overfitting the model, fine tuning does not work here. Therefore it is best to
train a linear classifier.

– The new dataset is large and similar to the original dataset. As there is more
information, the risk of overfitting is low, therefore fine tuning can be applied.

– The dataset is small but very different from the original dataset. Because
there is little data, it is best to train a linear classifier. As it is different from
the original dataset, it may be very different from its specific characteristics.

– The new dataset is large and very different from the original. As there is
enough data and they are different from the original it is best to apply the
strategy of pre-trained models.

According to [4] there are two strategies for transfer learning for text:

– Feature based: it consists on pre-training vectors that capture the additional
context through other tasks. New vectors are obtained for each layer that are
then used as characteristics, concatenated with the word vectors or with the
intermediate layers, an example of this is ELMo [12].

– Fine tuning: It consists on pre-training some architecture in an objective
language model before refining it for a supervised subsequent task, introduc-
ing a minimum number of specific parameters of the task, and training in
subsequent tasks simply by refining the pre-trained parameters [8].

In our case, we have a relatively small corpus to perform author profiling, so
our strategy is to use the Fixed feature extractor technique. Bellow we describe
the algorithm for extracting features.

3.1 Universal Sentence Encoder

Here we describe the transfer learning based algorithm we used to extract fea-
tures for performing author profiling, which is called Universal Sentence Encoder
(USE) [3]. Although this method is not designed specifically to perform author
profiling, it has certain characteristics that can be used for this task. The Uni-
versal Sentence Encoder encodes text in high-dimensional vectors so that it can
be used for text classification, semantic similarity, clustering, and other natural
language tasks. The model is trained in a variety of text data sources and a
variety of tasks in order to dynamically accommodate a wide variety of natu-
ral language comprehension tasks. Specifically, USE has two models to encode
documents in word vectors, one makes use of the architecture based on averages
called Deep Averaging Network (DAN) [9], while the other is based on a convo-
lutional neural network for document classification [11]. These architectures are
detailed below for a better understanding:
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1. Deep Averaging Network: This architecture works in three steps:

– Average the vectors associated to a token sequence
– Pass the average through one or more layers of a Feed Forward
– Make the linear classification in the last layer

2. Convolutional Neural Network: This type of network, receives a a docu-
ment as a sequence of vectors in the input layer. It applies the average sam-
pling (average pooling) to convert the word vectors into a document vector
representation of fixed length. Document vectors are obtained after averaging
the word vectors through one or more feed forward layers with fully connected
layers.

For this work we used a USE model trained in multiple tasks across 16
languages, including Spanish. USE receives as input a text of variable length
in any of the languages in which it was trained and the output is a vector of
512 dimensions. The USE model we use is available from the TensorFlowHub1

page and can be freely downloaded. In addition to this model, there are several
versions of trained USE models with different objectives, including multilingual,
size/performance and question-answer systems.

So, in our approach USE receives a 100 tweets samples for each user. In
this way the convolutional network will transform them into a vector of 512
dimensions, using the language model that we had already learned and updating
with the new textual samples from Twitter.

4 Experimental Settings and Results

In this section, we describe the experiments carried out in order to obtain the
author profile of Twitter users. First, we describe the evaluation corpus, then
baseline results are presented, and finally results are shown using our proposed
methodology. This baseline results are obtained by the combination of the differ-
ent types of features (bag or words and N-grams), trained on two classification
algorithms and several preprocessing variants (without emojis, without slangs,
etc.). For all baseline experiments, the TF-IDF (mentioned above) weighting
scheme is used.

4.1 Corpus Description

For training and evaluating our AP approach we used the corpus of PAN2017
competition [15], which was compiled from Twitter in Spanish. Gender and age
information has been provided by the users themselves based on an online ques-
tionnaire. The corpus consists of 600 users of various nationalities: Mexican,
Colombian, Peruvian, Argentine, Chilean, Venezuelan. 50% are male and the
other 50% female.

1 https://tfhub.dev/google/universal-sentence-encoder-multilingual/1.

https://tfhub.dev/google/universal-sentence-encoder-multilingual/1
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Gender Authors Tweets

Male 2100 21000

Female 2100 21000

Total 4200 42000

4.2 Experimental Settings and Results

We performed several experiments considering bag of words and character N-
grams as features. For each feature set we evaluated the impact of specific pre-
processing strategies. The author profiling models obtained with the different
settings were evaluated in terms of F-1, precision, recall and accuracy. Table 1
shows the results obtained with the logistic regression classification algorithm.
The Characteristics column indicates whether the word bag (BoW) or char-
acter N-gram (N-char) is used, the Dim column indicates the amount of fea-
tures extracted and therefore features vector dimensionality. Accuracy assess-
ment measures (STD, the standard deviation of accuracy) are computed. The
Preprocessing column indicates which strategy was followed in each experiment;
in this case NONE indicates that no preprocessing was performed in that exper-
iment, without Emojis indicates that the emojis were removed, as well as URL’s,
Hashtags, etc. It can be seen that the preprocessing strategy with which the best
results are obtained is when user mentions are removed, which allows to infer
that these are the ones that provide less information regarding the gender of the
person who wrote the tweet.

Table 1. Results of experiments performed to predict gender using bag of words and
logistic regression classifier.

Characteristics Dim. Accuracy STD F-1 Precision Recall Preprocessing

BoW 199114 0.6923 0.0287 0.6927 0.6947 0.6923 NONE

BoW 199114 0.6926 0.0289 0.6930 0.6951 0.6926 Without emoticons

BoW 186798 0.6909 0.0318 0.6913 0.6934 0.6909 Without hashtags

BoW 166070 0.6976 0.0299 0.6979 0.6994 0.6976 Without mentions

BoW 43089 0.6090 0.0680 0.6409 0.7273 0.6090 Without slangs

BoW 136731 0.6926 0.0289 0.6930 0.6951 0.6926 Without URLs

BoW 199226 0.6925 0.0288 0.6929 0.6950 0.6925 Without emojis

BoW 27137 0.6497 0.0533 0.6830 0.7836 0.6497 ALL

Table 2 presents results of the gender identification using character 3-gram
as feature set and logistic regression classification algorithms. It is observed that
the best results are also found when removing the mentions of users, however
when slangs are removed the algorithm performance drops considerably.
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Table 2. Results of experiments performed to predict gender using character N-grams
and the logistic regression classifier.

Characteristics Dim. Accuracy STD F-1 Precision Recall Preprocessing

N-char 2550956 0.6833 0.0248 0.6837 0.6858 0.6833 NONE

N-char 2545770 0.6836 0.0243 0.6841 0.6862 0.6836 Without emoticons

N-char 2309400 0.6874 0.0279 0.6878 0.6896 0.6874 Without mentions

N-char 2470050 0.6811 0.0289 0.6815 0.6839 0.6811 Without hashtags

N-char 613817 0.5677 0.0537 0.6284 0.7685 0.5677 Without slangs

N-char 2324031 0.6817 0.0251 0.6821 0.6842 0.6817 Without emojis

N-char 1461457 0.6836 0.0243 0.6841 0.6862 0.6836 Without URLs

N-char 276872 0.6240 0.0454 0.6717 0.7990 0.6240 ALL

Table 3 presents the evaluation measures of accuracy, recall, precision and
F-1 score obtained by the Support Vector Machine when trained on the BOW
feature set. It can be seen that the best results are obtained by removing the
mentions of users and the worst when the slangs are removed with a difference
between them of approximately 10%.

Table 3. Results of the experiments performed to predict gender using bag of words
and support vector machine classifier.

Characteristics Dim. Accuracy STD F-1 Precision Recall Preprocessing

BoW 199114 0.6926 0.0294 0.6933 0.6964 0.6926 NONE

BoW 199226 0.6925 0.0293 0.6931 0.6963 0.6925 Without emojis

BoW 186798 0.6933 0.0290 0.6939 0.6971 0.6933 Without hashtags

BoW 166070 0.6981 0.0294 0.6986 0.7009 0.6981 Without mentions

BoW 199114 0.6925 0.0296 0.6932 0.6963 0.6925 Without emoticons

BoW 43089 0.5939 0.0595 0.6292 0.7236 0.5939 Without slangs

BoW 136731 0.6925 0.0296 0.6932 0.6963 0.6925 Without URLs

BoW 276872 0.6219 0.0391 0.6753 0.8157 0.6219 ALL

Table 4 presents the results of the gender identification using character 3-
grams and as a classification algorithm the Support Vector Machines. Likewise,
it is observed that the best results are obtained by removing the mentions of
users and the worst results when the slangs are removed. However, in the case of
characters 3-gram, accuracy difference between the two is approximately 15%.

4.3 Experimental Settings and Results Using Transfer Learning

Table 5 presents results of gender identification using Universal Sentence Encoder
(USE) to obtain 512-dimensional feature vectors for each user, that is, the 100
tweets are reduced to one 512-dimensional vector. The logistic regression is used
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as classification algorithm. Table structure is the same as the previous ones and
in this case dimensionality of the feature vector is always 512. We present the
measures of accuracy, recall, precision and F-1 score. It is observed that the best
results in terms of accuracy are obtained by removing the mentions and the
worst by replacing the slangs.

Table 4. Results of the experiments performed to predict gender using character N-
gram and the support vector machine classifier.

Characteristics Dim. Accuracy STD F-1 Precision Recall Preprocessing

N-char 2550956 0.6817 0.0269 0.6824 0.6858 0.6817 None

N-char 2545770 0.6822 0.0270 0.6830 0.6863 0.6822 Without emoticons

N-char 2309400 0.6930 0.0296 0.6938 0.6975 0.6930 Without mentions

N-char 2470050 0.6814 0.0261 0.6821 0.6856 0.6814 Without hashtags

N-char 2324031 0.6822 0.0270 0.6830 0.6863 0.6822 Without emojis

N-char 613817 0.5417 0.0314 0.6354 0.8286 0.5417 Without slangs

N-char 1461457 0.6822 0.0270 0.6830 0.6863 0.6822 Without URLs

N-char 27137 0.6517 0.0547 0.6812 0.7723 0.6517 ALL

Table 5. Results of experiments using transfer learning features with the logistic regres-
sion classifier to identify gender

Characteristics Dim. Accuracy STD F-1 Precision Recall Preprocessing

USE 512 0.6986 0.0222 0.6989 0.6854 0.6998 NONE

USE 512 0.6977 0.0263 0.6981 0.6808 0.7002 Without emojis

USE 512 0.6989 0.0213 0.6991 0.6854 0.7001 Without emoticons

USE 512 0.7041 0.0241 0.7042 0.6946 0.7036 Without hashtags

USE 512 0.7156 0.0255 0.7158 0.6972 0.7198 Without mentions

USE 512 0.6794 0.0459 0.6856 0.7745 0.6864 Without slangs

USE 512 0.7001 0.0265 0.7004 0.6895 0.7005 Without URLs

USE 512 0.6864 0.0489 0.6900 0.7598 0.7029 ALL

Table 6 presents results of gender identification using Universal Sentence
Encoder (USE) to obtain 512-dimensional word vectors and support vector
machine as classification algorithm. Evaluation measures of accuracy, recall, pre-
cision and F-1 score are presented. As with the previous classifier, it is observed
that the best results in terms of accuracy are obtained by removing the mentions
and the worst by replacing the slangs. Although the results are in accordance
with those obtained with traditional characteristics in terms of better and worse
preprocessing, we can observe that with Universal Sentence Encoder the differ-
ence between them does not exceed 3%.
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Table 6. Results of experiments using transfer learning with the support vector
machine classifier to identify gender

Characteristic Dim. Accuracy STD F-1 Precision Recall Preprocessing

USE 512 0.7068 0.0218 0.7072 0.6838 0.7124 NONE

USE 512 0.7037 0.0281 0.7043 0.6705 0.7137 Without emojis

USE 512 0.7061 0.0213 0.7064 0.6833 0.7115 Without emoticons

USE 512 0.7080 0.0211 0.7084 0.6856 0.7134 Without hashtags

USE 512 0.7198 0.0267 0.7201 0.6951 0.7270 Without mentions

USE 512 0.6955 0.0408 0.6974 0.7340 0.7207 Without slangs

USE 512 0.7009 0.0277 0.7010 0.6987 0.6974 Without URLs

USE 512 0.6992 0.0485 0.7020 0.7563 0.7201 ALL

5 Conclusions

In this paper, we introduced an approach to perform the gender identification of
Twitter users using transfer learning. The transfer learning technique is useful
when there is no much data for properly training machine learning algorithms.
In this case, we had available a corpus of 4200 Twitter users, which is relatively
low for training from scratch a deep learning model.

Our approach is based on the Universal Sentence Encoder model to obtain
low dimensional vectors of documents (Users’ tweets) and use them as features
to perform author profiling. To evaluate the quality of the vectors (representing
all the tweets of a user) obtained by USE, we used them as features for training
two machine learning algorithm that generally obtain good results in author
profiling [1]. With these experiments, we show that these vectors allow us to
identify the author’s gender with an accuracy of 71.98%, when the mentions
to users are removed, with an SVM classifier for the PAN 2017 corpus. We can
observe that this result is better than the obtained with the traditional approach
for gender classification.

We consider that a possible extension of this work is to evaluate other transfer
learning techniques, such as the Universal Language Model Fine-tuning (ULM-
Fit) [8], which has achieved very good results in text classification problems.
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Abstract. The quality of speech signals is affected by a combination of
background noise, reverberation, and other distortions in real-life envi-
ronments. The processing of such signals presents important challenges
for tasks such as voice or speaker recognition. To enhance signals in such
challenging conditions several deep learning-based methods have been
proposed. Those new methods have proven to be effective, in comparison
to classical algorithms based on statistical analysis and signal processing.
In particular, recurrent neural networks, especially those with long short-
term memory (LSTM and BLSTM), have presented surprising results in
tasks related to enhancing speech. One of the most challenging aspects
of artificial neural networks is to reduce the high computational cost of
the training procedure. In this work, we present a comparative study on
transfer learning to accelerate and improve traditional training based on
random initialization of the internal weights of the networks. The results
show the advantage of the proposal in terms of less training time and
better results for the task of denoising speech signals at several signal-
to-noise ratio levels of white noise.

Keywords: BLSTM · Deep learning · Transfer learning · Speech
processing

1 Introduction

In real-life environments, audio signals are affected by various conditions, such as
additive or convolutional noise due to elements that produce sounds simultane-
ously, obstacles in the signal path of the microphone or room size and materials.
Communication devices and applications of speech technologies, such as speech
recognition, may be affected in their performance [1–3] by the presence of any
of these conditions.

To overcome this problem, many algorithms have been developed over the
past few decades to enhance noisy speech. These algorithms try to reduce dis-
tortions, as well as improve the quality of the perceived signal. Several successful
algorithms have been based on deep neural networks (DNN) [4].
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The benefits of achieving this type of speech signal enhancement can be
applied to signal processing in mobile phone applications, robotics, voice over
Internet protocol, speech recognition systems, and devices for people with dimin-
ished hearing ability [5,6].

Models of neural networks that have been successfully applied in denoising
speech signals include recurrent neural networks (RNNs); e.g., the Long Short-
term Memory (LSTM) neural networks and their bidirectional counterparts
(BLSTM). In previous efforts to enhance speech, spectrum-derived character-
istics, such as Mel-frequency cepstrum coefficients (MFCC), have been mapped
successfully between noisy speech to clean speech [7–9].

The benefits of using LSTM and BLSTM arose from their superior modeling
of the dependent nature of speech signals. In particular, LSTM has been applied
for denoising speech signals, for applications such as speaker recognition [10].
A comparative study using several types of DNN has been presented in [11],
concluding that the best benefits are obtained with LSTM, compared to clas-
sical DNN or convolutional networks. In spite of their advantages, one of the
drawbacks often reported about LSTM and BLSTM is the high computational
cost of their training procedures.

The concept of transfer learning for speech processing has been reported in
applications such as speech synthesis [12], music genre classification [13] and
robust speech recognition [14]. The results have shown improvement in signal
quality, classification, and word error rate in these applications.

For the particular task of denoising speech, the transfer learning process has
been tested with other kinds of networks; e.g., general adversarial networks [15].
In this work, the concept of transfer learning between neural networks is applied
as a way to increase the effectiveness of BLSTM networks and reduce training
time in the task of denoising signals at different signal-to-noise ratio (SNR) levels.
To assess the improvements made, a comparative study on transfer learning from
a single BLSTM network trained on a particular SNR level, as well as some other
networks, is performed.

1.1 Problem Statement

A speech signal y degraded with additive noise from the environment, can be
modeled as the sum of a clean speech signal, x, and noise d, given by:

y(t) = x(t) + d(t) (1)

In classical methods, x(t) is considered uncorrelated to d(t). Many speech
enhancement algorithms estimate the spectrum of x(t) from the spectral domain
of y(t) and d(t).

In deep learning approaches, x(t) (or the spectrum Xk(n)) can be estimated
using algorithms that learn an approximated function f(·) between the noisy
and clean data of the form:

x̂(t) = f (y(t)) . (2)
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The precision of the approximation f(·) usually depends on the amount of
training data and the algorithm selected.

In the approach presented in this work, the information for the training of the
artificial neural network for a particular noise level is transferred from another
network, so the approximation f(·) can be obtained with better precision and
fewer training epochs, which means a significant increase in the efficiency.

For this purpose, several objective measures were used to verify the results,
which comparatively show the benefits of the transfer learning for the denois-
ing BLSTM neural networks. The rest of this document is organized as follows.
Section 2 provides the background of BLSTM neural networks. Section 3 briefly
describes the main definitions of Transfer Learning. Section 4 presents the exper-
imental setup. In Sect. 5, the results and discussion are presented, and finally,
Sect. 6 presents the conclusions.

2 BLSTM Neural Networks

Since the appearance of RNNs, new alternatives to model the character depen-
dent on the sequential information have been presented. For example, the neural
networks capable of storing information through feedback connections between
neurons in their hidden layers or other neurons that are in the same layer [16,17].

One of the most important models are the LSTM networks shown in [18].
Here, a set of gates is introduced into internal units, making a system capable
of controlling access, storage, and propagation of values across the network. The
results obtained when using LSTM networks in areas that depend on previous
states of information, as is the case with voice recognition, musical composition,
and handwriting synthesis, were encouraging [19,20].

Specifically, each unit in the LSTM networks has additional gates for storing
values: one for input, one for memory clearing, one for output, and one for
activating memory. With the proper combination of the gates, it is possible to
store values for many steps or have them available at any time [18].

The gates are implemented using the following equations:

it = σ (Wxixt + Whiht−1 + Wcict−1 + bi) (3)

ft = σ (Wxfxt + Whfht−1 + Wcfct−1 + bf ) (4)

ct = ftct−1 + it tanh (Wxcxt + Whcht−1 + bc) (5)

ot = σ (Wxoxt + Whoht−1 + Wcoct + bo) (6)

ht = ot tanh (ct) (7)

where σ is the sigmoid activation function, i is the input gate, f is the memory
erase gate, ot is the exit gate and h is the output of the LSTM memory unit.
c is the activation of memory. Wmn is the matrix that contains the values of
the connections between each unit and the gates. Additional details about the
training process and the implications of this implementation can be found at [21].
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An extension of LSTM networks that have had a greater advantage in tasks
related to temporal parameter dependence is the Bidirectional LSTM (BLSTM).
Here, the configuration of the network allows the updating of parameters in both
directions during training.

LSTM networks can handle information over long periods; however, using
BLSTM with two hidden layers connected to the same output layer gives them
access to information in both directions. This allows bidirectional networks to
take advantage of not just the past but also the future context [22].

One of the main architectures applied for speech enhancement is autoen-
coders. An autoencoder is a particular kind of neural network, which consists
of an encoder that transforms an input vector s into a representation in the
hidden layers h through a f mapping. It also has a decoder that takes the hid-
den representation and transforms it back into a vector in the input space. In
implementations, the number of units at the inputs correspond to the number
of units at the outputs of the network.

3 Transfer Learning

In the context of machine learning with artificial neural networks, transfer learn-
ing has been used to improve a model in one domain by transferring information
from a model in a related domain. For example, given a source domain DS with
a corresponding task TS , and a target domain DT with a corresponding task TT ,
transfer learning is the process of improving the target predictive function fT (·)
by using the related information from DS and TS [23].

Among the several types that have been developed, homogeneous transfer
learning is the most suitable for the approach presented in this work. The homo-
geneous transfer is properly applied where there is available data that is drawn
from a domain related to, but not an exact match for, a target domain of interest.

This process of transfer learning is commonly applied in human learning,
where experiences in one task (e.g., playing a musical instrument) can mean a
significant improvement in learning a new task (e.g., playing a different musical
instrument), relative to learning a new task with no antecedent [24].

In this work, DS and TS represent several possibilities: the approximation
of the identity function with speech data, the same task with noisy data, or the
task of denoising speech with additive noise at SNR0, while DT and TT the task
of denoising at every other SNR level.

4 Experimental Setup

This section describes in some detail the experimental setup that was followed
in the paper. The whole process can be summarized in the following steps:

1. Noisy database generation: Files containing artificially generated white noise
were generated and added to each audio file in the database for a given signal-
to-noise ratio (SNR). Five noise levels were added, to cover a range from light
to heavy noise levels.
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2. Feature extraction and input-output correspondence: A set of parameters
was extracted from the noisy and the clean audio files, using the Ahocoder
system. Those from the noisy files were used as inputs to the networks, while
the corresponding clean features were the outputs.

3. Training and validation: During training and validation, using forward pass
and backpropagation through time algorithm to train the BLSTM networks,
the internal weights of the connections were adjusted as the noisy and clean
utterances were presented at the inputs and the outputs. A total of 900 utter-
ances (about 80% of the total database) were used for training and 180 utter-
ances (about 15% of the total database) were used for validation. Details and
equations of the algorithm followed can be found in [25].

4. Test: A subset of 50 randomly selected utterances (about 5% of the total
amount of utterances of the database) was chosen for the test set. These
utterances were not part of the training process, to provide independence
between the training and testing.

4.1 Database

In our work, we chose the SLT voice from the CMU ARCTIC databases [26],
designed for speech research purposes at the Carnegie Mellon University, in the
United States of America. The whole set of 1132 sentences were used to randomly
define the training, validation and test sets. In our work, we chose the female
SLT voice.

4.2 Initialization and Transfer Learning

To test the proposal, different proposals to initialize the networks, or perform
the transfer learning from other networks are compared:

– Base system (random initialization): The set of internal weights of the
BLSTM network were initialized randomly, as the common practice in train-
ing autoencoders.

– Transfer (AA-clean): In this approach, an auto-associative network (which
approximate the identity function between the inputs and the outputs) is
trained using the MFCC from the clean speech. The result of this previous
training procedure is applied as the initialization weights of the denoising
autoencoders for each SRN.

– Transfer (AA-noisy): Similar to the previous case, an auto-associative network
is previously trained, but using parameters from the noisy speech for each
SNR level. The result of this training procedure is applied as the initialization
weights of the denoising autoencoders for each SRN.

– Transfer (TN): A denoising autoencoder was first randomly initialized, and
then trained to denoise the parameters of the speech at SNR 0. The resulting
weights of this network are then used as the initialization weights of the
networks for every other SNR level.
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The comparative study aims to find the best option to reduce training time
and achieve better results in the denoising task, using the evaluation measures
presented in the following section.

4.3 Evaluation

To assess the different to evaluate the results given by the different enhancement
methods:

– PESQ: This measure uses a model to predict the perceived quality of speech.
As defined in the ITU-T recommendation P.862.ITU, the results are given
in interval [0.5, 4.5], where 4.5 corresponds to a perfect reconstruction of the
signal [27].

– SSE (Sum of squared errors): This is a common measure to evaluate the
lowest validation error during training. SSE is defined as:

SSE(θ) =
T∑

n=1

(cx − ĉx)2 (8)

where cx is the desired output of the network, ĉx is the obtained output, and
T the number of frames.

– Number of epochs: During training the BLSTM networks, each epoch consists
of a feedforward and backforward step to adjust the weights of the internal
connections. The time taken to train the BLSTM is directly associated with
the number of epochs in training.

5 Results and Discussion

In Table 1, the results of the training process for each of the initializations and
transfer learning are presented. As stated in Sect. 3, the information from the
BLSTM autoencoder trained with SNR 0 was transferred to the rest of the
autoencoders. This is the reason for the missing values in the corresponding line
of the SNR 0 measures.

Due to the random initialization of the networks in the base system, these
training procedures were performed three times. Thus, the values reported in
Table 1 correspond to the mean values for the base system.

Regarding the efficiency of the training procedure, transfer learning repre-
sents a significant advantage over most of the other approaches compared in this
study. For example, for SNR −10 (the heavier level of white noise), the training
time is reduced by more than 55% in comparison to the base system.

For SNR 10, the training time is reduced 20%, while the reductions for SNR 5
and SNR −5 are 50% and 52% respectively. This represents a significant improve-
ment in efficiency in all cases. The benefits of using transfer learning from a
particular SNR level is also clear when compared with the other approaches for
the initialization of the BLSTM network. Considering that each epoch requires
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Table 1. Average number of epochs for training, SSE and PESQ for training the
BLSTM denoise autoencoder with white noise at several SNR. * is the best result for
each type of noise and each measure.

SNR 10

Training model Avg. epochs SSE PESQ

Base system 526 244.49 2.58

Transfer (TN) 417 245.95 2.57

Transfer (AA-clean) 655 243.79* 2.59*

Transfer (AA-noisy) 381* 248.14 2.57

SNR 5

Training model Avg. epochs SSE PESQ

Base system 318 288.36 2.26

Transfer (TN) 157* 289.39 2.28*

Transfer (AA-clean) 394 283.22 2.27

Transfer (AA-noisy) 508 279.09* 2.27

SNR 0

Training model Avg. epochs SSE PESQ

Base system 165* 335.13 1.75

Transfer (TN) – – –

Transfer (AA-clean) 374 328.28 1.77*

Transfer (AA-noisy) 328 325.7* 1.76

SNR −5

Training model Avg. epochs SSE PESQ

Base system 284 387.58 0.96*

Transfer (TN) 136* 342.3* 0.96*

Transfer (AA-clean) 270 392.07 0.96*

Transfer (AA-noisy) 246 387.12 0.96*

SNR −10

Training model Avg. epochs SSE PESQ

Base system 224 462.04 0.47

Transfer (TN) 96* 447.94* 0.55

Transfer (AA-clean) 196 463.06 0.56*

Transfer (AA-noisy) 206 457.22 0.52

about 60 s in a desktop computer accelerated with an NVIDIA GPU, several
hours can be saved for the whole set of experiments.

In terms of SSE, the reduction in the number of epochs is also reflected
in better values in two of the four cases compared. For SNR 10 and SNR
5 (the lightest levels of noise), the best SSE value was obtained with the
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auto-associative initialization with clean and noisy MFCC values. The values
obtained with the training performed after the transfer learning do not differ
significantly from those of the best case.

Finally, in terms of the PESQ, transfer learning reaches the best case in two
of the four cases applied. At all levels, except for SNR 10, there is an increase
in the PESQ measure in comparison to the base system.
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Fig. 1. Evolution of the SSE during training, for SNR5
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Fig. 2. Evolution of the SSE during training, for SNR-10

With all this information, the benefits of transfer learning in denoising appli-
cations, using BLSTM autoencoders, are clear. The training time drops sig-
nificantly and the objective measures of quality also increase, or do not differ
significantly from the best case.

In Fig. 1 and 2 the evolution of the validation error during training is pre-
sented. It is remarkable how much less time it takes for the training procedure to
reach the lower SEE value. With this reduction in training time and the similar
or best results in the other measures, a greater number of experiments or cases
can be analyzed using this type of artificial neural network.
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6 Conclusions

In this work, a comparative study of four approaches to initialize BLSTM autoen-
coders was presented. In particular, the main focus was on the transfer learning
approach, which brings a set of weights adjusted after a training procedure for
a particular level of white noise to other levels of noise.

Transfer learning presents benefits in terms of efficiency during training,
in comparison to two other supervised initializations (in the form of auto-
associative memories) and the more traditional random initialization approach.

The reduction of training time for this kind of network, with a large number
of connections, can be measured in terms of hours or even days in a large set of
experiments, such as the one performed in this study.

For future work, more extensive research about the source of the transfer
learning (such as the SNR used) can be performed. Statistical validation of the
improvements achieved could be also relevant. Finally, additional benefits about
transfer learning for different kinds of noise can be of great interest to speech
enhancement applications.
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E., Zadrożny, S. (eds.) ICANN 2005. LNCS, vol. 3697, pp. 799–804. Springer, Hei-
delberg (2005). https://doi.org/10.1007/11550907 126

21. Gers, F.A., Schraudolph, N.N., Schmidhuber, J.: Learning precise timing with
LSTM recurrent networks. J. Mach. Learn. Res. 3, 115–143 (2002)
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Abstract. The bin packing problem is a widespread combinatorial prob-
lem. It aims at packing a set of items by using as few bins as possible.
Among the many available solving methods, approximation ones such as
heuristics have become popular due to their reduced cost and generally
acceptable solutions. A further step in this regard is given by hyper-
heuristics, which literature usually defines as “high-level heuristics to
choose heuristics”. Hyper-heuristics choose one suitable heuristic from
a set of available ones, to solve a particular portion of an instance. As
the search progresses, heuristics can be exchanged, adapting the solution
process to the current problem state under exploration. In this work, we
describe how to generate and use hyper-heuristics that keep a record
of the scores achieved by individual heuristics on previously solved bin
packing problem instances in the form of rules. Then, hyper-heuristics
manage those scores to estimate the performance of such heuristics on
unseen instances. In this way, the previous actions of the hyper-heuristics
determine which heuristic to use on future unseen cases. The experiments
conducted under different scenarios yield promising results where some
of the hyper-heuristics produced outperform isolated heuristics.

Keywords: Bin packing problem · Heuristic · Hyper-heuristic

1 Introduction

The bin packing problem (BPP) [8,14], in its general formulation, consists of
packing a set of items (with their corresponding properties) by minimizing the
number of bins used. In general, BPP is an exciting problem since many other
optimization problems such as the cutting stock problem [7] and the knapsack
problem [10] can be modeled as BPPs [15]. Although there are many variants of
this problem, in this investigation, we have focused on the one-dimensional online
BPP (1D-BPP). Then, we assume that the only relevant property of the items
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is their length and that it is not possible to sort the items as a preprocessing
step. An example of such a scenario is given by a production line with a fixed
robot arm that packages items into the boxes. Here, items must be packed as
they arrived, even if the whole production schedule can be known.

The current literature is vast in methods for solving the BPP [1,3,23]. Unfor-
tunately, most of the methods that guarantee to find the optimal solution (also
known as exact ones) are limited in the size of the instances they can handle.
Conversely, approximation methods, such as heuristics, are fast to implement
and execute but cannot guarantee the optimality of the solutions. More impor-
tantly, since these heuristics are usually generic methods, their performance may
drastically change from one instance to the other, even within the same prob-
lem domain. A more robust way to tackle the BPP consists in combining the
strengths of single heuristics, employing a hyper-heuristic (HH). A HH is a high-
level method that decides when to use the individual heuristics throughout the
solving process [4].

This idea of combining solvers dates back to the mid 70s [21]. From that
moment onward, different solving strategies have emerged: algorithm port-
folios [11], instance-specific algorithm configuration [17], and hyper-heuristics
[20,23], just to mention some. In general, these methods manage a set of solvers
and apply the most suitable one for the problem instance. Aiming at unifying
terms, from this point on, we will use the term “hyper-heuristic” to refer to the
methods proposed in this paper.

In this work, we focus on developing score-based hyper-heuristics through a
process that updates the scores of different heuristics according to their perfor-
mance on a historical basis. Although a few studies have explored similar ideas in
the past, the solution model proposed in this work is, to the best of the authors’
knowledge, a novel approach. In the literature, we found no previous work that
deals with the idea of training hyper-heuristics for the 1D-BPP by using such a
straightforward reward-based strategy as the one described in this work.

We have organized the remainder of the document as follows. Section 2
presents the most relevant concepts and works related to this investigation.
Section 3 details the hyper-heuristic model proposed in this work. In Sect. 4, we
present the experiments conducted, their analysis, and discuss the most relevant
findings. Finally, we present the conclusions and future work in Sect. 5.

2 Background

The 1-Dimensional Bin Packing Problem (1D-BPP) is defined by a set of n items
and m bins, where wj and cj represent the length of item j and the capacity of
each bin, respectively. To solve this BPP, it requires assigning each item to one
bin such that the total weight of the items in each bin does not exceed c, and
the number of bins is minimum.

The current literature contains significant examples of recent advances in
solving the 1D-BPP. On the one hand, there are approaches based on metaheuris-
tics. Abdel-Basset et al. [1] enhanced the Whale Optimization Algorithm (WOA)
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by adjusting positions inside the search space boundaries and implementing a
Lévy distribution to draw samples. Similarly, Zhang et al. [24] reported a buffered
version of the next fit heuristic. The objective of the buffer is to store some
items temporarily so that items with specific characteristics can be packed in
the same bin. This allows controlling the wasted space of the bins on a similar
range, and even filling the remaining open bins to its full capacity (whenever
possible). In a more recent study, Gherboudj [18] adapted the African Buffalo
Optimization (ABO) algorithm to solve the 1D-BPP. Their work combined four
heuristics with the ABO algorithm to improve its behavior. This combination
showed effective results in various test scenarios.

On the other hand, researchers have explored hyper-heuristics (HHs) to
solve 1D-BPPs indirectly, because they work on the heuristic space rather than
the solution one. When working with hyper-heuristics, they map the problem
state through a set of features, so the most suitable heuristic can be applied.
In the past, researchers have relied on metaheuristics, such as Genetic Algo-
rithms (GAs) [19], Simulated Annealing (SA) [13], and Ant Colony Optimiza-
tion (ACO) [6,9] to produce hyper-heuristics. Other authors have preferred
machine learning techniques devoting considerable efforts to exploring super-
vised learning methods [5,16].

2.1 Heuristics

For this preliminary investigation, we have focused on two popular heuristics for
solving the BPP: First Fit (FF) and Best Fit (BF). FF, as the name suggests,
packs the next item in the first open bin, as long as it fits. One by one, all the
bins are revised until it finds one where the item can be packed. If there is not
such a bin, it opens a new one to pack the item there. Subsequently, BF looks for
the bin with the minimum space to pack the item (i.e., it minimizes the waste).
As in FF, if no bin has enough space for the item, a new one is opened.

Forthwith, we describe how these heuristics work by using the instance
depicted in Fig. 1. In this example, the next item to pack has a length of four
units. Since two of those bins are full, they are considered to be closed. FF will
try to pack this item as soon as possible. So, it packs it in the fourth bin since
it has five units available. This action leads to a waste of one unit in such a bin.
Conversely, BF will try to minimize the waste, looking for the bin where the
item fits best. So, BF skips the fourth bin and packs the item into the fifth one,
where it fits perfectly.

We are aware that there are many other popular heuristics available for
solving the BPP, such as Djang and Finch and their multiple variants [22].
However, analyzing their effect went beyond the scope of this work.

2.2 Instances

In this work, we considered synthetic instances since they allow us to test the
methods under specific and controlled scenarios. We now briefly describe them:



A Preliminary Study on Score-Based HHs for Solving the BPP 321

Fig. 1. Example of the solving process of a 1D-BPP instance of 15 items with lengths
between one and six units and bins with a capacity of ten units. At the moment, ten
items have been packed by using five bins (two closed and three open), and five items
remain unpacked.

Training Set. It contains 100 small instances of 20 items with lengths between
1 and 32 units. The bins in these instances accept up to 64 units. This set has
a mixture of instances so that no single heuristic performs the best in every
instance. Such a fact forces the hyper-heuristic to switch between heuristics as
the search takes place. It is noteworthy to mention that this situation might
not hold for other sets of instances. To generate the Training Set, we used
the evolutionary-based BPP generator introduced by Amaya et al. [2].

Test Set A. It consists of instances similar to the ones used for training. It
contains 200 small instances of 20 items whose length varies between 1 and
32 units. The bin capacity is also defined at 64 units. To generate this set, we
used the same generator from the previous experiment.

Test Set B. It incorporates the 160 instances proposed by Falkenauer [12].
These instances are classified into two different groups. The first one contains
items with lengths uniformly distributed between 20 and 100 units and bins
with a capacity of 150 units. The second group has items with sizes between
25 and 50 and bins of 100 units.

To characterize these instances, we used two dynamic features (they change
throughout the solving process). These features are the proportion of open items
concerning the total number of bins used (OBINS) and the average waste among
all the open bins (AVGW). To exemplify how these features work, let us again
take a look at the instance depicted in Fig. 1. Under these conditions, we calculate
the value of OBINS as the number of open bins divided by the total number of
bins. In other words, OBINS equals 3/5 for this example. Regarding the average
waste, only open bins waste space. So, it sums 14 (3 + 5 + 6) units. This way,
the AVGW value for this instance is 14/5.
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3 Model Description

Our hyper-heuristic (HH) model relies on a set of rules that works on two dif-
ferent levels: as a record the historical performance of single heuristics and as
an estimation of their future performance. A rule has the purpose of finding a
region on the problem space in which one specific heuristic behaves better than
the others. Each rule contains two parts: a condition and an action. They are
related to the instance state and the heuristic to apply, respectively.

Our HHs need to undergo a training process before we can use them in
practical situations. During such a process, the HH iteratively updates the set
of rules, one rule at a time. Then, when the hyper-heuristic deals with a new
instance, the information within the rules determines which heuristic to use. The
rules are different from the ones considered in other HH models, where the rule
directly states the actions. In our approach, given a rule, we require an additional
calculation to decide which heuristic to apply. The task of the training process is
to find a set of rules that best discriminates the instance space. Figure 2 depicts
an example of how a rule looks inside the HH.

Fig. 2. An example of a hyper-heuristic produced by our solution model. Left: Condi-
tion contains the instance space description expressed in terms of the features OBINS
and AVGW. Right: Action has the scores of the heuristics (i.e., the larger, the better).

The model randomly initializes k rules by using a set of features that char-
acterize the instance space as the condition and the available heuristics as the
action of such rules. The scores of the heuristics in the rules are randomly initial-
ized with values between 0 and 10. When the model deals with a new instance,
it iteratively packs the items, one at a time. For each item, the hyper-heuristic
decides which heuristic to apply. Let r be the rule with the condition closest
to the instance state (via the Euclidean distance). Then, the heuristic with the
largest score in the action of r is returned to pack the item. For example, given
the rules depicted in Fig. 2 and an instance with values for OBINS and AVGW
of 0.08 and 1.12, respectively, the rule with the closest condition to the current
problem state is R2. Now that we know that R2 will be selected, the scores for
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FF and BF are 6.89 and 2.06, respectively. Based on these values, the rule will
recommend using FF, since it has the highest score among all the heuristics
in R2.

It is important to remark that the aforementioned rules are updated iff the
hyper-heuristic is on training mode. Such an update is performed in two different
moments, as described:

– Every time the HH makes a decision, it is “rewarded” based on the quality
of its decision. This process changes the scores of the selected rule (increases
the scores related to the right decisions and decreases the ones related to the
bad ones). To decide the value to add or subtract to the scores, we calculate
the reward as 0.01/(OBINS × AVGW).

– After the HH has packed all the items in the instance, the system replaces
the less used rule. The system generates a new rule according to one out of
three initialization functions: RANDOM (a random choice for the conditions),
MEAN (the average values of the points visited during the search of the last
instance), and LAST (the values of the features of the last visited point in
the instance space). In all cases, the scores for the heuristics are randomly
initialized by using a uniform distribution function between 0 and 10.

4 Experiments and Results

In this investigation, we conducted two experiments. The first one explored the
generation of hyper-heuristics by using three strategies to initialize the rules. For
each strategy, we generated 11 hyper-heuristics by using the approach described
in Sect. 3. Subsequently, the second experiment compared the performance of the
best hyper-heuristics produced from the first experiment on a set of instances
with features different from the ones used for training. In other words, the sec-
ond experiment analyzed the behavior of the most competent hyper-heuristics
produced by our solution model on a more realistic and challenging scenario.

4.1 Exploratory Experiment

The objective of this experiment was to evaluate three different methods for
initializing rules and their decisions. In all cases, hyper-heuristics contained 20
rules. This value was decided based on our previous experience with this problem.
The training process to produce one hyper-heuristic ran for 100 epochs in each
case—an epoch occurs when all the instances in the Training Set have been
analyzed. We obtained 11 hyper-heuristics by using each initialization function
(i.e., RANDOM, MEAN, and LAST). Then, the two heuristics and the 33 hyper-
heuristics were applied on the Test Set A. In all cases, the average waste across
all the items (AVGW) was used to estimate the quality of the solutions.

Figure 3 presents the resulting data. Among the hyper-heuristics produced,
there are two worth analyzing in more detail. Let us call these hyper-heuristics
HHA and HHB. The former represents the hyper-heuristic that performed best
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when initializing them with the MEAN approach. Conversely, HHB represents
the best performing hyper-heuristic. It is worth remarking that HHB corresponds
to the LAST initialization. While FF and BF produced an average waste of 8.32
and 5.07 units in Test Set A, HHA and HHB reduced the average waste to 4.62
and 3.87 units, respectively. Despite these savings, both of them are still far from
the Oracle, which produced an average waste of only 2.76 units for the same set.

Fig. 3. Average waste on the Test Set A produced by 11 hyper-heuristics generated
with each rule initialization method. The red, blue, and green horizontal lines represent
the average waste of First Fit (FF), Best Fit (BF), and the Oracle (the best performer
for each instance), respectively. (Color figure online)

We now consider the proportion of instances where the solving strategies
behave as competent as the Oracle. Let us refer to such a proportion as the
success rate. Then, the better the solving strategy, the closer to 100% the success
rate becomes. The reason: this would mean that the strategy performed as the
Oracle on every instance within the set. The success rate of FF and BF on the
Test Set A was 50% and 77.5%, respectively. Conversely, the success rate of HHA
and HHB on the same set increased to 82% and 89.5%, respectively.

4.2 Confirmatory Experiment

We are now interested in observing the behavior of the best hyper-heuristics,
HHA and HHB, on instances whose features differ from those of the ones used
for training. So, we use them to solve the Test Set B. Such a set contains the
instances generated by Falkenauer [12], as mentioned before. Once again, per-
formance data are compared against that of the Oracle. Based on the results
obtained, we observed many instances where both FF and BF behave in the
same way (88.13% of the instances). Nonetheless, both hyper-heuristics (HHA
and HHB) proved to be reliable and competent. HHA obtained a success rate of
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95%, while HHB obtained 97.5%. These values mean that these hyper-heuristics
were unable to replicate the Oracle in only 8 and 4 out of the 160 instances,
respectively.

4.3 Discussion

The analysis conducted on three different initialization methods (i.e., RAN-
DOM, MEAN, and LAST) suggests that a simple random function is not pow-
erful enough to outperform individual heuristics. On a closer look, we found that
RANDOM tends to replicate the behavior of the single heuristics. Thus, it seems
that it reduces the capability of the hyper-heuristic to discriminate between
heuristics and alternate their use throughout the solving process. MEAN and
LAST methods demonstrate that it is indeed possible to improve the results
of the heuristics throughout the proposed approach. Among the three initial-
ization methods, on average, LAST performed best. However, better techniques
can likely be found by deepening the study on this matter.

When testing the two best HHs on the Falkenauer dataset [12], we observed
that these hyper-heuristics remain competitive, although they were not trained
for such instances. The two hyper-heuristics that we analyzed in more detail
(HHA and HHB, produced with MEAN and LAST, respectively) were close
to fully replicating the behavior of the Oracle, proving its contribution. The
difference between Oracle and these hyper-heuristics lies in the way decisions
are made. While the Oracle solves an instance with the same heuristic from
start to end, HHA and HHB use different heuristics depending on their decision
rules. This result means that there may be many different paths that lead to
similar and high-quality solutions.

5 Conclusion and Future Work

Throughout this study, we proposed a score-based hyper-heuristic (HH) model
for tackling the 1-Dimensional Bin Packing Problem (1D-BPP). This model iter-
atively updates its internal structure to capture the patterns in the instance
space, which suggests when one heuristic performs better than the others. There-
fore, the proposed model generates a set of rules that segments the 1D-BPP
instance space. This segmentation allows the system to discriminate between
heuristics throughout the search, as a means to improve the quality of the solu-
tions. Our findings suggest that the initialization method is crucial for this model
to work. By merely using arbitrary rules, the model does not reach a competitive
solution against a single heuristic. Moreover, from the three methods we tested,
LAST behaved best.

It is imperative to remark that this document describes the first study
towards a score-based HHs—at least in the way we propose it. Unfortunately,
due to space restrictions, we could only consider two heuristics and two features
to characterize the instance space. Moreover, for this preliminary investigation,
we wanted to keep a basic set of heuristics to estimate the contribution of the
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proposed approach. Naturally, we expect to extend this idea and cover more
heuristics as part of future work. When new heuristics and features are intro-
duced, the model might behave differently. However, it is noticeable that our
proposed model requires no changes to incorporate more heuristics or features,
so it can quickly scale to more complex situations.

As part of the future work, we would like to explore how this model behaves
on a different problem domain, such as the knapsack problem or the graph col-
oring problem, which are some exciting and challenging combinatorial optimiza-
tion problems we would like to address through hyper-heuristics. Also, all the
instances considered for this work were synthetic, but other kinds are required
to validate the contributions of our approach thoroughly. We also plan on incor-
porating them as a future step of this work.
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López, J.A., Sarkar, S. (eds.) MCPR 2018. LNCS, vol. 10880, pp. 62–71. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-92198-3 7

https://doi.org/10.1007/s00779-018-1132-7
https://doi.org/10.1007/s00779-018-1132-7
https://doi.org/10.1007/978-3-319-99259-4_30
https://doi.org/10.1007/11554028_91
https://doi.org/10.1007/978-3-319-55453-2_13
https://doi.org/10.1007/978-3-319-92198-3_7


A Preliminary Study on Score-Based HHs for Solving the BPP 327

10. Eliiyi, U., Eliiyi, D.T.: Applications of bin packing models through the supply
chain. Int. J. Bus. Manag. 1(1), 11–19 (2009)

11. Epstein, S.L., Freuder, E.C., Wallace, R., Morozov, A., Samuels, B.: The adaptive
constraint engine. In: Van Hentenryck, P. (ed.) CP 2002. LNCS, vol. 2470, pp.
525–540. Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-46135-3 35

12. Falkenauer, E.: A hybrid grouping genetic algorithm for bin packing. J. Heuristics
2(1), 5–30 (1996)

13. Garza-Santisteban, F., et al.: A simulated annealing hyper-heuristic for job shop
scheduling problems. In: 2019 IEEE Congress on Evolutionary Computation
(CEC), pp. 57–64, June 2019

14. Hu, H., Zhang, X., Yan, X., Wang, L., Xu, Y.: Solving a new 3D bin packing
problem with deep reinforcement learning method. arXiv preprint, August 2017

15. Koch, T., et al.: MIPLIB 2010. Math. Programm. Comput. 3(2), 103–163 (2011)
16. Lara-Cárdenas, E., Sánchez-Dı́az, X., Amaya, I., Ortiz-Bayliss, J.C.: Improv-

ing hyper-heuristic performance for job shop scheduling problems using neural
networks. In: Mart́ınez-Villaseñor, L., Batyrshin, I., Maŕın-Hernández, A. (eds.)
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Abstract. One of the main characteristics of multi-agent systems is the
ability to solve problems achieving objectives. This is possible because of
the learning mechanisms that are embedded in the systems and go from
neural networks up to vector support machines. Agent-based systems
stand out for their autonomy and adaptation of dynamic conditions of
the environment. This article presents the Hebbian theory, which is one
of the learning methods from the neuroscience field. A particularity pre-
sented by the Hebbian theory from the computer since field perspective is
the primary mechanism of synaptic plasticity where the value of a synap-
tic connection increases if neurons on both sides of a said synapse are
activated repeatedly, creating a new one simultaneously. This mechanism
is integrated into the Learning Classifier Systems (LCS) to validate its
effectiveness in the solution task, and can be used in multi-agent systems.

Keywords: Hebbian theory · Learning · LCS · Multi-agents

1 Introduction

One of the main tasks of artificial intelligence is to be able to create artefacts
that show a very similar conscience to that of their creators [11]. It talks about
the human being per se. In this sense, it is currently looking for the autonomous
generation behavior rather than the optimization of systems. Multi-agent sys-
tems allow solving problems using different approaches of artificial intelligence,
such as neural networks, fast learning, machine learning, and others. Autonomy
and adaptation to the environment presented by the multi-agent systems is pos-
sible because of the architecture that makes them up, through the generation
mechanism of new knowledge and negotiation protocols that lead them to solve
problems and achieve objectives [15].

An important feature of these agents is the way they react immediately to envi-
ronment changes due to the sensors that are constantly monitoring. This activity
is possible because of the learning system that is embedded in the system and
because of the way it processes information from the environment [10,15]. Cur-
rent techniques solve problems for which they were created but do not respond
efficiently to behaviors or changes in beliefs to help in human beings’ tasks.
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This article deals basically with Learning Classifier Systems (LCS) [7]
because of their features. This means, LCS learn and adapt from the environ-
ment. These qualities make them highly reactive, and in the event the systems
are not able to find an answer within the environment, they do not get blocked,
allowing more information to converge towards the best solution.

The most advanced LCS have a genetic algorithm that allows them to be
evolutionary and a learning algorithm that adds new knowledge to the database.
The modularity LCS allow modifying the type of learning, and it is in this sense
that the Hebbian learning was implemented in LCS [5]. This learning comes
from the neuroscience and is based on the plasticity of the connections of neurons
[6,13].

2 Learning Classifier Systems (LCS)

John H. Holland [7], describes the LCS as the framework that uses a genetic
algorithm to study learning-based systems in rules and the “condition/action”
pair.

The set of rules of action is built using the following notation: # Symbol of
“don’t care” or “doesn’t matter”, ? is the symbol “fits all”, 0 = false, 1 = true. The
symbols # and ?, are used interchangeably for purposes of the implementation in
the LCS, because in both cases, they act as wild cards that accept any allowed
value in the environment [7,8].

In Fig. 1, the general architecture of LCS can be observed. Considering this
architecture as the base, various adjustments and improvements have been made,
and authors such as Martin Butz, Wilson, Stolzmann, and Goldberg, focus on
the learning reward processes or the error prediction [8].

This article presents an adaptation of the LCS architecture that incorporates
the Hebbian learning.

Fig. 1. General architecture of LCS
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3 Hebbian Learning

Hebbian learning comes from the Donald O. Hebb’ postulate [3] studying the
neuronal function of the human brain and cognition. Currently, Hebbian learning
is applied to neuronal networks and other areas of technology.

Hebb’s postulate states: “When an axon of a cell A is close enough to excite
a cell B and persistently takes part in its activation, some growth process takes
place in one or both cells, so that the efficiency of A, as one of the cells activating
B, is increased” [3].

Hebb postulated that the weight of the synaptic connections adjusts by the
correlation between the activation values of the two connected neurons. Neurons
are activated by thoughts, decisions and experiences from external stimulation,
and the brain checks if there has already been a similar or not stimulus and
takes the characteristics of the input data generating an association between the
inputs and outputs of the system.

The connection of neurons generates a synaptic weight. If a weight con-
tributes to the activation of a neuron, then the weight increases but if the weight
is inhibited, then it decreases. This way, the strength of the synapse in the brain
changes proportionally according to the firing of the input and output of neu-
rons. This process remodels the old Hebbian networks (those that are not active)
or creates new networks generating neuroplasticity. The input neuron is known
as pre-synaptic and the output as post-synaptic [5]. The scheme of the neuro-
plasticity generation is described in Fig. 2.

Fig. 2. Hebbian learning, based on neuroplasticity

Hebbian learning uses the rules of synaptic plasticity. A rule of synaptic
plasticity can be seen as a set of differential equations that describes the aver-
age of tests of the synaptic weights, the role of pre-synaptic activities, post-
synaptic, and other factors. In some plasticity models, the activity of each neuron
is described as a continuous variable that can take positive and negative values.
The value of the synaptic weight increases if the input and output values are
positive or negative but will decrease if one is positive and the other negative. A
variable activity that takes both values, the positive as well as the negative one,
can be interpreted as the difference between the average of tests and a modified
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background rate, or that they are among the firing rates of two neurons that are
treated as a unit [3,13].

There are several models of the Hebbian learning, though, for this research,
we only considered those that are somehow normalized and can be implemented.
For example, the multiplicative rule, also known as the Oja rule, was created
for unsupervised learning. The Oja rule introduces the restriction dynamically,
where the square of the synaptic weights is added. The use of normalization
has the effect of introducing competition between neuron synapses over limited
resources, which is essential for stabilization from a mathematical point of view.
The Eq. (1) describes a convenient form of normalization [12].

wij(q) = wij(q − 1) + α.yi(q).[xj(q) − yi(q).wij(q − 1)] (1)

where:
q is the input/output pair that is given a weight
x contains the input values
y contains the output values
α is the learning rate with values between [0,1]
yi is the output of the neuron i
xj is the input of the neuron j
wij is the connection weight of neuron j to neuron i

If the value of α approximates 1, the network will have a small weight but will
remember little of what it learned in previous cycles. The term αy(n)xi(n) rep-
resents the Hebbian modifications to the synaptic weight wi and n the discrete-
time. The equation −yi(q)wij(q − 1) is responsible for the stabilization and is
related to the forgetting factor or degradation rate that is generally used in
learning rules. In this case, the degradation rate takes a higher value in response
to a stronger response. The choice of a degradation rate has a great effect on
the rapidity of convergence of the algorithm; particularly, it cannot be too large.
Otherwise, the algorithm would become unstable. In practice, a good strategy
is to use a relatively large value of α at the beginning to ensure an initial con-
vergence, and gradually make α decrease until the desired precision is achieved
[12]. The magnitude of the weights restricted to 0, which corresponds to having
no weight, and 1, which corresponds to the input neuron with any weight; this
done so that the weight vector is 1 [9].

The instar rule is an improvement to the Hebb rule with degradation [4]
that prevents weights from degrading when a stimulus is not found. Instar is
considered a neuron with a vector of inputs, and it is the simplest network
capable of having pattern recognition. Instar is active as long as the internal
product of the vector of weights and the input is greater than or equal to −b,
where b is considered as the “trend” and must have a value between 0 and 1. This
rule belongs to unsupervised learning and works locally. Unlike Hebb’s rule with
degradation, it only allows the degradation of weight when the neuron instar is
active. That is, when a �= 0. To achieve this, a term that avoids forgetting is
added, which is proportional to yi(q) [14]. This is seen in the following Eq. (2).
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wij(q) = wij(q − 1) + α.yi(q).(x(q) − wij(q − 1)) (2)

Where:
x(q) contains all the values of the output vector. α takes values between 0 and
1 to ensure that weights values increase, if α reaches 0 it becomes unstable and,
on the contrary, if it gets close to 1, the network begins to forget the old entries
quickly and will only remember the most recent patterns allowing to have a
limited growth of the weight matrix. The maximum value in weight wmax

ij is
determined by α, which happens when yi and xj have values = 1 for all q, which
maximizes learning.

Another rule that literature classifies as stable is the outstar , which has a
scalar input and a vector output. This can improve the call pattern by associating
a stimulus with the response vector. The outstar rule, unlike to the instar, makes
the degradation of the weight proportional to the xj network entry. The Eq. (3)
shows the rule of outstar [4]:

wij(q) = wij(q − 1) + α.(y(q) − wij(q − 1)).xj(q) (3)

Where: y(q) contains all the values of the output vector.
The rule outstar belongs to the supervised learning. In it, learning occurs

whenever xj �= 0. If the rule has learned something, the column wij approaches
the output vector, that is, when some weights are equal to those of the desired
output [2].

In this first research work, standardized Hebbian learning is used to evaluate
the feasibility of implementation in a LCS, and the tests are carried out in
environments that the classifiers community uses.

4 Hebbian Learning Implementation in a LCS

The base architecture used is the GXCS classifier [10]. The modules that were
added for the incorporation of the Hebbian learning are shown (shaded) in Fig. 3.
These specific modules allow the classifier to calculate a vector of weights, com-
posed of environmental conditions, as well as to evaluate each of these conditions
to learn about the dynamics of the environment, contrary to the array of predic-
tions used in traditional learning [10]. A module for the values of x and y has also
been integrated, which is directly assigned to the conditions of the environment
that are embedded in each of the competing rules to perform a specific action.
The values that x and y receive, can be scalar or vector according to a Hebbian
condition such as Oja, instar and outstar, which are stable rules. That is, they
do not generate undesirable states in the [1] environment. A degradation rate is
used to evaluate the permanence or erasure of the rules that are within the set
of actions by controlling the number of rules produced by the interaction of the
environment, thus avoiding over-exploitation of rules that could slow down the
system.
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Fig. 3. GXCS-H architecture

The initialization of the synaptic weights vector, as well as the introduction
of the Hebbian learning equation represented with H(e, a). The degradation rate
is the parameter of deletion or preservation of any specific rule.

The assigned value for the degradation rate is 0.5 [1]. If values outside the
range of (0, 1) are used in the area of neural networks, the stability of the Hebbian
weights gets broken. To avoid this, Hebbian rules that have these parameters are
used, so that they stabilize the equation of the basic rule of Hebb [1,5] and help
convergence within the classifiers. These parameters allow the values to be in
the range between 0 and 1, values that can be manipulated in the equations,
and above all, can be used and read to generate an expected output. The stable
rules are: Multiplicative normalization rule or Oja , Instar rule and Outstar
rule.

The instar , outstar and multiplicative (Oja) rules contain a decay
parameter that controls the degradation of weights. This parameter prevents
the elimination of rules that are useful in future environmental conditions and
allows the elimination of those that have not participated or that have an apti-
tude with a value close to zero, thus avoiding saturation of memory.

4.1 Multiplicative Normalization Rule

This rule takes the information from the synapse that is being modified, prevent-
ing Hebbian weights from growing indefinitely. The product of the value of the
output, associated with the rule and the Hebbian weight of each rule, is respon-
sible for the stabilization of the weights. This product is known as a forgetting
factor or degradation rate and it allows eliminating only the rules that have not
been used or have low values, close to zero or even zero [5].

A fragment of the GXCS architecture is shown in Fig. 4 with the integration of
the Hebbian learning where the vector of weights that have been assigned to the
rules, can be observed. The vector will be in the set of actions and are taken for re-
calculating the values of inputs and outputs of each of them. The value associated
with the entering environment rule is stored in a x scalar. The same applies to
the output y that takes its value randomly. Both values fluctuate between 0 and
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1. The degradation rate decay is also calculated with random values that are
between 0 and 1 and is assigned to an element of the set A of rules and actions.
If necessary, the genetic algorithm used by the LCS, included in this version,
is invoked. Once the values of the weights w (the degradation rate decay , the
inputs x and the outputs y) are obtained, the value of the following weight is
calculated using equation (2) of the multiplicative normalization (or of Oja).

Fig. 4. Standardization of architecture

4.2 Rule of Instar

This rule prevents weights from degrading when there is not enough stimulus
when calculating the values of inputs and outputs. It allows degradation only
if the rule is active; that is, that the output has a value higher than 0.5. The
weight values are learned at the same time that the old values of the inputs and
outputs are degraded, as well as the Hebbian weight. All of them are assigned
to each set of rules and actions within the classifier. The vector of weights has
similar values to those of the vector of entries when the rule has an associated
value to the aptitude greater than the average. In this case, if the degradation
rate is equal to 0, the current weight is equal to the new weight assigned to the
rule. If the degradation rate gets a value of 1, then the new Hebbian weight has
its maximum value; if the degradation rate has a value of 0.5, then the value of
the vector of entries is added to the Hebbian weight. The process is very similar
to that of the Oja rule. The main difference is that the value of y of the outputs,
associated with the actions taken from a set of values that belong to an output
vector, takes the most suitable one. The second difference concerning the Oja
rule is that the decay degradation rate is not taken directly from the equation,
but is calculated pseudo-randomly with values that fluctuate between 0 and 1.

4.3 Rule of Outstar

In this case, the input is a scalar value and the output a vector. The value of
the Hebbian weight gets close to the values found in the output vector when
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the ruler has learned something, acquiring the same value as the output. The
weight changes when the ruler has a greater or equal aptitude than the average.
The difference concerning the instar rule is that the value of x of the entries
associated with the rules are taken from a set of values belonging to a vector of
entries, from where it takes the fittest. The calculation of the degradation rate
decay is done in the same way as in the instar rule.

5 Experimentation

The tests performed at the GXCS, are based on the environments proposed
by the LCS community. These are multiplexer and woods since both allow
obtaining an easy to interpret solution. The multiplexer environment is known
as static and woods as dynamic. The woods environment is used to test the Oja
rule with supervised learning and outstar. In the multiplexer environment, the
multiplicative normalization rule (Oja) was tested for unsupervised learning and
instar. The woods environment can be seen as a maze where there are obstacles,
and an agent that runs through it to reach a goal and the goal itself. Figure 5
illustrates an example of how a maze can be developed. The agent is shown as
a person who will travel through the maze to reach the final goal, which, in this
case, is exemplified with a gift. The person has to go through the shortest path
avoiding all the obstacles in it.

Fig. 5. Woods environment

This environment, computationally speaking, can be seen as an array with
values, where each obstacle is assigned with a value of 1 and the cell that has no
obstacle with the value of 0. A chain of zeros and ones is arranged by position.
Each position in the chain indicates if there is an obstacle or if the way is free.
For example, the first position of the chain can indicate the position above the
agent, where a number one indicates that there is an obstacle. In the example,
the cell that is just above the agent was taken as the first to be added to the
rule. From there on, values are taken clockwise. As a result of this example, the
generated rule is 11100111, and it can be observed that there are obstacles just
above the agent, in the upper right corner and on the right side of it. Then two
zeros can be seen, which indicates that there are no obstacles in the lower right
corner and precisely below it, and after, there are more obstacles in the next
three positions that are at its left side.

The multiplexer environment can be illustrated using logic gates where
there are several inputs, in this case six, and only one output. It can be
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observed in Fig. 6, that the entries are associated with the variables xi where
i = 0, 1, 2, ..., 5. These inputs enter a circuit with accommodated logic gates sim-
ilar to the Boolean multiplexer, and the values get mixed with logical operators
of AND and OR, achieving a single output F6.

Fig. 6. Multiplexer environment

For a LCS, the multiplexer inputs are part of the rule to be evaluated, where
each input represents a particular parameter of that rule, and the output is the
action associated with the entire rule. This data is entered into the multiplexer,
which evaluates as if it had logic gates and allows the values to be assigned to
the corresponding rule/action pair.

Within the first tests, comparisons were made between a GXCS and a GXSC-
H. The latter is the one that incorporates the Hebbian learning. The first envi-
ronment was the multiplexer. After 20,000 rules with the three Hebbian slopes,
as seen in Figs. 7, 8 and 9, we analyzed, the performance in the first instance.
This one was calculated from the values obtained from the weight vector, the
reward, and the aptitude of each rule. The degradation or decay rate allowed us
to eliminate the rules that had a lower weight and therefore were not candidates
to be taken into account for future calculations. At the implementation level, we
generated an output file to store the test results: performance, the number of
tests performed, a margin of error in the prediction, and the number of elements
for each iteration. It was observed, as shown in the graphs in Figs. 7, 8, and 9
that there is a higher performance. However, a more significant number of tests
is necessary to validate these results.

The first tests were done with an initial weight very close to zero, with pseudo-
random values between 0.5 and 0.6. Still, it is remarkable that better results were
obtained with a wider range, then it was decided to use the range from 0.1 to
0.6, improving the performance. This calculation was used for the three tested
Hebbian slopes since better values were found in the weights and the performance
of the classifier.
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Fig. 7. Comparison between GXCS and GXCS-H with Oja

Fig. 8. Comparison between GXCS and GXCS-H with Instar

The variable that was used for the degradation rate started with values close
to zero. The used range was between 0.1 and 0.7, and then it was applied to erase
the rules. Initially, the rules that had a degradation rate greater than 0.5 were
deleted. However, this caused the system not to erase enough rules, since there
were very few with a rate with those characteristics, and therefore saturated the
population as a whole. It was decided to delete rules with degradation values of
0.25. This was applied to the three Hebbian rules that we tested in the system.

The observed behaviors between GXCS and GXCS-H with the rule of Oja
(Fig. 7), are perceived similarly, especially at the beginning of the iterations.
But gradually, GXCS-H begins to stabilize better than the GXCS, increasing
the number of steps. More rules are added through the genetic algorithm, and
those with a degradation rate greater than 0.5, are eliminated. This indicates
that the capability and the Hebbian weights increase and stabilize, which means
that more rules are apt to solve a problem through the actions assigned to it.

Figure 8 points out that the instar rule has slightly smaller behaviors than
GXCS. In this example, it can be seen that the instar rule presents a fall in
performance in step 3500. This is because a new rule was created that had not
been tested and, therefore, it was given Hebbian weights and minimal rewards
at the beginning. Later it can be observed that the GXCS-H with the instar
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Fig. 9. Comparison between GXCS and GXCS-H with outstar

rule is retrieved and the rules are slightly more stable. In general, the instar rule
generates slightly higher returns than those generated by the GXCS. The same
can be seen for the outstart rule in Fig. 9.

The results from the incorporation of the Hebbian learning compared to the
results of the GXCS show an improvement in capability, reward, and punishment
for each condition-action pair. The integration of this learning of the LCS gives
us the possibility of having an easier adaptation to environmental conditions.

On the other hand, the quantitative part in the use of LCS with traditional
learning or with Hebbian learning is a subject of study in future implemen-
tations. Where we can carry out simulations with agents, for the moment, we
are comparing the convergence and stability of the classifier so that it does not
overflow with the generation of rules or their sub-generalization.

6 Conclusion and Future Work

One of the difficulties found within some aspects of the Hebbian learning is that
the variation in the number of uncontrolled rules quickly causes instability in
the values of the weights when there are too many rules or weights with negative
or substantial values. The rules of multiplicative normalization (also called Oja,
instar and outstar) are used to solve the problem of instability allowing more
stable rules. The integration of the Hebbian learning in a LCS is possible, and
allows a much better learning of the conditions of the surroundings without losing
the re-activity of the system in terms of uncertainty. The use of a degradation
variable allows the LCS to have only rules that are apt for giving a solution,
and the sub-generalization of rules is reduced. The results, in the suggested
environments by the community, are satisfactory. However, it is necessary to
test other types of environments that have a greater complexity to corroborate
results.
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