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Abstract. The proposed interactive and semi-automatic processing in distinc-
tive modules facilitates the correct perception and evaluation of pragmatic
features and paralinguistic features in spoken interaction, especially in discus-
sions and interactions beyond a defined agenda and specified protocol, such as
interviews and live conversations in Skype or in the Media. We propose a
processing and evaluation framework including a generation of graphical rep-
resentations and tags corresponding to values and benchmarks depicting the
degree of information not uttered and non-neutral elements - including tension -
in Speaker behavior in spoken text segments.
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1 Processing Information Not Uttered in Spoken Journalistic
Texts

Pragmatic features in spoken interaction and information conveyed but not uttered by
Speakers can pose challenges to applications processing spoken texts that are not
domain-specific. The proposed interactive and semi-automatic processing in distinctive
modules facilitates the correct perception and evaluation of pragmatic features and
paralinguistic features in spoken interaction, especially in discussions and interactions
beyond a defined agenda and specified protocol, such as interviews and live conver-
sations in Skype or in the Media.

We propose a processing and evaluation framework including a generation of
graphical representations and tags corresponding to values and benchmarks depicting
the degree of information not uttered and non-neutral elements in Speaker behavior in
spoken text segments. Special focus is placed on the element of tension. The generated
tags and values can be used for text classification for the development and collection of
empirical data for HCI and HRI applications and for applications such as Sentiment
Analysis and Opinion Mining.
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Spoken political and journalistic texts may be considered to be a remarkable source
of empirical data both for human behaviour and for linguistic phenomena, especially
for spoken language. However, with some exceptions, spoken political and journalistic
texts are usually underrepresented both in linguistic data for translational and analysis
purposes and in Natural Language Processing (NLP) applications. These text types
pose challenges for their evaluation, processing and translation since they are usually
rich in socio-linguistic and socio-cultural elements, include discussions and interactions
beyond a defined agenda and are often not domain-specific. Furthermore, with spoken
political and journalistic texts there is always the possibility of different types of
targeted audiences - including non-native speakers and the international community. In
these cases, essential information, presented either in a subtle form or in an indirect
way, is often undetected, especially by the international public.

As the variety and complexity of spoken Human Computer Interaction (HCI) (and
Human Robot Interaction - HRI) applications increases, the correct perception and
evaluation of information not uttered is an essential requirement in systems with
emotion recognition, virtual negotiation, psychological support or decision-making.

Furthermore, Information that is not uttered is problematic in Data Mining and
Opinion Mining applications, since they mostly rely on word groups, word sequences
and/or sentiment lexica [18], including recent approaches with the use of neural net-
works [6, 15, 29]. In recent research for Sentiment Analysis from videos (text, audio
and video) with the use of a hierarchical architecture for extracting context dependent
multimodal utterance features [26], it was observed that, in some cases, the gesture,
facial expression or movement may either complement or contradict the semantic
content of a spoken utterance, even in domain-specific applications.

The graphic patterns and visual representations are based on the output of an
interactive annotation tool for spoken journalistic texts presented in previous research
[4]. Specifically, in the interactive annotation tool [4], incoming texts to be processed
constitute transcribed data from journalistic texts. The annotation tool was designed to
operate with most commercial transcription tools, some of which are available online.
The development of the tool is based on data and observations provided by professional
journalists (European Communication Institute, Program M.A in Quality Journalism
and Digital Technologies, Danube University at Krems, Athena- Research and Inno-
vation Center in Information, Communication and Knowledge Technologies, Athens -
Institution of Promotion of Journalism Ath.Vas. Botsi, Athens and the National and
Technical University of Athens, Greece). Since processing speed and the option of re-
usability in multiple languages of the written and spoken political and journalistic texts
constitutes a basic target of the proposed approach, strategies typically employed in the
construction of Spoken Dialog Systems, such as keyword processing in the form of
topic detection, were adapted in the developed annotation tool. The functions of the
designed and constructed interactive annotation tool [4] include providing the User-
Journalist with (a) the tracked indications of the topics handled in the interview or
discussion and (b) the graphic pattern of the discourse structure of the interview or
discusion. Furthermore, these functions facilitate the comparison between discourse
structures of conversations and interviews with similar topics or the same
participants/participant.
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2 Generated Graphical Representations and Tags:
The “Relevance” Module and Previous Research

Generated graphical representations and annotation options are proposed for identi-
fying the complex types of information presented, in combination to the respective
activated modules within a singular annotation and processing framework. All strate-
gies and respective modules presented are based on the Gricean Cooperative Principle
[12, 13] in the Speech Acts involved.

Pragmatic features, in particular, indicators of a Speaker’s attitude-behavior and
intentions, including tension, can be visualized in distinctive generated graphic rep-
resentations and related annotations. The generated distinct types of graphic patterns
presented here contribute to a user-independent evaluation of spoken Human-Human
conversation and interaction [3, 21].

In small speech segments with constant and quick change of speaker turns and with
discourse structure compatible to models where each participant selects self [27, 34],
topic tracking (and topic change) allows the evaluation of speaker behavior and enables
the identification of Speaker’s intentions and Illocutionary Speech Acts performed [7,
28]. Topic tracking can be applied especially in short speech segments with two or
multiple Speakers-Participants [3]. The content of relatively short utterances can be
summarized with the use of keywords chosen from each utterance by the user-evaluator
[3], with the assistance of the Stanford POS Tagger for the automatic signalization of
nouns in each turn taken by the Speakers in the respective segment in the dialog
structure. The registered and tracked keywords, treated as local variables, signalize
each topic and the relations between topics, since automatic Rhetorical Structure
Theory (RST) analysis procedures [30, 36] usually involves larger (written) texts and
may not produce the required results.

The implemented “RELEVANCE” Module [21] generates a visual representation
from the user’s interaction, tracking the corresponding selected topic-keywords in the
dialog flow, as well as the chosen types of relations between them. The interactive
generation of registered paths is similar to the paths with generated sequences of
recognized keywords in spoken dialog systems, in the domains of consumer complaints
and mobile phone services call centers [11, 23]. This function is similar to user-
independent evaluations of spoken dialog systems [33] for by-passing User bias [9, 22].
Keywords (topics) may be repeated or related to a more general concept (or global
variable) [17] or related to keywords (topics) concerning similar functions (corre-
sponding to the Repetition, Generalization and Association relations respectively and
the visual representations of Distances 1 (value “1”), 2 (value “2”) and 3 (value “3”)
respectively) [3]. A keyword involving a new command or function is registered as a
new topic (New Topic, visual representation of Distance 4, corresponding to value:
“0”). The sequence of topics chosen by the user and the perceived relations between
them generates a “path” of interaction, forming distinctive visual representations stored
in a database currently under development: Topics and words generating diverse
reactions and choices from users result to the generation of different forms of generated
visual representations for the same conversation and interaction [3, 21].
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The generated visual representations depict topics avoided, introduced or repeat-
edly referred to by each Speaker-Participant, and in specific types of cases may indicate
the existence of additional, “hidden” Illocutionary Acts other than “Obtaining Infor-
mation Asked” or “Providing Information Asked” in a discussion or interview. Thus,
the evaluation of Speaker-Participant behavior targets to by-pass Cognitive Bias,
specifically, Confidence Bias [16] of the user-evaluator, especially if multiple users-
evaluators may produce different forms of generated visual representations for the same
conversation and interaction and compared to each other in the database. In this case,
chosen relations between topics may describe Lexical Bias [31] and may differ
according to political, socio-cultural and linguistic characteristics of the user-evaluator,
especially if international users are concerned [5, 19, 25, 35] due to lack of world
knowledge of the language community involved [14, 24, 32]. The envisioned further
development of generated visual representations is their modeling in a form of graphs,
similar to discourse trees [8, 20].

The types of relations-distances between word-topics chosen by the user-evaluator
are registered and counted. If the number of (a) the “Repetitions” or (b) the number of
the “Generalizations” or (c) the number of the “Topic Switches” exceeds well over
50% of the registered relations-distances between word-topics, the interaction is sig-
nalized for further evaluation, containing Illocutionary Acts not restricted to “Obtaining
Information Asked” or “Providing Information Asked”. The following benchmarks
indicate interactions with Illocutionary Acts beyond the predefined framework of the
dialog for multiple Speaker discussions and/or short speech segments, where
Ds = Number of Distances and Sp = Number of Speaker turns [1]:

• X = Ds � Sp (calculating over 50% of “Repetitions” (Distance = 1, value “1”)) or
“Topic Switches” (Distance = 4, value “0”).

• X = Ds > Sp � Gen (Gen = Sp � 3 � 2) (calculating over 50% of “Generaliza-
tions” (Distance = 3, value “3”).

These benchmarks for dialogs with short speech segments can be referred to as
“(Topic) Relevance” benchmarks with a value of “X” or “Relevance (X)” [1].

The above-described values, benchmarks [1] and graphic representations also allow
the identification and detection of additional, “hidden” Illocutionary Acts not restricted
to “Obtaining Information Asked” or “Providing Information Asked”, as defined by the
framework of the interview or discussion [21]. Three frequently detected categories of
pointers to “hidden” Speech Acts are: “Presence” (reluctance to answer questions,
avoidance of topics, polite or symbolic presence in the discussion or interview but not
an active participation), “Express Policy” (direct or even blatant expression of opinion
or policy- persistence on discussing the same topic of interest or attempts to direct the
discussion in the topic(s) or interest) and “Make Impression” (behavior similar to the
previous categories - with characteristic prosodic and paralinguistic features). These
Speech Act pointers may be connected to each other and may even occur at the same
time. The “Make Impression” Speech Act pointer is distinguished from the other two
Speech Act pointer since it is identifiable on the Paralinguistic Level [21].
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The “[IMPL]” tag is generated after the activation of the above-described
“RELEVANCE” Module signalizing the presence of additional, “hidden” Illocutionary
Acts performed by the Speakers-Participants. The “[IMPL]” tag may be accompanied
by an indication of the “Presence”, “Express Policy” or “Make Impression” Speech Act
pointer, if applicable. Figure 1 and 2 depict graphical representations of the “RELE-
VANCE” Module Output: Generated graphical representation with multiple “Topic
Switch” relations [21] and generated graphical representation with multiple “Gener-
alization” relations [21], both resulting to the generation of the “[IMPL]” tag.
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Fig. 1. Generated graphical representation with multiple “Topic Switch” relations (Mourouzidis
et al., 2019) producing the [IMPL] tag as output.
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Fig. 2. Generated graphical representation with multiple “Generalization” relations (Mourou-
zidis et al., 2019) producing the [IMPL] tag as output.
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3 Generating Graphical Representations Revisited:
The Tension Factor

The further development of the database containing registered spoken interaction for
determining and evaluating Cognitive Bias in spoken journalistic texts [3, 21] involves
the processing of discussions and interviews containing larger speech segments. In the
case of discussions and interviews containing larger speech segments, the identification
of speaker’s intentions and “hidden” Illocutionary Act detection follows a process
locating points of possible tension and/or conflict between speakers-participants. In
points of possible tension and/or conflict between speakers-participants, Cognitive Bias
can both be by-passed or registered. Cognitive Bias is by-passed by signalizing and
counting the points of possible tension and/or conflict between speakers-participants
henceforth referred to as “hot spots” [1]. The signalization of “hot spots” is based on
the violation of the Quantity, Quality and Manner Maxims of the Gricean Cooperativity
Principle [12, 13]. Cognitive Bias is registered by comparing content of the Speaker
turns in the signalized “hot spots” and assigning a respective value.

The above-described “Presence” Pointer, in some cases, the “Make Impression”
Pointer or “Express Policy” Pointer to the Speaker’s intentions and behavior is related
to the values of the “Relevance (X)”, “Tension (Y)” and “Collaboration (Z)” bench-
marks [1]. These benchmarks and related visual representations are based on the
Gricean Cooperative Principle and may be used for evaluating the Cognitive Bias-
Confidence Bias [16] of the user-evaluator of the recorded and transcribed discussion
or interview. Graphic representations and values enable the evaluation of the behavior
of speakers-participants, depicting Cognitive Bias and may also serve for by-passing
Confidence Bias of the user-evaluator of the recorded and transcribed discussion or
interview.

Targeting to by-pass Cognitive Bias in two-party discussions and interviews con-
taining longer speech segments, a proposed semi-automatic procedure, the “TEN-
SION”Module, involves “taking the temperature” of a transcribed dialog by measuring
the number of detected points of possible tension and/or conflict between Speakers-
Participants, referred to as “hot spots”. The signalization of multiple “hot spots”
indicates a more argumentative than a collaborative interaction, even if Speakers-
Participants display a calm and composed behavior. In particular, the Illocutionary Act
performed by the Speaker concerned may not be restricted to “Obtaining Information
Asked” or “Providing Information Asked” in a discussion or interview.

A “hot spot” consists of the pair of utterances of both speakers, namely a question-
answer pair or a statement-response pair or any other type of relation between speaker
turns. In longer utterances, the first 60 words of the second speaker’s (Speaker 2)
utterance are processed (approximately 1–3 sentences, depending on length, with the
average sentence length of 15–20 words, [10] and the last 60 words of the first
speaker’s (Speaker 1) utterance are processed (approximately 1–3 sentences, depending
on length). The automatically signalized “hot spots” are extracted to a separate template
for further processing. The extraction contains not only the detected segments but also
the complete utterances consisting of both speaker turns of Speaker 1 and Speaker 2.
For a segment of speaker turns to be automatically identified as a “hot spot”, at least
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two of the following three conditions (1), (2) and (3) must apply [1] to one or to both of
the speaker’s utterances, of which conditions (1), (2) are directly or indirectly related to
flouting of Maxims of the Gricean Cooperative Principle [12, 13]. These conditions are
the following, with features detectable with a POS Tagger (for example, the Stan-
ford POS Tagger, http://nlp.stanford.edu/software/tagger.shtml) or they may constitute
a small set of entries in a specially created lexicon or may be retrieved from existing
databases or WordNets:

• (1) Additional, modifying features. In one or in both speakers’ utterances in the
segment of speaker turns there is at least one phrase containing a sequence of two
adjectives (ADJ ADJ) (a) or an adverb and an adjective (or more adjectives)
(b) (ADV ADJ) or two adverbs (ADV ADV) (c) (Violation of the Gricean Coop-
erative Principle in respect to the Maxim of Quantity -“Do not make your contri-
bution more informative than is required”) [1].

• (2) Reference to the interaction itself and to its participants with negation. For
example, “I” or “you” ((I/You) “don’t”, “do not”,“cannot”) (a) and in the verb
phrase (VP) there is at least one speech-related or behavior verb-stem referring to
the dialog itself (b) (for example, “speak”, “listen”, “guess”, “understand”) (in-
cluding to parts of speech other than verbs (i.e. “guessing”, “listener”), as well as to
words constituting parts of expressions related to speech or behavior (“conclu-
sions”, “words”, “mouth”, “polite”, “nonsense”, “manners”), (violation of the
Gricean Cooperative Principle in respect to the Maxim of Quality -“1- Do not say
what you believe to be false”, “2 - Do not say that for which you lack adequate
evidence”) [12, 13] and/or in respect to the Maxim of Manner -Submaxim 2 “Avoid
ambiguity”) [12, 13] in the utterance of the previous Speaker: considered unac-
ceptable, ambiguous, false or controversial) [1].

• (3) Prosodic emphasis and/or Exclamations. (a) Exclamations include expressions
such as “Look”, “Wait” and “Stop”. (b) Prosodic emphasis, detected in the speech
processing module, may occur in one or more of the above-described words of
categories (1a, 1b, 1c, 2a and 2b) or in the noun or verb following (modified by) 1a,
1b and 1c [1].

The benchmark for evaluating a remarkable degree of tension in a discussion is
signalized by multiple “hot spots” detected and not sporadic occurrences of “hot spots”.
Thus, the number of 1–2 “hot spot” occurrences in longer speech segments in question
(30–45 min) signalizes a low degree of tension. A remarkable degree of tension in a
30–45 min discussion or interview is related to a number of at least 4 detected “hot
spots” (where the number of 3 hot spots constitutes a marginal value). Detected points
of possible tension and/or conflict are indicated by the following benchmark (where
Y = wav file length in minutes divided by (�) the number of “hot spot” signalized
speech segments): Y < 10. (Example: File length = 35 min, SPEECH SEGMENT-
count: 5, Evaluation: 7). These benchmarks for dialogs with long speech segments can
be referred to as “Tension” benchmarks with a value of “Y” or “Tension (Y)” [1].
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Additionally, each “hot spot” is marked with a (1,1) if both speakers’ utterances are
considered equally non-collaborative (1, 0) for Speaker 1 (in this case, the journalist-
reporter), (0, 1), if the interviewee’s (Speaker 2) reaction is not justified in respect to the
style and content of the utterance of Speaker 1 and (0, 0), if a “hot spot” speech
segment is evaluated by the user not as a point of possible tension and/or conflict
between speakers-participants (false “hot spot”- [1]).

Both Speakers may have an equal number of a grading of “1” in all extracted “hot
spots” detected or one of the Speakers may have a slightly higher/lower or a consid-
erably higher/lower grading of “1”. A grading of “1” in 50% or more of the “hot spots”
signalizes that the Illocutionary Act performed by the Speaker concerned is not
restricted to “Obtaining Information Asked” or “Providing Information Asked”.
Speaker behavior indicating that Illocutionary Acts performed are not restricted to the
predefined interaction framework is evaluated by the following benchmarks (where
Z = the number of “hot spot” signalized speech segments divided by (�): 2 (50%):
Sum of Speaker grades � Z. (Example: SPEAKER1 (1, 1, 1, 0, 1), SPEAKER2 (0, 0,
1, 1, 0), SPEECH-SEGMENT-count “hot spots”: 5, sum of grades = 6, 6 � Z where
Z = 2.5). These benchmarks for dialogs with long speech segments can be referred to
as “Collaboration” benchmarks with a value of “Z” or “Collaboration (Z)”.

In the proposed annotation options, the [IMPL] tag for text segments at sentence,
passage or text level signalizes the presence of “hot spot” as a feature related to
complex information content, including implied information, intentions, attitude and
behavior.

The “[IMPL]” tag is generated after the activation of the above-described “TEN-
SION” Module (Fig. 3) signalizing a remarkable degree of tension and uncollaborative
behavior between the Speakers-Participants and the presence of additional, “hidden”
Illocutionary Acts performed (Figs. 4 and 5).

Spoken text (wav. file length = 35 mins): Sp1 /Sp2 = Speaker1 / Speaker 2    

Sp1 / Sp2 -- Sp1 / Sp2 -Sp1 / Sp2 - Sp1 / Sp 2 -Sp1 / Sp 2 -- Spr1 / Sp 2 - Sp1 / Sp 2- 
---------------[hot-spot-1]-------------[hot-spot-2]--[hot-spot-3]------------[hot-spot-4]-

Y (Tension) < 10  =>  Generation of “[IMPL]” tag

Fig. 3. “TENSION” Module Output: Signalization of multiple “hot spots” in a spoken text
segment for the generation of the “[IMPL]” tag.
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4 Generating and Annotating Information Not Uttered
in Paralinguistic Features

The generated graphic patterns allow the additional indication of any paralinguistic
features influencing the content of the spoken utterances. Since paralinguistic features
concern information that is not uttered, the signalization and visualization of such
information plays an important role in the correct and complete transfer of the infor-
mation content, in accordance to the Gricean Cooperative Principle. The Gricean
Cooperative Principle is violated if the information conveyed is perceived as not
complete (Violation of Quantity or Manner) or even contradicted by paralinguistic
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Fig. 4. “Hot spots” -Tension (shaded area between topics) in generated graphical representation
producing the [IMPL] tag as output.
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Fig. 5. “Hot spots” -Tension (shaded area between topics) in generated graphical representation
with multiple “Topic Switch” relations, producing the [IMPL] tag as output.
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features (Violation of Quality). Paralinguistic features may constitute pointers to
information content (A. Pointer) or can be referred to as “stand-alone” information (B.
Stand-Alone) [2].

The “Presence” Pointer, “Make Impression” Pointer or “Express Policy” Pointer to
the Speaker’s intentions and behavior is also related to paralinguistic features. Since
paralinguistic features concern information that is not uttered, the signalization of such
information plays an important role in the correct and complete transfer of the infor-
mation content, in accordance to the Gricean Cooperative Principle. The Gricean
Cooperative Principle is violated if the information conveyed is perceived as not
complete (Violation of Quantity or Manner) or even contradicted by paralinguistic
features (Violation of Quality).

Paralinguistic features constituting pointers to information content (A. Pointer) may
be indicated either (i) with adaptations in the transcription and/or translation (for
example, the insertion of modifiers or explanatory elements) or (ii) with the insertion of
a separate message or response [Message/Response] as an annotation appended to the
transcription of the spoken utterance.

Paralinguistic features referred to as “stand-alone” information (B. Stand-Alone)
may require the insertion of an additional utterance in the text constituting the tran-
scription and/or translation. In this case, the insertion of a separate message or response
[Message/Response] to the transcription does not correspond to a transcribed text
segment but inserted as an additional feature. Therefore, for example, the raising of
eyebrows with the interpretation “I am surprised” [and/but this surprises me] [2] may
be indicated either as [I am surprised], as a pointer to information content (A. Pointer),
or as [Message/Response: I am surprised], as a substitute of spoken information, a
“stand-alone” paralinguistic feature (B. Stand-Alone).

The alternative interpretations of the paralinguistic feature (namely, “I am listening
very carefully”, “What I am saying is important” or “I have no intention of doing
otherwise”) [2] can be indicated with the annotations “[I am listening], [Please pay
attention], [No] and [Message/Response: I am listening], [Message/Response: Please
pay attention], [Message/Response: No]” respectively. The insertion of the respective
type of annotation depends on whether paralinguistic feature constitute “Pointer” (A) or
“Stand-Alone” (B) paralinguistic features.

Similarly, the slight raise of hand outward with the interpretation “Wait a second”
[and/but wait] [2] may be either be indicated as [Stop. Wait], as a pointer to information
content (A. Pointer), or as [Message/Response: Stop. Wait.], as a substitute of spoken
information, a “stand-alone” paralinguistic feature (B. “Stand-Alone”). The alternative
interpretations of the paralinguistic feature (namely, “Let me speak”, “I disagree with
this” or “Stop what you are doing”) [2] can be indicated with the annotations “[Let me
speak], [No], [Stop] and [Message/Response: Let me speak], [Message/Response: No],
[Message/Response: Stop]” respectively. The insertion of the respective type of
annotation depends on whether paralinguistic feature constitute “Pointer” (A) or
“Stand-Alone” (B) paralinguistic features.

In the proposed framework, the interactive annotation of the previously described
prosodic features is combined with the option of indicating the respective paralinguistic
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features ([facial-expr: type], [gesture: type]), if applicable, and the insertion of the
chosen annotations, for example “[facial-expr: eyebrow-raise]” and “[gesture: low-
hand-raise]”. The insertion of the respective annotation allows the insertion/generation
of the appropriate messages, according to the parameters of the language(s) and the
speaker(s) concerned.

Paralinguistic features are annotated interactively with the corresponding tags
and/or the chosen respective messages. In this case, the generation of the [IMPL] tag
for an entire speech segment depends on the user’s evaluation of the paralinguistic
features concerned. One of the intended functions of the proposed annotation is its use
as an additional annotation option to existing transcription tools and speech processing
applications. The annotations concern text output generated by Speech Recognition
(ASR) module for pre-processing/post-processing, providing options for evaluation,
(machine) translation or other processes, including Data Mining applications. The
annotation can be run as an additional process or with a possible integration (as
upgrade) in existing tools and systems.

In case of the interactive annotation of the paralinguistic features the [IMPL] tag is
not automatically generated. This difference is related to the particularities of the
information content of paralinguistic features perceived by the user (Figs. 6, 7 and 8).

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

0 5 10 15

Series1

hand
-rs

eybr
-rs

eybr
-rs

Fig. 6. Paralinguistic information (annotations) in generated graphical representation. The
“[facial-expr: eyebrow-raise]” and “[gesture: low-hand-raise]” annotations depicted as “[eybr-
rs]” and “[hand-rs]” respectively. The [IMPL] tag is a result of the user’s choice and evaluation.
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Fig. 7. “Hot spots” -Tension (shaded area between topics) and paralinguistic information
(annotations) in generated graphical representation with multiple “Topic Switch” relations,
producing the [IMPL] tag as output.
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Fig. 8. “Hot spots” -Tension (shaded area between topics) and paralinguistic information
(annotation) in generated graphical representation with multiple “Generalization” relations,
producing the [IMPL] tag as output.
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5 Conclusions and Further Research: Interface Upgrade
and Empirical Data for Applications

The present application targets to assist the evaluation and decision-making process in
respect to discussions and interviews in the Media (or Skype), providing a graphic
representation of the discourse structure and aiming to by-pass Cognitive Bias of the
user-evaluator (and/or User-Journalist). The predominate types of relations in the
discourse and dialog structure, if applicable, are easily identified by the y level value
around which the graphic representation is developed.

The time-frame generation of the linear structure allows the graphic representation
to be presented in conjunction with the parallel depiction of speech signals and tran-
scribed texts, a typical feature of most transcription tools. In other words, the alignment
of the generated graphic representation with the respective segments of the spoken text
enables a possible integration of the present application in existing transcription tools.

Furthermore, the above-described graphic representations and values enable the
evaluation of the behavior of speakers-participants, allowing the identification and
detection of additional, “hidden” Illocutionary Acts not restricted to “Obtaining
Information Asked” or “Providing Information Asked” framework defined by the
interview or discussion.

A further development and upgrading of the current interface is necessary for
increasing speed and ameliorating user-friendliness. The envisioned upgrade includes
the simplification of the existing menu and overall improvement of the graphical user
interface (GUI).

In the present application, special focus is placed on tension in spoken political and
journalistic texts as a source of empirical data both for human behaviour and for
linguistic phenomena, especially when an international public is concerned and where a
variety of linguistic and socio-cultural factors is included. With the visibility of all
information content, including information not uttered, the proposed processing and
annotation approaches may also be used for compiling empirical data for research
and/or for the development of HCI- HRI Sentiment Analysis and Opinion Mining
applications, as (initial) training and test sets or for Speaker (User) behavior and
expectations.
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