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Preface

The 9th edition of the Collaborative Innovation Networks (COINs) conference was
focused on “Digital Transformation of Collaboration” and represented a forum for
researchers and practitioners from both academia and industry to meet and share
cutting-edge advancements in the field of Social Network Analysis, Online Social
Networks, Network Dynamics, and Collective Action. These topics are investigated
with the usage of diverse, multidisciplinary methods, including data mining,
statistics, machine learning, and deep learning.

The focal point of every Collaborative Innovation Networks conference is
COINs—cyber teams of self-motivated people who collaborate by sharing ideas
and information. COINs are powered by swarm creativity that enables a fluid
creation and exchange of ideas, and is very often facilitated through networked
technologies. This technological component of collaboration became prominent
during this year’s conference discussions and found its place among the contri-
butions presented in this volume.

Throughout Collaborative Innovation Networks conferences, we have been
looking at patterns of collaborative innovation and action. These frequently follow a
similar path, from creator to COIN to Collaborative Learning Network (CLN), and
finally to Collaborative Interest Network (CIN). This year, the focus on collabo-
ration allowed us to look at different perspectives on collective action, not only
between humans, but also between humans and technologies.

The contributions presented in this volume are organized according to four
general themes: “body sensors”, “emotions and morality”, “human–machine
interaction”, and “interdisciplinary methods of collaboration”. These are high-level
classifications with clear overlap among different papers as the common denomi-
nator is the interplay of technology and humans in promoting collaboration and
improved outcomes.

Within the theme of “body sensors”, the authors focused on the abundance of
information coming from human physiological signals. The authors of “No Pain No
Gain”:Predicting Creativity Through Body Signals presented interesting findings in
predicting creativity through body signals. Their paper is introducing a novel
methodology for finding creative individuals. They have assessed an individual’s
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creativity with the Torrance Tests of Creative Thinking, and tracked the body
signals with the sensors of a smartwatch measuring, among others, heart rate,
acceleration, vector magnitude count, and loudness. Interestingly, these variables
were combined with contextual data such as the environmental light level.

Using Body Signals and Facial Expressions to Study the Norms that Drive
Creative Collaboration is focusing on norms that guide creative collaboration. The
authors brought together concepts from complex systems theory and approach to
cognition, to expose the dynamic nature of norms. The contribution Measuring
Audience and Actor Emotions at a Theater Play through Automatic Emotion
Recognition from Face, Speech, and Body Sensors describes a preliminary exper-
iment to track the emotions of actors and audience in a theater play in Zurich
through machine learning and AI. Eight actors were equipped with body sensing
smartwatches. At the same time, the emotions of the audience were tracked
anonymously using facial emotion tracking. The paper exposes an automated and
privacy-respecting system to measure both audience and actor satisfaction during a
performance.

Exploring the Impact of Environmental and Human Factors on Operational
Performance of a Logistics Hub aimed at exploring environmental and human
factors affecting the productivity of warehouse operators in material handling
activities. The study was carried out in a semiautomated logistic hub and the data
was collected using wearable sensors able to detect heart rate and human interac-
tions. Yet another paper looking at how to measure performance and workload
through data collected by wearables is Measuring Workload and Performance of
Surgeons Using Body Sensors of Smartwatches. The authors’ goal was to present
introductory steps toward building an intelligent system to measure the workload
and surgical performance of minimally invasive surgeons. Medical specialists who
took part in the study wore a smartwatch with the Happimeter application that
recorded a set of physiological and motion parameters during the surgical execution.

In Exploring the Impact of Environmental and Human Factors on Operational
Performance of a Logistics Hub, the authors explored both human and environ-
mental factors affecting the productivity of warehouse operators. Again, the data
has been collected using wearable sensors able to detect human-related variables
such as heart rate and human interactions, based on a smartwatch combined with a
mobile application developed by the CCI MIT.

In the paper Measuring Moral Values with Smartwatch-based Body Sensors, the
authors tackle the issue of predicting the moral values of individuals through their
body movements measured with the sensors of a smartwatch. The personal moral
values were assessed using the Schwartz Value Theory and the Big Five Personality
Traits (OCEAN), and the data for all variables were gathered through the
Happimeter app. Through multilevel mixed-effects generalized linear models, the
results showed that sensor and mood factors can predict a person’s values.

The main topics explored in Heart Beats Brain—Measuring Moral Beliefs
Through E-Mail Analysis are linked to the previous paper exploring the issues of
morality and individual behavior. This paper investigates the very possibility of
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automatic measurement of moral values through hidden “honest” signals in the
person’s textual communication. The authors measured the e-mail behavior of 26
users through their e-mail exchanges, calculating their seven “honest signals of
collaboration” (strong leadership, balanced contribution, rotating leadership,
responsiveness, honest sentiment, shared context, and social capital). According to
the authors, these honest signals explained 70 percent of their moral values mea-
sured with the moral foundations survey.

Similarly, Identifying Virtual Tribes by Their Language in Enterprise Email
Archives explores automatic grouping of employees into virtual tribes based on
their language and values. The authors used the Tribefinder tool to analyze two
email archives, the individual mailbox of an active academic and corporate con-
sultant, and the Enron email archive. In the political debate on immigration in the
election campaigns in Europe, the authors’ study explored the political debate on
immigration during the election campaigns of France and Italy over the last 3 years.
They perform Emotional Text Mining with the aim of identifying the sentiment
surrounding immigration, and how immigrants are portrayed, in the online Twitter
debate.

Text mining and SNA play a major role in Brand Intelligence Analytics. The
authors describe the functionalities of the SBS Brand Intelligence App (SBS BI),
designed to assess brand importance and provide brand analytics through the
analysis of textual data. They use a case study focused on the 2020 US Democratic
Presidential Primaries.

Finally, contributions in this section explored data-driven methods to understand
how ideologies and religions interact with each other. In Finding patterns between
religions and emotions, the main question was whether specific religions and
emotions are connected. Based on Twitter data, authors trained the model to create
“tribes” for four main religions and four basic emotions. Similarities and differences
between tribes were analyzed using the content of the tweets. Applying similar
methodology, in Virtual Tribes: Analyzing Attitudes towards the LGBT Movement
the authors investigated the application of machine learning techniques that allow
conclusions from users’ behavior and used language on Twitter concerning their
attitudes toward the LGBT movement. By using an adjusted procedure of the
Cross-Industry Standard Process for Data Mining, the authors created a prediction
model and provided instructions for its deployment.

The next broad theme discussed in this volume is related to collective intelli-
gence meeting artificial intelligence investigated in the context of human–machine
interaction. In Digital Coworker-Human-AI Collaboration in Work Environment,
collaboration is investigated from the perspective of the relation between humans
and virtual assistants. Contrary to the mainstream opinion in the general public that
automation will hold negative societal implications, such as job loss, the authors
argue that broad introduction of AI-based tools for knowledge professions will lead
to job effectiveness and increased job satisfaction.
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In Collaborative Innovation Network in Robotics, COINs were explored among
robots. Here again, human–machine and machine–machine interaction is researched
in the context of collaboration rather than competition. The study employed
Knowledge Building pedagogy and technology to integrate robotics into subjects
like mathematics.

Fantastic Interfaces and Where to Regulate Them is an interdisciplinary work,
bridging Law, Social Sciences, and Human–Computer Interaction (HCI) design and
focused on speech interfaces. This work address three central aspects from a legal
perspective: (i) the possibility to lie; (ii) the possibility to breach the law; (iii) the
ability to interpret an order. It provides an overview of the correct hermeneutical
approach to frame legal paradigms, highlighting the key legal aspects to consider
when analyzing the phenomenon of “interactive artificial agents”.

Finally, the interdisciplinary methods theme is opened by A structured approach
to GDPR compliance, focused on analyzing legal frameworks and regulations. The
authors recognized that the General Data Protection Regulation framework (GDPR)
had profoundly changed the legislative approach to the protection of personal data
by the European Union and that current organizations must adopt a proactive
approach based on accountability. In their paper, they proposed a structured
approach, based on business process modeling, to support compliance with the
GDPR.

The authors of Mapping Design Anthropology: Tracking the Development of an
Emerging Transdisciplinary Fields applied social network analysis to investigate
the human and nonhuman actors (i.e., people and institutions) that have contributed
to design anthropological practice and theories.

Combining Social Capital and Geospatial Analysis to measure the Boston’s
Opioid Epidemic is an academic paper that combines theoretical contribution to
practical recommendations to solve a public health problem. The authors recog-
nized that traditional drug treatment interventions have mainly focused on the
individuals without taking into account their environment and existing social
support networks. By combining a social capital framework with geospatial
research, the authors managed to map opioid resilience of a community by focusing
on the Boston neighborhoods. Their analysis clearly shows that in neighborhoods
with an active community, the risk of opioid-related deaths is lower.

In Reward-Based Crowdfunding as a Tool to Constitute and Develop
Collaborative Innovation Networks, the authors argue that reward-based crowd-
funding provides a practicable tool to constitute and develop COINs. In their paper,
they develop a conceptual framework of this form of crowdfunding that could be
applied to support the constitution and development of COINs.

In An Ecosystem for Collaborative Pattern Language Acquisition, the authors
describe an ecosystem for acquiring pattern languages from the perspectives of
constructivism and collaborative way and introduce a web system called “Presen
Box” that assists in pattern languages acquisition according to the ecosystem.

In today’s emerging networked world, technologies in general and AI or IoT, in
particular, play a more and more important societal and economic role.
Investigating fruitful collaboration and looking for the best practices is extremely
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important. Understanding crowd dynamics and collective action allows us to look
for better pathways of collaboration in the future, both between humans themselves,
and between humans and machines.

Warsaw, Poland Aleksandra Przegalinska
Boston, USA Francesca Grippa
Cambridge, USA Peter A. Gloor
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Chapter 1
“No Pain No Gain”: Predicting
Creativity Through Body Signals

Lirong Sun, Peter A. Gloor, Marius Stein, Joscha Eirich, and Qi Wen

Abstract Creative people are highly valued in all parts of the society, be it compa-
nies, government, or private life. However, organizations struggle to identify their
most creative members. Is there a “magic ingredient” that sets the most creative indi-
viduals of an organization apart from the rest of the population? This paper aims to
shed light on a part of this puzzle by introducing a novel method based on analyzing
body language measured with sensors. We assess an individual’s creativity with
the Torrance Tests of Creative Thinking, while their body signals are tracked with
the sensors of a smartwatch measuring heart rate, acceleration, vector magnitude
count, and loudness. These variables are complemented with external environmental
features such as light level measured by the smartwatch. In addition, the smartwatch
includes a custom-built app, the Happimeter, that allows users to do mood input in
a two-dimensional framework consisting of pleasance and activation. Using multi-
level regression, we find that people’s creativity is predictable by their body sensor
readings. We thus provide preliminary evidence that the body movement as well
as environmental variables have a relationship with an individual’s creativity. The
results also highlight the influence of affective states on an individual’s creativity.

L. Sun · P. A. Gloor (B)
MIT Center for Collective Intelligence, 245 First Street, 02142 Cambridge, MA, USA
e-mail: pgloor@mit.edu

L. Sun
University of Chinese Academy of Sciences, Haidian District, 100190 Beijing, China
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Introduction

Creative thinking is the foundation for art, science, and technology. It is at the core
of societal advancement [1, 3], leading to products, ideas, or processes that are novel
and useful [14]. However, what kind of features do highly creative individuals display
that sets them apart from the rest of the population? Is there an automated way to
distinguish them from others? Current best practices to identify the most creative
individuals are based on surveys and cognitive assessments [19]. In this paper we
investigate the research question if the body language of a person might also predict
her/his creativity.

Based on the rapid growth of mobile computing and sensor technology, we intro-
duce a novel way to predict creativity through data collected from a variety of wear-
able sensors. In this study, we aim to advance an integrative view of a person’s
creativity through the lens of body sensors, mood states, and external environment
features.Using commercially available smartwatches,we built a body sensing system
called “Happimeter” [6] that collects data in three broad categories for objectively
measuring physical activity: body movement, physiology, and context information.
We explore the associations between these factors and the five constructs of their
creativity obtained from the Torrance Test of Creative Thinking: Fluency, Origi-
nality, Elaboration, Abstractness of Titles, and Resistance to Premature Closure [23,
25]. We also investigate how pleasance and activation levels [9] collected by the
Happimeter app will influence the five aspects of a person’s creativity.

Theoretical Background

The Measurement of Creativity

Creativity of a solution to a problem is characterized by assessing the novelty (e.g.,
solutions have less frequent features) and utility (i.e., solutions satisfy precise needs)
of the solution [21]. A broad set of theories and models are discussed in the research
literature on cognitive psychology [11], revealing different ways to measure an indi-
vidual’s creativity. In this paper, we use the Torrance Tests of Creative Thinking
(TTCT). Researchers have employed the Torrance Tests of Creative Thinking (TTCT,
[22, 23, 25]) for more than four decades, and this measure continues to dominate
the field when it comes to the testing of individuals’ creativity from kindergarten
through adulthood.

The TTCT contains two parts, the verbal part and the figural part. It consists of five
activities, some of which need to be answered by drawing, while others are answered
in writing. As is common with such tests, it has to be completed under time pressure.
The current form of the TTCT includes scores for Fluency, Originality, Elaboration,
Abstractness of Titles, and Resistance to Premature Closure (see [10], for details).
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Table 1.1 Five dimensions of creativity in TTCT

Aspects Definition

Fluency (flu) The number of relevant ideas; shows an ability to
produce a number of figural images

Originality (origin) The number of statistically infrequent ideas; shows an
ability to produce uncommon or unique responses

Elaboration (elab) The number of added ideas; demonstrates the subject’s
ability to develop and elaborate on ideas

Abstractness of titles (abs) The degree beyond labeling; based on the idea that
creativity requires an abstraction of thought

Resistance to premature closure (res) The degree of psychological openness; based on the
belief that creative behavior requires a person to consider
a variety of information when processing information
and to keep an “open mind”

The five subscales and information about scoring and the contentmeasures are shown
in Table 1.1.

Torrance [24] discouraged interpretation of scores as a total score or a static
measure of a person’s ability and warned that using a composite score might be
misleading because each subscale score has independent meaning. Instead, Torrance
encouraged the interpretation of subscale scores separately. We followed these
instructions in our study by using the five constructs of creativity instead of a
composite score. While some individuals were wearing the watch over extended
periods of time, we restricted analysis of the sensor readings to a time window of
three days around the time when the individuals took the test. Some participants only
wore the watch for a few days around the time when taking the test, while others had
been wearing it for years.

Factors Influencing Creativity

Prior studies reveal that factors which influence creativity can be broadly classified as
either domain- and creativity-relevant factors or affect and external factors [7]. The
Torrance Test of Creative Thinking aims to predict creative performance in general,
outside of a given domain (for a discussion, see [18]). Thus, in this article, domain-
relevant skills are not our focus. Also, Hennessey and Amabile [7] argue that there
are factors on seven levels that will influence a person’s creativity, ranging from
the biological basis to affect/cognition/training, from the environment to culture and
society. Here we focus on the biological, affective, and environmental differences
between individuals to reveal their creativity by using data from sensor devices and
answers from users.

Three general categories of sensors can be used for measuring parts of the above-
mentioned information: movement sensors, physiological sensors, and contextual
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sensors [2]. Movement sensors can be used to measure human physical activities.
Among these devices, accelerometers are currently the most widely used sensors
for human physical activity monitoring. Physiologic sensors include measurement
of heart rate, blood pressure, temperature (skin and core body), heat flux, and so
on. To date, heart rate monitoring remains the most common sensor for physio-
logic monitoring and is used in our research. Contextual sensors are concerned with
assessing the context of the environment in which the physical activity is being
performed. Compared to movement and physiological sensors, contextual sensors
are relatively new and have great potential to help describe the relationship between
physical activity and various environmental features.We obtain the light information
of the imminent environment by our “Happimeter” sensor system which combines
smartwatches and smartphones. With regard to affective states, we implement our
analysis based on the two dimensions pleasance and activation, according to the
Circumplex Model of Affects [9]. We explored other models of emotion such as the
six-dimensional model of Plutchik.

There is evidence that highly creative individuals have a tendency to be physiolog-
ically overactive [13]. Moreover, a large body of literature has investigated affective
impact on creativity. For instance, Isen et al. [8] found that participants performed
better on creative problem-solving tasks when they experienced positive affect than
participants in a negative or neutral affective state. Thus, they argue that positive
affect fosters creativity. Similarly, Murray et al. [16] also found that positive affect
increased creativity. However, instead of highlighting that positive affective state is
better than negative affect for fostering creativity, George and Jing [5] found that
negative affect can help identify when a conscious effort is needed to refine and
improve creative outcomes. This contradiction in scientific evidence about the rela-
tionships between affect and creativity is also addressed in our article. As for the
influence of the external environment, we argue that features of the surroundings
might modify the performance of generating novel and useful solutions to creative
problems. We also investigated the influence of light, more specifically, the level
of illumination. Some studies show that a darker environment is better for out-of-
the-box thinking since bright lights give people the impression that they are under
surveillance, and thus less free to take risks. But other scholars also posit that low-
light conditions discourage the eye from focusing on details, leaving people free to
get involved in abstract mental processing of creative thinking [19].

To the best of our knowledge, less work has investigated the utility of sensing
devices for modeling creativity. For instance, Muldner and Burleson [15] applied
machine learning to data from eye tracking, a skin conductance bracelet, and an
EEG sensor to predict creativity. They found reliable differences in sensor features
characterizing low versus highly creative students. As this is an emerging field, more
work is needed to explore how to apply body sensors to creative problem-solving.
Our research provides a step in this direction.

The theoretical framework is shown in Fig. 1.1.



1 “No Pain No Gain”: Predicting Creativity Through Body Signals 7

Affective States
Pleasance & Activation

Environment Feature
Light Level

Body Sensors
Physiologic & Movement

Factors Creativity

Originality

Elaboration

Abstractness of 
Titles 

Resistance to 
Premature Closure

Fluency

Fig. 1.1 Theoretical framework

Methodology

Participants

Participants were members of the 2017 Collaborative Innovation Networks (COINs)
conference that took place in Detroit, USA from September 14 to 17, 2017, and of
two student block seminars held in Bamberg and Cologne, Germany, from October
10 to 17, 2017. They completed the TTCT using paper and pencil. The participants
wore smartwatches provided by our research group and downloaded the Happimeter
app from the Google Play or iTunes store, and installed it on their smartphones and
smartwatches. The analysis reported here includes all users who provided data on
all dependent and independent variables required for this analysis. Some users had
technical problems connecting the smartwatch to their phones, or to install the app,
these users were excluded from the analysis.

A total of 50 users’ creativity tests are collected (23 from the conference and
27 from the seminar) and their creativity score is graded by three raters according
to our research design. To demonstrate consistency among observational ratings
provided by these coders, the assessment of inter-rater reliability (IRR) is necessary
for verifying the reliability of our data. IRR analysis aims to determine how much
of the variance in the observed scores is due to variance in the true scores after the
variance due to measurement error between coders has been removed. The results of
IRR are shown in Table 1.2.

In addition, we obtained the creativity score from their TTCT results, and
combined it with momentary self-reports of affective mood states and sensor data
collected by the Happimeter. The Happimeter app trains mood prediction system
by repeatedly asking two questions: [1] How pleasant do you feel? [2] How active
do you feel? The user chooses his affective states levels with a scale of 0–2, where
0 represents low pleasance or activation, while 2 corresponds to high pleasance or
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Table 1.2 Inter-rater
reliability

Dimensions of
creativity

IRRs for conference IRRs for seminars

Fluency 0.983 0.956

Originality 0.852 0.790

Elaboration 0.957 0.841

Resistance 0.828 0.65

Abstractness 0.759 0.479

activation. After matching affective states data, sensor data, and TTCT scores and
doing data filtering, we got a total of 8339 records with sensor data for 37 users,
among whom 57% are male and 43% are female. Given that these users may or may
not have provided their affect information at the same frequency as their sensor data,
the analyses described in the results section uses an average level of pleasance and
activation on each day to match with the sensor data records. The majority of the
participants (62%) are from Europe, and 16% each from Asia and North America.

Model

Variables

The predictor measures are shown in Table 1.3. As some users did not report their
age, we did not include it into the analysis. This is supported by the results of Lee
and Kyung [12], who found that age was not an influential factor of creativity.

Multilevel Analysis

We usemultilevel analysis with levels sensor and user. The variability in the outcome
can be thought as being either within a user or between users. The sensor data level
observations are not independent, which means that for a given user, sensor data
records are related to each other. The multilevel mixed-effects generalized linear
model, using theStatamixed procedure,was performedwith 8339 sensor data records
(Level 1) across 37 individuals (Level 2) to control for the nested data structure. The
independent variables pleasance and activation were collected through experience-
based sampling [6] by polling users at random times per day on the smartwatch
by asking them the questions “how active do you feel?” and “how pleasant do you
feel?”, and the user could then enter this information using a slider shown on the
touchscreen of the watch.
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Table 1.3 Variables

Category Variables Definition

Dependent variables Five aspects of creativity Flu The standardized score of
Fluency derived from
TTCT results

Origin The standardized score of
Originality derived from
TTCT results

elab The standardized score of
Elaboration derived from
TTCT results

abs The standardized score of
Abstractness of Titles
derived from TTCT results

res The standardized score of
Resistance to Premature
Closure derived from
TTCT results

Independent variables Affective states pleasance Self-reported scores for
pleasance, range from 0 to
2

Activation Self-reported scores for
activation, range from 0 to
2

Physiologic sensors avgbpm The average number of
heart beats per minute
(standardized)

varbpm The variance of heart rate
within a day (standardized)

Contextual sensors avglight The light level of the
environment
(standardized)

varlight The variance of light level
within a day (standardized)

Movement sensors VMC The vector magnitude
counts of the user
(standardized)

avgacc The magnitude of the
acceleration of the user’s
movement in the physical
space (standardized)

varacc The variance of
acceleration of the user’s
movement within a day
(standardized)

(continued)
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Table 1.3 (continued)

Category Variables Definition

Control variables User profile Gender Gender = 1, male,
otherwise, female

User location Continent 1 Continent 1 = 1 if the user
is from Asian, otherwise, 0

Continent 2 Continent 2 = 1 if the user
is from Europe, otherwise,
0

Continent 3 continent 3 = 1 if the user
is from North America,
otherwise, 0

Continent 4 Continent 4 = 1 if the user
is from Oceania,
otherwise, 0

Continent 5 continent 5 = 1 if the user
is from South America,
otherwise, 0

Results

Table 1.5 presents correlations for all explanatory variables along with descriptive
statistics, which indicates that multicollinearity should not pose a problem. No value
is higher than the threshold of 0.7 that is used as a rule of thumb for collinear
relationships. We also checked the variation inflation factors (VIFs) and found that
the VIFs for all principal variables are below the rule-of-thumb cutoff of 10 (the
average of VIFs is 2.08), indicating no serious problem with multicollinearity [17].
Our last test was to check for heteroscedasticity in the data using the Breusch-Pagan
test. Results indicate that heteroscedasticity is not a problem with the data.

With the null model (permitting random intercepts only), we calculate the intra-
class correlations (ICCs) of all creativity dimensions, which are shown as Table 1.4.
ICC is an indication of the extent to which sensor data of the same user are similar
on their value scores relative to the total variation in sensor data of all users. An ICC
value of 0 signifies complete observation independence within a user, while an ICC

Table 1.4 Interclass coefficients of null models

ICC Std. err. 95% conf. Interval

Fluency 0.368 0.0762 0.234 0.525

Originality 0.31 0.0726 0.188 0.467

Elaboration 0.397 0.0783 0.257 0.555

Abstractness 0.442 0.0813 0.293 0.602

Resistance 0.464 0.0804 0.314 0.62
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value of 1 indicates that differences in the outcome variable are completely depen-
dent on the grouping variable. Therefore, ICC is used to verify if the nested design
is suitable using a multilevel model. A review of the ICCs of our model shows that
multilevel regression is a good method for our data and analysis since the ICCs of
these creativity dimensions varies from 0.3 to 0.5, meaning that significant similari-
ties exist in each group (user). For all dimensions, 30–50% of the creativity variance
can be explained by the differences between users, while 50–70% can be accounted
for by variables on the sensor data level.

Second, we test the predictive effects of body sensors, external environment
feature, and affective states on creativity. We build on the previous model by adding
random intercepts and fixed-effect predictors from level 1 or/and level 2 into our
regressions. Table 1.6 provides regression results. Models 0–4 serve as baseline
models that include only control variables (also level 2 variables). As shown in our
sample, females tend to be more creative than men in all dimensions: Fluency, Origi-
nality, Elaboration, Abstractness of titles, andResistance to premature closure. As for
the continental difference, only taking continents with large samples into considera-
tion, the conclusion can be made that Europeans (continent 2) are the most creative
people, while Asian (continent 1) people are the least creative. The creativity scores
for individuals from North America (continent 3) are in-between. As the sample size
for the South American and Oceania participants is too small, they are not included
in this analysis.

Models 5–9 test the predictive and influential power of body sensors, environ-
mental feature, and affective states on five subscores of creativity. The results support
that all three groups of variables are significantly related to creativity but vary in the
degrees and directions of the influence they exert on.

The results show that sensor features can reliably distinguish high creativity indi-
viduals from the low creativity ones. The average of heartbeat (standardized heartbeat
average) negatively influences fluency and elaboration subscores of creativity but is
positively related to abstractness. The variance of heart rate within a day is mostly
positively related to the five dimensions of creativity, with positive coefficients for
fluency, originality, abstractness, and elaboration but negatively related to resistance.
As for acceleration and VMC (vector magnitude counts), we also find partial support
for their relationships with creativity.

Table 1.5 Descriptive statistics and correlations
Mean Std.Dev. Min Max 1 2 3 4 5 6 7 8 9 10

1 avgbpm 79.49 19.06 40 200 1.00

2 varbpm 247 102.1 0 466.6 0.13** 1.00

3 avglight 1.612 0.992 -1 4 0.00 -0.05** 1.00

4 varlight 11.93 6.383 0 22.02 0.04** 0.10** 0.35** 1.00

5 avgacc 888.8 138.3 22.98 1299 -0.04** 0.01 0.01 -0.05** 1.00

6 varacc 282774 213845 15.07 1569000 0.06** 0.05** 0.05** 0.12** -0.48** 1.00

7 vmc 2202 2119 0 15938 0.29** 0.07** -0.05** -0.01 -0.19** 0.24** 1.00

8 varvmc 30444 11035 0 47452 0.07** 0.67** 0.01 0.44** -0.03* 0.11** 0.10** 1.00

9 pleasance 1.36 0.443 0 2 -0.03* -0.06** 0.12** 0.03** 0.03** 0.00 -0.04** -0.19** 1.00

10 activation 0.74 0.381 0 2 0.03** -0.23** 0.04** 0.23** -0.04** 0.07** 0.00 -0.08** 0.30** 1.00

11 gender 0.677 0.468 0 1 -0.07** 0.23** -0.08** -0.20** 0.04** 0.01 0.01 -0.05** -0.08** -0.10**

Note: ** p<0.01, * p<0.05

Note ** p < 0.01, * p < 0.05
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Affective States

External Feature

Body Sensors

Creativity

activation

light level

heart rate

acceleration

pleasance
(-) to all aspects of creativity

(+) to flu & elab, (-) to origin & abs

avg: (+) to all aspects

var: (-) to flu, origin, abs & elab, (+) to res

avg: (+) to abs, (-) to flu & elab

var: (+) to flu, origin, abs & elab, (-) to res

avg: (+) to flu & origin

var: (+) to abs, (-) to res

Fig. 1.2 Significant predictors of creativity

Another important finding is that the external light level has great impact on
creativity (both the average light level and variance of light level within a day).
While increasing light level will enhance all subscores of creativity, the variance of
light will lead to the reduction of four dimensions of creativity (fluency, originality,
elaboration, abstractness).

Moving on to the influence of affective states, both the scores of pleasance and acti-
vation play a prominent role regarding creativity. One interesting finding is that plea-
sance would actually impede a person’s creativity. Our results also provide evidence
for the relationship between activation and creativity, while activation promotes
fluency and elaboration, and it has adverse effects on originality and abstractness.

Figure 1.2 summarizes our results, with (+) referring to a positive relationship,
while (−) indicates a negative one.

Discussion

Literature focusing on creative thinking can be divided into research about the
creative product, process, person, and environment [4]. This study focused on creative
thinking skills of a person, investigating the influence of body sensors, environmental
features, and affective states.Wefind strong contributors from the biological, psycho-
logical, and environmental sides. Comparing the specific indexes, we find that while
both the average and variance of heart rate, light level, and pleasance and activa-
tion have relatively stronger influences on creativity, accelerometer data (VMC and
acceleration) has relatively small, almost negligible, effect size. We independently
investigated the five aspects of creativity since the TTCT is an instrument used to
measure different constructs and prior literature advised them being explored sepa-
rately. Our results show distinct differences in the impact of body sensor, mental
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states, and environmental features on difference subscores of the creativity measured
by TTCT.

Also, on the individual level, similar to Lee and Kyung [12], we find gender
difference in creativity, which reveals that females tend to score higher in different
constructs than men. Moreover, the cultural differences revealed by Saeki et al.
[20], which assessed cross-cultural creativity differences between American and
Japanese students, are confirmed in our study. We identify regional inequalities
of creativity between study participants from different continents, and find that
Europeans are most creative, followed by North Americans, and Asians. This illus-
trates that creativity cannot be isolated from the socio-cultural context in which an
individual lives and works.

This study contributes to literature about creativity by both supporting previous
findings and providing new insights. We provide evidence for the gender and region
difference in creativity.Bynew insights,we refer to the introductionof a novelmethod
to measure individuals’ creativity based on analyzing body language, environmental
feature, and mood states. We also demonstrate how technology, specifically sensor-
based systems like the Happimeter, might be used to collect personality characteris-
tics in a non-intrusive way, without the need to fill out surveys. However, this study
also has some limitations. First, the dataset is quite small, with 37 participants. Future
research is needed to replicate the findings related to the five constructs of creativity
with a larger size group of people. Second, this study only pays attention to a set of
limited variables related to body sensor, affective states, and environmental feature.
As there is rapid development in this field, it is desirable to collect in future research
data from different types of sensors. For instance, researchers could integrate latest
results on analyzing stress levels by adding more psychology-related variables, or
more variables describing types of noise in the environment. This research did not
explore group problem-solving or an actual creative solution. Rather it was a corre-
lational analysis of independent variables with a standardized creativity assessment.
Future research may explore creative teams on real-world problems.With the current
work we have barely scratched the surface of this exciting new area of research.

All procedures performed in studies involving human participants were in
accordance with the ethical standards of the institutional and/or national research
committee with the Helsinki declaration and its later amendments or comparable
with ethical standards.
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Chapter 2
Using Body Signals and Facial
Expressions to Study the Norms
that Drive Creative Collaboration

J. Santuber, B. Owoyele, R. Mukherjee, S. K. Ghosh, and J. A. Edelman

Abstract Collaboration and creativity are consistently among the top-ranked values
across societies, industries, and educational organizations.Whatmakes collaboration
possible is social norms. Group-based norms have played a key role in the evolution
and maintenance of human ability to work and create together. We are not born
collaborative-beings; it is the ability for social cognition and normativity that allows
us to collaborate with others. Despite social norms ubiquity and pervasiveness—and
being one of the most invoked concepts in social science—it remains unclear what
are the underlying mechanisms to the extent to be one of the big unsolved problems
in the field. To contribute to close this gap, the authors take an enactive-ecological
approach, in which social norms are dynamic and context-dependent socio-material
affordances for collaborative activity. Social norms offer the agent possibilities for
collaborative action with others in the form of pragmatic social cues. The novelty of
this research is the application of quantitative methods using computational models
and computer vision to collect and analyze data on the pragmatic social cues of
social norms in creative collaboration. Researchers will benefit from those methods
by having fast and reliable data collection and analysis at a high level of granularity. In
the present study, we analyzed the interpersonal synchrony of physiological signals
and facial expressions between participants, together with the participant’s perceived
team cohesion. Despite the small size of the experiment, we could find correlations
between signals and patterns that provide confidence in the feasibility of the methods
employed. We conclude that the methods employed can be a powerful tool to collect
and analyze data from larger groups and, therefore, shed some light on the—still not
fully understood—underlying mechanisms of social normativity. The findings from
the preliminary study are by no means conclusive, but serve as a proof of concept of
the applicability of body signals and facial expressions to study social norms.
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Introduction

Collaboration is exclusively a human activity because of our capacity to create and
regulate our actions by group-based norms. In contrast, other animals, even “our
closest living primate relatives lack normative attitudes and therefore live in a non-
normative socio-causal world structured by individual preferences, power relation-
ships, and regularities” [1]. Humans are “normative animals”. Even more, extensive
literature shows how norms have played a key role in the evolution and mainte-
nance of human cooperation, collaboration, social institutions, and culture [1–3].
Human normativity is the foundation of human’s evolutionary game-changer: large-
scale collaboration among unrelated strangers. This capacity for normativity lies at
the core of “uniquely human forms of understanding and regulating socio-cultural
group life” [1].

Social norms are ubiquitous and pervasive in human interactions. Despite that,
they remain to be one of the main unsolved problems in social cognitive science.
According to Fehr and Fischbacher,

although no other concept is invoked more frequently in the social sciences, we still know
little about how social norms are formed, the forces determining their content, and the
cognitive and emotional requirements that enable a species to establish and enforce social
norms [4].

Social norms are “standards of behavior that are based on widely shared beliefs
how individual group members ought to behave in a given situation” [4]. Norms
tell us “what to do” and “how to do” in different situations—regulate our actions
when engaging with others in a team. Normative negotiations are often observed
in team interactions in the form of questions such as “What are we doing?” and
“How are we doing what we are doing?”. Those questions seek an agreement on a
constitutive norm (what is that we are doing) and regulative norms (how we do what
we are doing). This study seeks to expand our understanding of team dynamics and
collaboration by understanding its norms and the social pragmatic cues that afford
collaboration.

However, the study of norms faces three challenges: (1) they are largely invisible,
as they are implicit in the interaction of the participants, (2) norm-based environments
are complex dynamic systems, they are not “simply being imposed on agents a
priori” [5], and (3) norms are situated, embedded in a specific setting of a practice.
Normativity is part of the “ongoing negotiation of identity and cultural meaning” of
a community of practice [6].

In the first part of this paper, we lay out our theoretical approach that brings
together (a) complex systems theory, (b) an enactive-ecological approach to cogni-
tion, and (c) social learning systems as a framework to studying social norms in the
context of creative collaboration.

In the second part, we look at a preliminary study, which serves as a proof of
concept to a quantitative approach to studying social norms by using body signals
and facial expressions.
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Theoretical Background

Norms as Media for Coupling of Systems: A Complex Systems
Theory Approach

This study understands creativity as a process that emerges through collaboration.
The creative process has its own existence in the form of a self-organizing and
emergent system. The background theory is systems theory from biology, sociology,
and creativity [7–9].

Creative collaboration: Norms as media for coupling of systems
Teams are self-organizing social systems that emerge from the effective coupling

of psychic systems (teammembers). As a system of systems, teams have a precarious
existence. This existence depends on the strength of the structural coupling of systems
that is uncertain; it may happen or not. The coupling occurs through perception–
action between the team members and its environment. To provide certainty to this
coupling, media—an evolutionary artifact—needs to come in place to guide the
perception and action of team members [7]. To our account, norms are media that
facilitates the structural coupling between team members that affords collaboration
to emerge. In other words, norms are cultural outcomes that increase our chances to
survive collaboratively.

In social systems theory, language is the most common media that facilitates the
coupling. When it comes to collaboration language alone is not enough. As shown
above, social norms are the media that makes the structural coupling between team
members possible. However, in everyday social interactions agents have to infer
whether an act is normative from subtler, social pragmatic cues [1]. Doing that
requires capacities for intersubjectivity or collective intentionality and shared values
in a group. That is the “ability to share attention and mental states (e.g., intentions,
goals) with conspecifics and thus to engage in shared intentional activities” [1].
Norms facilitate the emergence of a team’s shared perception.

Norms in the Environment: An Enactive-Ecological Approach

Our perception and our actions are guided by norms present in our environment [10].
Norms are perceived by the agents through affordances [11]. Affordances, in a broad
sense, offer the agent possibilities for action. In the case of norms, not only what
actions but also how to act. Those affordances emerge from the interaction between
the agent and the socio-material environment. It means the social interaction and
cultural setting as well as the physical context in which collaboration emerges [12].

An enactive-ecological account of norms implies that norms are dynamic,
emerging in the socio-material landscape. In this sense, “norms must also be under-
stood as an embodied and situated practical sensitivity to the unfolding dynamics
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of the here-and-now contextual particularities of practices” [13]. Therefore, affor-
dances are possibilities for skilled action depending on the competencies that the
group of agents has. The different norms that emerge are defined by the practice and
experiences of the teammembers and the setting in which they are situated—the rich
socio-material landscape of affordances [14].

Norms in a Community of Practice

Norms belong to a particular practice, a form of life, a setting [10, 12, 15]. And
here we understand teams, as social systems, to be a social learning system in the
form of communities of practice [16]. According to Wenger, the engagement in
a community of practice involves a dual meaning-making process through partic-
ipation and reification. Participation is materialized through direct engagement in
activities, conversations, and reflections; reification in the production of physical and
conceptual artifacts—words, tools, concepts, stories that organize our participation
[6].

Normativity is a form of reification; norms are conceptual artifacts that coordinate
and anchor our perception and participation. They provide a common meaning to
the shared experience as a team and community.

Social Norms as Solicitations to Collaborating

The authors take an enactive-ecological approach, inwhich social norms are dynamic
and context-dependent socio-material affordances for collaborative activity. Social
norms offer the agent possibilities for collaborative action with others in the form of
pragmatic social cues. These social cues are context-dependent, and they belong to
every practice.

Using Physiological Data and Facial Expressions Synchrony
to Study Norms in Creative Collaboration: Individual
and Team Level

The understanding of teams as complex systems implies a multidirectional causality
of its dynamics. As in situated cognition, “one of the fundamental concepts is that
cognitive processes are causally both social and neural. A person is obviously part
of society, but causal effects in learning processes may be understood as bidirec-
tional” [17]. The same applies to teams and individuals. The team behavior and its
normative status affect the physiological responses of the team member. Likewise,
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the team member’s physiological processes affect team behavior and team norms.
The descriptive and normative accounts of reality are dependent phenomena and are
causally related. That action–perception–reaction is part of the normative negotiation
of that community.

In the paper “Socially Extended Cognition and Shared Intentionality”, Lyre [18]
offers a more detailed account of aspects of the environment that can provide the
social cues for the coupling. He claimed that “virtually all mechanisms studied in
social cognition […] can be seen as potential coupling mechanisms of social exten-
sion” [18]. Building on his suggested list, we have included aspects from the enactive-
ecological approach to the list, as well as a categorization of those mechanisms based
on the normative (Table 2.1) and descriptive (Table 2.2) distinction. The normative
mechanism for collaboration cannot be accessed directly. They need to be inferred
from the descriptive pragmatic social cues. The descriptivemechanism for collabora-
tion can be accessed directly. They are available in the socio-material environment in
the form of pragmatic social cues that together constitute affordances to collaborate.

The social pragmatic cues of a specific practice can be inferred by integrating
multiple descriptive, factual aspects of the socio-material environment. Specifically,
intersubjective descriptivemechanismsneed to be integrated into the situated descrip-
tive to be able to infer the normative aspect of the social situation. The social norms
that guide our perception and action are key to preserve the harmony—or chaos—of
the community in which that collective experience is situated.

To capture this bidirectional causality—the individual and the team—this study
leverages advanced approaches using digital technology for data collection and anal-
ysis. In this research in progress, we collected and analyzed physiological data using
wearable devices, facial expressions using video recordings, and perceived team
cohesion via self-assessment. In the study, participants engaged in a creative collab-
oration task provide a proof of concept for using body signals to understand the
norms that drive creative collaboration.

Table 2.1 The normative
mechanism for collaboration

Situated Intersubjective

Cultural institutions
Social learning
Social norms
Language

Shared goals
Shared intentionality
Co-operative action
Communicative action
Shared mental model

Table 2.2 Descriptive
mechanisms for
collaboration—pragmatic
social cues

Situated Intersubjective

Time
Physical space
Tools

Physiology
Gaze direction
Head pose
Body posture
Gestures
Facial expression
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To clearly frame the scope of this preliminary study, two research questions are
addressed:

1. What are the right theoretical frameworks for the study of group-based norms in
creative collaboration?

2. How can new computer-powered automatic data collection and analysis methods
contribute to quantitatively study of social norms in creative collaboration?

Study Design

Participants

For this preliminary experiment 10 participants—6 females and 4 males—were
recruited from a group of graduate students from a digital engineering institute in
Germany. Regarding their profession, all of them are researchers in the field of
computer science with a highly homogenous cultural background—northern Euro-
pean—and none of them was a native English speaker. The age of the participants
was between 21 and 28 years and they had no previous experience working together.
The participation was voluntary—not subject to any payment. The participants were
paired based on their time availability, which resulted in four gender-diverse dyads
and one dyad of females. All participants signed the corresponding informed consent
form. All procedures performed in this study involving human participants were in
accordance with the ethical standards of the institutional research committee and
with the 1964 Helsinki declaration and its later amendments or comparable with
ethical standards.

Fig. 2.1 Experimental setup
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Procedure

The experiment was to collaboratively work with a wooden puzzle. The experiment
was divided into three consecutive tasks, each one of themwith the same 3-Dwooden
puzzle of a Dinosaur but with a different set of instructions (Fig. 2.1). The total length
of the experiment was 45 min, including 5 min of baseline before the Tasks 1, 2, and
3. Every task lasted for 5 min and was followed by a 3 minutes break to fill a survey
on perceived team cohesion (PTC) (see Table 2.3).

The following task instructions were given to the participants: For Task 1, the
participants were given the puzzle and its cover (see Fig. 2.2), without any other

Table 2.3 Experiment procedure

Task 1—Situated normative
status (5 min)

Task 2—discordant normative
status (5 min)

Task 3—prescriptive
normative status (5 min)

Participants were told to
collaborate creatively and were
provided with a 3-D wooden
puzzle and its cover (see
Fig. 2.1)

Participants received slightly
different written instructions to
assemble the puzzle, showed for
10 s
Participant 1: The goal of this
session is to assemble the puzzle
through creative collaboration
Participant 2: The goal of this
session is to creatively explore
different assembling of the
pieces through collaboration

A visual guide on how to
assemble the puzzle was
provided (see Fig. 2.1)

Fig. 2.2 Dinosaur Set 1, cover sheet (left side) that served as visual instructions for task 1 and one
of the pages of the assembly guide (right side) provided to the participants at the beginning of task
3
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instruction. For Task 2, theywere given two different written instructions to assemble
the puzzle through creative collaboration. For Task 3, they were given no instructions
but an assembly guide of the puzzle (see Fig. 2.2).

Data Collection

The data collected during the experiment consisted of perceived team cohesion,
electrodermal activity (EDA), and heart rate (HR) and video, from which we can
extract facial expressions of the participants. For the collection of EDA and HR data
from the participants, we used the Empatica E4 wristband [19]. The data collection
was done using a stationary setup; no audio-visual staff was present during the
recording.

Perceived Team Cohesion

Tomeasure the perception of the participants for each task, we use a self-report ques-
tionnaire. The “Perceived Team Cohesion Questionnaire” (PTCQ) has 10 questions
and was answered individually by every participant after every task using a Likert
scale (Table 2.4). The questionnaire was adapted from the paper “Physiological
evidence of interpersonal dynamics in a cooperative production task” [20].

The changes in the perception of collaborative work collected with PTCQ serve
two purposes. First, it was used as a validation measurement that the experiment
design and intervention did actually generated a change—especially in Task 2—
and that the change was perceived by the participants. The second purpose was to
study correlations between PTC and synchrony of physiological signals and facial
expressions.

Table 2.4 Perceived team
cohesion questionnaire
(PTCQ)

(1) Based on what happened during the task right before…

(2) I would like to interact with the other participant again

(3) The other participant is a person I could see having as a
friend

(4) The other participant was warm

(5) The interaction with the other participant went smoothly

(6) I feel held back by the other participant

(7) I do not fit in well working with this person

(8) I felt uneasy with the other participant

(9) How much did you want your group to perform well?

(10) We did not have to rely on one another to complete the
task
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Fig. 2.3 Data processing of raw electrodermal activity data (EDA) included tonic extraction using
continuousdecomposition analysis (CDA)anddata normalization.After that, the data corresponding
to Tasks 1, 2, and 3 were manually extracted

Physiological Data

Electrodermal activity (EDA)
According to Boucsein [21], EDA refers to the electrical potential on the surface

of the skin which is controlled by the sympathetic nervous system increases in sudo-
motor innervation, causing EDA to increase and perspiration to occur. Quick changes
in EDA—arousals—are a response to stress, temperature, or exertion and have been
frequently used in studies related to affective phenomena and stress [22]. In this
preliminary study, synchrony between participants is calculated based on the simi-
larity of arousal peaks, technically known as skin conductance response (SCR). The
shape of an SCR—arousal—should typically last between 1 and 5 s, has a steep onset
and an exponential decay, and reaches an amplitude of at least 0.01 µs [21].

For the collection of EDA data from the participants, we used the Empatica E4
wristband [19], which collects EDA at a frequency of 4 Hz by using two electrodes
on the skin.

Before data analysis of SCR, EDA needs to be processed. For EDA, the raw data
consists of phasic and tonic EDA. To study the synchronization between SCR—
phasic—of two signals we need to extract the tonic. To extract it, the raw data
for each participant was visualized using Ledalab and a continuous decomposition
analysis was run [23]. Because of individual dependency of EDA and to avoid noise,
we smoothed the data and normalized it using a z-score normalization on the signal
(see Fig. 2.3).

In the phasic EDA sheet, we got two columns; one is the timestamp and the other
is the amplitude of the signal. We cut the data manually in the interval of the desired
time in seconds by the column of the timestamp. The data of two participants for
each task were plotted in one graph to analyze the synchronization between both of
them, as described in Section “Data Analysis”.

Heart Rate (HR)

The second physiological measure is HR, which captures the difference between
interbeat intervals (IBI) and is important in estimatingvagal tone andparasympathetic
nervous system activity.
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Fig. 2.4 Data processing of raw heart rate (HR) data normalization by mean extraction. After that,
the data corresponding to Tasks 1, 2, and 3 were manually extracted

To collect HR, we used the Empatica E4 wristband that uses a photoplethysmog-
raphy sensor to illuminate the skin andmeasures the light reflected by the presence of
oxyhemoglobin.According toGarbarino and colleagues [19]with each cardiac cycle,
the heart pumps blood to the periphery, changing the volume and pressure produced
by the heartbeat which correlated to a change in the concentration of oxyhemoglobin.

Before the analysis of synchrony between participants, every HR raw data was
normalized, dividing it by the mean, in order to reflect changes in HR relative
to a baseline—the mean. We cut the data manually in the interval of the desired
time in seconds corresponding to every task (Fig. 2.4). The data of two partici-
pants—for every dyad and for each task—were plotted in one graph to analyze the
synchronization between both of them as described in Section “Data Analysis”.

Facial Expressions

Our faces offer a rich source of pragmatic social cues. From facial expressions we
communicate and infer emotions and intentions; they serve as a visual guide on how
to act during social interactions and encounters with others [24]. Previous research on
facial mimicry considers it a “basic facet of social interaction, theorized to influence
emotional contagion, rapport, and perception and interpretation of others’ emotional
facial expressions” [25].

In this study, we use computer vision to analyze facial action units (FAU), a coding
system based on themuscle of the face that is correlatedwith certain emotional states.

Video footage of the experiment was captured using a 360° video camera. A
free capture of the face of each participant was extracted from the 360° video, for
every task. Every video was analyzed using the open-source application Openface
2.0 [26] for automatic facial behavior analysis. Based on the software confidence
output, noisy data was removed—less than 5 percent of total frames. The frequency
of analysis is 30 frames per second, which provides a very rich and high-granularity
data. The FAU analysis provides two values, presence and intensity for every FAU.

Before the synchrony analysis, the raw is coded into positive, negative, and neutral
facial expression based on the values of FAU.Positive expressionwas coded ifAU_12
is there, then it will indicate positive expression and the amplitude in those points
will be the average of the intensity of AU_06 and AU_12. A negative expression was
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Fig. 2.5 Facial expressions were extracted using automatic facial behavior analysis using computer
vision and coded into positive and negative emotions based on FAU presence and intensity. The
intensity values were plotted together to analyze synchrony

coded if AU_15 and AU_01 are present and the amplitude in those points will be
the average of the intensity of AU_15, AU_01, and AU_04. Since the second coding
scheme is negative emotions, to make the value negative in the plot, we multiplied
the set by−1. Positive, negative, and neutral data points for two participants for each
task were plotted in one graph to analyze synchronization between both of them, as
explained in Section “Data Analysis” (Fig. 2.5).

Data Analysis

Synchrony of Physiological Signals

Physiological interpersonal synchronization for every dyad was calculated using
dynamic timewarping (DTW) [27]. In particular, we analyzed the synchrony of EDA,
HR signals and facial expressions—positive and negative separately—between two
partners in a dyad. DTW is an algorithm for measuring the similarity between two
temporal sequences that vary in time and speed. DTW provides the distance between
the partners’ physiological response signals for each task. Interpersonal influence in
social interactions occurs normally within a five seconds timeframe [27]. For that
reason, we enforced a locality constraint of five seconds while searching for the
nearest points between the signals. As the frequency of the EDA signals is 4 Hz in
our case, the constraint window consists of 20 samples within which we searched for
the similarity. For HR, the five seconds windows corresponded to five data points.
For the facial expressions, the window size corresponded to 150 data points—30
samples per second (Figs. 2.6 and 2.7).

Once we had the synchrony coefficient of every dyad for Tasks 1, 2, and 3,
we looked for the correlation between the different signals and the perceived team
cohesion (PTC) data from the survey using Pearson’s correlation coefficient (PCC)
[28]. The PCC range from 1 to −1 (positive to negative/inverse correlation).

The synchrony coefficient was normalized to z-scores and multiplied by −1, to
ensure comparability with PTC.
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Fig. 2.6 EDA plot of signals from participants 1 and 2 corresponding to dyad 2 in task 3

Fig. 2.7 DTW measures the distance between the two signals to provide a physiological
synchronization coefficient based on EDA corresponding to dyad 2 in task 3

Perceived Team Cohesion Analysis

The data from the PTCQ were averaged between dyads and then normalized across
tasks to z-scores.

Results

Because of the preliminary nature of this study, its main goal is to explore and test
new methods to study social norms in collaboration. In the following paragraphs,
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we present some initial findings, making clear to the reader that the results are not
meant to be conclusive but rather illustrative of the expected results (Fig. 2.8).

A general overview of the data shows consistency in the changes of interper-
sonal synchrony levels due to the experiment design and intervention. Of special
interest to the authors was observing the changes experienced between Tasks 1 and
2 and between Tasks 2 and 3. Tasks 1 and 3 are designed to have a high level of
normative agreement with a shared goal. In contrast, the intervention in Task 2 was
meant to misalign the participant’s goal by providing different instructions before
the task. This served as a first validation of the intervention design and the methods
employed.

Physiological synchrony and correlation between EDA sync and HR is positive
and show a direction that could be further explored with a larger data set. EDA sync
correlations values are not strong enough tobe considered. Interestingly,EDAfollows
the tendency of negative correlation with negative facial expression synchrony. For
HR sync, a positive correlation with PTC (r. 0.344) can be seen, which are also in
agreement with the intervention design.

Facial expressions synchrony correlation, between positive and negative facial
expression sync, are strongly negative. This correlation can be explained because of
the experiment design of Tasks 1 and 3, agreement and shared goals versus Task 2,
disagreement and misalignment, associated with more negative facial expression. In
the same direction, the correlation between facial expressions and PTC is positive
for positive facial expression and negative for negative expressions. The consistency
between facial expression and PTC places facial expressions as a potential reliable
indicator of normative agreement (Table 2.5).

Fig. 2.8 Synchrony coefficients z-scores per index plus PTC
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Table 2.5 Descriptive statistics and correlations

Mean Stdev Min Max 1 2 3 4 5

1. EDA Sync 10.281 7.634 1.637 32.044 1.00

2. HR Sync 4.470 2.626 0.953 8.825 0.202 1.00

3. Pos Face 
Sync 22.890 6.823 14.776 38.210 0.156 -0.032 1.00

4. Neg Face 
Sync 38.938 11.907 18.456 59.975 -0.196 -0.259 -0.490 1.00

5. PTC 4.183 0.723 2.300 4.850 0.004 0.344 0.439 -0.311 1.00

Discussion

As a preliminary study investigating the quantitative correlations between different
levels of normative agreement, levels of perceived team performance, physiological
synchronization, and facial expression synchrony the experiment provides feasibility
proof for further research with a larger group of participants and more means of
measure synchronization to understand social norms.Quantifying social normsopens
up new opportunities for research. Norms are at the core of human collaboration,
therefore, advancing our understanding of social norms is the key to any other form
of collaboration.

The enactive-ecological as a theoretical framework provides a flexible yet rigorous
and solid foundation from cognitive sciences and philosophy. A strong advantage
of understanding group-based norms as socio-material affordances available in the
form of pragmatic social cues broadens the scope of study of normativity in collab-
oration. It moves away from a “head-locked” approach to social norms and brings
embodied and environmental aspects that can contribute to better understand the
mechanism underlying our unique ability for normativity and collaboration. This
approach opens up the scope of the socio-material environmental aspects that have
not been traditionally considered in social studies.

In the same direction, new computer-powered data collection methods such
as wearable devices have become unobtrusive and accessible. This technological
advancement in sensing devices enables larger studies with cost-effective data
collection. Regarding data analysis, open-source software and machine learning can
provide fast and efficient methods for the analysis of large data sets. The preliminary
experiment presented in this study would have taken great amounts of manpower
in terms of time and knowledge for manual coding and labeling of data. Thanks
to reliable and rigorous methods or methodologies, studies that integrate multiple
data sources can contribute to mapping the bigger picture of group-based norms in
collaboration.
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Future Research and Limitations

Social norms are invisible and dynamics but people can navigate them quite success-
fully, thanks to pragmatic social cues found in the environment. This preliminary
focused on the use of computer-powered automatic data collection and analysis
methods as a means for the understanding of social norms. The study of social
norms will remain incomplete if the research cannot integrate multimodalities of the
pragmatic social cues. We believe quantitative methods can contribute to bridging
that gap in a time and cost-effective manner. The limitations of such an extensive
approach are the sacrifices of the phenomena of fidelity when compared to quali-
tative methods. Future research will focus on other social cognitive vehicles such
as body posture, gestures, eye movement, head pose and communicative actions to
gain a better understanding of social norms in a similar fashion people do. Adding
these different pieces together can give us a map of the coupling structures of social
norms.
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Chapter 3
Measuring Audience and Actor Emotions
at a Theater Play Through Automatic
Emotion Recognition from Face, Speech,
and Body Sensors

Peter A. Gloor, Keith April Araño, and Emanuele Guerrazzi

Abstract We describe a preliminary experiment to track the emotions of actors
and audience in a theater play through machine learning and AI. During a 40-min
play in Zurich, eight actors were equipped with body-sensing smartwatches. At the
same time, the emotions of the audience were tracked anonymously using facial
emotion tracking. In parallel, also the emotions in the voices of the actors were
assessed through automatic voice emotion tracking. This paper demonstrates a first
fully automated and privacy-respecting system to measure both audience and actor
satisfaction during a public performance.

Introduction

Emotion recognition has been widely studied for many years. Human emotion
is a crucial element for communication and decision-making. The availability of
emotion-rich data sources on many channels, along with recent advances in machine
learning and deep learning have led to the development of various intelligent systems
that are able to automatically recognize and interpret human emotions. In businesses
for example, online retail systems are capable of analyzing emotional customer feed-
back to improve customer satisfaction [14]. In healthcare, the physical and emotional
states of patients are monitored to automatically diagnose and prescribe the appro-
priate treatment [8]. Another application of emotion recognition is for safe driving
through online monitoring of driver emotions [42].
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Traditionally, emotion recognition research has been focused on analyzing
unimodal data: speech signals [38], text data [43], facial expressions [18], and
most recently, physiological signals [2]. However, emotions are complex cognitive
processes with rich features that are difficult to infer with just a single modality [34].
Consequently, a number of studies have investigated the use of multimodal data and
have shown that it can substantially improve the prediction of emotional states [41].
Moreover, the concept of cross-modal prediction in which shared representations are
learned from multiple modalities to predict emotion from one modality to another
has recently received growing interest from the research community.

One of the most widely known challenges in the field of emotion recognition is
the difficulty of obtaining and labeling datasets to train prediction models. Cross-
modal prediction addresses this problem by learning embeddings from one modality
to predict another. For example, Albanie and colleagues [1] investigated the task of
learning speech embeddings without access to any form of labeled audio data by
exploiting a pre-trained face emotion recognition network, to reduce the dependence
on labeled speech. Similarly, Li et al. [21] proposed a cross-modal prediction system
between vision and touch that is capable of learning to see by touching, and learning
to feel by seeing. Inter-modality dynamics, which models the interactions between
different modalities and how they affect the expressed emotions of an individual,
have also been investigated in earlier work [45]. The majority of these studies on
using multimodal data, however, have been focused on recognizing emotions of a
single individual, and little research has explored such inter-modality interactions
between a group of individuals.

Motivated by these advances in multimodal emotion recognition, we investigate
the correlations between the emotions depicted from facial expressions, speech, and
physiological signals between two separate groups of individuals. In particular, we
monitor the interaction between actors and audience in a theater performance. The
contributions of this paper are as follows: We trained a face emotion recognition
(FER) model and a speech emotion recognition (SER) model that are capable of
predicting emotions from facial expressions and speech signals, respectively. We
collected visual, audio, and physiological data from actors and audience of a theater
performance which took place at the Landesmuseum in Zurich, Switzerland in spring
of 2019. To the best of our knowledge, no such dataset has been collected before.
We finally investigated the correlations between the emotions predicted by our deep
learning models from the facial expressions, speech, and physiological signals that
we have collected. Specifically, we analyzed the emotions of actors from their speech
and physiological signals, and how these emotions translate to the facial expressions
of the audience, investigating inter-modal and inter-personal dynamics.

Theoretical Background

Psychologists have proposed several theories categorizing different emotions that
also account for age and cultural differences. One of themost widely applied emotion
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categorization frameworks is Paul Ekman’s emotion model [12] where he classi-
fies emotions into six basic categories: anger, happiness, fear, surprise, disgust, and
sadness.Another universally recognized emotion classification system is theCircum-
plex model of affect [33], which is a two-dimensional model with valence describing
the range of negative and positive emotions, and arousal depicting the active to
passive scale of emotions. High valence and high arousal, for example, represent a
pleasant feeling with high activation, which describes emotions such as happiness
and excitement.

These emotions can be expressed in several ways: through facial expressions,
speech, text, body language, or physiological signals. Among thesemodalities, facial
expression is believed to be one of the most powerful and direct channels to convey
human emotions in non-verbal communication [3, 35] while speech, on the other
hand, is one of the most natural channels to transmit emotions in verbal interactions.
These modalities differ in their potential in predicting emotional states as well as
in their availability and usability under various circumstances [10]. Moreover, one
modality can be influential in the recognition of another, which has been investigated
in prior studies in cross-modal prediction [1, 21]. This can be useful in applications
where onemodality is utilizedwhen the other is absent, such as in generating captions
or labels for images [16] or in using vision to predict sounds [29].

Variousmethods have been proposed for recognizing emotions from faces, speech,
and physiological signals. In face emotion recognition (FER), the current dominant
techniques are deep neural networks (DNNs), such as convolutional neural networks
(CNNs), which have been extensively used in diverse computer vision tasks that
have resulted in several well-known CNN architectures such as AlexNet [19], VGG
[36], VFF-face [30], and GoogleNet [39]. Similarly, in speech emotion recogni-
tion (SER), the recent breakthroughs in deep learning have led to the design of
numerous DNN architectures such as variants of CNNs and long short-termmemory
(LSTM) networks, which have shown state-of-the-art performance in SER [20, 40].
In emotion recognition from physiological signals however, the majority of prior
studies use classical algorithms such as support vector machines (SVM), random
forests (RF), linear discriminant analysis (LDA), and K-nearest neighbors (KNN)
[2]. Deep learning in this domain is still in its infancy, possibly due to the lack of
large physiological emotion-labeled datasets necessary for training deep networks,
contrary to FER where a substantial number of large datasets exist.

The aforementionedmethods traditionally have not only dealt with unimodal data,
but have also become popular inmultimodal emotion recognition, in which the detec-
tion of emotion in each modality is a critical component for the success of the entire
multimodal system. One of the key challenges in multimodal emotion recognition
is to model the interactions between each modality (i.e. inter-modality dynamics)
[25]. While novel approaches [45] have been proposed to address this problem, a
majority of the earlier work has been focused on the inter-modality dynamicswithin a
single individual. In psychology, numerous studies [31, 37] affirm that clearly another
person’s emotions do have an effect on our own actions, thoughts, and feelings. For
instance, Ekman [11] highlights how one person’s face may influence the emotional
experience of another: “If B perceives A’s facial expression of emotion, B’s behavior
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toward A may change, and A’s notice of this may influence or determine A’s experi-
ence of emotion” [11]. In the field of multimodal emotion recognition, on the other
hand, little research has been done to explore the inter-modality dynamics between
individuals (i.e. inter-personal). This research aims to further understand such inter-
modality and inter-personal effects. Through an empirical study, we investigate the
correlations between emotions extracted from the speech and physiological signals
of a group of individuals, and the emotions from the facial expressions of another
group.

Methodology

Data Collection

We collected physiological, visual, and audio data from both actors and audience
during a theater performance that tookplace in theLandesmuseum inZurich, Switzer-
land on May 25, 2019. Through the Happimeter app [4] running on the smartwatch
that the actors wore during the performance, we were able to gather the activation,
pleasance, and stress levels of the actors. The Happimeter runs a trained machine
learning model that is capable of predicting such emotions from the physiological
signals that are collected from the sensors of the smartwatch. Through a video camera
that was set-up inside the theater, we captured the faces of the audience and the voices
of the actors during the entire performance which lasted for about 40 min.

Considering the number of smartwatches available as well as the privacy issues
imposed by the collection of sensor data, we opted to collect the physiological signals
from the smaller group of individuals—the actors, which consisted of eight individ-
uals.Moreover, as a theater etiquette, loudwhispers and conversations in the audience
are discouraged, hence, speech datawas only collected from the actors. Facial expres-
sions, on the other hand, were recorded from the audience, which consisted of about
40 people. Table 3.1 summarizes the data collected during the theater performance.

Table 3.1 Summary of the
collected data from the
theater performance

Modality Emotions Group

Facial expressions Anger, fear, happiness,
sadness

Audience

Physiological signals Activation, pleasance,
stress

Actors

Speech signals Anger, fear, happiness,
sadness

Actors
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Table 3.2 FER training set

Emotions Dataset Total

CK+ JAFFE BU-3DFE FacesDB

Happy 69 31 77 36 213

Sad 28 31 88 36 183

Angry 45 30 94 35 204

Fearful 25 32 92 36 185

Total 167 124 351 143 785

Model Implementation

Face Emotion Recognition

Our FER model, which has a prediction accuracy of 74.9%, has been trained on
a combination of multiple datasets: CK+ [23], JAFFE [24], BU-3DFE [44], and
FacesDB [27]. The cardinality of each emotion type in these datasets is summarized
in Table 3.2. Our model uses a VGG16 [36] CNN architecture that was pre-trained
on ImageNet. We freeze the layers except for the last four layers of this pre-trained
model. We use SGD as an optimizer with a learning rate of 0.01 and a Softmax
activation function in the dense output layer of the network. All of the detected faces
from the camera were resized to 100 × 100 as input to the VGG16 model. Since
VGG16 expects three input channels, we extend the images into three dimensions
by using the same values for red, green, and blue (i.e. grayscale).

Using the face_recognition python package which is based on the dlib machine
learning library [17], we detect the faces from the captured images on the camera.We
then label all the recognized faces with the emotions happy, angry, sad, and fearful,
using our trained FER model. The probabilities of the emotion classes are obtained
from the Softmax layer of our FER network. Figure 3.1 illustrates a snapshot of the
video captured by the camera, showing the emotion-labeled faces as predicted by
our FER model.

Speech Emotion Recognition

Our SER model, which has a prediction accuracy of 71.01%, has been trained
on a combination of multiple datasets containing 3–5 s of emotion-labeled audio
files: RAVDESS [22], SAVEE [15], CREMA-D [7], IEMOCAP [6], TESS [9], and
EMODB [5]. The cardinality of each emotion type in these datasets is summarized in
Table 3.3. Using python’s Librosa [26] library, we extract theMel-frequency cepstral
coefficients (MFCCs) from each audio file with a sampling rate of 44,100 Hz, a fast
Fourier transform (FFT) window of 2048, and hop length of 512 samples. This
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Fig. 3.1 Emotion-labeled faces detected by our FER model (face blurred for privacy reasons)

Table 3.3 SER training set

Emotions Dataset Total

RAVDESS SAVEE CREMA-D IEMOCAP TESS EMODB

Happy 376 60 1271 595 400 72 2774

Sad 376 60 1271 1084 400 62 3253

Angry 376 60 1271 1103 399 128 3337

Fearful 376 60 1271 40 399 68 2214

Total 1504 240 5084 2822 1598 330 11,578

implementation uses the Hann window function on the signal frames and performs a
short-time Fourier transform (STFT) to calculate the frequency spectrum.We extract
a total of 40 MFCCs, excluding the zeroth coefficient as it represents the average
log-energy of the signal, which carries limited speech information [28].We then feed
this MFCC feature vector into our LSTM: a five-layer network with one input layer,
three hidden layers, and one dense output layer with a Softmax activation function.

Using the video captured by the camera, we extract the corresponding audio data
by converting the mp4 into a wav file format. The entire audio stream was split, with
a chunk length of 4 s, since our SER prediction model was trained on audio data with
a similar average time duration.We then label each of the 4-s audio with the emotions
happy, angry, sad, and fearful, using our trained SER model. The probabilities of the
emotion classes are obtained from the Softmax layer of our SER network.
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Physiological Emotion Recognition

We use the machine learning model that is deployed in the Happimeter [4] app to
label the emotions from the physiological signals, that is, a physiological emotion
recognition (PER). Signals were collected by the sensors of the smartwatch. The
model processes physiological (e.g. movement, heart rate, etc.) and environmental
(noise, weather, etc.) variables as inputs to a classifier. It uses Scikit-learn’s [32]
gradient boosting algorithmwith a learning rate of 0.1 and amaximum depth of eight
nodes in each tree. This machine learning model, which currently has a prediction
accuracy of 79%, has been trained with the data that has been acquired from the users
of the app in the last three years. Using this trained model, the data collected from the
smartwatches that were worn by the actors were labeled with values ranging from 0
to 2 to indicate the levels of activation, pleasance, and stress.

Correlation Analysis

We compare the predicted emotions from the voices and physiological signals of the
actors to the emotions from the facial expressions of the people in the audience. We
merge the predictions from our SER (actors) and FER (audience) models based on
the closest timestamp and perform a rolling window calculation (i.e. simple moving
average) using different time windows to filter out noise and expose the under-
lying properties of the curves. Subsequently, we perform a correlation analysis using
Pearson’s correlation coefficient (see Equation below), where n is the sample size,
xi and yi are the individual sample points i , and x̄ and ȳ are the sample mean.
The same process is followed to compare the emotions from the PER (actors) and
the FER (audience) model. We also analyze the physiological signals (i.e. heartrate
and movement) from the actors and examine their correlations with the emotions
portrayed from the faces of the audience.

rxy =
∑n

i=1(xi − x̄)(yi − ȳ)
√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2

Results

PER Versus FER

Figure 3.2 shows the levels of activation, pleasance, and stress of the actors (as
measured by theHappimeter app) and the four emotions of the audience (asmeasured
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Fig. 3.2 Emotions from the Happimeter and the FER model

by the FER model) throughout the entire theater performance. As we can see, the
pleasance of the actors went down as the play progressed, while their activation went
up. The correlation values and the level of significance between these emotions are
illustrated in Fig. 3.3 (* <0.05, ** <0.01, *** <0.001).

Fig. 3.3 Correlations
between the emotions from
the Happimeter (actors,
about 900 measurements)
and the FER model
(audience, about 600
measurements)
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We find that activation of the actors and anger of the audience is negatively corre-
lated (r =−0.31*). This means that the more excited the actors are, the less angry the
audience is. We do not really assume that the audience is “angry”, rather their facial
expressions showed something that our FER interpreted as “angry”. As we only had
these four emotions labeled in this initial analysis, other emotions such as “surprise”
or “insight” might be subsumed into the “angry” emotion, as the FER system might
assign these emotions also the “angry” label. Similarly, we find that the higher the
pleasance of the actors is, the less “fearful” the audience is (r =−0.32*). Somewhat
counterintuitively we also find that the higher the pleasance of the actors is, the more
angry the audience (r = 0.39**) is. This combination of correlations indeed suggests
that the “surprise” facial expression might be similar to the “anger” facial expression
and has been recognized as such by the FER.

Sensor Data Versus FER

In order to investigate the possible correlations between raw sensor data (as captured
by the smartwatch) and the FER model, we collected and analyzed the data from the
smartwatches worn by the actors. Figure 3.4 shows the average levels of movement
(computed as the sum of the absolute values of accelerometers value along x, y,
and z-axis), heartrate (beats per minute, BPM), and noise level (as measured by
microphone). The correlation values and the level of significance between these
emotions are illustrated in Fig. 3.5.

As Fig. 3.5 shows, the facial expression recognized as “angry” is negatively corre-
lated to the average movement, that is, the less the actors move, the more “angry”
the audience gets.
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Fig. 3.4 Sensor data (average) comparison with the FER model
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Fig. 3.5 Correlations
between sensor data
(average, about 2150
measurements) and the FER
model

Similarly, we find that the higher the standard deviation inmovement of the actors,
the “angrier” expressions (r = 0.32*) and the less “fear” expressions (r = −0.34*)
are recognized by the FER. This means that differences in movement among the
actors trigger emotional reactions by the audience.

FER Versus SER

Figure 3.6 shows the plots of the probabilities of the emotion “anger” as measured
by our FER and SER models using a rolling time window of 30 s, 1 min, and 5 min.
As foreseen, a smoother curve is achieved with a longer time window. In Fig. 3.7 the
plots of the probabilities of all four emotions between the actors (as predicted by the
SER) and the audience (as predicted by the FER)with a rollingwindowof oneminute
are displayed. The corresponding correlation matrix showing the correlation values
and the level of significance is displayed in Fig. 3.8. Only significant correlations
between the emotions of the audience and actors (i.e. FER vs. SER predictions) are
highlighted.

As the correlation matrix in Fig. 3.8 shows, “fear” in the faces of the audience is
positively correlated with “anger” in the voice of the actors. “Anger” in the faces of
the audience is positively correlated with “happiness” in the voice of the actor, which
again suggested that “surprise” of the audience is also subsumed in this emotion.
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Fig. 3.6 Plot of the probabilities of the emotion anger from the FER and SERmodels using different
time windows

Discussion

Emotions from Faces of the Audience Versus Voices of Actors

By taking into consideration a balance between filtering random noise or variations
and preserving the original data, we chose a time window of 1 min to smoothen
the time series predictions as can be observed from the plots in Fig. 3.6. Using this
chosen time window, we see some obvious correlations between the emotions from
the audience and the actors (see Fig. 3.8). A graphical summary of the correlations
is shown in Fig. 3.9, which is based on the correlation matrix in Fig. 3.8.

For the emotion “anger”, there is a statistically significant negative correlation
between the audience and the actors. Interestingly, there is a statistically significant
positive correlation between the “happiness” from the actors and “anger” from the
audience. This implies that when there is “anger” from the actors, the audience feels
less of the same emotion and similarly, when there is “happiness” from the actors,
there is a higher intensity of “anger” from the audience.

The “anger” expressed by the voices of the actors is positively correlated with
“fear” from the audience, which appear to be logical and can possibly infer that the
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Fig. 3.7 Plot of the probabilities of the four emotions from the FER and SERmodels using a rolling
window of 1 min

actors can effectively elicit “fear” from the audiencebydemonstrating “anger” in their
voices. Consistent with such behavior, there is also a statistically significant negative
correlation between the “happiness” from the actors and “fear” from the audience,
implying that the audience feels less “fear” when the actors exhibit “happiness”.

A statistically significant positive correlation is also present between “fear” from
the actors and “sadness” from the audience. This may suggest that members of
the audience are sympathetic, and they empathize with the “fear” from the actors by
feeling “sad”. Consistent with such observation, there is also a statistically significant
negative correlation between “happiness” from the actors and “sadness” from the
audience, which suggests that the actors effectively managed to make the audience
feel less “sad” by showing “happiness” through their voices.
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Fig. 3.8 Correlation matrix between the emotions from the FER (N = 592) and SER (N = 684)
models

Emotions from Happimeter Versus Faces of the Audience

Based on the same considerations as discussed in section “Emotions from Faces of
theAudienceVersusVoices ofActors”,we chose a timewindowof 3min to smoothen
the time series predictions of Happimeter and FER as shown in the plots in Fig. 3.6.
In this plot, the actors’ emotions “pleasance” and “activation” are compared with the
audience’s “angry”, “fear”, “sad”, and “happy” facial expressions.

We find that the variable “angry” is negatively correlated to the “activation” of
Happimeter and positively correlated to “pleasance”. This seems to suggest that
the angry emotion is covering another emotion (maybe “surprise”) as it leads the
audience to be more agitated. As expected, the audience variable “fear” is negatively
correlated to the actors’ “pleasance”.
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Fig. 3.9 Significant correlations between the actors and the audience based on the FER and SER
correlation matrix

Actors’ Sensor Data Versus Faces of the Audience

We find that an increase of the average “movement” of the actors leads to a decrease
of “angry” emotions among the audience, in accordance with the discussion in
section “Emotions from Happimeter Versus Faces of the Audience”, but also to
an increase of the “fear” emotion. Moreover, an increase of the average sound level
measured with the microphone is positively correlated to the “sadness” of the audi-
ence. We assume that this is directly related to the theater piece which was played in
this analysis, where tragic experiences of the protagonist are presented.

Wealso observed that an increase in the variance ofmovements leads to an increase
in the anger of the audience, while decreasing their fear. This might be related to one
actress walking among the audience, triggering some anger and fear of spectators of
being called out.

A graphical summary of the correlations discussed in sections “Emotions from
Happimeter Versus Faces of the Audience” and “Actors’ Sensor Data Versus Faces
of the Audience” is shown in Fig. 3.10, which is based on the correlation matrices
given in Figs. 3.5 and 3.8.

Conclusions and Future Work

One of the main restrictions of the analysis described in this paper is that the FERwe
used is only capable of recognizing the four emotions: happy, sad, fear, and anger,
potentially leading to over-recognition of fear and anger. In the revised version of the
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Fig. 3.10 Significant correlations between the actors and the audience based on the PER versus
FER and sensor data versus FER correlation matrices

FERwhich has been developed in themeantime, we have included the two additional
emotions of the Ekman model, surprise and disgust, which in more recent work have
shown increased recognition accuracy and emotion coverage.

Nevertheless, we are convinced that the system described in this paper has illus-
trated the potential of our approach of automatically measuring audience and artist
emotions at public events. We are currently extending our system for using it at other
artistic events such as concerts and other public events. In particular, this includes
giving immediate feedback toparticipants about their emotions, and combining sound
input from other sources such as smartphones with the Happimeter and the video
input from the webcam. Our ultimate goal will be to identify the emotions that will
lead to optimal experiences for both performers and the audience. Mirroring back
this behavior [13] to performers will allow them to better understand the impact their
own emotions have on their audience, and thus to improve their artistic performance
and skills.
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Chapter 4
Measuring Moral Values
with Smartwatch-Based Body Sensors

Lirong Sun and Peter A. Gloor

Abstract In this research project we predict the moral values of individuals through
their bodymovementsmeasuredwith the sensors of a smartwatch.Thepersonalmoral
values are assessed using the Schwartz value theory, which proposes two dimensions
of universal values (open to change versus conservative, self-enhancement versus
self-transcendence). Data for all variables are gathered through the Happimeter, a
smartwatch-based body-sensing system. Through multilevel mixed-effects general-
ized linear models, our results show that sensor and mood factors predict a person’s
values. We utilized three methods to investigate the relationship between the Big
Five personality traits (OCEAN: openness, conscientiousness, extraversion, agree-
ableness, and neuroticism) of a person and their Schwartz values. This research high-
lights the use of recent technological advances for studying a person’s values from
an integrated perspective, combining body sensors and mood states to investigate
individual behaviour and team cooperation.

Introduction

Human behaviour is driven by conflicting emotions. To better understand the inter-
action of different human emotions, researchers have started using sensors for auto-
matic recognition of individual traits, including happiness, physical/psychological
health, satisfaction, and so forth [16]. Yet little research so far has addressed how
to predict values through the lens of sensing technology. We know that values are
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linked to behaviours, encouraging individuals to act in accordance with their values
[25], and body sensors are the most honest way to pick up behaviours. In this regard,
this demonstrates the feasibility of predicting values of a person with data that are
collected by sensors.

In this study, we aim to advance an integrative view to study a person’s values
in terms of openness to change versus conservation, and self-enhancement versus
self-transcendence, based on the Schwartz theory of human values (SHV) [21]. We
explore the relationships between a person’s values with (1) body sensors, (2) mood
states, and (3) an individual’s personality. Using the Happimeter system that has
been developed since 2017 [8], we collected the necessary data from 2017 until now
combining three channels: First, the sensor and mood data are collected through the
Happimeter application using smartwatches. Second, the same application onmobile
phones enables data to be transferred to the server. Third, the Happimeter website
collects the value data and personality data based on the Schwartz value survey and
NEO FFI test for personality [1]. The body sensors used in this research project
include three categories: body movement, physiology, and context/environmental
features, which are collected automatically by the Happimeter. The mood data
focusses on the pleasance and activation level, which is based on users’ self-report
several times a day.By applyingmultilevel analysis to our dataset, our analysis reveals
reliable support for the correlations between sensor/mood variables and values.When
supplementing our frameworkwith individuals’ personality variables, we cannot find
important insights based on our dataset.

The remainder of this article is organized as follows: In section “Theoretical Back-
ground”, we provide a brief overview of the literature on related research. We then
describe the methodology of the analysis we conducted and our findings, concluding
with a discussion of our results and some future work suggestions.

Theoretical Background

Schwartz Value Theory

Many studies have utilized the Schwartz value theory. Schwartz [21] puts forth that
10 basic values, including universalism, benevolence, tradition, conformity, security,
power, achievement, hedonism, stimulation, and self-direction, could be useful for
understanding how people around the world think and behave. These subordinate
values can be clustered into four higher order value constructs, which constitute two
bipolar dimensions: openness to change versus conservation and self-enhancement
versus self-transcendence [5].

The “openness to change” value dimension is defined as having autonomous
thoughts and actions, and receptivity to novel experiences, while “conservation” is
characterized as compliance with traditional values and customs. The first dimension
captures the conflict between values that emphasize the independence of thought,
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action, and feelings and readiness for change and the values that emphasize order,
self-restriction, preservation of the past, and resistance to change. Self-enhancement
values are defined as placing importance and concern on self-interests and personal
enrichment of status, while self-transcendence is operationalized as the concern for
thewelfare of others including thosewho have beenmarginalized. The values address
egocentric desires (the pursuit of one’s own interests, relative success, and dominance
over others) and altruistic values (concern for the welfare and interests of others)
[5, 21, 24].

Value Prediction

Figure 4.1 displays our framework, highlighting how predictors obtained from body
movement combined with external influences can be applied to predict individuals’
values in terms of the two bipolar dimensions: “openness to change versus conser-
vation” and “self-enhancement versus self-transcendence”. Predictors from body
sensors contain three aspects: bodymovement, physiology, and environment feature.
A second set of predictors are the mood states, which are divided into pleasance and
activation. We supplement our theoretical framework with individuals’ personali-
ties, hypothesizing that they might improve the predictive quality of an individual’s
values.

Body Sensor and Value

A sensor generally refers to a device that converts a physical measure into a signal
that is read by an observer or by an instrument. Currently, three general categories of
sensors can be used for measuring physical activity in humans: movement sensors,
physiological sensors, and contextual sensors [3].

Movement sensors can be used to measure human physical activities, including
pedometers, gyroscopes, and accelerometers. Among these devices, accelerometers
are currently the most widely used sensors for human physical activity monitoring.
Physiological sensors monitor heart rate, blood pressure, temperature (skin and core
body), heat flux, and so on. To date, heart rate monitoring remains the most common

Values Body sensor

body movement 

physiology 

environment feature 

Mood states 

pleasance 

activation 

Fig. 4.1 Theoretical framework
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sensor for physiological monitoring. Contextual sensors assess the context or envi-
ronment in which the physical activity is being performed. Compared to motion and
physiological sensors, contextual sensors are relatively new and have great potential
to help describe the relationship between physical activity and various environmental
features.

Using the Happimeter application, we collect data in the above-mentioned three
dimensions. Bardi and Schwartz [2] demonstrated that each of the Schwartz values
correlates significantly with a set of everyday behaviours. For example, power values
correlate most positively with power behaviours and most negatively with benevo-
lence behaviours. It is plausible to assume that the sensor data we collected reflects
at least some causal influence of values.

We assume that people’s sensors serve as predictable guides to their values related
to openness to change, conservation, self-enhancement, and self-transcendence.
While some sensor features aremore associatedwith openness to alternative lifestyles
and the acceptance of goals pursued by others (openness to change values), and
support of justice for others (self-transcendence values), othersmay bemore strongly
influential for people who embrace authority, conformity, and traditional conceptu-
alizations of family and society (conservation values), and pursue status and pres-
tige (self-enhancement values) and in general are, for instance, less tolerant of
homosexuality.

Mood States and Value

The second set of predictors are the mood states calculated by the Happimeter [8].
They are based on the circumplex model of affect theory, which proposes that
each emotion of human beings can be understood as a linear combination of two
dimensions: “valence” and “arousal” [20]. While valence is a pleasure–displeasure
continuum, measuring how positive or negative an emotion is, the dimension of
arousal reflects whether an emotion is exciting/agitating or calming/soothing [13].
Figure 4.2 shows the locations of different emotionswhich show the degree of valence
and arousal each emotion presents (adopted from Lee et al. [27]). “Delighted”, for
example, is conceptualized as an emotional state that is associated with positive
valence or pleasure together with moderate activation in the arousal dimension.
Affective states other than “delighted” likewise arise from the same two dimensions
but differ in the degree or extent of activation.

Emotions, by their very nature, express a personal, polarized, and biased perspec-
tive. Thus, emotion has been viewed as biasing one’s evaluations, cognitions, and
moral thought. The role of emotions in moral psychology has long been the focus
of philosophical dispute [12]. However, all these disputes reach agreement that our
mood states serve a primary role in value detection. For example, Horne and Powell
[11] show that emotions are not simply experienced alongside people’s judgments
about moral dilemmas, but that our affective state plays a central role in determining
those judgments. Eisenberg’s [6] focus onguilt and sympathy shows that these higher-
order emotions might motivate moral behaviour and play a role in its development
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Fig. 4.2 The circumplex model of affect. Note The figure is adopted from Yu et al. [27]

and inmoral character. Therefore, we add these two dimensions of mood states (plea-
sance and activation) into our experiment design. We polled users of the Happimeter
system to report their levels of pleasance and activation while their sensor data was
collected by the Happimeter system automatically.

Additional Tests of the Influence of Individual’s Personality

Pre-tests by machine learning showed that the accuracy of Schwartz value predic-
tionwas significantly improvedwhen users’ personality variableswere added into the
model. In addition, there is a large extant body of literature that has explored the rela-
tionship between personality and values and verified the existence of the link between
them (for instance, [7, 19, 26]. Parks-Leduc et al. [17] report a meta-analysis of 60
studies on the relations between personality traits and Schwartz values. Their findings
show that openness has themost significant relationshipwith values. Openness corre-
lates mostly and positively with self-direction. Moreover, openness correlates posi-
tively with stimulation and universalism, and negatively with tradition, conformity,
and security. Agreeableness also has several strong associations with values, partic-
ularly and positively with benevolence. Further, agreeableness correlates positively
with universalism, conformity, and tradition and negatively with power. Extraver-
sion and conscientiousness have some moderate associations with values. However,
anxiety, as a facet of neuroticism, has been associated with security [1].

Following prior literature, we used personality characteristics based on the five-
factor inventory (FFI) model (neuroticism, extraversion, conscientiousness, agree-
ableness, and openness to experience) [4]. According to Costa and McCrae [4],
neurotic people are typically distressed, depressed, impulsive, and vulnerable,
and they monitor themselves closely. In turn, people characterized by openness
are creative, inventive, sensitive, and open-minded. Extraverted people are social,



56 L. Sun and P. A. Gloor

assertive, talkative, and active, whereas those characterized by agreeableness are
good-natured, compliant, and modest. Agreeable individuals are also friendly and
cooperative. Finally, conscientious people are typically cautious, careful, responsible,
and systematic. Personality traits are related to differences between individuals in
their stable patterns of thought, emotions, and actions [14].

Data and Model

Data

The final dataset for value analysis includes 30 people who answered the Schwartz
value survey at different times from 2017 to 2019; the participants include graduate
students, researchers, and facultymembers. Of the userswho reported demographics,
37% reported their genders as male. The total number of Happimeter sensor data
records for all these users is 7679. The sensor variables are directly recorded by the
Happimeter application running on users’ phones and smartwatches,whilemooddata
is self-reported by users through smartwatches. Personality variables are collected
through a responsive website. Only 20 of the users in our dataset could be matched
with personality data. The variables list is shown in Table 4.1. Sensor and personality
are continuous predictors while mood data are ordered categorical variables ranging
from 0 to 2. All sensor data was standardized to facilitate interpretation of the effects.

Model

Multilevel Analysis

We use multilevel analysis to predict Schwartz values based on the sensor and mood
data. The variability in the outcome can be thought of as being either within a user or
between users. The data records level observations are not independent, as within a
given user, data records are more similar. Figure 4.3 shows a sample where the dots
are records within users, and each user is represented as a larger circle.

Mixed models incorporate fixed and random effects. A fixed effect is a parameter
that does not vary, while a random effect is a parameter that varies according to the
grouping variable (user), which makes it possible to explore the difference between
effects within and between users. As shown in Fig. 4.4, within each user, the relation
between predictor and outcome is negative. However, between users, the relation is
positive. Multilevel analysis allows us to explore and understand these effects.
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Table 4.1 Variables list

Category Variables Definition

Values The first dimension Open The sum of hedonism, stimulation,
and self-direction subscores

Conser The sum of tradition, conformity, and
security subscores

The second dimension Enhan The sum of power and achievement
subscores

Trans The sum of universalism and
benevolence subscores

Sensor variables Physiological sensors Avgbpm The average number of heart beats
per minute

Varbpm The variance of heartrate per minute

Contextual sensors Avgnoise The average noise level of the
environment per minute

Movement sensors Nostep The number of steps per minute

Avgacc The average of acceleration of user’s
movement in the physical space per
minute

Varacc The variance of acceleration of user’s
movement per minute

Other variables Mood states Pleasance Self-reported scores for pleasance,
range from 0 to 2 (from low to high)

Activation Self-reported scores for activation,
range from 0 to 2 (from low to high)

FFI personality o Score of user’s openness to
experience aspect of personality

c Score of user’s conscientiousness
aspect of personality

e Score of user’s extraversion aspect of
personality

a Score of user’s agreeableness aspect
of personality

n Score of user’s neuroticism aspect of
personality

Regression Procedure

Multilevel mixed-effects generalized linear regression, using the stata mixed proce-
dure [9, 18], was performed with 7179 data records (Level 1) across 30 individuals
(Level 2) to control for the nested data structure. The models of each step are shown
in Table 4.2.
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Fig. 4.3 Multilevel dataset
sample

Fig. 4.4 Difference between
and within groups

Table 4.2 Models for each step

1. Random intercept model Vi j = γ0 j + εi j

2. Fixed sensor and mood predictors with
randomly varying intercepts

Vi j = γ0 j + β1Si j + β2Mi j + εi j

3. Fixed sensor, mood, and personality predictors
with randomly varying intercepts

Vi j = γ0 j + β1Si j + β2Mi j + β3Pi j + εi j

Note V = value, S = sensor predictors, M = mood predictors, P = personality predictors

Step 1 was specified as a null (baseline) model, by permitting random intercepts
only, to determinewhethermean scores in different dimensions of valueswere signif-
icantly discrepant across all users. This model was used to compute the intraclass
correlation (ICC), an indication of the extent that sensor data of the same user were
similar on their value scores relative to the total variation in sensor data among all
users. A high ICC value beyond the null hypothesis of 0.00 signifies that sensor data
units are not statistically independent within a certain user, and therefore the nested
design should be considered by using a multilevel model.
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Step 2 involved random intercepts with fixed-effect predictors. It builds on the
previous model by including the fixed-effect predictors at the data records level
(sensor variables and mood variables). Thus, Step 2 controlled for the nested struc-
ture by permitting intercepts to vary, while estimating fixed effects of the relevant
variables.

Building on Step 2, Step 3 incorporated the user-level personality variables. They
were added into the models to test the relationships between personality variables
and Schwartz values.

Results

Descriptive information for all variables is presented in Table 4.3. Following the
manual of the Schwartz value survey [23], we centred the score of each questions
by the average score of each user. Then the four values were calculated based on the
centre-scored results of all 10 value questions. From Table 4.3 we see that the mean
value of openness is larger than that of conservation, while the averages of self-
transcendence are larger than self-enhancement, which means that in our dataset

Table 4.3 Descriptive analysis of variables

Variable Obs Mean Std. Dev. Min Max

Open 7,679 0.928 1.583 −4.9 8.1

Conser 7,679 −1.621 2.396 −7.2 4

Enhan 7,679 −1.574 2.843 −7 4.4

Trans 7,679 2.267 2.412 −2.6 6.8

Pleasance 7,679 1.463 0.555 0 2

Activation 7,679 1.183 0.58 0 2

Std avgbpm 7,679 0 1 −2.09 4.876

Std varbpm 7,679 0 1 −1.083 8.737

Std nostep 7,679 0 1 −0.459 7.788

Std avgnoise 7,679 0 1 −0.883 9.885

Std varnoise 7,679 0 1 −0.697 8.74

Std avgacc 7,679 0 1 −4.926 5.082

Std varacc 7,679 0 1 −1.839 6.95

o 6,186 0.585 0.0829 0.375 0.733

c 6,186 0.685 0.0884 0.521 0.767

e 6,186 0.684 0.0614 0.55 0.783

a 6,186 0.582 0.0678 0.375 0.683

n 6,186 0.471 0.0913 0.271 0.683

Gender 7,679 0.324 0.468 0 1
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Table 4.4 Intraclass correlation of null models

Values ICC Std. Err. 95% Conf. Interval

Open 0.946 0.0147 0.908 0.968

Conser 0.735 0.0604 0.602 0.836

Enhan 0.531 0.0791 0.378 0.679

Trans 0.617 0.0745 0.465 0.749

people tend to regard themselves as open to change and self-transcendent instead
of conservative or self-enhancing. The correlation matrix of all predictor variables
is presented in Table 4.5. It reveals that multi-collinearity exists between different
indexes of personality, which is taken into consideration for the regression analysis.
In addition, the correlations between avgacc and varacc, avgnoise, and varnoise are
also higher than the rule of thumb (0.7), thus we removed varacc and varnoise from
our final models.

Random Intercept Model

We hypothesized that characteristics attributed to the user level would explain vari-
ation in values. Based on the null model, the results (Table 4.4) reveal significant
ICCs 94.6, 73.5, 53.1, and 61.7% for all dimensions, signifying that over 50% of
the variance in one’s value is explained exclusively by variations across users. This
provided sufficient evidence that a multilevel regression model was warranted [9,
18].

Fixed Sensor and Mood Predictors with Randomly Varying
Intercepts

Models 1–4 in Table 4.6 tested the fixed-effect for sensor and mood predictors at
level 1. The results show that:

(1) Sensor-level variables are significantly related to the four aspects of theSchwartz
values. Specifically, the average of heartrate is positively associatedwith conser-
vation and self-transcendence, while negatively related to openness, which indi-
cates that people who are open to change and who focus on self-development
tend to have a relatively lower heart beat than people who are conservative.
Regarding the variance of heartrate, we note that self-enhancing individuals
tend to have low heartrate variability. For activity-related variables, neither the
number of steps nor the average of acceleration is correlated with the Schwartz
values of users; however, the standard deviation of all activity-related variables
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is correlatedwithmost Schwartz values; in general, the higher the standard devi-
ation, the more open and the less conservative people are (Table 4.5). Regarding
environmental attributes, for the noise level we found that people who are open
to change and focus on transcendence are more likely to be in a quieter environ-
ment, whereas thosewho are conservative and pay attention to self-development
seem to be in noisier environments.

(2) Mood variables are also related to the values of people. We find that pleasance
and activation vary in the way they relate to the Schwartz values. Figure 4.5
shows the spectrum of Schwartz values for a person across our sample users.
Open and self-enhancing people have higher tendency for pleasance but lower
activation. This is somewhat surprising, as we commonly tend to regard self-
transcendent people as happy and satisfied. It could be that in our sample self-
transcendent people aremore critical and questioning against themselves, which
might reduce their happiness at times.

Looking at gender, we find that in our sample women tend to be less open and
more conservative than men (gender has been coded as male = 1, female = 0).

Table 4.6 includes the results of the regressions for the four Schwartz values using
fixed sensor, mood, and personality predictors with randomly varying intercepts.

Using FFI Personality as Additional Predictors or Moderating
Variables

As the correlation matrix in Table 4.5 shows, high relative coefficients exist among
the five personality variables. Taking this into consideration, we conducted further
analysis using different methods to test the relationships between FFI personality
and Schwartz values.

First, we add agreeableness, neuroticism, extraversion, and conscientiousness into
ourmodelswhile removing theopenness personality variable.According toTable 4.5,
severe multi-collinearity only exists between the personality variable openness and
other personality variables (with agreeableness 0.84, neuroticism0.70, agreeableness
0.69, and extraversion 0.50). After removing the openness variable, none of the other
correlated coefficients is higher than the threshold of 0.7, which is used as a rule
of thumb in literature. However, the models with dependent variables in the first
dimension of value (openness to change and conservation) do not concave when
adding the four personality variables to the models. For the second dimension (self-
enhancement and self-transcendence), including the personality characteristics into
the regression also does not lead to reliable results. Encouraged by existing studies
(i.e., [10]) we were looking for a better fit by adding one personality variable into
the models at a time to avoid the multi-collinearity problems. Unfortunately, that
did not work with our dataset neither. Finally, we also unsuccessfully tested indirect
or moderating effect of users’ personality on the Schwartz values. In conclusion, no
solid evidence was foundwith the abovemethods to support the relationship between
FFI personality and Schwartz values based on our dataset.
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Fig. 4.5 Relationships of mood states and values

Table 4.6 Regression results

Model 1 Model 2 Model 3 Model 4

Variables Open Conser Enhan Trans

Avgbpm −0.014** 0.261*** −0.236*** 0.003

Varbpm 0.068*** 0.112*** −0.252*** −0.013

Nostep −0.000 −0.233*** 0.062** 0.054**

Avgacc −0.016** −0.027 0.016 0.028

Avgnoise −0.085*** 0.241*** 0.445*** −0.536***

Pleasance 0.028** −0.112*** 0.180*** −0.138***

Activation −0.045*** 0.154*** −0.343*** 0.317***

Gender 0.841 −2.660*** 1.575*** 0.515***

Constant 0.733*** −0.733*** −1.773*** 1.742***

Observations 7,679 7,679 7,679 7,679

Number of groups 30 30 30 30

Note Standard errors in parentheses ***p < 0.01, **p < 0.05, *p < 0.1

Discussion

The ethical values of individuals have captured the interest of researchers, prac-
titioners, social critics, and the public at large [15]. Schwartz [22] defined values
as reflected in the course of action in an individual’s life. However, prior literature
mainly focuses on measuring people’s values via surveys. The advent of sensing
technology provides a powerful solution to the challenge of detecting an individual’s
values. Smartwatch sensors provide a simple way of passively detecting the body
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signals and the environment a user is encountering, also reducing the burden of
self-reporting. Through our unique Happimeter mood sensing system, we were able
to gather data about body signals and environmental features sensed by the smart-
watches, self-reported pleasance and activation levels, in combination with personal
data about Schwartz values, FFI personality, and morals entered through a survey
on a website. We found that a person’s values are reflected by their body sensors
and mood states. What’s more, body language also has a strong relationship with
a person’s personality. By using multilevel regressions, we showed a link between
sensor/mood variables and people’s values, while no evidence was found to show a
moderating effect of FFI personality characteristics on Schwartz values, at least in
our dataset.

This article contributes to both the theoretical and practical sides. With respect to
furthering the state of research literature, we see our study having two contributions.
First, we provide a novelmethod of detecting people’s ethical values based on sensing
technologies, going beyond traditional survey methods. Prior research acquires the
value of an individual mainly by questionnaire, and this study fills the academic
gap and indicates the potential of applying a sensing system for value detection.
Second, we propose an integrative framework of using body signals, mood states,
and environment features to study ethical values.We highlighted that the body signals
that a person displays, the environment that people live in, and the mood states of
people may be consistently associated with their perceptions and behaviours, and
thus have psychological implications and clear links to a person’s values.

Our findings also provide important insights for the real world. First, by applying
sensing technology, individuals becomemore aware of their values,which helps them
tomake choices with which they feel comfortable. They can also becomemore aware
of how they come across to others. Self-awareness is a first step in any change. They
would know if they need to makemoves based on their image of themselves. Second,
pairs working in a team that might have had difficulties working well together can
better identify the cause of blockages or conflict, which might be related to values.
The better knowledge of individuals’ values can help us design better teams and
manage the relationships in teams more effectively.

However, our study inevitably has some limitations. First, this study only focusses
on a set of limited variables (mainly heartrate, acceleration, noise level, and plea-
sance). As technology continues to develop and research continues to identify new
predictors that are psychologically meaningful, future work will be able to inves-
tigate the collective and interactive effects of these additional factors on people’s
values. For instance, researchers could integrate stress level, light level, and other
relevant variables into their models. Second, the combination of mood states and
smartwatch sensing allowed us to collect large amounts of within-person data in the
current work. However, the number of participants in our dataset is limited. Further
analysis will have to be done with larger numbers of participants.

In sum, we have identified novel links between body postures and body language,
emotions, and ethical values, showing that how one behaves really tells who he/she
is.
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Chapter 5
Measuring Workload and Performance
of Surgeons Using Body Sensors
of Smartwatches

Juan A. Sánchez-Margallo, Peter A. Gloor, José L. Campos,
and Francisco M. Sánchez-Margallo

Abstract We present the first steps toward building an intelligent system tomeasure
the workload and surgical performance of minimally invasive surgeons. This pilot
study was conducted during two training courses in minimally invasive suturing,
one in microsurgery and one in laparoscopic surgery. During each training activity,
surgeons wore a smartwatch with the Happimeter application running on it. This
system recorded a set of physiological and motion parameters during the surgical
execution. We found that monitoring the surgeon’s maneuvers and physiological
parameters during surgical activity has the potential to play an important role in
predicting the workload and surgical performance, especially regarding physical and
mental demand and the level of distraction during surgery.

Introduction

The introduction of laparoscopic surgery has made it possible to reduce the number
of incisions required during the surgical procedure, minimizing the trauma and there-
fore reducing the associated pain, the risk of infection, and the length of hospital stay.
In laparoscopy, surgeons operate through surgical ports on the patient’s abdominal
wall and using long instrument and endoscopic camera. In the case of microsurgery,
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surgeries are performed by means of visual magnification and microsurgical instru-
ments to carry out interventions on the vascular and nervous systems, among others.
Apart from the numerous benefits for the patient, these surgical techniques present
several limitations for the surgeon. Some of these challenges are loss of depth percep-
tion (two-dimensional vision), forced postures during surgery due to the restricted
movements, diminished tactile feedback, and inverted instrument movements due to
the surgical ports. All of this leads to an increase in the surgeon’s mental and physical
workload during surgery, as well as a potential onset of musculoskeletal disorders.

Several wearable devices have been recently developed for surgical applications,
and most of them focused on interaction with patient’s preoperative information and
telementoring purposes [1, 2]. However, there is a lack of this technology that allows
us to monitor and analyze the wellbeing of the surgeon while operating, as well as the
development of theminimally invasive surgical procedures. To the best of our knowl-
edge, this is the first project focused on the use of wearable technology and artificial
intelligence to look for solutions in the prevention of emerging health problems of
surgeons, as well as in the prediction of the quality of his/her surgical performance
during the surgical practice. In this work, we present the first steps toward building an
intelligent system formeasuring theworkload and surgical performance ofminimally
invasive surgeons.

Materials and Methods

This pilot study was conducted during two training courses in minimally invasive
suturing. One course was focused on microsurgical techniques and the other on
laparoscopic surgery. During each training activity, surgeons wore a smartwatch with
the Happimeter app running on it. This system [3] recorded a set of user motion and
physiological parameters during the surgical performance. The smartwatch collects
body movements through the accelerometer sensor of the smartwatch, heartrate
through the heartrate sensor, speech parameters (no content) through the micro-
phone, close interaction through the Bluetooth sensor, and location changes through
the GPS. The data is transmitted from the watch (currently we are using the Android
Wear Ticwatch) to a server in the cloud, where a machine learning system collects
the data, trains the models, and predicts pleasance, activation, and stress levels. With
regard to the motion parameters, the values (direction) of the X, Y, and Z compo-
nents of the acceleration in the movements of the surgeon’s hand (AccelerometerX,
AccelerometerY, and AccelerometerZ) and their magnitudes (i.e. change in velocity;
AccelerometerMagX, AccelerometerMagY, and AccelerometerMagZ) were used.

At the end of each trial, participants were asked to complete the Surgery Task
Load Index (SURG-TLX) [4] questionnaire, which is a subjective questionnaire to
evaluate the workload during a surgical activity. This multidimensional assessment
method is based on six dimensions defined as mental demand, physical demand,
temporal demand, task complexity, situational stress, and distractions.
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Fig. 1 Microsurgical anastomosis on a simulator (a). Training course on laparoscopic surgery (b)

Microsurgical Training

The first training activity in this study was a course in nerve and vascular micro-
surgery. Resident surgeons, with different experience levels, performed a vascular
anastomosis using a physical simulator (Fig. 1a).

During this activity, the surgeons’ technical skillswere assessed using the Stanford
Microsurgery and Resident Training (SMaRT) scale [5]. The SMaRT scale consists
of nine categories graded on a 5-point Likert scale, including instrument handling,
respect for tissue, efficiency, suture handling, suturing technique, quality of knot,
final product, operation flow, and overall performance.

Laparoscopic Training

The second activity was a course on laparoscopic suture, in which surgeons, with
different levels of experience, were evaluated during the performance of a laparo-
scopic gastrostomy in a porcine model (Fig. 1b). During the course of the training
activity, participants exchanged the roles of principal surgeon and camera assistant.
Therefore, in this case, the quality of surgical performance was not individually
assessed.

All surgical procedures were reviewed and approved by the competent local
Animal Welfare and Ethics Committee. Accommodation of the animals and their
handling were done in accordance with the European directive (2010/63/EU),
Spanish laws (RD 53/2013) for animal use and care, ARRIVE guidelines, and
according to the Guide for the Care and Use of Laboratory Animals.
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Results

Microsurgical Training

Eight resident surgeons, between first and fifth year of residency and an average
experience of less than 10 microsurgical procedures performed, participated in this
study. With regard to the SMaRT assessment, the surgical skills of the residents
during the performance of themicrosurgical taskswere generally scored asmoderate,
specifically concerning the respect of tissue, the quality of the final product, and
the overall performance (Fig. 2). All participants completed the surgical workload
questionnaire. In general, they scored the training task as physically demanding and
complex.

Regarding the correlation between the motion and physiological parameters and
the surgical skills during the microsurgical activity, there was a positive correlation
between the magnitude of the Y component of the hand acceleration and the quality
of the suturing technique and knot tying (Fig. 3). Concerning the surgical workload,
there were correlations between the acceleration of hand movements in the X axis
and the mental demand, complexity of the task, and level of distraction during the
task performance (Fig. 4). Additionally, there were also strong correlations between
the acceleration of the hand motion in the Z axis and the temporal demand of the
task and between the pitch/tone of the voice and both the distractions during the task
and the surgeon’s heart rate.

Fig. 2 Average values of the SMaRT parameters for the microsurgical task
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Fig. 3 Correlation matrix between the Happimeter parameters and the SMaRT categories for the
microsurgical task. The correlation coefficients are shown at the lower part of the graph. Color
intensity and the size of the circle are proportional to the correlation coefficients

Laparoscopic Procedure

During the laparoscopic course, seven surgeons participated in this study. They were
one third-year, one fourth-year, and two fifth-year resident surgeons and three consul-
tant surgeons, with an average experience of between 10 and 50 laparoscopic proce-
dures performed. All participants completed the surgical workload questionnaire.
They reported high values of mental, physical, and temporal demands and stress
during the execution of the laparoscopic procedure. They also reported that the level
of complexity of the task was high. Results showed strong correlations between the
acceleration of the hand movements, mainly for the X and Y components, and the
level of physical demand during the laparoscopic procedure (Fig. 5).
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Fig. 4 Correlation matrix between the Happimeter parameters and the SURG-TLX factors for the
microsurgical task

Discussion

Participants in this study considered the system an attractive solution to assist the
surgical practice, seeking to improve the surgeon’s physiological conditions and
surgical performance during surgical practice. They stated that the device did not
bother them during the course of the training activity or in the performance of the
surgical tasks and procedures. In addition, the system does not require personal data
of the subject other than information related to hand movements, heart rate, and
tone of voice. Participants were well-disposed to provide feedback and complete
the questionnaire regarding their workload levels during the course of the study.
Providing information of the surgeon’smental and physicalworkload, distraction and
stress levels, and quality of the surgical technical performance can have a significant
impact on his or her surgical outcome.

In general, surgeons considered both microsurgical tasks and laparoscopic proce-
dures to be physically demanding. In both disciplines of minimally invasive surgery,
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Fig. 5 Correlation matrix between the Happimeter parameters and the SURG-TLX factors for the
laparoscopic procedure

the surgeon’s hand movements seem to be quite related to the physical and mental
demand of the surgical task or procedure being performed.

During the microsurgical course, the surgeons’ surgical performance was gener-
ally scored as moderate. This could be due to their relatively low experience in
microsurgery and to the fact that the task evaluated was one of the first in the entire
microsurgical training course.

Analyzing the relationships between the motion and physiological parameters
recorded by the Happimeter system and the microsurgical performance, it seems
that the magnitude of the X and Y components of the hand acceleration during the
microsurgical performance could be used as a part of a further model for predicting
the quality of microsurgical suture. Additionally, the acceleration of the X compo-
nent may have a strong relationship with how mentally demanding and complex a
microsurgical task is considered by a novice surgeon. Therefore, these factors could
be used as indicators of surgical competence and how confident or stressed a novice
surgeon feels during the performance of a task. A strong correlation was also found
between the tone of voice/noise during the execution of the surgical activity and the
distraction levels and the heart rate of the surgeon. This environmental parameter
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may be considered a potential factor influencing the concentration and stress levels
of the surgeon.

In the case of laparoscopic procedure, there was a strong correlation between hand
motion and the increased physical demand during surgery. As we might expect, an
increase in hand movements using the laparoscopic instruments generally leads to
an increase in physical demand during a surgical procedure.

This preliminary study presents a series of limitations which will be considered
in future studies. The surgeons who participated in the laparoscopy course alternated
in their roles as surgeon and camera assistant on several occasions during the course
of the activity. Future studies will analyze surgical tasks or procedures in which the
surgeon and the assistant perform the same function throughout the procedure and
thus be able to fully evaluate their individual surgical performance. The number of
participants and surgical tasks were limited. Further studies with a larger sample
should therefore be carried out.

We have found that tracking surgeons’ motion and physiological parameters
during the surgical practice may play an important role in predicting their workload
and surgical performance. Taking into account the results of both studies, the accel-
eration of the surgeon’s hand motion, mainly for the X component, may be related
to the physical and mental demand and complexity of a surgical task (surgeon’s
workload), and the tone of voice/noise to the level of distraction during surgery.

Acknowledgements This work has been partially funded by the MISTI Global Seed Funds, “la
Caixa” Foundation (LCF/PR/MIT18/11830006), Junta de Extremadura (Spain), and European
Regional Development Fund (GR18199).

References

1. F.M. Sánchez-Margallo, J.A. Sánchez-Margallo, J.L. Moyano-Cuevas, E.M. Pérez, J. Maestre,
Use of natural user interfaces for image navigation during laparoscopic surgery: initial
experience. Minim. Invasive Ther. Allied Technol. 26, 253–261 (2017)

2. H.A.W. Meijer, J.A. Sánchez Margallo, F.M. Sánchez Margallo, J.C. Goslings, M.P. Schijven,
Wearable technology in an international telementoring setting during surgery: a feasibility study.
BMJ Innov. 3, 189–195 (2017)

3. P.A. Gloor, A.F. Colladon, F. Grippa, P. Budner, J. Eirich, Aristotle Said “Happiness is a State of
Activity”—predicting mood through body sensing with Smartwatches. J. Syst. Sci. Syst. Eng.
27(5), 586–612 (2018)

4. M.R. Wilson, J.M. Poolton, N. Malhotra, K. Ngo, E. Bright, R.S.W. Masters, Development and
validation of a surgical workload measure: the surgery task load index (SURG-TLX). World J.
Surg. 35, 1961–1969 (2011)

5. T. Satterwhite, J. Son, J. Carey, A. Echo, T. Spurling, J. Paro, G. Gurtner, J. Chang, G.K. Lee, The
Stanford Microsurgery and Resident Training (SMaRT) scale. Ann. Plast. Surg. 72, S84–S88
(2014)



Chapter 6
Exploring the Impact of Environmental
and Human Factors on Operational
Performance of a Logistics Hub

Davide Aloini, Giulia Benvenuti, Riccardo Dulmin, Peter A. Gloor,
Emanuele Guerrazzi, Valeria Mininno, and Alessandro Stefanini

Abstract This work aims to explore the environmental and human factors affecting
productivity of warehouse operators in material handling activities. The study was
carried out in a semi-automated logistic hub and the data collection has been
conducted using wearable sensors able to detect human-related variables such as
heart rate and human interactions, based on a smartwatch combined with a mobile
application developed by the MIT Center for Collective Intelligence. Preliminary
analysis has shown that the interaction between the warehouse operators and the
team leader significantly affects the productivity.

Introduction

The importance of warehousing as a key activity for manufacturing companies is
widely recognized by scholars and practitioners. Although in recent years a more
pervasive automation under the label “Industry 4.0” is emerging, a large number of
warehouses still strongly rely on humanworkers, such as forklift drivers, especially in
picking activities. Indeed, the picking process is considered among themost laborious
and expensive activities in warehouses, and estimates suggest that around 80% of
the order picking is still carried out manually [1].

In such a context, where individuals are predominantly involved in material
handling activities, individual and team dynamics are among the fundamental drivers
of workplace motivation, wellness and system productivity [2]. As a result, there is a
growing interest in taking into consideration human factors such as stress, health and
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collaboration dynamics in the logistic operations. Nevertheless, while such factors
promise to achieve better business performance and high levels of safety and well-
being of workers, there is still a lack of studies [3] that consider both human and
working environment factors in such a context. Indeed, studying these variables quan-
titatively can lead to a clearer insight on which are the factors that affect productivity
in such logistics operations.

The recent advent of wearable sensors, and other sensor-based measurement tools
(e.g. sociometric badges and smartwatches), is offering researchers the opportunity
of collecting and analyzing human factors through data-driven methodologies [4].
For instance, smartwatches are particularly suitable to measure acceleration and
heart rate, useful as predictors for physical fatigue of workers [5], and they can
efficiently collect a big amount of data in real time, avoiding the main bias linked to
common approaches in behavioral studies and increasing the data richness, quality
and reliability. On the other hand, more conventional instruments such as the thermo-
hygrometer and lux-meter can be used to measure data about the quality of the
environment (e.g. temperature, humidity and luminosity).

Background

Many researchers developed analytical models to improve picking activities and
increase efficiency, suggesting different warehouse layouts, routes or archiving tasks,
but only a minority of them focused their studies on the human factor, as highlighted
in the study of Grosse et al. [3] and reported in Fig. 6.1.

This study suggests that future research should focus on the connection between
the order picking system design and the aspects of human factors and it indicates
opportunities of integrating aspects of human factors in management-oriented ware-
house picking research. A more detailed study about human factors and ergonomics
could be promising to achieve higher performance (time/productivity) and quality
(reduced errors) and to improve safety and well-being of workers, as suggested by
Neumann et al. [6].

Moreover, a logistics hub is a complex environment where external factors can
affect performance, such as the carrier selection [7] or fragmentation and scarce
collaboration among the extensive networks of suppliers and subcontractors [8].
Regarding human factors, there is a multitude of risks and dangers regarding the
working environment that leads research conduct studies about environmental factors
such as temperature, humidity and luminosity, as reported by Leather et al. [9].

Our goal is to embrace all these factors together and to collect quantitative data
in order to explore possible connections among them.
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Fig. 6.1 Literature studies about human factors in warehousing (Source [3])

Research Objective and Methodology

This research aims to empirically explore environmental and human factors that
may affect productivity and more generally performance of operators in material
handling activities. Toward this goal, an exploratory case study was conducted in a
semi-automated logistics hub, located in Tuscany, Italy.

The research methodology includes the following steps:

(1) Context analysis. A context analysis of the logistics hub has been done for
setting the case up and to test preliminarily the innovative measurement tools
in the specific application context (e.g. smartwatches, thermo-hygrometer and
lux-meter with datalogger function).

(2) Data collection. Data have been collected from employees through the smart-
watches (e.g. body movement, acceleration, proximity, speaking, heart rate),
while we used thermo-hygrometer and lux-meter for working environmental
measures. Finally, productivity data are provided by thewarehousemanagement
systems (WMS).

(3) Data pre-processing. Data from different sources have been properly pre-
processed and homogenized to obtain comparable data useful for the analysis
phase. Moreover, in order to avoid bias due to the physiological differences
among workers (i.e. different heart rate baseline), smartwatch data have been
normalized for each operator. Then, additional features were created through
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the combination of the measured variables, for example, the mood variables,
based on Russell’s circumplex model [10].

(4) Data analysis. Correlation and regression analyses have been conducted to
propose an explanatory model that can provide guidelines for management with
directions for possibly improving workers’ productivity, safety and well-being.

Case Study

The experiment has been carried out in a semi-automated logistics hub, located in
Tuscany, Italy. The hub is owned by a 450+ million revenue company that produces
and sells paper-tissue products all over Europe. The warehouse covers an area of
24,000 m2 with a height of 7 m and it is open 24 h a day from Monday to Saturday
afternoon. Operators work in three shifts.

Operational activities carried out in the warehouse consist of the stocking of
inbound pallets and the picking of ordered pallets that must be delivered. Each pallet
is 80 cm × 120 cm and the weight is not considered critical due to the lightness of
the paper. About 10 operators are employed for each shift, five operators for picking,
four for stocking, one team leader, and people from administrative staff.

The layout of the warehouse is shown in Fig. 6.2. It is divided into six areas.
Each of the zones numbered from 1 to 5 has one pallet shuttle, while zone 6 is
managed using stacks, without any automation. The use of pallet shuttles provides
more density of shelves in the warehouse, as well as a greater safety for the operators.

Fig. 6.2 Logistics hub layout
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We note that although the pallet shuttle partially supports warehouse automation, the
presence of workers is still very necessary.

Data Collection

Human and environmental data have been collected from the warehouse 8 h a day,
5 days a week, 8 weeks from March to May 2019, for a total of 320 h monitored for
each operator. Figure 6.3 provides an overview of the hardware and software used
for data collection.

As for human factors, a group of five picking workers, including the team leader,
has been equipped with smartwatches and monitored during working activities for
thewhole duration of the experiment. The tool allows researchers to conductmore in-
depth quantitative analysis of interactions inside organizations leading to high-level
descriptions of human behavior in terms of (i) physical activity/human movement,
(ii) speech features (rather than raw audio), (iii) indoor localization and (iv) proximity
to other individuals.

As concerning environmental variables, a thermo-hygrometer and a lux-meter,
both with data logger function, have been positioned near to the outbound area of
the warehouse for collecting environmental data.

Finally, productivity is evaluated through the hourly number of processed orders
(data were extracted by the WMS).

Figure 6.3 summarizes our data collection instrumentation.

Fig. 6.3 Hardware and software for data collection
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Results

The most significant correlations and p-values are presented in Table 6.1. Results
show that there is a negative correlation with “worked_hours”, that is, the number of
hours worked by an operator, while the correlation with “team leader connection”,
that is, the measurement of how much an operator gets in touch with the team leader,
is positive. As an addition, as concerning the features based on Russell’s circum-
plex model [10], the variable “nervous” seems to have a negative correlation with
productivity. The last variable “tired” also shows a significant positive correlation
with productivity.

The regression model, that best explains productivity, is shown in Table 6.2.
The regression model has an R-squared of 0.079 and an adjusted R-squared of

0.067 (p-value is 2.772 E–08). Considering that orders assigned to the employees
are not always homogeneous, for example, they may differ regarding the difficulty
degree, the personal factors influencing individual productivity and other possible
confounding effects, a result of less than 10% is acceptable.

Findings show that the only positive coefficient is “team leader connection”, while
the other coefficients negatively affect productivity. Performance seems to improve
with the increase of connections between the operators and the team leader and if
people work in an environment that allows them to be less nervous.

Table 6.1 Correlations with productivity

Variables Correlations p-value

Worked_hours −0.143 3.00 E–04

Team_leader_connection 0.179 6.50 E–05

Nervous −0.123 5.00 E–04

Tired 0.091 4.90 E–02

Table 6.2 Regression model with productivity as dependent variables

Variables Coefficient p-value Statistical index Value

Worked_hours −0.0578 3.93 E–03 Multiple R-squared 0.0787

Team_leader_connection 0.1169 2.95 E–07 Adjusted R-squared 0.0667

Stressed −0.1079 1.92 E–03 Overall p-value 2.77 E–08

Nervous −0.2504 3.39 E–03

Week_day −0.0381 0.333

Team_leader_presence 0.1095 0.2843

Luminosity −0.088 0.0798

Hours 8.31 E–04 0.9325



6 Exploring the Impact of Environmental and Human Factors … 81

We controlled for the “week day” because the day of the week can characterize
the type and complexity of work and intensity of operations; “team leader pres-
ence” because it helps to verify that the variable “team leader connection” is not
connected to the physical availability (presence or absence) of the team leader in
the warehouse; “luminosity” because usually lighting can contribute to improving
workplace condition and overall operation performance; “hour” to double check the
“worked_hours” variable.We note that “worked_hours” has a greater coefficient than
“hour”; therefore it can be assumed that it is intended as a measure of the tiredness
of an operator.

Discussion and Conclusions

Thiswork explores the human and environmental factors affecting the productivity of
employees in a semi-automatedwarehouse byusingwearable sensors.As an addition,
it methodologically contributes to empirically testing the innovative hardware and
software for data collection in this specific setting.

Preliminary results show that, as expected, individual productivity depends on the
worked hours, and hence is affected by the fatigue of operators, but it also seems
to be influenced by coordination mechanisms and by individual variables such as
nervousness and stress of employees. Specifically, an increase in the connection of
operators with the team leader, which seems to act as a facilitator of operations,
increases the productivity. Also, a high level of stress and nervousness leads to
a decrease in individual productivity. Finally, no clear evidence about the role of
environmental factors emerges in the experiment.

Some managerial implications can be derived, such as the adoption of part-time
workers to reduce the amount of worked hours and avoid high fatigue of employees,
as well as incentivizing effective collaboration and interactions of operators with the
team leader.While it is difficult to confirma direct causal relationship between human
and environmental factors and operators’ productivity, we emphasize the opportunity
for managers to care for operators’ needs and working environmental conditions in
order to improve performance.

Further works should improve this study by extending the time window for data
collection in order to cover more variability in the handling activities, by increasing
the number of observed workers and by extending the investigation to different
warehouses with different type of goods, automation level, and so on. Also, a greater
number of environmental sensors could be adopted to cover the areas of a warehouse
to provide more detailed insight on the role of environmental factors.

Acknowledgements The authors want to thank the workers of the logistics hub that agreed to
be part of the study. They have been informed both about the data collection and the experiment;
moreover, they formally accepted to be part of the study through signing a related document.
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Emotions and Morality



Chapter 7
Heart Beats Brain: Measuring Moral
Beliefs Through E-mail Analysis

Peter A. Gloor and Andrea Fronzetti Colladon

I believe that every human mind feels pleasure in doing good to
another.
Thomas Jefferson

Abstract Moral beliefs are at the heart of governing a person’s behavior. In this
paper, we introduce a way to automatically measure a person’s moral values through
hidden “honest” signals in the person’s e-mail communication. We measured the
e-mail behavior of 26 users through their e-mail interaction, calculating their seven
“honest signals of collaboration” (strong leadership, balanced contribution, rotating
leadership, responsiveness, honest sentiment, shared context and social capital).
These honest signals—in other words, how they answered their e-mails—explained
70% of their moral values measured with the moral foundations survey. In particular,
the more positive and less emotional they were in their language, the more they cared
about others. We verified the results with a larger e-mail dataset of 655 employees
of a services firm, where structural and temporal honest signals explained 67% of
emotionality.

Introduction

In this paper, we illustrate the link between moral values and emotional behavior
predicted through e-mail. In particular, we show that communication patterns
measured through e-mail interaction correspond with the moral values of a person.
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Emotions Control Moral Values

Former US Vice President Joe Biden ran into difficulties by becoming too emotional
and touchy-feely with his supporters, while Senator Elizabeth Warren got a lot of
criticism for claiming native American ancestry. In these instances, the politicians
followed their feelings over rational behavior. Frequently people are not aware of
their emotions.Whilewe think that we are rational creatureswhowill make decisions
based on reason, the opposite is true. People will make emotional decisions, and
then find rational reasons to justify their emotional judgments [1]; this means that a
posteriori reasoning is applied to justify a priori emotional decisions.

There is a bidirectional link between emotions and morals. Morals give an ethical
compass to individuals guiding them in their decisions, to decide what is right or
wrong.Whilemoral behavior is commonly assumed to be a rational process, in reality
it is driven by emotions. Specifically, moral emotions influence the link between
moral standards and behavior [2, 3]. Past research in the cognitive and neurobiolog-
ical sciences suggested that emotions are necessary, sometime sufficient, for moral
judgment [4, 5, 6, 7]. Thismeans that acting onmoral beliefs is controlled through our
emotions [8]. Emotions with negative valence such as shame, guilt, embarrassment
and disgust are key drivers for what we find morally acceptable or not. Also, on the
positive side, emotions such as gratitude, pride and moral elevation, inspiring others
to act virtuously, are the trigger that makes us feel good, leading to rational justifi-
cation of morally positive behavior. There is a strong link between moral standards
and moral behavior. Indeed, “as the self reflects upon the self, moral self -conscious
emotions provide immediate punishment (or reinforcement) of behavior […] When
we sin, transgress, or err, aversive feelings of shame, guilt, or embarrassment are
likely to ensue. When we “do the right thing,” positive feelings of pride and self-
approval are likely to result” [3]. Similarly, consumer behavior can be triggered by
moral emotions, as a response to company actions [9]. Already Thomas Jefferson
assumed in the late eighteenth century that witnessing acts of charity and benev-
olence by others would instigate a yearning by individuals to behave in a similar
positive way.

Nurturing Positive Emotions Makes Us Happy

Positive emotions enhance psychological functioning [10], increase life satisfaction
and make us happy [11]. According to the bestselling book “Aging Well” [12], there
are two points that get us to old age: attitude and gratitude. In more detail, Vaillant
identifies five key factors for happy aging: (1) maintaining stable positive relation-
ships, (2) good coping skills in adversity, (3) keeping a healthy weight and exercising
regularly, (4) not smoking and only drinking alcohol in moderation, and (5) pursuing
continuing education. These five life-changing and life-extending factors require
individual resolutions, which are triggered by emotional decisions. Whether it is
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accepting the first cigarette or bottle of beer at a fraternity party, or the decision to
propose marriage to a loved one, or to stop smoking or drinking alcohol, emotions
decide whether to cave in, or resist the short-term temptation for long-term gratifica-
tion and what Aristotle calls in his Nicomachean Ethics “higher happiness”. In this
sense, individual resolution is important as the duration of people’s positive feelings
impacts wellbeing more than the intensity of these feelings [13].

Trusted Peers (Re)Define Our Belief System

We do not make decisions in isolation, but influenced by others. If people trust
somebody, they will follow their advice. In medieval villages, people did what their
trusted person of authority, be it priest or village elder, told them. Today, they trust
their friends, sometimes even online friends on Facebook and on other social media
[14]. We know by work on social capital that primary relationships, that is, strong
ties, are key enablers of trust [15, 16]. Social networking sites may augment and
reinforce pre-existing strong ties, based on personal face-to-face encounters, thus
contributing to the shaping of emotions and moral beliefs.

However, people also make decisions based on their belief system, which, as we
have just seen above, is based on their emotions. For instance, the decision to trust
a stranger is also an emotional decision based on intuition. In our daily life, we are
constantly presented with new claims asking for intuitive decisions driven through
emotions. Be it the touchy-feeliness of Joe Biden, or the native American heritage
of Elizabeth Warren, one has to decide to either accept a new claim as truth, or reject
it as a lie. If the new claim is introduced by somebody we trust, we usually accept
it as truth. Figure 7.1 simplifies the process taking place when deciding if a claim is
interpreted as truth or lie.

MORAL 
FOUNDATIONS

BELIEFESTABLISHED 
CLAIM

IS ALIGNED 
WITH ACCEPTED AS

TRUTH

NOVEL 
CLAIM EMOTION

SUPPORTED BY 
TRUSTED PEERS

TRIGGERS ACCEPTED AS

TRUTH

Fig. 7.1 Process of accepting a claim as truth
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It is therefore reasonable to assume that what somebody tells us will influence
our emotions, and thus our decisions [17], which are steered by our moral belief
system. Pentland [18] defines “honest signals” as personal patterns that an individual
demonstrates while completing a task without being consciously aware of it. In this
project, we show that the honest signals in e-mail, calculated through semantic and
social network analysis, predict people’s moral values.

Methods

In a first case study, we analyzed the mailbox of a co-organizer of a scientific event,
studying his e-mail interaction with 26 participants of the event. To track their inter-
actions, we calculated the “seven honest signals of collaboration” [19] for each of
the participants from his e-mail archive. These honest signals (strong leadership,
balanced contribution, rotating leadership, responsiveness, honest sentiment, shared
context and social capital) have been shown in earlier works [20, 21] to be predictive
of the several dependent variables such as customer satisfaction or work engagement.

The 26 participants of the event also took the Moral Foundations survey [22]. It
measures the moral values of the respondent in five categories (care, fairness, loyalty,
authority and sanctity). For the analysis, these five foundations can be grouped into
two higher-order clusters: care and fairness, and loyalty, authority and sanctity. In
addition, participants took the Schwartz values test [23], which measures moral
attitudes in the two aggregated dimensions conservation and transcendence. Conser-
vation includes the values of security, conformity and tradition. Transcendence is
composed of benevolence and universalism.

In an additional study, we compared the honest signals of 655 employees of a firm
calculated through their e-mail, to show the link between emotions and temporal
and structural e-mail communication patterns. We analyzed two months of e-mail,
including the meta information such as sender, recipients, timestamp and subject
line of the messages, to compute the seven honest signals of collaboration [19].
Our dependent variable in this second analysis is the emotionality of the messages
calculated from the subject line.

Results: E-mail Behavior Reflects Moral Foundations

Table 7.1 shows the results of comparing both the moral foundations
values harm/care, fairness/reciprocity, in-group loyalty, authority/respect and
purity/sanctity, aswell as the Schwartz value clusters conservation and transcendence
with the seven honest signals of collaboration [19]. We find significant correlations
for almost all moral values.

AsTable 7.1 shows, there is a strong link between the number ofmessages sent and
individuals’ harm/care score.We alsofind a positive association of rotating leadership
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Table 7.1 Pearson’s correlation coefficients of honest signals and individual differences
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

1 Harm Care 1.000

2 Fairness Reciprocity .615** 1.000

3 In-Group Loyalty 0.155 -0.069 1.000

4 Authority Respect -0.289 -.416* .393* 1.000

5 Purity Sanctity 0.095 -0.313 .394* .641** 1.000

6 Conservation -0.173 -.446* 0.174 .624** .590** 1.000

7 Trascendence 0.303 0.318 -0.154 -0.129 0.113 0.196 1.000

8 Sentiment 0.259 0.357 0.077 -0.056 0.023 0.016 0.149 1.000

9 Alter ART -0.125 0.134 -0.209 -0.040 0.002 -0.077 0.335 -0.270 1.000

10 Ego ART 0.172 -0.254 -0.141 0.100 0.086 .405* 0.163 0.014 -0.084 1.000

11 Alter Nudges 0.056 -0.286 0.423 .479* 0.184 0.297 0.063 -0.059 -0.057 0.155 1.000

12 Ego Nudges -0.146 -0.184 0.092 0.321 0.351 0.257 -0.053 0.116 -0.347 0.030 -0.263 1.000

13 Messages sent .404* 0.296 0.241 -0.197 -0.059 -0.245 0.232 -0.121 -0.020 -0.101 0.138 -0.130 1.000

14 Messages received 0.381 0.244 0.198 -0.202 0.018 -0.192 0.258 -0.068 -0.029 -0.097 0.046 -0.059 .916** 1.000

15 Contribution index 0.282 0.242 0.098 -0.084 -0.060 -0.034 0.041 .363* 0.149 -0.312 0.039 -0.337 0.101 -0.102 1.000

16 total influence 0.386 0.295 0.175 -0.222 -0.111 -0.233 0.261 -0.103 -0.010 -0.090 0.133 -0.134 .987** .935** 0.070 1.000

17 Betweenness centrality oscillation .394* 0.322 0.222 -0.143 -0.084 -0.189 0.210 -0.120 0.185 -0.004 0.246 -0.232 .769** .482** .399* .718** 1.000

18 Betweenness centrality 0.378 0.227 0.177 -0.218 0.019 -0.189 0.268 -0.029 -0.036 -0.091 0.030 -0.055 .870** .993** -0.135 .901** .394* 1.000

19 Degree centrality .398* 0.253 0.218 -0.194 0.019 -0.188 0.268 -0.028 -0.021 -0.078 0.083 -0.084 .933** .992** -0.061 .953** .538** .984** 1.000

20 Complexity 0.297 .410* -0.025 -0.197 -0.181 -0.025 0.033 .550** -0.068 -0.093 -.543** 0.147 0.242 0.128 .717** 0.221 .379* 0.098 0.161 1.000

21 Emotionality -0.348 -0.197 -0.147 -0.041 0.034 -0.206 -0.042 -.456* 0.422* -.431* -.646** 0.061 -0.194 -0.089 -.664** -0.170 -0.306 -0.060 -0.105 -.768** 1.000

22 Reach2 0.098 -0.070 0.137 -0.014 0.204 .384* 0.178 0.324 0.018 -0.082 0.050 -0.117 0.324 0.256 .475** 0.310 0.356 0.228 0.281 .634** -.631**

* p < .05; ** p < .01; *** p < .001.

(betweenness oscillations) and of degree centrality with this score reflecting virtues
of kindness, gentleness and nurturance. Those who have the ability of being more
caring toward others, sendmoremessages, havemore direct social contacts and rotate
in the networkwithoutmaintaining static positions. The fairness/reciprocity score, on
the other hand, is positively associated with language complexity. People who try to
be fair use more complex language. People who score high on the authority/respect
scale receive more nudges by their peers. This means that individuals who value
authority and respect need to get more nudges from their peers until they respond.

With regards to the dimension of conservation of the Schwartz test, we find that
those who care more about security, conformity and tradition answer e-mails faster
and have higher social capital as captured in the variable Reach2 [19]. Reach2 defines
the number of people that one can reach in two degrees of separation. In other words,
this variable does not directly measure how many friends somebody has, but how
many friends her friends have. It has been shown to be a good predictor of social and
financial capital [24].

We additionally find that the honest signals of communication can predict the
moral values of a person. As the regression models for the Schwartz values are
somewhat less accurate, we present the regressions for the moral values. The regres-
sion models with the best fit are shown in Table 7.2, illustrating which variables
matter the most while predicting each individual trait.

We find, for instance, that the more positive and the less emotional people are,
the more they care about others. A similar behavior (positive and non-emotional
language) is also indicative of people who value sanctity and purity. On the other
hand, the more people nudge others and are nudged themselves by e-mail, they more
they value authority and respect.
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Table 7.2 Moral foundations test—regression models

Predictors Dependent variable

Harm/Care Fairness
reciprocity

In-group
loyalty

Authority
respect

Purity sanctity

Sentiment 74.3173** 65.5398** 62.8351**

Alter ART 0.2245** 0.1179* 0.0976ˆ 0.2483**

Ego ART 0.1260ˆ 0.2049**

Alter nudges −18.2495** −6.9631ˆ 10.7797*

Ego nudges 8.7743** 8.2856* 16.2718**

Messages sent 0.0173**

Messages
received

0.0126** 0.0082ˆ 0.0096ˆ

Contribution
index

total influence −0.0660ˆ −0.1453**

Betweenness
centrality
oscillation

0.0992*** -0.1109*

Betweenness
centrality

−0.0004** −0.0004* -0.0006*

Degree
centrality

0.1930* 0.2010*

Complexity

Emotionality −176.6017*** −35.3722ˆ −52.3369*

Reach2 −0.2093ˆ

Constant 18.3043 −17.9746 157.2252* −16.7616ˆ −49.0391**

Adjusted
R-squared

0.6246 0.4514 0.3812 0.5512 0.6396

ˆp < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001

Verifying the Link Between Emotion and E-mail Dynamics
and Structure

To further demonstrate the link between emotions and e-mail behavior, we analyzed
an e-mail archive with two months’ worth of e-mail of 655 employees of a profes-
sional services firm, where we compared the structural and dynamic honest signals
with their emotionality calculated from subject lines. This means that different from
the first analysis, this time we only had the words contained in the subject line.
However, in previous work the predictive power of this approach had been illus-
trated [21], as sentiment, emotionality and complexity of subject line and email
body are correlated if the sample is big enough.
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Table 7.3 Predicting
emotionality—regression
model

Variable Coefficient

Betweenness centrality oscillation −0.0026***

Degree centrality 0.0002***

Contribution index −0.0604***

Reach2 −0.00002***

Constant 0.4138***

Adjusted R-squared 0.6681

***p < 0.001

We find that 67% of the emotionality of an employee is explained by rotating
leadership defined as betweenness centrality oscillation, central leadership defined
as degree centrality, contribution index, and social capital defined as reach-2 (see
Table 7.3) [19]. In other words, there is a hidden strong link between the structure
and dynamics of communication, and the contents of the communication. This goes
back to the original definition of “Honest Signals” [18] which give always what
somebody really thinks without explicitly saying it. Here we have shown that this is
even true for e-mail communication: how central somebody is in the network, how
much she sends compared to receiving e-mail, and how many times she changes her
network position, and how popular her friends are, gives away her emotional state.

Discussion and Conclusions

Getting e-mails with an established claim from a trusted source will make the recipi-
ents interpret it positively, eliciting a different type of response—based on theirmoral
foundations—than if they do not trust the source. The same is true if one is getting
e-mails with novel claims. They will trigger different types of emotional responses
based on if the recipients trust the source, and on their moral foundations. Either way,
in this research we have shown that analyzing individuals’ e-mails can reveal their
moral foundations. We have measured the seven honest signals of communication to
characterize the e-mail behavior of different people. At the same time, we asked the
people whose e-mail communication was analyzed to take the Schwartz value test
[25] and the moral foundations test [22], finding a significant link between e-mail
behavior and moral values. There is a strong link between ethics and emotions, both
on the business and the psychological side [26, 27, 3]. The ethical and moral values
of a person are given away by their “honest signals” as expressed through their e-mail
behavior. This e-mail behavior is predictive of emotions, which are predictive of the
ethical and moral values of a person.

While the results we found are intriguing, this is preliminary work motivating
much further research. Our study should be repeated in a broader setting with more
participants. Additionally, in the second study of this research, we take subject
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lines as a proxy of email bodies—consistent with past research which showed that
people sentiment and emotionality measured on subject lines are correlated with the
same metrics calculated on the email body [28]. Nevertheless, this study should be
repeated also accessing e-mail bodies and not only subject lines, for a more accurate
assessment of honest signals related to language use.

Wehave shown that howsomeone communication in e-mail canpredict theirmoral
values and emotionality. These insights can be applied to virtual mirroring [20, 21],
providing an automatedway formaking themoral values of individualsmore obvious
to them, thus assisting them for better self-management and self-understanding,
ultimately leading to higher happiness in the Aristotelian sense.

All procedures performed in studies involving human participants were in
accordance with the ethical standards of the institutional and/or national research
committee with the Helsinki declaration and its later amendments or comparable
with ethical standards.
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Chapter 8
Identifying Virtual Tribes by Their
Language in Enterprise Email Archives

Lee Morgan and Peter A. Gloor

Abstract The rise of online social networks has created novel opportunities to
analyze people by their hidden “honest” traits. In this paper we suggest automatic
grouping of employees into virtual tribes based on their language and values. Tribes
are groups of people homogenous within themselves and heterogenous to other
groups. In this project we identify members of digital virtual tribes by the words they
use in their everyday language, characterizing email users by applying four macro-
categories based on their belief systems (alternative realities, personality, recreation,
and ideology) developed in earlier research. Eachmacro-category is divided into four
orthogonal categories, for instance “Alternative Realities” includes the categories
“Fatherlanders”, “Treehuggers”, “Nerds”, and “Spiritualists”.We use the Tribefinder
tool to analyze two email archives, the individual mailbox of an active academic and
corporate consultant, and the Enron email archive. We found tribes for each user and
analyzed the communication habits of each tribe, showing that members of different
tribes significantly differ in how they communicate by email. This demonstrates the
applicability of our approach to distinguish members of different virtual tribes by
either language used or email communication structure and dynamics.

Introduction

In today’s age of alternative realities, different groups in society look at the same
underlying evidence as either fact or fiction. In this paper we apply a system we
developed earlier to find these groups—virtual tribes—in the corporate world. Our
goal is to identify virtual tribes among employees of a company to better understand
the different value systems motivating the members of the organization.

Tribes are groups of people that share common ideas, thoughts, and emotions [1].
In other words, they are people who have strong cultural, emotional, and ideological
links to each other, creating a sense of community [1]. There aremany types of tribes,
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and they can vary in size and role [2]. However, most of the literature surrounding
tribes has seen their use in marketing [3]. Consumer tribes have emerged as an
important part of a firm’s success. There is limited use of tribes being used for
managing human resources, as we will be proposing in this paper.

Human resource management has been taking strides toward the use of analytics
for better understanding the wants and needs of employees. In the past years, human
resource research based on mining data has become a notable field, with dozens of
studies emerging [4]. This has permeated into industry as well, with multiple firms
employing these techniques [5], for instance using email for data-driven human
resources management [5].

Until now, the concept of virtual digital tribes has yet to be used. In earlier work,
strategic benefits from using the concept have been shown, like increasing the happi-
ness of workers using virtual mirroring and identifying different emotions through
tribes [3]. Until now it has been difficult to automatically identify tribes instantly,
without using surveys or other manual tools, but based on systematically identifying
tribes based on their activity online. As a result, it has been difficult to identify
and classify membership in tribes on a large scale. Owing to the rise of data-driven
human resource management, social media, and email, a different, digitally-based,
tribe identification method has been developed. Online communities can be easily
formed based on a common idea or interest, and can have the same positive and
negative implications as tribes that are not based on the internet, though over the
internet they might have a greater impact due to the ease of access and spreading of
information [6]. We call these new tribes virtual, electronic, or e-tribes [7].

Tribefinder is a novel system that uses artificial intelligence and machine learning
to identify the tribes of users based on social media data [7]. While originally created
to be used with data from Twitter, it can also operate on other forms of media, like
email [7]. Tribefinder works through the use of word embeddings and long short-
term memory (LSTM) [8]. It currently determines tribes using the words in their
messages. More specifically, it finds the different types of tribes and their leaders
on Wikipedia, then looks at the language of the leaders on Twitter [7]. People are
assigned to tribes if their word usage is like that of the aggregate of all “leaders” of
a tribe [7]. As a proof of concept for applying Tribefinder for email, this paper uses
Tribefinder to determine the tribes in a personal inbox and the Enron dataset [9].
Tribefinder works with multiple macro-categories of tribes, with users fitting into a
specific tribe under each macro-category. This paper will work with the Alternative
Realities, Personality, Recreation, and Ideologymacro-categories [7]. Each tribe has
specific traits, and this paper will look at and compare them between the different
tribes. The traits, or honest signals, that this paper uses are related to productivity,
connectivity, complexity, and communication habits of each tribe [10].

This paper advances the current research as it applies Tribefinder to human
resources (HR)management and email. Itwill also show the differences in the traits of
each email tribe, in order to tease out the characteristics of each tribe. This adds onto
data-drivenmanagement, as it offers a novelway to analyze the data of employees and
boost their productivity. This can be done through virtual mirroring, which mirrors
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back the communication habits of persons, causing internal reflection [10]. As a
result, there can be an increase in customer satisfaction and overall productivity.

Theoretical Background

Virtual Tribes

Tribes are effectual groups that are not held together by formal societal constructs, but
instead, a common emotion, belief, or ideology glues their members with each other
[11]. These tribes can be heterogeneous, meaning that members have differences in
their ages, incomes, gender, races, and social status; the most important factor about
deciding a tribal affiliation is a common belief [1]. The postmodern society contains a
large amount of these invisible micro-groups, which all share strong emotional links
[2]. Moreover, “tribe”, as a word, hints at seemingly ancient and archaic values, like
“a local sense of identification, religiosity, syncretism, group narcissism etc.” ([11],
p. 67).

Humans typically choose which tribes to associate themselves with through their
actions and behaviors [12]. This is called the self-categorization theory; it occurs
due to one’s access and fit to a tribe [13]. Fit is the extent to which tribes reflect
realistic societal groups and statuses. A high fitwould indicateminimal intra category
differences andminimize inter category similarities [14]. Access is simply the ease of
joining a tribe and its proximity to an individual. If one hasmore access to a tribe, they
are more likely to categorize with it [14]. It should be noted that self-categorization
theory states that the process of finding a tribe can change based on the situation and
is always based on the perspective of the perceiver [14]. Other factors that would
influence one’s social categorization would be benefits to one’s identity, place in
society, a stronger sense of community, emotional links, and ethnic partiality [15–
17]. Additionally, people can identify with the members of one or more tribes [18].
This is because humans need to express separate parts of their identities, and one
tribe alone cannot typically do this; humans need multiple tribes to accommodate for
different aspects of their identities [18]. An example of the behaviors of tribes is an
“anchoring event”, where tribe members meet in public areas and perform ritual acts
[19]. These anchoring events are essential for tribes to have consistent and sustained
membership as they enforce the key ideals and values of tribes [19]. However, it
should be noted that there is a spectrum when it comes to engagement in “anchoring
events” [1]. On one side, there are sympathizers, who have a limited amount of
interest in the tribe, and on the other side, there are practitioners, whose identities are
based on the tribe and who engage with it daily [1]. For these reasons, tribalism is
emerging in our society, and today’s tribes are highlighted by an important duality:
the tribe influences its members, and at the same time, the members define their tribe
[20, 17]. Moreover, traditional tribes have also shifted to virtual tribes or e-tribes
[21, 22]. This is due to the rise of social media and the internet as a whole: there
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are many new forums and sites for tribes to be fostered and created [6]. Tribes have
been found and researched on sites like Twitter, due to the volume and availability
of public messages on the site [7].

Tribes in Human Resources Management

Data-driven human resource management can be defined as the use and mining of
data coming from employees and customers of a firm, and implementing models
and solutions based on the data in the company [23]. Indeed, many companies are
now utilizing data instead of a manager’s “gut instinct” when it comes to making
decisions [24]. This is accompanied by a data revolution, where companies can now
easily collect and aggregate data [24]. This practice has brought in substantial benefits
as the decision-making that comes from mining data can cause a 5–6% increase in
firm productivity [24].

Despite the rise of data-driven HR (human resources), tribes and community
organization are rarely utilized when it comes to HR management [5, 25]. They
have, however, seen their use in the marketing world [7]. Tribes for specific firms, or
brand communities have been used to easily and quickly spread information about
products to consumers [7]. Because of this, the formation of consumer tribes has
been identified as critical to the survival of firms at any stage of their development
[12].

Though emails may seem less like a social network and more of a communica-
tion tool, research based on mining data from email databases proves the opposite
[26]. Emails have also been used as a source to mine data [26]. In professional
environments, emails represent a typical social network and exhibit “long-tailed,
small-world” traits [26]. There are varying levels of participation and leadership
within this space as well: a few members send the vast majority of the emails, and
there seems to be a hierarchy in the social network [26]. Thus, email provides a
useful substrate for discovering the tribal affiliations of individuals and groups. For
example, a study looked at a firm’s emotional tribes and found conclusive results
which could be virtually mirrored back to the employees to increase the productivity
and happiness of the workers [3, 10].

Methods

Challenges in Finding Tribes

Tribes can be compared with the elementary particles of quantum physics as they
are difficult to pinpoint due to their fuzzy and ever-changing nature [19]. Thus,
even though there have been many methods of identifying tribes, like interviews,
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focus groups, surveys, ethnographic, and netnographic approaches, there has been
no way to rapidly and automatically identify tribes based on their traits [7]. These
manual methods provide a deep understanding of tribal characteristics. In the past
decades, tribal studies have used limited surveying methods, like making surfers fill
out questionnaires and studying small groups of adult record collectors [18, 27].
For analyzing e-tribes with millions of members, these methods are impractical and
cumbersome [7]. Rather, for a large company that wanted to find tribal attributes of
its employees, it would be easier to analyze email databases.

Tribefinder

In order to solve these issues around manual identification of tribes, Tribefinder
discovers tribes based on text data [7]. Tribefinder, which until now has been mainly
been used on Twitter, categorizes people into one tribe for each specific macro-
category; since there are multiple macro-categories, people can belong to multiple
tribes [7]. Tribefinder’s analysis of tweets and emails extracts data on multiple ideas
and leaders. It outputs tribal affiliations for each specific user allowing researchers or
managers to find typically unnoticeable traits that distinguish individuals. It should be
noted that the macro-categories that Tribefinder can output are not rigid. In previous
instances, its outputs were macro-categories like Alternative Realities, Ideologies,
and Personalities, but the user of Tribefinder can create different tribes based on their
own specifications [7]. For instance, Tribefinder has been used to create a “Bernie
Sanders Tribe” and a “Donald Trump Tribe” and sort Twitter users into them [10].

Tribefinder includes two functions: tribe allocation and tribe creation. With the
tribe creation function the user can create macro-categories and specific tribes within
them. Tribe allocation assigns tribal affiliations to people based on their characteris-
tics. This paper uses the tribe allocation process as the macro-categories are already
determined.

In order to create a new tribal macro-category, the user first has to find a group of
key individuals that are representative of each tribe within the tribal macro-category,
the “tribe leaders” [7]. For instance, the “Bernie Sanders Tribe” could have Bernie
Sanders and someof hismost ardent supporters and campaignmanagers as its leaders.
After this, Tribefinder would find a large sample of individuals similar to the “tribe
leaders” based on automatically extracted keywords that would be associated with
a certain tribe. After the user would identify key leaders, dozens of similarly self-
identified members of the tribe will be proposed as additional tribe leaders. For
instance, if the user wanted to find individuals that were part of the “Arts” tribe
on Twitter, it would search profiles for biographies, tweets, friends, and followers
related to the art in order to find these new tribe members. After this, they are shown
to the user, who can choose to include these people as tribe leaders or not.

These results can be demonstrated to the user in two types of charts. The first is a
word cloud which shows the most common concepts for a certain tribe and can act
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Fig. 1 Tribe allocation diagram

as a suggestion for new keywords. The second is a drawn-out network of members
to demonstrate the most connected and well-known members of tribes.

After this, tribe allocation occurs. This begins with TensorFlow deep learning
being used to find the key patterns and ideas in the tweets of tribe leaders [28]. This
is used to identify textual patterns for each tribe and create a specific set of words for
each tribe as well. Then, more deep learning is used to analyze the vocabulary and
syntax of tribe leaders in order to be able to connect unconnected individuals to a
tribe [28]. Then, using long short-termmemory andword embeddings, classifications
for specific users can be created. Specifically, one’s words in emails or tweets are
converted into vectors which are then inputted into the long short-term memory
models [29].

Although it has been difficult to run models on sites like Twitter due to a lack of
long messages [30], the word embeddings and LSTM used proved to be sufficient
(Fig. 1). One limitation is that Tribefinder needs a large amount of tweets or emails in
order to work. It should be noted that Tribefinder does not depend on deep learning
models in order to work, as it can use different methods for short text analysis, but
it is most accurate when LSTM and word embeddings are used [7].

Tribe Categories

This paper does not focus on developing new tribes, but rather focuses on analyzing
the traits of preexisting macro-categories. The macro-categories focused on in this
paper are Alternative Realities, Personalities, Recreations, and Ideologies. These
have been created and utilized in previous research on tribes [7].
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The Alternative Realities macro-category is broken into four groups. The first
are fatherlanders, which can be described as extremely patriotic. Their main vision
would be a re-creation of the national states from the 1900s. The spiritualism tribe
unsurprisingly has a focus on all things spiritual. The nerds are people who believe
in seeing advances in technology and strides to the future. The tree huggers are
environmentalists and strive to protect nature from phenomena like global warming
[7].

ThePersonalitiesmacro-category has four parts aswell: stock-traders, politicians,
journalists, and risk-takers. Stock-traders have a focus on capital and the economy.
“Politicians” are representative of people who use “political language” instead of
simply saying the truth. Risk-takers like to make daring decisions (this category
has been trained with wingsuit flyers and cave divers), and journalists, other than
politicians, use direct language to report actual events.

The Recreation macro-category is composed of the fashion, art, travel, and sport
tribes. Fashion tribe members focus on the new styles of clothes; the arts tribe has
an interest of all types of art like music and painting; the travel tribe enjoys traveling
around the world; and the sport tribe enjoys actively engaging in sports [7].

Finally, the Ideologies macro-category is made of the liberalism, socialism,
capitalism, and complainers tribes. The liberalism tribe focuses on enhancing and
protecting the freedomof individuals. The socialism tribe advocates formore govern-
ment control and intervention in economies. The capitalism tribe is practically the
opposite of socialism—it argues for minimal government intervention in markets.
The complainers tribe frequently voices their protests to problems they see.

Utilizing Tribefinder: Honest Signals

Tribefinder proved to be powerful as it can be used to discover non-obvious char-
acteristics of employees in a firm. In previous work, it was tested with Twitter with
an accuracy rate of 81.2% in the best case and 68.8% in the worst case [7]. It has
been used to identify customer’s tribal affiliations to see which tribes are more likely
to have interest in certain brands, and it has been used in identifying the traits of
customer tribes [7]. In this paper, employee tribes will be analyzed through the
use of the honest signals [10, 31]. These honest signals identify differences in the
activity and language of tribes, which the firms can use to see which tribes are the
most positive and active in the workplace.

Honest signals are part of network science. They provide a way of seeing different
actors as part of a group instead of observing them as individuals [31]. Honest signals
can be seen as seemingly unnoticeable patterns which reveal the goals and key ideals
of people to others [31]. They are honest because they are uncontrollable because
of being processed unconsciously. These honest signals can be extremely effective
as they can predict outcomes in seemingly random situations, like dates and job
interviews [31].
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The interconnectedness of a tribe is measured through its social network’s
centrality [32]. There are two measures of centrality used in this paper: between-
ness and degree centrality. Degree centrality is simply the amount of people a user
sends and receives emails from. Betweenness centrality is the frequency in which
a user appears in a path connecting other users. This is computed through finding
the shortest paths in a network that connects all network’s users to each other, then
counting the amount of time one appears in a path connecting two other users [33].

The activity of users was measured through messages sent, contribution index,
and rotating leadership.Messages sent is simply the amount of emails sent by an indi-
vidual. Rotating leadership is the oscillations in betweenness centrality in a specified
time period (15 days). This is calculated by finding the number of local maxima and
minima in the betweenness curve of an actor [10]. A rotating leader is someone who
alternates between being a leader and follower in groups. For example, they would
start conversations, then allow the other members of the network to carry them on
[34]. The contribution index measures the balance of messages sent and received by
a user. It is calculated by subtracting messages received frommessages sent and then
dividing the result by messages sent added to messages received [10].

The last characteristic analyzed was the language of the tribe members. This
was done by finding the average sentiments, emotionality, and language complexity.
Average sentiment is the measure of the positivity and negativity of a user’s emails. It
was calculated using a classifier algorithm and varies between 0 and 1, with 0 being
the most negative and 1 the most positive [7]. Average emotionality is the measure of
user’s deviation from the usual sentiment and is measured as the standard deviation
from the mean sentiment [10]. Finally, average complexity measures the complexity
of a user’s vocabulary. The more varied words one uses, the higher their complexity
[10]. All of the honest signals were calculated with Condor [10].

Results

Though Tribefinder can be used to create new tribes, this paper works under the
framework using the predefined tribes provided by Gloor et al. [7]. These tribes have
their notable traits identified through data mining emails and social network analysis.
This can be impactful as firms can identify employee tribes that need an increase in
sentiment and those that speak with the highest complexity, meaning new ideas are
coined. This analysis uses the Enron large dataset [10], which had 1738 users that
were placed into tribes. The results from Enron are compared to those of a private
email inbox, which had its 20 most active participants placed in tribes. The charts
and Table 1 demonstrate the significant differences within tribes and compare the
results for the Enron and private emails. The bar charts have error bars of the 95%
confidence intervals (Figs. 2, 3, 4, 5).

For the Alternative Realities macro-category, the one-way analysis of variance
(ANOVA) demonstrates multiple significant differences in honest signals in both
email datasets. The Spiritualism tribe has the lowest average complexity in both
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Table 1 Differences in honest signals among Alternative Reality tribes for email inbox and Enron
inbox

Honest signal Group Group Mean difference P-value

Significant comparisons for email data, N = 20

Average complexity Spiritualism Nerd −1.814 0.0331496

Treehugger −2.623 0.0018502

Significant comparisons for Enron data, N = 1738

Rotating leadership Spiritualism Nerd −11.67 0.0103851

Treehugger −12.47 0.015948

Average sentiment Nerd Fatherlander 0.0270 0.0246773

Treehugger 0.0129 0.0402434

Average complexity Spiritualism Treehugger −0.615 0

Nerd −0.474 0

Fatherlander −0.582 0.0000001

Average emotionality Spiritualism Nerd −0.010 0.0000259

Treehugger −0.0077 0.003112

Fig. 2 Text and network metrics for the Alternative Realities macro-category (significance
differences marked by asterisk)

Fig. 3 Text and network metrics for the Personality macro-category (significance differences
marked by asterisk)
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Fig. 4 Text and network metrics for the Recreation macro-category (significance differences
marked by asterisk)

Fig. 5 Text and network metrics for the Ideologymacro-category (significance differences marked
by asterisk). *In these charts, Betweenness Centrality was divided by 500,000, Messages Sent by
200, Average Complexity by 10, Rotating Leadership by 100, and Degree Centrality by 100 in order
to compare the data in one graph

datasets, suggesting that they bring less new ideas that Nerds, Fatherlanders, and
Treehuggers. These differences are significant (p ranges from 0 to 0.033). There are
no other significant differences in the personal email inbox, which may be due to the
limited sample size. In the Enron dataset, the Spiritualists rotate their positions of
leadership the least, which means that their betweenness centrality rarely oscillates.
This suggests that in comparison to the Nerds and Treehuggers, Spiritualists rarely
change their positions in a group and either stay as group leaders or followers.
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Nerds speak with the highest positivity out of all the other groups as they have the
highest average sentiment. Spirituals also have the least variation in the positivity
of their messages, as demonstrated by their low Average Emotionality. All of these
differences are significant as well (p ranges from 0 to 0.04).

In Table 2, for theRecreationmacro-category, there is only one similarity between
the Enron and email datasets. The Arts tribe has a lower average complexity than
the Sports tribe, meaning they bring fewer ideas to the table (p = 0.0002, 0.008).
There were many differences between the data as well. Primarily, in the average
complexity metric, the Fashion tribe had the lowest complexity in the personal email
inbox, and it had the highest average complexity in the Enron data. The samewas true
for the average emotionality metric. In the private emails, there was relatively low
variation in the positivity of emails coming from the Fashion tribe, but there was a
relatively high variation in the Enron data. There were only significant differences in
average complexity and emotionality for the email data. In the Enron data, members
of the Travel tribe seem to be the most central, as they have a higher degree and
betweenness centrality than members of the Fashion and Arts tribes. Moreover, the
Travel tribe contributes relativelymore than theArts tribe, with a higher Contribution

Table 2 Differences in honest signals for Recreation tribes in email inbox and Enron data

Honest signal Group Group Mean difference P-value

Significant comparisons for email inbox, N = 20

Average complexity Sport Arts 1.49 0.0002092

Fashion Arts −3.37 0.0000166

Sport −4.86 0.0000002

Travel −3.54 0.0000081

Average emotionality Fashion Arts −0.154 0.0001033

Sport −0.142 0.0003459

Travel −0.146 0.0001779

Significant comparisons for Enron data, N = 1738

Degree centrality Travel Fashion −15.34 0.0497952

Arts −7.334 0.0160727

Betweenness centrality Travel Fashion −239167 0.0572116

Arts −111761 0.023589

Contribution index Travel Arts 0.0842 0.0011708

Average sentiment Travel Arts 0.0215 0.000007

Sports 0.0333 0.0180155

Average complexity Arts Fashion −0.525 0.0000107

Sport −0.373 0.0080805

Travel −0.279 0

Average emotionality Arts Fashion −0.0134 0.0040415

Travel −0.0086 0.0000008
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Table 3 Differences in honest signals among Ideology tribes in emails and Enron data

Honest signal Group Group Mean difference P-value

Significant comparisons for email inbox, N = 20

Average complexity Liberalism Capitalism 1.237 0.0302374

Significant comparisons for Enron data, N = 1738

Honest signal Group Group Mean difference P value

Degree centrality Liberalism Capitalism 6.83 0.0272564

Socialism 17.93 0.0106698

Contribution index Liberalism Capitalism −0.112 0.0000035

Socialism −0.195 0.0012411

Rotating leadership Liberalism Capitalism 11.748 0.0003462

Socialism Capitalism −20.573 0.0161735

Complainers −32.243 0.0300972

Liberalism −32.322 0.0000184

Average sentiment Capitalism Complainers 0.07544 0.0000014

Liberalism 0.0327 0

Socialism 0.0458 0.0000446

Average complexity Capitalism Complainers 0.4923 0.0070199

Liberalism 0.1172 0.0463337

Socialism 0.3295 0.0114416

Average emotionality Capitalism Liberalism 0.0074 0.0000306

Socialism 0.0127 0.0053641

Index. The Travel tribe also speaks in the most positive manner with the highest
average sentiment out of all the recreational tribes. These results are also statistically
significant (p ranges from 0.000002 to 0.0498).

In Table 3, the only significant comparison from the email inbox was that between
the complexity of Liberalism and Capitalism tribes, where the Liberalism tribe
displayed a wider vocabulary (p = 0.03). Surprisingly, the Enron data displayed
a different trend, as the Capitalism tribe had a higher average complexity than Liber-
alism did (p = 0.046). Liberals seem to have the highest connectivity of all the
Ideology tribes, as they have the highest degree centrality. However, they seem
to communicate less relative to the content they receive, with lower contribution
indices than the rest of the tribes. Moreover, the Socialism tribe seems to have the
most changes in leadership positions, followed by the Capitalism, Liberalism, and
Complainers tribes. The Capitalism tribe speaks most positively in its messages,
with an average sentiment higher than the rest of the tribes. Moreover, it has the most
oscillations in its sentiment, with the highest average emotionality. These results are
all significant, with a maximum p value of 0.046 overall.

In Table 4, there are no significant differences in the private email inbox. However,
there are some differences in the Enron data. The Stock-Trader tribe seems to bemore
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Table 4 Differences in honest signals among Personality tribes in Enron Data

Honest signal Group Group Mean difference P value

No significant differences in email inbox, N = 20

Significant differences in Enron data, N = 1738

Contribution index Stock-trader Politician 0.127 0.000008

Rotating leadership Politician Risk-taker 14.36 0.0015132

Journalist 28.36 0.0001742

Average sentiment Journalist Politician −0.03 0.0050642

Stock-trader −0.036 0.0037871

Risk-taker Politician −0.0248 0.0001364

Stock-trader −0.0272 0.000232

Average complexity Journalist Politician −0.361 0.0030641

Stock-trader −0.392 0.0019163

Risk-taker Politician 0.172 0.0241113

Average emotionality Journalist Politician −0.0116 0.0111244

Stock-trader −0.025 0.0008865

productive to conversations than the Politician tribe, as it has a larger Contribution
Index. However, the Politician tribe changes its position more in discussions than the
Risk-Taker and Journalist tribes, with a high rotating leadership. The Journalists and
Risk-Takers speak most positively in discussions, as they have the highest average
sentiments. Moreover, the Journalists have the largest deviations in the positivity of
their messages in comparison to the Politicians and Stock-traders, given that they
have a high average emotionality.

Discussion and Implications

This paper’s findings add to the theoretical and practical study of tribes. We illustrate
the applicability of this concept also for the analysis of organizations, extending it
from its main use to marketing. From an academic standpoint, this paper expands
the use of Tribefinder to the email setting. Earlier work has been mainly focused
on social network sites like Twitter [7]. Since email databases also behave like a
social network [26], the same methodology could be applied there. Moreover, this
paper utilizes a new tool developed by Gloor et al. [7] in order to identify tribes.
This allows us to circumvent the traditional methods of identifying tribes, like focus
groups and interviews [18]. These groups have their traits analyzed through honest
signals [10, 31], which demonstrates that there are differences among the tribes that
have impacts on communication habits. Finally, this paper furthers work done in the
field of data-driven human resources management and decision making, which has
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been taking recent strides [4], by dividing email users into groups based on their
social network behavior and word content.

This paper is of importance in a managerial sense as well. For many companies,
tribes have emerged as a critical factor of their success, especially in marketing [3].
In this paper we illustrate the usefulness of this concept in HR management as well.
Many human resource managers have begun to analyze the traits of their employees
through emails [5], but division of their users based on their traits has seen limited
use. The use of digital social networks in HR is important due to the ease of access
and spreading of information in the modern-day internet [6].

Limitations and Future Work

This work clearly has some limitations. Primarily, workers do not only communicate
through email and use messaging services such as Slack and social networks such
as Facebook. It could be beneficial to also analyze these sources to identify if these
results are generalizable. There are also othermodels that could be used to identify the
tribes of certain users, and they could yield different, and potentially more accurate
results. Finally, other honest signals could be used besides those in this paper.Average
response time and nudges (the amount of emails one sends in order to get a reply
from another) could be used.

Conclusion

This paper illustrates the usefulness of the tribe concept for HR analysis. It shows the
use of Tribefinder in a different medium and framework. It analyzes the communi-
cation habits of people in organizations through the lens of emails, utilizing LTSMs
and word embeddings, and places them into tribes that the user can flexibly create
depending on the focus of analysis. Four macro-categories of tribes are employed:
Alternative Realities, Ideologies, Recreation, and Personality. However, this system
could easily be extended for instance to measure moral values of employees, or
their attitudes toward risk by creating the appropriate tribes. By comparing the tribal
affiliations with the “honest signals of communication”, we illustrate the underlying
traits of different groups of employees, thus providing valuable cues to managers
about the characteristics of their employees. This paper is an early research, but it
clearly demonstrates the power of this approach to discover the underlying individual
attributes and behavioral characteristics of members of an organization otherwise not
accessible.
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Chapter 9
The Political Debate on Immigration
in the Election Campaigns in Europe

Francesca Greco and Alessandro Polli

Abstract Migration has become an increasingly pressing topic on the national and
European political agendas and in general public debate. Themigratory phenomenon,
as well as its humanitarian and health implications, are presented nowadays as a
challenge for national and supranational governments which requires coordinated
responses to ensure citizen security. During the election campaigns in the last three
years, right-wing parties have largely depicted the right of freedom of movement as a
risk factor, taking advantage of this issue for political propaganda. A significant part
of the political debate takes place on social media, which has become the preferred
platform for openly expressing political sentiment, including that considered polit-
ically incorrect. This study explores the political debate on immigration during the
election campaigns of France and Italy over the last three years.More specifically, we
performEmotionalTextMiningwith the aimof identifying the sentiment surrounding
immigration, and how immigrants are portrayed, in the online Twitter debate during
the French presidential election (2017), the Italian general election (2018), and the
Italian European elections (2019). Results were compared to identify the similarities
and differences, and the effect on the election results that characterized two of the
European Union’s founding countries.

Introduction

Migration has become an increasingly pressing topic on the national and European
political agendas and in general public debate. This topic is politically sensitive and
challenging for national governments and the EUparliament, alike. It touches on both
the question of residence and the right of freedom of movement within the EU, and
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humanitarian and health implications. Public debate on immigration took on partic-
ular emphasis during the general and European elections in Italy, and the presidential
elections in France. In all three occasions, the focus of the electoral consensus was
directed onto specific political proposals which represented immigration as a poten-
tial risk factor for EU citizens [2, 4]. These proposals have been associated with a
strengthening of nationalism and has put into question EU membership. Currently,
the issue of immigration reveals the difficulty the member states have in finding a
common strategy on the management of new entrants. This, in turn, has heightened
the debate on membership of the European Union itself, even among its founding
countries.

In recent years, in Italy and France, right-wing political parties have largely
focused their propaganda on emotive, national identity issues, including leaving the
European Union and fighting immigration. In contrast to past modes of communica-
tion, the latest form, social media, has becomemassively popular and now represents
the preferred platform for expressing politically incorrect sentiments.

The reason why political propaganda is flooding social media platforms is that
they increasingly fulfil the function of communication, not only enabling millions of
users to share information daily but also funnelling citizens’ comments, opinions, and
feelings on a wide range of topics. Accordingly, social media and social networking
sites, such as Facebook and Twitter, have begun to take on a growing role in real-
world politics [5–7], shifting political communication towards the new digital media.
Not surprisingly, one of the most important features of the recent public debate on
immigration is that it mainly took place on social media platforms, as highlighted by
a study carried out during the latest French presidential campaign [21].

As a result of this shift, a growing number of social media analysis techniques
have been developed to explore a range of politically orientated topics, such as
the organization of demonstrations and actions of revolt, the establishment of and
participation in social movements and political parties and electoral campaigns (e.g.
[8, 9, 18, 21, 23, 29]).

This study explores the political debate on immigration during the election
campaigns in France and Italy over the last three years.More specifically, we perform
a quantitative study aiming to identify the sentiment surrounding immigration, and
how immigrants are portrayed, in the online Twitter debate during the France presi-
dential election (2017), the Italian general election (2018), and the Italian European
elections (2019). We compare the results to identify the similarities and differences
that characterized two of the founding member states of the European Union.

Emotional Text Mining

Sentiment analysis is a field of study that analyses people’s opinions, sentiments, eval-
uations, appraisals, attitudes, and emotions towards entities. It is also called opinion
mining, since, frequently, the sentiment is considered a personal belief, or judgment,
which is not founded on rational reasoning, but on a subjective emotion. The use of
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a text mining approach to classify the sentiment of a text has been largely discussed
in the literature (e.g. [1, 3, 12, 14, 27]). Most methods are based on a top-down
approach where an a priori coding procedure of terms, or text, is performed focusing
on the manifest content of the word. Emotional Text Mining (ETM) is a particular
kind of sentiment analysis based on a socio-constructivist approach and a psychody-
namic model, which allows for the identification of the elements dictating people’s
interactions, behaviour, attitudes, expectations, and communication [15, 19].

According to the semiotic approach of the analysis of textual data, ETM allows
for social profiling to be carried out. This has already been applied in different fields
ranging from political debate [16–18, 20, 21], to professional training [11], brain
structure [25], brand management [19], and to the impact of the law on society (e.g.
[10, 15, 22]).

While mental functioning proceeds from the semiotic level to the semantic one
in generating communication, the statistical procedure simulates the inverse process
of mental functioning, from the semantic level to the semiotic one. For this reason,
ETM performs a sequence of synthesis procedures, from the reduction of the type
to lemma and the selection of the keywords, to the clustering and factorial analysis.
This allows for the identification the semiotic level (the symbolic matrix) starting
from the semantic one (the word co-occurrence).

In order to perform ETM, we collect all the messages into a corpus and calculate
the lexical indices (token, TTR, hapax percentage) in order to check whether it is
possible to statistically process the data. Data are cleaned and pre-processed [24]
and keywords selected, filtering out the terms used to select the messages and those
belonging to the low rank of frequency [19]. On the tweets per keyword matrix,
we perform a cluster analysis with a bisecting k-means algorithm based on cosine
similarity [28, 30] limited to 20 partitions, excluding all the tweets that did not have at
least two keywords co-occurrence. To choose the optimal solution, we calculate the
Calinski-Harabasz, the Davies-Bouldin, and the intraclass correlation coefficient (ρ)
indices. Then,we perform a correspondence analysis [26] on the cluster per keywords
matrix, andwe calculate the sentiment according to the number ofmessages classified
in the cluster and its interpretation.

The Immigration Debate During the Election Campaign

In order to explore the public perception of immigration in Twitter communica-
tions during the election campaigns, we scraped all the messages from the Twitter
repository, containing the words “immigrant/s” and “immigrations” during the elec-
tion campaign. The data extraction was carried out with the twitterR package of R
Statistics [13].
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French Presidential Election

Data collection was conducted during the period immediately preceding the first
round of the French presidential elections (April 23, 2017). We scraped all the
messages written in French produced by the Twitter repository from April 10 to
April 22, 2017. The sample of 111,767 tweets was made up of 77.7% retweets and
resulted in a large corpus (token = 2,154,194; TTR = 0.01; Hapax percentage =
40.4). Results of the cluster analysis show that the 625 keywords selected allow for
the classification of 90% of the tweets. The clustering validation measures show that
the optimal solution is seven clusters. In Fig. 9.1, we can discern the emotional map
of immigration emerging from the French messages. It shows how the clusters are
placed in the symbolic space produced by the first three factors, explaining 61% of
the inertia.

The seven clusters are of different sizes and reflect different representations of
immigration that correspond to three different sentiments: positive, negative for the
community, and negative for immigrants. The first cluster (9.9%) reflects the reac-
tion of public opinion to the proposal of hosting immigrants in historical buildings,
suggested by Mélenchon. Immigrants seem to be perceived as undesirable guests or

Fig. 9.1 Emotional map of immigration emerging from the French messages (the factorial space
is set by the first three factors) [21]
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squatters. The second cluster (17.7%)highlights the association between immigration
and security. Immigrants are represented as terrorists and aggressors, and amultitude
of religious beliefswithin a population are perceived as anobstruction to cohabitation.
Immigration is represented as a risk factor for security because it favours terrorism,
and this association seems to be driven by the speeches of the National Front leader.
The third cluster (3.6%) refers to human trafficking that changes the sense ofmobility
from a voluntary choice to an involuntary fate, transforming a journey of hope into
a nightmare and the immigrants into slaves. The fourth cluster (21.2%) reflects the
EU reception policy, in which receiving, hosting, and integrating immigrants are
some of the activities in need of an appeal for solidarity from French citizens. In the
fifth cluster (17.7%), immigrants are perceived as invaders, which is a theme that
often runs through the National Front leader’s speeches. Among the words of this
cluster, there are words such as border, stop, wave, control (frontière, arrêter, vague,
maîtriser) which are combined with insults and swearing, highlighting a significant
level of anger. The sixth cluster (21.1%) represents immigrants as bringing pres-
tige to the country, for example, celebrity sportsmen and women. There are the first
names, or surnames, of famous football players and gymnastic champions among
the words of this cluster that are associated with goal and cup, and also diversity.
Here, diversity seems to be a positive value that distinguishes sports players. Lastly,
the seventh cluster (8.8%) reflects the dangers entailed in the immigration journey
and how people’s lives are put in jeopardy. Only a proportion of the immigrants who
sail across the Mediterranean will land. The others will never arrive nor return.

By the cluster’s interpretation, we detected seven different representations of
immigrants that correspond to three different sentiments: positive (42%), negative
for the community (45%), and negative for immigrants (12%).We have considered as
negative the representation of immigrants as squatters, invaders, terrorists, trafficked
slaves, and immigration victims, and as positive, the sporting celebrities and the EU
solidarity target. Among the negative clusters, we distinguished negativity according
to the direction of the activity: squatters, terrorists, and invaders are negative for the
community and trafficked slaves and fatalities linked to immigration are negatives
for the immigrants themselves. In Fig. 9.2, the dimensions of the three sentiments
are displayed.

Fig. 9.2 French sentiment
on immigration during the
presidential election
campaign [21]
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It is interesting to note that during the presidential elections in France, theNational
Front leader’s political propaganda largely depicted the theme of freedom of move-
ment as a risk factor, focusing the political campaign on topics such as border closure
and exiting from the EU. In the second round, she lost the election, taking 34% of
votes. This percentage almost corresponds to the sum of the clusters in which immi-
grants are represented as terrorists and invaders (35.4%), the main topics of the
leader’s political discourse.

Italian General Election

Data collection was performed almost two months before the Italian general elec-
tion (March 4, 2018). We scraped all the messages written in Italian produced from
January 16 to January 25, 2018, from the Twitter repository. The sample of 41,157
tweets wasmade up of 84% retweets and resulted in a large corpus (token= 738,897;
TTR = 0.03; Hapax percentage = 40.3). Results of the cluster analysis show that
the 523 keywords selected allow for the classification of 91% of the messages.
The clustering validation measures show that the optimal solution is six clusters.
In Fig. 9.3, we can discern the emotional map of immigration emerging from the

Fig. 9.3 Emotional map of immigration emerging from the Italian messages (the factorial space is
set by the first three factors) [16]
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Italianmessages. It shows how the clusters are placed in the symbolic space produced
by the first three factors, explaining 70% of the inertia.

Despite the different tones from those prevailing in the French debate, due to
the absence of swear words, the Italian debate on Twitter mainly presents nega-
tive aspects. The first cluster represents immigration as a dangerous invasion of the
country, which the authorities endeavour to stem through a political programme
designed to regulate the flow of immigration. This theme shows great similarities
to the cluster of invaders identified in the French messages. In both cases, the two
clusters classify a very significant percentage of texts. The second cluster refers to the
theme of new slaves, meaning that in the absence of protection against exploitation
of immigrants, the immigration process is characterized by an aspect of illegality.
Unlike the cluster on Illegal Workers (cluster 6), this theme seems to refer to an
aspect more directly connected to the political debate that characterizes the electoral
campaign. The third cluster represents immigrants as violent towards women, cate-
gorizing specific cultures, such as the Islamic one, as uncontrollable and conveying
values contrary to those of the host country. The fourth cluster represents immigrants
as a cost to the community that requires government decision making and action to
take into account the economic repercussions to the country. While in the French
campaign the theme of solidarity affirms a positive sentiment, in the Italian one immi-
grants are represented more as a social burden that has to be managed, which evokes
a neutral sentiment. The fifth group refers to a specific event in which young legal
immigrants attacked a police station in Sweden. Like the reactions to the statements
of the extreme-left candidate in France, the texts focus on the news. However, unlike
the French messages, the issue of security risks related to legal immigration emerges
from Italian texts with feelings of anger. However, the Italian texts seem to be more
politically correct and appear to be less aggressive than the French ones. Finally,
the sixth cluster recalls the theme of the exploitation of illegal immigrants, who are
employed to carry out the humblest jobs and who are forced to live in hiding.

The sentiment in the Italian corpus lacks positivity and only 12% of the classi-
fied messages are neutral. Tweets are mostly negative (88%) and negativity can be
distinguished as negative for the community (33%), negative for immigrants (39%),
and gender negativity (16%). The type of negativity is almost the same in the French
communications, but it lacks the gender characterization.

Although globally there is a more negative sentiment in Italy than in France, the
negative sentiment seems to focus more on personal aspects (negative for immigrant
and gender negativity = 55%) rather than community ones. This seems to suggest
that Italian culture is more sensitive to individual elements. Moreover, the different
geopolitical conditions that characterize the two countries probably involve less posi-
tive sentiment regarding the need to manage the problem of immigration costs at the
European level (Fig. 9.4).
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Fig. 9.4 Italian sentiment on
immigration during the
general election campaign

Italian European Election

The European elections were a crucial test of the general election results of 2018,
particularly for the ruling parties: Lega and Movimento Cinque Stelle (M5S).
Although the campaigns of the Italian political parties emphasized domestic issues,
a main topic of the political debate called into question the immigration issue, crit-
icizing the EU’s governance. The general dissatisfaction of Eurozone rules and the
need for greater solidarity divided the political parties into two camps: those in favour
of a revision of theDublin regulation for a common immigration policy based on soli-
daritywith fair redistribution and division of responsibilities among theEUcountries,
and those emphasizing the need to hinder immigration by protecting external borders,
increasing effective repatriations and opposing the redistribution of immigrants.

As in the Italian political campaign of 2018, data collection was performed more
than two months before the Italian vote (May 26, 2019). We scraped all the messages
written in Italian produced fromMarch 19 to April 14, 2019, from the Twitter repos-
itory. The sample of 96,681 tweets was made up of 75% retweets and resulted in a
large corpus (token = 1,851,083; TTR = 0.02; Hapax percentage = 61.7). Results
of the cluster analysis showed that the 870 keywords selected allowed for the clas-
sification of 93% of the messages. The clustering validation measures showed that
the optimal solution was five clusters. In Fig. 9.5, we can discern the emotional map
of immigration emerging from the Italian messages. It shows how the clusters are
placed in the symbolic space produced by the first three factors, explaining 83% of
the inertia.

The five representations of immigrants are of different proportions and correspond
to two sentiments: positive (16%) and negative (84%) (Fig. 9.6). The first cluster
(21.9%) reflects the reaction of public opinion to the right-wing parties’ political
manipulation of the immigration issue. Italian people seem to perceive the left-wing
parties’ proposal of a common immigration policy based on solidarity as a betrayal,
while they consider favourably the zero-tolerance attitude of the Lega leader. In this
cluster, illegal immigrants are considered as dangerous criminals, and the comments
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Fig. 9.5 Emotional map of immigration emerging from the Italian messages (the factorial space is
set by the first three factors)

Fig. 9.6 Italian sentiment on
immigration during the
European election campaign

are particularly racist, while the Italian population are represented as victims of the
left-wing parties’ policy of aiding and abetting illegal immigration.

The second cluster (16.4%) identifies theworthy immigrants that can bewelcomed
into Italy. Hence, while generalization seems to induce people to represent immi-
grants negatively, the possibility of distinguishing one person from another highlights
the positivity relating to specific people. In fact, immigrants who work and cooperate
honestly with Italians are considered worthy of inclusion. In the third cluster (8.2%),
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immigrants are perceived as dangerous invaders. This representation is often associ-
atedwith the need for border closure, in linewith the Lega leader’s political speeches,
and those of theNational Front leader during the French presidential campaign. The
instrumental use of specific crime news increased the perception of insecurity about
living among immigrants. In fact, this cluster contains names referring to people
and places reported in the news which concern crimes in which immigrants were
involved, both as victims or offenders. The fourth cluster (23.5%) represents immi-
grants as criminals. While the stereotype during the French presidential campaign
was of the immigrant offender being a terrorist, the Italian one was of a violent
criminal attempting to attack personal safety, both sexually and otherwise. The fifth
cluster (30.1%) reflects the perception in public opinion that the act of aiding illegal
immigration is dangerous. The hospitality policy of left-wing parties towards the
allegedly “spoiled” illegal immigrants is represented as aiding and abetting, and
therefore, damaging to Italian citizens.

Owing to the cluster’s interpretation, we detected five separate representations of
immigrants that correspond to only two different sentiments. We have considered as
positive (16%) only the second cluster, in which worthy legal immigrants would be
welcomed into Italy, while all the others were classified as negative sentiments (84%)
(Fig. 9.6). The sentiment on immigration in the European elections in Italy confirmed
that of the general election, with virtually the same negative sentiment percentage.
Nonetheless, the overall winner of the elections was the Lega, the right-wing ruling
party, who focused its propaganda on the need to close the border, reinforce control,
and improve repatriations. The Lega, who secured only 6% of votes in the 2014
European elections, tripled its consensus in the 2018 general election and obtained
34% of the votes in the 2019 European election.

Discussion and Conclusion

The application of ETM enabled the identification of several points of contact
between the representation of immigration and the related debates in France and
Italy. However, alongside the similarities, there are some significant differences.

The first general consideration refers to the time window for collecting textual
data. Not surprisingly, the width of the chosen window affects the results. More
specifically, the closer we get to the electoral deadline, the more the texts seem to
take a specific structure and tone. The tone of the tweets shared in France appear
more visceral and direct, while the texts collected in Italy seem to be characterized
by a more reflective and politically correct tone. This discrepancy likely reflects the
window of time chosen for the collection of textual data, rather than other factors,
such as a possible difference in cultural traits that could affect the authors’ sentiment
towards the issue of immigration.

Theway the issue of immigrationwasmanipulated by the French and Italian right-
wing parties appears to have been effective in terms of political communication. If
we compare the voting percentages of the right-wing parties during the elections with
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the sentiment of the tweets, we note a substantial correlation between the positions
expressed in the debate on social media and the election results. Nevertheless, it is
still not clear how to implement sentiment analysis to forecast election results in a
robust way.

An interesting result obtained by applyingETM is the similarity observed between
French and Italian sentiment, which were both essentially negative towards immigra-
tion, albeit with some significant differences. Another common feature is the attitude
of perceiving immigrants as at-risk, weak, and in need of protection. This supposed
condition of vulnerability is due to two factors: a) how the immigrants arrive in
Europe, and b) their future position in the labour market of the host country, where
they risk being exploited as low-cost labour, in conditions verging on slavery.

A common theme in the debate on social media concerns solidarity having a dual
interpretation. On the one hand, the solidarity debate at the level of European policies
requires Europe to deal with the issue by adopting more supportive policies for first-
entrant countries. On the other hand, solidarity refers to social solidarity towards
immigrants. In the French debate on social media, the sentiment of social solidarity
is essentially positive, while it is neutral in the Italian tweets, which is more focused
on the costs of welcoming immigrants.

Finally, typically national prejudices and stereotypes emerge in this discussion. In
France, the immigration debate often equates the immigrant to terrorists. However,
in Italy, it expresses concern about both the alleged violent attitude of immigrants
towards women, and the consequences for children (immigrant and resident alike)
due to the possible onset of integration problems.

In conclusion, the research allowed for the detection of a substantial correlation
between the sentiment expressed on a theme used by a political party during the
election campaign and the voting percentages expressed for the same party in the
election. This result is of significant interest because we have reduced the cost of the
research using social media data, thanks to the possibility of analysing the political
debates using multivariate statistical methodologies, in comparison to undertaking
three expensive surveys.

Although the last three electoral rounds held in Italy and France have produced
relatively equivalent results, we are unable to certify the robustness of a forecasting
method centred on sentiment as a leading indicator. Therefore, future research will
concern the application of text mining techniques and the elaboration of composite
indicators aimed at this purpose.
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Chapter 10
Brand Intelligence Analytics

Andrea Fronzetti Colladon and Francesca Grippa

“In God we trust. All others must bring data”.
W. Edwards Deming.

Abstract Leveraging the power of big data represents an opportunity for brand
managers to reveal patterns and trends in consumer perceptions, while monitoring
positive or negative associations of the brand with desired topics. This chapter
describes the functionalities of the SBS Brand Intelligence (SBS BI) app, which
has been designed to assess brand importance and provide brand analytics through
the analysis of (big) textual data. To better describe the SBS BI’s functionalities, we
present a case study focused on the 2020 US Democratic Presidential Primaries. We
downloaded 50,000 online articles from the Event Registry database, which contains
both mainstream and blog news collected from around the world. These online news
articles were transformed into networks of co-occurring words and analyzed by
combining methods and tools from social network analysis and text mining.

Introduction: A Brand Intelligence Framework

In this paper we describe a new dashboard and web app to assess brand image and
importance through the analysis of textual data and using the composite indicator
known as Semantic Brand Score (SBS) [1, 2]. The predictive power of the SBS and
its three dimensions, that is, prevalence, diversity and connectivity, has been demon-
strated in various settings, including tourism management and political forecasting
[1, 3].
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Different from traditional measures, the SBS has the benefit of not relying on
surveys—which are usually subject to different biases (e.g. [4–6]). The analysis is not
constrained by small samples or by the fact that interviewees know that they are being
observed. A set of texts could represent the expressions of an entire population, as
for example all the news articles about Greta Thunberg. The SBS can be calculated
on any source of text, including emails, tweets and posts on social media. The goal
is to take the expressions of people (e.g. journalists, consumers, CEOs, politicians,
citizens) from the places where they normally appear. This is aligned with previous
research which proposed software and algorithms to mine the web, identify trends
and measure the popularity of people and brands [7, 8].

In this chapter, we describe how the SBS components can be fully translated into
reports available to brand managers and digital marketing professionals. In order
to demonstrate the benefits of the SBS BI app and describe some of the reports it
generates,we apply the framework to the case of the 2020USDemocratic Presidential
Primaries, by mining 50,000 online news articles and combining methods and tools
of social network analysis and text mining.

In addition to the calculation of the SBS, the analysis we conduct is based
on topic modeling, sentiment analysis and the study of word co-occurrences—
which help reveal patterns and trends in consumer perceptions, identifying positive,
neutral or negative associations of the brand with other topics [9]. The association
between different concepts used in an online discourse to describe a brand can help
marketing managers discern the perceived relationships among brands, as well as
their positioning in the customers’ mind.

The Semantic Brand Score

The Semantic Brand Score (SBS) [2] is a novel measure of brand importance, which
is at the core of the analytics we describe in this chapter. It was designed to assess the
importance of one or more brands, considering dynamic longitudinal trends using
data from multiple online sources and different contexts. It is a measure suitable for
the analysis of (big) textual data across cultural systems and languages. The SBS
conceptualization was partially inspired by well-known brand equity models and by
the constructs of brand image and brand awareness [10].

The concept of “brand” is very flexible and the SBS can be calculated for anyword,
or set of words, in a corpus. By “brand” one could intend the name of a politician,
or multiple keywords representing a concept (e.g. the concept of “innovation” or
a corporate core value). The measure was used to evaluate the transition dynamics
that occur when a new brand replaces an old one [2], to evaluate the positioning of
competitors, to forecast elections from the analysis of online news [1] and to predict
trends of museums visitors based on tourists’ discourse on social media [3].

The SBS has three dimensions: prevalence, diversity and connectivity. Prevalence
measures the frequency of use of a brand name, that is, the number of times a brand is
directly mentioned—which can be considered a proxy of brand awareness and recall.
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Diversity measures the heterogeneity of the words associated with a brand, that is,
the richness of its lexical embedding. Connectivity represents a brand’s ability to
bridge connections between other words, which can represent concepts or discourse
topics. The sum of these three indicators measures brand importance. The metric is
fully described by the work of Fronzetti Colladon [2].

Textual Brand Image

When designing and evaluating brand-building programs, marketing managers
should assess and measure brand image and brand equity by using other brands as
benchmark, based on similarity of their positioning strategies.At the same time,many
brand managers face the challenge to identify and visualize the correct measures of
brand strength to complement financial measures with brand asset measures [11].
Building a strong brand image requires the adoption of a comprehensive measure-
ment system able to validate brand-building initiatives and continuously monitor the
impact on customer perception. An emerging method to assess and build individual
brand image is the study of the words used to describe a brand.

Some scholars are adopting the theory of memetics to develop prediction tools
to assess the spread of innovations [12] or to understand how concepts and brands
are positioned in the minds of consumers. As noted by Marsden [13], how a brand
is positioned in the associative networks of memory can be used to describe the
meaning of that idea for customers. Techniques such as memetic analysis and use of
brand mapping [14] allow marketing managers to assess how brands are positioned
in the minds of consumers and whether these associations are positive, negative or
neutral. These insights will support a better positioning of brands to fit with the
consumers’ mindset.

Measuring brand similarity is useful when selecting the most appropriate brand
name, or to understand how a brand resemblance with another could impact brand
loyalty and price sensitivity. Measuring brand similarity is also key when assessing
how complete and comprehensive is the information provided to customers [15].

Traditional methods are usually based on surveys and use aggregated judgments
made by potential customers [16]. Looking at the association between concepts
describing a brand can help identify the perceived and psychological relationships
among brands, their relative positioning and strategic differentiation.

Content analysis and topic modeling methods offer insights in the main topics
discussed online, providing a set of keywords, and their connections [16, 17]. In
this context, sentiment analysis of online data (e.g. news, reviews, blog entries) also
comes to help and measures users’ emotions and users’ polarity toward a specific
event, public figure or brand.

Recent studies have mined large-scale, consumer-generated online data to under-
stand consumers’ top-of-mind associative network of products [18] by converting
them into quantifiable perceptual associations and similarities between brands.
Others have gone beyond the mere occurrence of terms in online data and assessed
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Fig. 10.1 SBS brand intelligence app

the proximity or similarity between terms using the frequency of their co-occurrence
within a text [19]. Gloor and colleagues visualized social networks as Cybermaps and
used metrics such as betweenness centrality and sentiment to evaluate the popularity
of brands and famous people [7, 8].

The SBS BI Web App

The SBS Brand Intelligence (SBS BI) app has been developed to support the assess-
ment of brand importance and the study of brand image and characteristics, through
the analysis of (big) textual data.1 This section describes the app’s main components
(version 4.5.10) and the analytical reports it generates.

As shown in Fig. 10.1, the app has severalmenus, startingwith the option to upload
and analyze any text file that is available to the user. The app has also modules that
allow the fetching of online news and tweets. The fetching modules use the Twitter
API2 and the Event Registry API [20] in order to collect data. A dedicated option
gives users the opportunity to connect to the Telpress3 platform, for the collection of
news and the download of data which perfectly integrates with the SBS BI app. After
uploading a csv file, the user is expected to set a number of parameters—such as the
language and time intervals of the analysis, the word co-occurrence range and the
minimum co-occurrence threshold for network filtering (see [2] for more details).

1The SBS BI web app is distributed as Software-as-a-Service, and access can be requested for
research purposes.Web address: https://bi.semanticbrandscore.com. Conceptualized and developed
by Andrea Fronzetti Colladon (Copyright © 2018–2020).
2https://developer.twitter.com/en/docs/api-reference-index.
3http://www.telpress.com/.

https://bi.semanticbrandscore.com
https://developer.twitter.com/en/docs/api-reference-index
http://www.telpress.com/
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The last step consists of running the core module, which will calculate the SBS and
the other measures described in Sect. 3.2.

Text Preprocessing

A preliminary step before the calculation of all metrics is the preprocessing of
uploaded texts, starting with removing web addresses, punctuation, stop-words and
special characters. Documents are subsequently tokenized and words are converted
to lowercase. Word affixes are removed through the snowball stemmer included in
the NLTK Python package [21].

After the preprocessing phase, documents are transformed into undirected
networks, based on word co-occurrences. In these networks, nodes represent words,
and links among them are weighted based on co-occurrence frequencies. This serves
to the calculation of the SBS. SBS BI gives users the option to download networks
in the Pajek file format [22].

Calculation of the Semantic Brand Score

The SBS is the metric at the core of our analytics. Its dimensions of diversity and
connectivity are calculated through the metrics of degree and weighted betweenness
centrality [1, 2]. The traditional degree centrality metric can be adjusted [23] to value
more the connections to low-degree nodes:

Diversi t yi =
N∑

j = 1
j �= i

log10
N − 1

g j
I(wi j>0)

In the formula, Diversi t yi is the diversity of node i,N is the total number of nodes
in the network, g j is the degree of node j, and I(wi j>0) is the indicator function which
equals 1 if the edge connecting node i to node j exists, and 0 otherwise. We assume
wi j = 0 for unconnected nodes. The idea behind this adjustment is that associations
of a brand are more distinctive if they occur with words having fewer connections.
Several other variations of this metric are possible [23].

Prevalence is the count of word frequencies. Each measure is subsequently stan-
dardized, considering all the words in the network, by subtracting the mean to indi-
vidual scores and dividing by the standard deviation. Standardized scores are added
up to calculate the SBS. Other standardization techniques are also implemented by
the app–such as min–max normalization or standardization obtained by subtracting
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the median and dividing by the interquartile range. Raw and standardized scores are
provided as output.

Lastly, the SBS can also be calculated attributing different weights to different
text documents. For example, the analyst might want to consider as more important
an article published by The New York Times than one published by The Onion
newspaper. Weights can be determined by the user and uploaded into the system.
One possible approach for the determination of weights of online news is to refer to
theAlexa4 ranking of their sources. Other factors could also impact brand importance
and should be considered, such aswhether the articlewas published on the home page
or not. According to this logic, if source A is 10 times more important than source
B, prevalence of a brand mentioned by A will be 10 times higher than prevalence of
a brand mentioned by B. Weights of network links are also determined considering
source weights, and filtered accordingly.

Similarly, the analyst might want to limit the analysis to the initial part of online
news, considering that most readers stop before reading 30% of webpages [24] and
that a brand that appears in the title of an article is presumably more relevant than
one only appearing at the end of its body. The SBS BI app offers the possibility of
limiting the portion of text that will be analyzed.

Brand Intelligence Dashboard

Some of the most relevant information obtained from the analysis is summarized
by a graphical dashboard. Some of the main graphs included in the dashboard are
described in the following section, whereas examples are provided in Sect. 4. All
graphs are interactive and were created via the Plotly5 library, excluding the topic
network which has been generated using Cytoscape Js [25]. The app was mainly
programmed using the Python language.

SBS Time Trends

The SBS Time Trends interactive line graph shows the dynamic evolution of the
Semantic Brand Score for each brand over time. In a second tab, absolute values are
replaced by proportional values with respect to competitors (see Fig. 10.2).

Brand Positioning

This is a scatter plot with the SBS on the vertical axis and brand sentiment on the
horizontal axis (Fig. 10.3). Combining information from these two measures we can

4https://www.alexa.com/siteinfo.
5https://github.com/plotly/plotly.py.

https://www.alexa.com/siteinfo
https://github.com/plotly/plotly.py
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Fig. 10.2 SBS proportional time trends

Fig. 10.3 Brand positioning

have an idea of brand positioning, with the most important brands being located in
the top right part of the graph (high importance and positive sentiment). Different
approaches are possible for the calculation of sentiment. The app default for the
English language is to use the VADER lexicon included in the NLTK library [26].
Sentiment varies between −1 and +1, where −1 is negative and +1 is positive.
It is important to notice that SBS BI calculates sentiment considering the sentences
related to each brand, and not average scores of full documents. This is important, for
example, to make a distinction in the case of a text where two brands are mentioned
and the author is speaking in a positive way about a brand and negatively about the
other. Punctuation is considered in the calculation of sentiment.

Average SBS Scores

The third graph offers a visualization of the average SBS scores obtained considering
the full time of analysis (Fig. 10.4). It is a stacked bar chart which shows the contri-
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Fig. 10.4 Average SBS scores

bution of prevalence, diversity and connectivity to the final score. Each measure is
rescaled in the interval [0, 100]. A more appropriate evaluation of the overall impor-
tance of each brand could also be obtained repeating the analysis on a single time
interval, including all text documents available.

Most Common Words and Brand Associations

It can be interesting for the analyst to know themost frequent words used in a specific
timeframe or overall, to discover concepts, people and events that were typically
mentioned in a text corpus. SBS BI provides this information, through a dynamic
sunburst graph. In addition, other charts show the top textual associations with the
analyzed brands. Looking at the most frequent word co-occurrences, the user can
understand the textual image of the brand, and its related message (Fig. 10.5). In
order to identify the main traits that distinguish a brand from competitors, the app
also shows unique associations.

Brand Image Similarity

In this chart, the more similar is the textual image of two brands, the closer they
appear (Fig. 10.6). The user can get an overall view of the similarity of the words
that co-occur with different brands. This can be seen as a proxy of the brand image
of text authors, or could be used to assess similarity of communication strategies, if
texts are authored by companies. Cosine similarity is the metric used [27], together
with multidimensional scaling [28], in order to plot the graph in two dimensions.

Target Words for Connectivity and SBS Improvement

In addition tomeasuring the importance of a brand, it is also useful to understandwhat
actions can be taken in order to improve this score. Prevalence increases if a brand is
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Fig. 10.5 Textual brand associations

Fig. 10.6 Image similarity
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Fig. 10.7 Target words

frequently mentioned. Accordingly, the press office of a company, or the campaign
office of a political candidate, could work to obtain more media coverage. When
diversity is low, its value can be increased by linking the brand name to heterogeneous
themes and concepts. However, designing a strategy to improve connectivity, that
is, the brand “brokerage power”, is less easy. Brand managers need to find those
words that, if used in future communication, could potentially make their brand
more central in the discourse. However, they should also avoid favoring competitors
and pay attention to keeping communication consistent with their brand strategy. In
terms of graph theory, this is a maximum betweenness improvement problem [29],
with additional constraints—such as the presence of forbidden nodes and opponents.
Specific algorithms are implemented in theSBSBI app to solve this problem.The best
set of words is shown by the target words graph (Fig. 10.7) and it can be customized
for each brand. These are the words that, if connected to a brand, have the highest
potential to increase its connectivity.

Main Discourse Topics

Topic modeling is a popular theme in text mining [17], with some of the most
common approaches using Latent Dirichlet Allocation [30]. The goal is to automat-
ically extract the main discourse topics from a set of documents and represent them
through their most salient words. The SBS BI app reaches this goal using a different
methodology, that is, through the clustering of the full co-occurrence network. After
the removal of isolates and negligible links, the Louvain algorithm [31] is used to
determine the main network clusters (other approaches are also possible). Words
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that better represent each cluster are subsequently identified through the following
formula:

I W K
i =

∑

j ∈ K
j �= i

wi j

∑
j ∈ K
j �= i

wi j

∑N

j = 1
j �= i

wi j

=

⎛

⎜⎜⎝
∑

j ∈ K
j �= i

wi j

⎞

⎟⎟⎠

2

∑N

j = 1
j �= i

wi j

where I W k
i is the importance of theword i belonging to the clusterK,N is the number

of nodes in the network, and wi j is the weight of the arc connecting nodes i and j
(other approaches are also possible). The idea is that themost representativewords are
those with many strong connections within the cluster and a low proportion of links
to nodes outside the cluster—similar to the logic of modularity functions [32]. The
topic modeling graph is presented in Fig. 10.8. This graph also helps identify which
topic is closest to each brand (red nodes) and the strength of connection between the
topics. The app also calculates the importance of each topic and the weight of its
connections to the different brands.

Lastly, some other charts are produced by the app, such as the time trend of the
number of unique brand associations. The app allows the analyst to generate new,
customized reports using the results files, which can be downloaded at the end of the
analysis.

Case Study: 2020 US Democratic Primaries

The field of 2020 Democratic presidential candidates has been defined by many
commentators as the largest Democratic primaries field in modern history, since it
involved more than two dozen candidates and included six female candidates. As of
November 24, 2019, a total of 18 candidateswere seeking theDemocratic presidential
nomination in 2020.

On November 26, 2019 we downloaded 50,000 articles from the Event Registry
database [20]–which contains both mainstream and blog news collected from around
the world. We selected the most recent articles which were related to the 2020 Pres-
idential Race and the Democratic Primaries. Articles were published in the USA
in the period November 10–25, 2019. Using the SBS BI app, we generated reports
for the top four candidates that had a vote share higher than 5% in the last avail-
able national polling average [33]. These candidates were Joseph R. (Joe) Biden Jr.,
Elizabeth Warren, Bernie Sanders and Pete Buttigieg.

Figure 10.2 illustrates the time trends interactive graph for the selected candidates,
with fluctuating dynamic positions over time. We notice that Biden’s positioning is
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Fig. 10.8 Main discourse topics

constantly higher than the others, which indicates a higher frequency with which the
Biden name appears in the online news, but also a higher diversity and connectivity.
This can be explained by the events associated with Biden’s son in Ukraine, the
subsequent impeachment process for President Trump, in addition to the internal
discussion with the rest of the primaries candidates. Conversely, the SBS trends for
the others are lower, though with a higher fluctuation. In particular, SBS trends for
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Buttigieg and Sanders are more intertwined, which might indicate that online news
report stories about them that are highly associated.

The scatter plot in Fig. 10.3 combines information from the SBS values (y-axis)
and the brand sentiment values (x-axis). The online discourse around Biden is the
most different in terms of variety of news reported about him. Warren is the second
most reported candidate with Buttigieg and Sanders immediately after. In terms
of sentiment analysis, the online news present the front-runner (Biden) in a more
neutral way, perhaps due to the Trump-Ukraine scandal and his son’s involvement
overseas. While Biden is associated with a more diverse set of topics (both positive
and negative), the other three candidates are associated with more positive words.

Figure 10.4 shows the stacked bar chart with the average SBS scores during the
entire time interval (November 10–25).We notice that Sanders has the lowest relative
value of connectivity, which means that the brand “Sanders” serves fewer times as
an indirect link between all the other pairs of words in the co-occurrence network.
In other terms, the Sanders brand does not support an indirect connection between
political concepts that are not directly co-occurring. This could indicate that Sanders
was reported on via online media as talking about a specific set of agenda points,
without much connection to other clusters of concepts. On the contrary, the Biden
brand has the highest indirect link between all the other pairs of words, as it appears
on the media as connecting clusters of concepts that are not directly connected to
each other.

The textual brand associations, which are illustrated in Fig. 10.5, present some
interesting insights for the selected candidates. If we zoom into the discussion around
Joe Biden, we notice some of the most frequently used words in the specific time-
frame: “Burisma”, “Hunter”, “investigation” and “son” were all more frequently
mentioned with the candidate “Biden” in the online news. It is not a surprise that
these were the top textual associations with the “Biden-brand”, since Burisma is
the holding company for a group of energy exploration and production companies
based in Ukraine where Biden’s son, Hunter, worked and was a board member. The
topics associated with the other candidates were more diverse and refer directly to
the specific agenda points that the candidate would bring to the table in a future pres-
idential race. For example, the textual brand association of Elizabeth Warren high-
lights largely discussed points such as “Medicare, wealth, and billionaire”, which are
indeed the key differentiators of the Massachusetts senator. The textual association
for Sanders was somewhat similar toWarren’s, as Sanders co-occurred with concepts
such as “progressive and Medicare”.

If we look at the unique associations of words to each brand/candidate, it is inter-
esting how Buttigieg has a strong association with “combat, nonwhite, qualified and
gay”. This is not surprising since Buttigieg–former Mayor of South Bend, Indiana,
and a veteran of the War in Afghanistan–would be the first openly gay president, if
elected, and has received strong support from the “non-white” part of the Democratic
base. Former President Barack Obama once called him the “future of the Democratic
Party”.

The report also offers some insights in terms of image similarity. The graph in
Fig. 10.6 indicates that in terms of image similarity Biden differentiates himself in a
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more significantway, likely because of the candidate’s associationwith theUkrainian
investigation involving the current President, Donald Trump. Warren, Buttigieg and
Sanders tend to be reported more often as sharing a similar political discourse. This
is an important insight for their political campaign since voters might not be able
to distinguish one candidate from the other unless they become more specific with
their positions.

Sanders, Buttigieg andWarrens’ positions onmental health and health policy show
how their images are similar to each other and far from Biden. While the candidates
have focused their dominant themes on universal health care, climate change and
reproductive rights, Vice President Joe Biden has been slower to embrace marijuana
law reform and the legalization of cannabis for medical purposes [34], which could
help veterans avoid or alleviate substance abuse disorder.

The target words graph in Fig. 10.7 illustrates how the online discourse of these
candidates is predominantly focused on the current President, Mr Trump. The online
press is frequently reporting the direct statements of the politicians (see the highly
reportedword “said”), as well as topics such as “impeachment, Ukraine, State, House
(of Representatives)”. These concepts act as catalyst of connectivity between the
candidates and the rest of the political discourse.

Figure 10.8 shows the topic modeling graph. The network of keywords indicates
what the main discourse topics are and which is closer to each brand. The brighter
red nodes are the brand/candidates. Very interestingly, Biden is mainly embedded in
a cloud of words (T1) that is separate from the clouds where Warren, Buttigieg and
Sanders are reported (T2). The width of the link connecting T1 and T2 is big enough
to suggest that all four candidates are associated to and talking about a sub-set of
shared concepts. However, the nature of the words associated with Joe Biden shows
a strong dissimilarity from the ones associated with the other candidates. Biden is
reported in articles associated with “testify, impeachment, hearings, ambassador”,
which clearly refer to the Trump-Ukraine scandal. The cluster in which the other
candidates are mainly embedded into is characterized by words associated with the
primaries vote and election.

Another interesting insight from the topic modeling network is the extremely
weak connection between the four candidates’ clusters (T1 and T2) and the cluster
T6, reporting topics such as “Israel strikes in Gaza, rockets, police action in Hong
Kong, political unrest in Bolivia”. This seems to suggest that all four candidates are
currently focusing on national policies rather than foreign policy issues. We would
expect that, at a later stage of the primaries process, the emerging front-runners will
be asked their opinion on foreign policy issues, which are important if they plan to
become the next President of the United States.

Table 1 offers a comparison of brand importance in online news and poll results.
The first column represents the percentages for each candidate based on the most
recent poll. In the second column we reported the same values calculated as if these
four candidates were the only ones to run. The third column reports the values of
the predictions using SBS dimensions based on the online news sources [1]. The last
column is the most interesting as it illustrates the difference between the values of
the adjusted polls and the proportional SBS. This seems to indicate that the online
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Table 10.1 Comparing brand importance in online news and poll results

Candidate Average last polls
(%)

Adjusted polls (%) Proportional SBS
(%)

Difference
(prop. SBS—Adj.
Polls) (%)

Biden Jr. 27 36.0 40.0 4.0

Warren 22 29.3 23.1 −6.2

Sanders 18 24.0 20.6 −3.4

Buttigieg 8 10.7 16.3 5.6

discourse around these four candidates is translating into different proportional and
relative impacts on their polls. While Pete Buttigieg is driving relatively fewer voters
based on the polls, the media is reporting him as relatively more important and
connected to a variety of topics.

Discussion and Conclusions

In this chapter we have presented new methods to measure and assess the impor-
tance and relative positioning of brands. To explain the functionalities and reports
available via the SBS BI app, we have discussed how the four front-runners for the
US Democratic 2020 primaries are positioned in the online news.

The SBS BI app represents an innovative tool to measure brand importance and
brand positioning, combining the components of the SBS indicator (prevalence,
diversity and connectivity) and relying onmethods and tools of textmining, sentiment
analysis and social network analysis.

Overall, the application of theSBSBI to a limited timeperiod of theUSdemocratic
primaries indicates that Joe Biden is the one with the richer textual embedding,
spanning boundaries of political discourse. The method we describe in this paper
has the potential to complement traditional polls, by providing a comprehensive
analysis of what people (news reporters, but also commentators, voters etc.) say
about the candidates online. Our method is based on the automatic mining of big
(textual) data, which could help counteract the so-called “pollster fatigue”, where
voters start to avoid answering the calls of pollsters, impacting the representativeness
of the sample.

The SBS BI app—not limited to the analysis of political news—is in continuous
development and we plan to add more functionalities in the near future. For example,
we plan to improve the algorithm used for the identification of target words, to enrich
the set of recommendations the app can provide to increase brand importance. Topic
modeling through the clustering of co-occurrence networks still has open research
questions, as well as the identification of the most salient words for each topic.
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Chapter 11
Finding Patterns Between Religions
and Emotions

A Quantitative Analysis Based on Twitter Data

Sonja Fischer, Alexandra Manger, Annika Lurz, and Jens Fehlner

Abstract The emotions someone associates with his or her religion and how this
person talks about his or her faith have always been considered a personal topic. In
this paper, the question of whether specific religions and emotions are connected is
discussed. Based on Twitter data, individual networks, or so-called “tribes”, are
created for four religions: Buddhism, Christianity, Islam and Judaism and four
emotions: anger, fear, joy and sadness. Similarities and differences between tribes are
analyzed using the content of the tweets. A network analysis is done for all tribes and
the resulting data is used to create a machine learning model for each category. Using
these, general patterns between emotions and religions are outlined and discussed.
An analysis with further data was conducted on our model.

Introduction

Religion has always played an important role in people’s lives. At the beginning of
mankind, everything unexplainable was usually attributed to one or more Gods [5].
In the Middle Ages, when the church was one of the two great powers, people had
to have a faith. People without any religion or with beliefs that were different were
often punished and killed. However, faith was never a pure coercion. Most people
believed in their respective Gods out of conviction [7]. Today, though freedom of
religion exits in most places in the world, it is not surprising that there are still many
people who believe in God [11].

Unfortunately, despite this freedom, discrimination and hatred toward certain
religions have risen considerably. In the Western world, the popularity of conserva-
tive and anti-immigration ideologies has been growing steadily, which on the other
hand has resulted in discrimination against certain religions. Despite the rise in reli-
gious discrimination, people have held onto their faith. Possible reasons for this may
include beliefs that faith gives them strength and guidance through their lives, fear
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of death and consequences of non-eternal life, and adherence to family traditions. In
a scientific environment, it would be interesting to explore the emotions of specific
religious groups and not just how other groups feel about them. Inversely, it would
also be valuable to know if a specific emotion has a connection to a faith.

Related Work

The connection between religions and emotions has already been considered in
substantial research. Mostly, however, it is discussed in the literary field or addressed
by surveys and observations. In addition, the focus lies oftenmore on spiritual people
than on religious ones.

In the chapter “Religion, emotions, and health” of the book “Handbook of
Emotion,AdultDevelopment, andAging” byMcFadden andLevin, the authors argue
that religion can cause positive emotions that bring salvation from a psychological
perspective [8].

“The Oxford Handbook of Religion and Emotion” discusses both: the mutual
influence of religions and emotions, the culture of religions and that religious culture
gives rise to emotions [2]. The introduction “The Study of Religion and Emotion”
analyzes the emotional component in religion. It is emphasized that religions strongly
influence emotions and therefore, religion affects behaviors through emotions. In
comparison to many previous studies in this field, modern results have been taken
into consideration. There is some progress in the field of emotion research which
simplifies to categorize them. In addition, this study already distinguishes between
different religions, as well as gender, age and other unambiguous characteristics. It
also addresses specific emotions such as love, hope, ecstasy, melancholy and terror
in more detail. While this study concludes that feelings and religious affiliation
correlate, the practical component is missing from the research [1].

Another suitable study is “Positive emotions as leading to religion and spirituality”
written by Saroglou, Buxant and Tilquin. In this study, three groups “Without Faith”,
“Religious” and “Spiritual” were distinguished. The results show that both religious
and spiritual subjects had more positive feelings during a conversation, although the
result was clearer for spiritual subjects. The study suspected that positive emotion
reinforced faith. In this study, however, fewer than 200 people were examined. In
addition, no distinction was made between the different religions [12].

The most current study found is from 2014 and was written by Van Cappellen,
Toth-Gauthier, Saroglou and Fredrickson. In the empirical study, the positive
emotions of religious, spiritual and non-religious people were compared. Two groups
were examined. The first group consisted of subjects from European churches and
the second consisted of American workers from a university who were interested in
meditation. The results show that religious people have more feelings of reverence,
gratitude, love and peace, and less feelings of pleasure and pride. However, subjects
were directly investigated in the study and the results based on their self-perception.
In addition, the study made no distinctions between different religions [14].
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Our work examines the mutual relationship between four religions and four
emotions in detail. One positive as well as three negative emotions are considered.
Since this paper is based on Twitter data, the self-perception bias is limited. The
examination of tweets allows access to a lot of profiles and their data. Based on this,
our research question is: Are there patterns between specific religions and emotions?

In order to answer this question, we created eight tribes with relevant Twitter
accounts: four different religion tribes and four different emotion tribes. Based on
the datasets, we could analyze the tribe network. The generated data was used in a
machine learning approach to find patterns between religions and emotions.

Methods

An explorative approach was chosen for this project. The NRC-Affect-Intensity-
Lexicon was used to create the emotion tribes [9]. The religion tribes were
created by searching famous leaders for each religion and their followers. Network
measurements were calculated based on the six honest signals of collaboration [4].

Differences between the word usage are shown by a content analysis of the tweets.
We created two Machine Learning models: one for the religion tribes and one for
the emotion tribes. The approach and tools that were used in the different project
iterations will be discussed further in the following sections.

Tribe Creation with Galaxy Scope

The website galaxyscope.galaxyadvisors.com provides the Tribe Creator which was
used for the tribe creation [3]. Relevant English-speaking accounts were found
on Twitter and added via the Twitter Profile Search to a dataset, so-called tribes.
Four religion tribes and four emotion tribes were created: Anger (156 members),
Buddhism (160 members), Fear (155 members), Christianity (241 members), Joy
(264 members), Islam (178 members), Sadness (154 members) and Judaism (172
members). These four emotions were chosen because of the following two reasons.
At first machine learning models are more precise if there are less categories. The
second reason is the difficulty to distinguish between profiles of specific emotions,
e.g. the tribes of Anger and Fear have many common words. The more emotions we
include, the harder is the distinction of those emotions.

The Twitter accounts were manually analyzed and checked to verify that only
suitable Twitter accounts were part of a tribe. The Tribe Creator also creates Hashtag
clouds that contain the most frequently used words for a tribe. These were used for
validating the reasonableness of the tribe members.

For the religion tribes, well-known personalities (e.g. most famous rabbis or
Buddhist monks that are listed in Wikipedia), obvious keywords or keyword phrases
(e.g. I am a convinced Christian), and unambiguous hashtags (e.g. #jesusislove) were
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searched. The emotionswere chosen based on theNRC-Affect-Intensity-Lexicon [9].
The words associated with four emotions: anger, fear, joy and sadness were used to
find new tribe members.

Analyzing Data in Condor

We used the software Condor to analyze and visualize our tribe networks. With the
“Fetch Tribes” function of Condor, it was possible to easily import our Tribe Creator
data. Furthermore, Condor added further members to our manually generated tribes.
We processed the datasets and calculated network measurements: Centrality anno-
tations, Betweenness centrality, Degree centrality, Contribution index oscillation,
Contribution index annotations, TurnTaking annotations,Calculate sentiment, Calcu-
late influence, Pennebaker Pronoun Frequency, Tribefinder Annotation (necessary
to check if and how our tribes are categorized into specific “Alternative Realities”).
Condor provides network visualization and word clouds (positive sentiment: green;
negative sentiment: red). Based on these, we checked our tribes for errors.

Machine Learning with Rapid Miner

Using RapidMiner, the resulting datasets could easily be processed. We first selected
24 attributes for the machine learning process: Centralities (Betweenness centrality
and Degree centrality), Tribefinder Annotations (Personality, Lifestyle, Alternative-
Realities, Recreation and Ideology), Frequency-Attributes (was, my, it, in, the, with,
to, but, for, have, and, me, you), Complexity, Sentiment, Contribution index and
Emotionality. We trained a random forest model and reached an accuracy of 83.49%
for religions (Table 11.1) and 87.07% for emotions (Table 11.2). The split validation
training method was used.

The accuracy of the random forest model was highly dependent on attribute selec-
tion. Based on our data, the accuracy would rise to 100% for religions and 99.99%

Table 11.1 Accuracy for religion model: 83.49%

True Buddhism True Christianity True
Islam

True
Judaism

Class precision
(%)

Pred. Buddhism 18461 943 677 11 91.88

Pred. Christianity 0 13733 0 0 100.00

Pred. Islam 1519 5679 19857 3999 63.9

Pred. Judaism 554 188 0 16524 95.70

Class recall 89.90% 66.88% 96.70% 80.47%
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Table 11.2 Accuracy for emotion model: 87.07%

True anger True joy True fear True sadness Class precision (%)

Pred. Anger 21165 1199 3080 225 82.45

Pred. Joy 819 16694 66 449 92.60

Pred. Fear 0 0 18687 0 100.0

Pred. Sadness 518 4609 669 21828 79.02

Class recall 94.06% 74.19% 83.05% 97.00%

Table 11.3 Results of
additional testing (Buddhism
classification)

Index Nominal value Absolute count Fraction

1 Buddhism 41156 0.747

2 Judaism 5455 0.099

3 Islam 4302 0.078

4 Christianity 4150 0.075

for emotions if all attributes we analyzed in Condor were included in the machine
learning process.

The cross-validation method was applied during the training. It did not show
significant differences in accuracy (±0.75% for the religions and ±1.14% for the
emotions) and the model trained with the split validation was later used for the
classifications.

After generating the random forest model, it could also be applied to data that
had not previously been trained on in order to get a better understanding of the fit of
the model. Table 11.3 shows that the classification for Buddhism worked well with
a fraction of 0.747 classified to the correct tribe.

The summary of all tribes’ fractions that were classified correctly is as follows:
Anger (0.623), Buddhism (0.747), Fear (0.706), Christianity (0.605), Joy (0.468),
Islam (0.767), Sadness (0.967) and Judaism (0.392). With the help of the emotion
random forest model and religion random forest model, the emotions and religions
of different samples could now be predicted.

The religionmodel was applied to the tweets of the emotion tribes in order to clas-
sify their religion. This was also done in reverse order (classification of emotions for
religious tribes). Based on thiswe identified patterns between religions and emotions.

Word Usage Analysis and Visualization with RStudio

In order to get an overview of which tribes were similar, the words used were
compared tribe-wise. The word frequency percentage was calculated for each tribe
by dividing the occurrence of a word in a tribe by the occurrence in both tribes.
These percentages were then displayed using a scatterplot. Each point signifies an
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individual word, the size how often the word was used in total and the location of
the percentage of usage in both tribes. Furthermore, R word clouds were created for
a better display of word frequency in individual tribes.

Data Aggregation and Visualization of Machine Learning
Results with RStudio

The results of the tweet classification are displayed in two separate stacked bar
charts. Furthermore, an aggregation of the data was done. The sample was grouped
by Twitter accounts. An account is classified based on the most frequent prediction
of its tweets. This was also visualized in two stacked bar charts.

Results and Discussion

The preliminary findings, as well as a short discussion about them, are shown in
the following paragraphs. Afterwards, the results of the prediction of religions for
the emotion tribes and emotions for the religion tribes are presented. Furthermore,
the result of applying the created models on Anti-Gun Control and Pro-Gun Control
tribes as well as the Anti-LGBT and Pro-LGBT tribes are depicted.

Network Analysis

Most of the religion actors belonged to theChristianity tribe.Abig part of the emotion
network was represented bymembers with the emotion joy or sadness.We processed
each dataset with already existing tribe datasets fromCondor. TheAlternativeReality
tribes were of special interest for us because they include Spiritualism, Treehugger,
Nerd and Fatherlander. All of our four religion tribes fit perfectly into the existing
Spiritualism tribe. The same analysis was done with the emotion tribes, but here
only Sadness belongs to Spiritualism. The other emotions show a combination of all
Alternative Reality tribes.

Word Usage

The word clouds show several prominent points. For example, in the Buddhism tribe,
it is apparent that the words “Buddhism”, “meditation”, “Buddhist” and “mind”
are words often tweeted. In comparison to the other religions, the usage of words
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that are connected to daily Buddhist practices stands out in this tribe. The words
“meditation”, “mind”, “dharma”, “practice” and “compassion” are all related to the
Buddhist lifestyle. Christians and Muslims use their words for god (“god”/“Allah”,
“god”, “lord”) and for prophet (“Jesus”, “Christ”, “lord”/“prophet”, “Muhammad”).
The Judaism tribe tweets more about itself as a community and country (“Israel”),
not as a faith and its principles and components. The usage of Yiddish and Hebrew
words is also apparent. Overall, it can be seen that the content of the tweets fits the
category they have been assigned. We can see that the tribes created are correct and
the data can be used for further analysis.

For the emotion tribes, the Joy tribe haswords that signify joy like “love”, “happy”,
“beautiful” and “friend” and therefore fulfills its desired use. The same is observable
in the Sadness tribe that tweets about “depression”, “stillbirth”, “miscarriages” and
“mental”. However, a point of criticism can be that words like “hope”, “support” and
“love” also occur. This can be attributed to the fact that these are tweets of specific
accounts over a long period of time. Individuals are likely to have emotions other
than sadness. Another reason is that support groups are also part of this tribe. Their
tweets give advice to counteract sadness, not just talk about it.

The Fear and Anger tribes seem relatively similar in the words they used. These
tribesmostly usedwords like “realdonaldtrump”, “president” and “trump”. However,
the Fear tribe also talks about “mentalhealth”, “war” and “anxiety”. Furthermore, the
Anger tribe additionally has words like “shit”, “bad” and “hate”. The two tribes are
dominated by political topics during the time when the snapshot was taken (around
the congress election in the US in 2018). The policies of the American president
and his administration’s conduct created a lot of anger between his supporters and
critics. This can be observed in the word usage of the Anger tribe. The political
topics in the Fear tribe can also be connected to this behavior. The discrepancy of
the president’s demeanor in comparison to previous presidents and his tendency to
announce policies in tweets seem to cause fear for some Americans, which is why
political topics are a part of this tribe.

Tovalidate the emotion tribes, additionalword cloudswere created inCondor. This
approach offered the opportunity to identifywhether thewordswere used in a positive
or negative context. Thewordings of fear and anger were similar and further reflected
similar sentiments: trump (positive context), people (negative context), democrats
(negative context), president (positive context). In the joy cloud almost all words
except “southpark22” stood in a positive context. “southpark22” was probably used
in context with sarcasm and/or insults and therefore is marked red. Sadness is a
combination of both, words in a positive and negative context. Overall, it should
be mentioned that the tweets selected were based on the actors in the tribe. Even
though these actors experiencemore than one emotion, they showmainly the specific
emotion. Correspondingly the emotion tribes mainly show the targeted emotion.

To further analyze the differences and similarities between tribes in one category
and between emotions and religions, we did a pairwise comparison of tweeted words
using R. The diagram shows two tribes, one on the y-axis and another one on the
x-axis. The points in blue symbolize different words used in these tribes. The size
of the dots shows the overall occurrence of a word and the location symbolizes the
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percentage of the frequency associated with a specific tribe. Note that the data is not
normalized, which results in a shift of the points in the direction of the tribe with
more tweets. Since for each possible comparison, both axes have at least one point
situated on them, we conclude that there are words for each tribe which are exclusive
to that tribe. This means that the tribes differ in their usage of vocabulary.

Emotions and Religions

Figure 11.1 shows that a large percentage of Christians was predicted to experience
mostly the emotion of anger. We assume that the result was caused by a high number
of Christian accounts on Twitter in general and because the platform only supports
short messages that seem to be often anonymous and impulsive.

Sadness is dominated by Muslims and Buddhists. Based on the comparison with
the Alternative Reality “Spiritualism”, Sadness and Spiritualism are connected with
each other. We hypothesize that Buddhists and Muslims are more spiritual than the
other religions (see 4.1).

Figure 11.2 shows the emotions predicted for religions. Overall, there is lots of
sadness in all religion tribes. We suggest that sadness and negative events lead one to
search for something bigger than oneself. Furthermore, there is no anger predicted
for Buddhism at all. The largest proportion of fear is predicted for the Judaism tribe.

Fig. 11.1 Religions predicted for emotions in actor view
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Fig. 11.2 Emotions predicted for religions in actor view

Further Application

The next sections describe further applications of our model. Two different tribe
themes are classified according to religion and emotion. In each case pro- and anti-
attitude are considered.

Pro-Gun Control and Anti-Gun Control

The topic of gun control is very emotional and volatile. Thus, the tribes of Pro- and
Anti-Gun Control were analyzed with our emotion model (Fig. 11.3). The results
show some indication about which emotion is predominant. The Pro-Gun Control
tribe contains mostly emotion of anger, whereas, in the Anti-Gun Control tribe, the
emotion of fear dominates. However, in each of the tribes both emotions, anger
and fear, are presented with a high percentage. This could be due to the fact that
the Pro-Gun Control group considers guns to be dangerous and evil without any
benefits whereas the Anti-Gun Control group feels a threat to their safety and Second
Amendment right to bear arms to protect themselves.

Figure 11.4 shows that for the Pro-GunControl aswell as for theAnti-GunControl
Tribe, the largest number of actors are Christians. There is also a conspicuous number
of Jews predicted for Pro- and Anti-Gun Control. Buddhists are not predicted for
Anti-Gun Control at all. This result suggests again that Buddhists are more peaceful
(see 4.3).
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Fig. 11.3 Emotions predicted for gun control in actor view

Fig. 11.4 Religions predicted for gun control in actor view

Pro-LGBT and Anti-LGBT

The emotion predominating Pro-LGBT is fear (Fig. 11.5). All other emotions are
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Fig. 11.5 Emotions predicted for LGBT in actor view

almost evenly distributed. Anti-LGBTs are predominated by anger and fear. The
emotion joy is barely there.

The most predicted religion for the Anti-LGBTs and the Pro-LGBTs is Chris-
tianity (Fig. 11.6). We assume that, especially in the Western world, LGBT is a

Fig. 11.6 Religions predicted for LGBT in actor view
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controversial topic currently and therefore many Christians are involved. Christians
are maybe less afraid of coming out and therefore, dominate the Pro-LGBT group.
In both categories, there are almost no Buddhists predicted. For Buddhism, LGBT
seems not to be a relevant topic. An interesting result is that Islam is predicted for
about a quarter of LGBTs. We assume that especially modern Muslims have an
account on Twitter, and they are proud of their open-minded ideology.

Conclusion

The aim of this paper was to discover conspicuous connections between different
religions and emotions. Previous studies indicate that there is a connection between
different religions and positive and negative emotions [6]. Therefore, our results of
this explorative quantitative analysis based on Twitter networks give a first overview
of the connections between specific religions and specific emotions. We also found a
pattern between Spiritualism and Sadness in general which is mentioned in research
[13]. Important findings in this context were highlighted and discussed. Hypotheses
derived from our work and its results can be summarized as

H1a Sadness leads to Spiritualism.
H1b Spiritualism leads to Sadness.
H2a Sadness leads to Religion.
H2b Religion leads to Sadness.
H3 Judaism is positively correlated to fear.
H4a Buddhism is negatively correlated to anger.
H4b Buddhism is positively correlated to joy.

Limitations

Limitations of our work will be discussed in the following section. First, we assumed
that tweets of one Twitter account include predominantly one emotion and therefore
profiles were categorized in one specific emotion tribe. A different approach could
be to analyze only tweets and assign a tweet to one emotion without regard to actors
or Twitter profiles. Using this approach, the fact that a person experiences different
emotions at different times and also tweets with different states of mind would be
taken into consideration.

Our work only searched for English Twitter accounts and therefore other religions
might be underrepresented. Muslims, for example, might mostly tweet in the Arabic
language while Jews might tweet in Yiddish. English-speaking population is mainly
Christian [10]. Besides the language limitation, some religions could be less active
in using technologies than others. Buddhists may use platforms like Twitter less in
general.
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Although our dataset was very large, it is not ensured that our sample is represen-
tative of the chosen religions and emotions. Furthermore, the chosen religions and
emotions could be extended (e.g. byHinduism and surprise). By analyzing additional
test data with RapidMiner (see 3.3), we realized that the classification of our machine
learningmodel was not optimal. It ranged from a fraction of 0.392 (Judaism) to 0.967
(sadness).

Future Research

Our work represents a static analysis conducted at a specific point in time. Future
research could analyze the tribes over a longer time period to check if certain events
influence the emotion and religion tribes and how stable or easily influenceable they
are.

Additional characteristics, e.g. impulsiveness or aggressiveness could be added to
the emotion tribes to get more precise results. Additionally, an Atheism tribe could
be added to see how Atheism differs from the religions regarding its emotions.

Our research is based on a network analysis and the tweet content is only indirectly
included (e.g. represented by sentiment and emotionality) in the machine learning
model. Further research could concentrate on language processing and use the tweet
content as additional attributes for the model. It also would be interesting to check
whether themachine learning algorithmswould bemore suitable for predictions with
the used attributes.

Our research shows that members of the Sadness tribe are especially spirituals and
every religionmember belongs to Spirituality. Therefore, future research could focus
on correlations of Spirituality and/or Religiousness and basic emotions. Additionally,
correlations of sadness to Spirituality and/or Religiousness could be examined.

Additional qualitative research that interviews the examined persons behind the
Twitter profiles would be interesting to experience how they interpret our findings.
Doing this, emotions could be measured directly.
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Chapter 12
Virtual Tribes: Analyzing Attitudes
Toward the LGBT Movement
by Applying Machine Learning
on Twitter Data

Moritz Bittner, David Dettmar, Diego Morejon Jaramillo,
and Maximilian Johannes Valta

Abstract In this paper, we investigate the application of machine learning tech-
niques in the context of social media. Specifically, we aim at drawing conclusions
from users’ Twitter behavior and language to users’ attitudes toward the LGBT
movement. By using an adjusted procedure of the Cross Industry Standard Process
for DataMining (CRISP-DM) process, we create a predictionmodel for investigating
and identifying those attitudes. Furthermore, we formulate step-by-step instructions
for its deployment. We provide the reader with a theoretical background for our
research domain and describe the methods that we use. Results show that there are
two groups of contrary attitudes toward the LGBT community and that the language
and behavior of users in the groups, respectively, differ from each other. Also, we
identify word analyses as a valuable means for prediction. We also apply our model
on another dataset to investigate its interspersionwith the previously identified groups
and demonstrate its effectiveness for predicting attitudes of a single actor on Twitter.
Finally, we critically assess our findings and propose further fields of investigation
in this area.
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Introduction

Since ancient times, tribes have been a popular concept in societies [5]. Tribes are
groups of people that share the same language and values like culture and history. In
particular, tribe members exalt their tribe above other tribes and groups, which leads
to tribal consciousness and tribal loyalty (Cambridge Dictionary; Merriam-Webster
Dictionary). The ancient tribes often lived among each other detached from others.
When two different tribesmet each other, conflictswere likely to arise and differences
in social living, technological developments, or values came to light [10].

Today, in times of global convergence, these strong differences between tribes’
realities and belief systems seem to disappear at first sight. However, due to social
fragmentation, diversification, and the development of new communication channels
in the field of information and communications technology (ICT), communities that
establish themselves are not easily detectable. In the following, these communities
are referred to as virtual tribes. Like ancient tribes, such virtual tribes define their
own truths and live within their tribes’ reality [9]. By using different tools, it is
possible to identify and collect tribe members for any tribal macro-category which is
the goal for an investigation by an analyst [12]. Later on, the likelihood of a certain
social platform user being a member of one of these tribes can be measured by using
machine learning techniques.

Holding more than 320 million active users [20] and 500 million tweets per day
(Twitter, Inc.), Twitter is a great source of data that can be used for research. In the
past, there have been lots of scientific investigations based on its plurality of acces-
sible data, like extensive analyses for investigating the happiness paradox (friends
in social networks generally seem to be happier than the considered user) or users’
behavior on the online platform connected to income [1, 15].

While the access of information seems to rise in the progressing information era,
people are able to hide behind their online accounts when indicating a statement of
political or societal relevant nature. Investigating online accounts offers opportuni-
ties for data scientists to understand trends and sentiments of society and to draw
conclusions on relevant character traits of online platform participants. In contrast to
classical clipboard surveys, analyzing online accounts may mitigate honesty biases
as people are more willing to disclose information in online environments [18].
Therefore, this approach allows a valuable complementary perspective on sensitive
topics (political or societal) compared to results from a questionnaire. Findings can
be used to guide decisions made by policy-makers in the real world as a person’s
personality characteristics and his/her behavior in both, real and online world, are
significantly connected [6]. Findings depend on the respective chosen category of
investigation. In our work, we chose to investigate controversies that arise around
the topic of sexuality.

Sexuality encounters openness on the one hand and refusion on the other. Discus-
sions about sexual orientation are shaped by the history and background of conflicting
parties. Modern or traditional education and religious aspects influence the opin-
ions of the panelists. Therefore, sexual orientation is a multilayered topic. Since the



12 Virtual Tribes: Analyzing Attitudes Toward the LGBT Movement … 159

nineteenth century, organizations and communities have promoted a loosening of
regulations against sexual orientations that are divergent to the conventional compo-
sition of a couple as man and wife [2]. Thus, they have made the discussion vivid
and relevant to society. Disclosing communities that busy themselves with sexual
orientation offers a better understanding of the composition of society as a whole.

Our work addresses the following research question: How do machine learning
techniques allow us to conclude from users’ behavior and language on Twitter to
their attitudes about the LGBT movement? In order to answer this question, we first
give the reader an overview about the theoretical background of our research and
formulate four research hypotheses. Second, we explain our used methods in detail
and reveal the results of our work. Finally, we critically discuss our findings and give
an outlook for further research fields.

Theoretical Background and Related Research

This section will focus on discussing fundamental definitions the reader will
encounter through the rest of this paper. Besides that, other related work will be
briefly discussed in order to show the relevance of the topic.

Coins

Collaborative Innovation Networks (COINs) are innovation networks that are
often self-organized and form independently of formal organizational structures in
companies or within company networks [12].

Tribefinder

A tribe is “a network of heterogeneous persons linked by a shared passion or emotion”
[4]. The system Tribefinder identifies these virtual tribes. Using data on the social
media platform Twitter, it analyzes an individual’s tweets by extracting information
about key people, brands, used words, and topics of his or her tweets and categorizes
the user into tribes belonging to five specific tribal macro-categories: personality,
alternative realities, ideologies, lifestyle, and recreation. To analyze and identify the
virtual tribes the continuous stream of tweets is an important source of information,
which offers a powerful setting for studying and identifying tribes of individuals
[19].

Using Tribefinder and the tribal vocabulary (which tribes are identified by which
words or vocabulary) it learns, it is now possible to establish the tribal affiliations of
every Twitter user. In practice, Tribefinder analyzes the individual’s word usage in
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her or his tweets and then assigns the corresponding personality, alternative realities,
ideologies, lifestyle, and recreation tribal affiliation based on the similarities with
the specific tribal vocabularies.

Hypotheses

For the purpose of our research, we formulate four hypotheses. In order to clearly
predict user’s attitudes toward LGBT, we need at least two groups with different
attitudes that differ in their language and behavior, which we call tribes of LGBT and
Anti-LGBT:

H1: Two groups exist that highly differentiate in their attitude toward the LGBT
movement.

H2: These two groups use different languages and reveal different honest signal
characterizations.

In our work, we believe in the effectiveness of word analyses and demonstrate a
bag-of-words approach:

H3: Analyzing users’ words used in Twitter provides a high potential for
prediction.

Finally, we apply ourmodel to another tribe that consists of peoplewho are against
gun control regulations. Intuitively, we consider a convergence of opinions between
the Anti-LGBT tribe and the contra-gun-control tribe as more likely than between
the LGBT-tribe and the contra-gun-control tribe:

H4: There are more Anti-LGBT tribe classified people in the contra-gun-control
tribe than the LGBT tribe classified people.

Methodology

To analyze large chunks of data, a proper framework or guideline is required in
order to find the best amount of accurate data for our project. Since Data Mining
is a creative process which requires different skills and knowledge, it is very hard
to tie the success of the project to the knowledge of a single team member [16].
Therefore, we lean on the Cross Industry Standard Process for Data Mining (CRISP-
DM) guideline which will merge our thoughts and guide us through a proper way of
finding accurate data for the development of this project (Table 12.1). Many of the
required steps and processes to gather the data have been discussed and addressed in
section “Introduction” of this paper. The CRISP-DM model is divided in six phases
which can interact in a cyclic pattern. The phases are categorized as follows:Business
Understanding, Data Interpretation, Data Preparation, Modeling, Evaluation, and
Deployment and will be discussed in this section [22].

For our project, we altered the first phase of the CRISP-DM model Business
Understanding toDomain Understanding, since we are gathering and understanding
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Table 12.1 Overview of process steps by software/methods used

Steps Tools Methods

Domain understanding Twitter, Web-search Reading, Discussion, Coolhunting

Data sourcing Condor, Tribe Creator Manual identification, Web search,
Tribe creation

Data understanding Condor, R-Studio Statistical analysis methods

Data preparation Condor, R-Studio, RapidMiner Condor Preprocessing, R
preprocessing

Modelling RapidMiner Model selection, process modeling

Evaluation RapidMiner Data Science evaluation measures

Deployment Condor, R-Studio, RapidMiner

information about a certain domain rather than a business venue. In our approach of
Domain Understanding we worked around our main project task, which was to find
out how different tribes with specific characteristics develop and correlate in digital
networks. In order to do that, we brainstormed and gathered our ideas on which
communities clash against each other the most and which ones were represented
through a social media outlet such as Twitter. Out of this brainstorming session, we
decided to analyze the correlations between LGBT and Anti-LGBT communities.

In order to discovermore about the differences of the communities, we reached out
to inform ourselves of the basic terminologies using Google Scholar,Wikipedia and
implemented Coolhunting methods for identifying the most influential trendsetters
of these characteristics. To find more information about Anti-LGBT and what it
is comprised of, we looked for extremist groups and websites which promote this
characteristic. We also started looking for representations of these communities on
Twitter by identifying important and common hashtags and popular personalities
within these communities. The gathered information out of Data Interpretation is
discussed further in section “Results” of this paper.

We implemented aData Sourcingphase before theData Interpretation phase in our
model which shows an alteration from the presented CRISP-DMmodel. At this point
we used Condor, a software program developed by Galaxyadvisors, to measure the
structure, content, sentiment, and influence of social communication networks over
time. Condor also provides visualization features which we use to better understand
the data we gather. Here we used three different approaches to collect the required
data, which we derived as useful from the Domain Understanding phase. The first
approach was focused on gathering the data via the Tribe Creator, also provided by
Galaxyadvisors, where a certain keyword could be used as input such as a hashtag
“#” in order to filter the results by the given input.

Here the tool would provide us with users and their Twitter ids, which we could
use to search for friends and followers of that specific user. The second approach was
to manually search Twitter, for specific users that would also use certain keywords,
hashtags, or phrases. The third approachwas to useCondor and its tribe-fetch function
to find certain users who also used a certain keyword. With it we obtain a list of users
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which we then added to Tribe Creator. The focus of this phase was to create tribes
(section “Introduction”), which we would later on use to create final datasets for our
data mining model. The results of this phase will be thoroughly discussed in section
“Results” of this paper.

In the Data Interpretation phase, we used the raw gathered data and implemented
it in Condor in order to better understand the connection between every single actor.
This phase will be closely tied to the Data Preparation phase, due to the function-
alities and calculations that Condor provides. Thanks to the different visualization
functionalities, the user can understand how different tribes differ in structure. Apart
from that, Condor allows social network functionalities to be calculated such as
degree centrality, betweenness centrality, and closeness centrality which all show
the importance and position of certain actors within the network. The results of this
phase will be presented in section “Results” of this paper.

In our Data Preparation steps, we used different tools to properly reduce the data
for its optimal and most effective use. We decided that words, their frequency, and
howoften they appearwithin a certain tribewould help us to predict a certain tendency
toward a tribe. Therefore, we needed to prepare the data in such a way that words
should be the most resonant part of the data. In order to do so we first used some of
Condor functionalities which calculate the six honest signals of collaboration, which
are the most evident through the tweets we have collected through Twitter. The six
indicators are namely central leadership, rotating leadership, balanced contribu-
tion, rapid response, honest language, and shared context. With these signals, future
creativity, performance, and outcomes for teams can be predicted [13]. Besides the
six honest signals of collaboration, another important way of making words the core
of our data was to calculate the Pennebaker Pronouns.

Here the number of pronouns within a tweet of every user was counted. Condor
has a built-in function that does so automatically and calculates the probability that
a certain pronoun will appear in a tweet of the observed person [13]. Pennebaker
discovered that how people use pronouns has a high predictive value [14]. After
having Condor prepare the data, we exported it into an R Script which was written
in the language R. This programming language is also an environment for statistical
computing and graphics, due to its wide variety of statistics (linear, nonlinear classi-
fication, classical statistical tests, classifications and more statistical calculations) it
seemed the most efficient solution for our data. With the R Script, we prepared the
words in such a way that it can be used in a machine learning algorithm. The bag-of-
words approach helps us in this specific task. The bag-of-words approach describes
the occurrence or frequency of a word within a certain document [8]. Any other
information besides the words are discarded. With the number of occurrences, it is
intuitive that similar tribes will have similar words. This phase was tightly connected
with Data Interpretation and theModeling phase, since many iterations and changes
to the data had to be made in order to fit it to our model.

In the Modeling phase, we decided to use an online modeling tool called Rapid-
Miner Studio.RapidMiner Studio is a visual workflow designer, which helps develop
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prototypes for predictive models. Its graphical user interface (GUI) and documenta-
tion lead the user through thewhole process ofmodeling and provide further informa-
tion about every function, algorithm, or component that is used [17]. We integrated
our prepared data into the tool and applied all predictive machine learning algorithms
available in the toolset of RapidMiner Studio. Cross-validation provides solid accu-
racy metrics for a given model and its parameters. Based on accuracy comparisons
of different model configurations, we selected the best choice of attributes, model,
and parameters. After the Modeling phase, the Evaluation of the model is required.
Here all results of the algorithms are taken under consideration. Our decision is
mainlymade by the highest accuracy provided bymodels whichwere calculatedwith
different machine learning algorithms. Accuracy is calculated by the percentage of
correct predictions over the total predictions. A correct prediction indicates that the
value of prediction corresponds to the label attribute we specifically picked in the
Modeling phase and is applied to the RapidMinermodel. The results of ourModeling
and Evaluation are discussed in section “Results”.

It is important for us to develop a model which can be used for two scenarios.
Firstly, for predicting a certain tribe within another tribe, and secondly, for predicting
a user’s tendency toward one tribe or another depending on his/her tweets. In the
Deployment phase, we prepared the model in such a way that it is accessible for
every example and dataset. This is achieved by a documentation of how to use the
model and where to introduce the example dataset. To conclude our methods used
during this project, it is important to understand the iterative and cyclic nature as
seen in Fig. 12.1. Every phase can be altered in order to adjust the final dataset
to provide the best possible outcome of the intended predictive model. Within the
Deployment phase, the subphase Demonstration takes its place. A finished model
used with real-time data tests its potential prediction.

Results

In this section, we will present the results structured by the phases of our adjusted
CRISP-DM. We worked iteratively during the project making use of the loops the
methodology provides. In order to provide a clear overview, we will only present the
results of the last iteration of the respective phases here.

Domain Understanding

Sexualities are split up into several groups. There is heterosexuality which can be
considered the most traditional and popular sexuality and describes the sexual pref-
erence for the, respectively, other gender. Besides, there are rather alternative sexual
preferences such as homosexuality, bisexuality, transsexuality, and others. Finally,
most alternative sexualities sum up in the LGBT movement. Therefore, we choose
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Fig. 12.1 Slightly adjusted CRISP-DMmodel with additional connections between processes that
promote more flexible adjustments of particular process steps after the evaluation phase

Fig. 12.2 Process in Rapidminer

Fig. 12.3 Final model confusion matrix and accuracy

this group as a major tribe for our considerations. LGBT stands for lesbian, gay,
bisexual, and transgender.Moreover, variants such as LGBTQ, LGBTQ+, LGBTQI+
exist, which is also reflected in hashtag usage. All these terms usually refer to the
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Fig. 12.4 Model confusion matrix and accuracy without bag-of-words features

same community and the basic idea that open-mindedness toward sexuality is impor-
tant and one should tolerate all sexual minorities. As a result of our Coolhunting we
identified that LGBT is the most common hashtag and community that is referred to.
Therefore, we defined our LGBT tribe as people who openly support lesbian, gay,
bisexual, or trans. In order to get contrasting training data for our final model, we
consider people who are significantly different from LGBT supporters. Therefore,
we looked at people who are opposed to the LGBT movement. Typically, related
keywords in the literature are homophobia and transphobia. In the course of our
explorative research onTwitter,we identified a fewpotential subtribes regarding these
attitudes. The spectrum reaches users on Twitter who are opposed to gay marriage
to users who express in their tweets that alternative sexualities are diseases, that
need to be cured, and users who verbally attack LGBT communities on Twitter in a
disrespectful way. To include these different phenomena, we generally defined our
Anti-LGBT tribe as people who are opposed to LGBT as sexual orientations.

Data Sourcing

Currently, the V1 LGBT tribe collected in Tribefinder contains 168 members who
actively use Twitter. V1 Anti-LGBT consists of 119 members. The tribe-fetch with
Condor resulted in two datasets of network (Twitter) data containing a total of more
than 20,000 actors (users) and 480,000 links (tweets) including all the tribe members
and their respective social networks on Twitter.

Data Interpretation

This stage was highly interrelated with the consecutive Data Preparation stage (see
section “Methodology”). Therefore, we include results regarding features that were
actually generated by the later Data Preparation stage. Apart from Condor generated
features and visualizations, we look at the tribe member datasets resulted from Data
Preparation including bag-of-words features. A look at the network graphs in Condor
gives a first insight into the different tribes.

The graphs depicted in Fig. 12.5 display all actors and links to the respective tribes
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Fig. 12.5 Tribal network graphs of LGBT (left) and Anti-LGBT (right) tribes

in their surrounding network. The node color yellow highlights tribe members, the
node size scales with the betweenness centrality measure.While both networks seem
quite strongly connected, the LGBT network looks a bit dominant in this respect.
Tribe members in LGBT are more often strongly connected and further in the middle
of the graph. It is striking that the LGBTnetwork is showingmore non-tribemembers
that are quite central as well. In contrast, the Anti-LGBT network shows that a few
tribe members are very central in the network (big yellow nodes) but there are a
few central nodes of other tribes in the network. This could likely mean that the
Anti-LGBT community is more isolated from and less connected with non-tribe-
related important people. Moreover, there are mainly very central leaders and many
non-central followers in the Anti-LGBT network.

The tendency of decentrality in the Anti-LGBT tribe versus collaborative
centrality in the LGBT network is also reflected in the t-test results and boxplots
(Fig. 12.6). The median Anti-LGBT tribe member has a lower betweenness and

Fig. 12.6 Boxplots of betweenness centrality and betweenness centrality oscillation
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Fig. 12.7 Tribal word clouds of LGBT (left) and Anti LGBT (right)

degree centrality than the median LGBT tribe member. Betweenness centrality oscil-
lation is relatively dominated by the Anti-LGBT tribe. The word clouds generated
with Condor (Fig. 12.7) gives us a good feeling for the language use of our two
different tribes. The size of terms depicts the relative frequency of terms in tweets.
The color indicates the detected sentiment ranging from negative (red) to positive
(green). It is obvious that the LGBT tribe has an overall more positive sentiment
than the Anti-LGBT tribe (which is also confirmed by t-test results). Regarding
the content, we find that Anti-LGBT tribe members significantly more frequently
use political (e.g. “wall”, “bill”, “nation”, “democrats”, “senate”, “Obama”, and
“Trump”) and religious terms (e.g. “christian” and “god”). The language of LGBT
tribe members is rather dominated by social terms (e.g. “community”, “friends”,
“family”, “people”, “today”) and LGBT related terms (e.g. “trans”, “love”, “pride”,
“gay”, “lgbt”, “transgender”, and “person”). Regarding Pennebaker Pronouns, a
look at the word usage distributions suggests that LBGT community members tend
to use pronouns in a self-related way, if the pronoun is personal, while the Anti-
LGBT community tends to use more non-personal pronouns—or personal pronouns
linking to other people. In particular, the t-tests validate that “my”, “me”, and “it” are
significantly more often used in the LGBT tribe. Anti-LGBT tribe members on the
other hand significantly more often used the pronoun “the”. Moreover, they use the
pronouns “his”, “they”, and “that”, coming as bag-of-words features, significantly
more frequently (Table 12.2). These findings are also reflected in the weights of the
final model’s features, suggesting that pronouns features do well on contributing to
the predictability of tribe membership (Tables 12.3 and 12.4).

Data Preparation

As a result of our Data Preparation, the final training and evaluation dataset is a
combined dataset of all our tribe members with 134 features plus our target variable,
the tribe name. 49 of the attributes come from the fetched actor data itself as well as
metrics that are calculated from the actors’ network by Condor (six honest signals of
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Table 12.2 T-test results sorted by p-value, cut at p ≤ 0.05

collaboration and Pennebaker Pronouns). Moreover, there are 85 attributes that are
generated from the aggregated link data by means of our bag-of-words processing.
It should be noted that the final training dataset consists of 115 Anti-LGBT entries
and 111 LGBT entries due to filters in the process such as the filter in Condor that
removes actors with much less activity for meaningful metrics.

Within the final modeling process in RapidMiner (see next paragraphs), we finally
deselected some of the features: features with too many missing values as well as
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Table 12.3 Features which
the generalized linear model
attributes to Anti-LGBT

Attribute Coefficient Std. coefficient t

Wall −24.037 −0.516

Will −12.100 −0.443

They −13.207 −0.385

What −10.200 −0.316

His −11.678 −0.308

When −11.418 −0.256

Presid −8.830 −0.221

The −0.883 −0.177

Democrat −6.685 −0.173

Good −9.214 −0.151

Intercept 0.676 −0.126

Whi −7.068 −0.108

Avg.emotionality −2.956 −0.068

Degree.centrality −0.000 −0.053

Follow −1.276 −0.049

You −0.430 −0.047

Know −1.715 −0.029

Betweenness.centrality −0.000 −0.023

All −0.568 −0.015

Not −0.226 −0.009

But −0.029 −0.001

identity-like attributes, such as names. This resulted in a final training dataset with
226 rows and 105 columns (features).

Modeling

Our model classifies a Twitter user as an LGBT (or Anti-LGBT) tribe member,
given the entity including all its 104 features. Based on our Evaluation, we choose a
GeneralizedLinearModel, amachine learningmodel for classificationproblems such
as ours. We trained the model using the RapidMiner process (depicted in Fig. 12.2).
The process consists of four data processing steps: data retrieval from the imported
training data, selection of the target variable (Tribe), the final selection of features
to be used for training, and the training and testing within a cross-validation (see
Fig. 12.3).
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Table 12.4 Features which
the generalized linear model
attributes to LGBT members

Attribute Coefficient Std. coefficient I

Peopl 13.720 0.490

Are 5.263 0.244

Right 11.311 0.236

Have 6.744 0.233

Look 11.171 0.212

This 2.583 0.136

Frequency_me 72.970 0.134

Betweenness. centrality.
oscillation

0.002 0.126

Who 4.654 0.121

Frequency_my 52.673 0.119

Trump 2.552 0.106

New 2.732 0.081

Love 2.467 0.073

Avg.sentiment 0.592 0.063

Our 0.920 0.058

Frequencyjt 26.302 0.055

Vote 1.655 0.053

Frequency_have 49.927 0.051

Contribution.index 0.140 0.042

Frequency_was 17.980 0.023

Friends_count 0.000 0.007

There 0.349 0.006

Evaluation

The cross-validation of different feature sets and machine learning algorithms
revealed the best results for our final model, which utilizes a Generalized Linear
Model and 104 features. The finalmodel’s evaluation results are depicted in Fig. 12.3.
The performance can be summarized with 77.43% accuracy. The model performs
slightly more precise on Anti-LGBT predictions (precision: 79.63% versus 75.42%)
and slightly better recalls true LGBTs (80.18% recall vs. 74.78%). In other words,
if an actor is classified as Anti-LGBT it is more likely to be correct, and if an actor
is LGBT it is likely that he correctly gets detected as such, than it is respectively to
correctly classify an LGBT or detect every Anti-LGBT.

In order to decide on a specific algorithm, we tested six different machine learning
methods with RapidMiner Auto Model. It revealed that Naive Bayes and General-
ized Linear Model performed best (Fig. 12.9). A follow-up analysis in the custom
RapidMiner process proved the Generalized LinearModel performs best for our final



12 Virtual Tribes: Analyzing Attitudes Toward the LGBT Movement … 171

F
ig

.1
2.

8
Su

bp
ro
ce
ss

of
cr
os
s-
va
lid

at
io
n



172 M. Bittner et al.

Fig. 12.9 Performance comparison of different classification methods with RapidMiner Auto
Model

attribute selection cross-validation. Our evaluation also demonstrates the improve-
ment caused by the inclusion of bag-of-words features. The cross-validation robustly
shows that there is an improvement of around 8% (77.43% instead of 69.03%,
Fig. 12.4).

The final configuration of bag-of-words specifies the maximal allowed sparsity
parameter as 0.985. Words from messages are stemmed and stop words are not
removed. Regarding this configuration, we did not evaluate all possible configura-
tions, but took a look at different configurations within a reasonable range. Better
results were reached with a higher maximal allowed sparsity level. However, we
limited the allowed word sparsity at some point to keep the number of attributes rela-
tively low. Stemming words and not removing words were proved to be dominant
over all other combinations of these Booleans in terms of resulting model accuracy.

Deployment

One goal of ours evolved to be a deployable solution that allows the model appli-
cation. To apply the model on new entities, we fetched the Twitter accounts of
three single actors, namely Eminem, Donald Trump, and Peter Gloor. Moreover,
we fetched another tribe, the contra-gun-control tribe. The application of our model
yields the following results. Members of the contra-gun-control tribe are people who
are supposed to like guns. According to our model they are mainly identified as Anti-
LGBT (LGBT: 0.286 vs. Anti-LGBT0.714). These single actors give us a good range
of results. Donald Trump (@realdonaldtrump) is identified as an Anti-LGBT with a
confidence of 97.6%. Marshall Mathers (@Eminem) is identified as an Anti-LGBT
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with a confidence of 73%. Finally, Peter Gloor (@pgloor) is identified as an LGBT
with a confidence of 60.4%.

Discussion

Looking at our results allows us to draw conclusions to bolster our hypotheses.
Results from our Domain Understanding indicate that there are at least two different
groups, that highly differentiate in their attitudes toward the LGBT movement (H1).
Our LGBT and Anti-LGBT tribes represent the two different groups that are attuned
in either a positive or negative way toward the LGBT movement. Positions inside
those groups can be (especially in the Anti-LGBT group) versatile in its level of aver-
sion or affection. During the Data Sourcing we built two decent tribes by extensively
manual inspecting every Twitter account for its veracity of attitude, that is desired
for the respective tribe. Therefore, researchers can use the data from our tribes for
further analyses as a solid fundament for their work. In the stage of Data Interpre-
tation, we show that language and behavior differ between the members of the two
tribes (H2). This manifests, for example, in sentiment and centrality measures and
also in the word use of the tribe members. After proper Data Preparation, the results
of our Evaluation phase indicate a high prediction potential for analyzing the used
words by users (H3). Including bag-of-words features shows an improvement of
around 8% in cross-validation. Interestingly, more general terms such as pronouns
and conjunctions are shown to bemoremeaningful for our prediction value thanmore
goal content-specific words. Demonstration inside our Deployment phase indicates
that there are LGBT tribe classified people in the contra-gun-control tribe. However,
the proportion of Anti-LGBT classified people in the contra-gun-control tribe is
significantly bigger. Therefore, our hypothesis H4 can be obtained.

While we achieve strong results that are intended for satisfying support of our
hypotheses, several limitations have to be taken into account. A rising quantity of
data impedes the process of machine algorithm calculations and the preparation of
sound prediction models, which leads us to limit the data quantity.

Nevertheless, concentrating on a limited quantity of data enables quality improve-
ments like aiming at manually minimizing poor data as fake accounts and fake
tweets, even if we do not emphasize nor quantify this procedure further. To improve
the quality of our predictions we mainly focused on accuracy. We do not mini-
mize the complexity of used features as we want to ensure a maximal accuracy
irrespective of performance efficiency aspects. We do not investigate possible trade-
off effects on accuracy and performance by limiting or adding different prediction
features. In consideration of practicality aspects, we also consider the option of devel-
oping a more user-friendly IT-artifact as a proficient way for suitable applicability.
Our present approach is more of a “do-it-yourself” one. Furthermore, our model
is strongly attached to a certain domain. While it does well in the LGBT context,
there is no proof that our procedure performs on the same level in other domains of
use. Interested scientists could aim at diminishing the abovementioned limitations
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by elaborating on our research in further investigations. Also, we propose to expand
the domain field of application to other areas. Applying our model to other tribes,
like, for example, religion tribes, can provide insights into effects from tribe affilia-
tions (like religious affiliation) on attitudes toward the LGBT movement. Our model
also provides opportunities in the field of tailored marketing. Identifying a person’s
attitudes about a certain field can lay the foundation to create customized advertise-
ments in the next step.Because this approach is likely to bemanipulating,moral issues
should be taken into consideration though. All in all, our work offers various insights
into machine learning techniques for identifying attitudes from Twitter language and
behavior plus a well-applicablemodel for the domain of the LGBTmovement.While
there is potential for further investigation, all of our previous formulated hypothesis
can be obtained.

Conclusion, Outlook, and Limitations

In our work we showed how machine learning techniques allow us to conclude from
users’ behavior and language on Twitter to their attitudes about the LGBT move-
ment. For this project we used an adjusted procedure of the CRISP-DM process. By
identifying two groups of contrary attitudes toward LGBT, we created two virtual
tribes by using the Tribefinder tool. We showed that language and behavior of users
in the respective tribes differ. Furthermore, we identified word analyses as a valu-
able means of prediction. Thereby, specific terms are not as decisive as general ones
like pronouns or conjunctions. Applying our model on the dataset of the contra-gun-
control tribe reveals that the proportion of Anti-LGBT classified people in the contra-
gun-control tribe is significantly bigger than LGBT classified people. The application
of our prediction model on single Twitter accounts to identify a single users’ atti-
tudes toward the LGBTmovement gives us comprehensible results. Further research
could investigate how higher data quantities affect the model’s quality. Furthermore,
investigations could aim at applying our approach and model in different domains
than the LGBT movement.

Appendix

See Figs. 12.6, 12.7, 12.8, 12.9 and Tables 12.1, 12.2, 12.3, 12.4.
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Chapter 13
Digital Coworker: Human-AI
Collaboration in Work Environment,
on the Example of Virtual Assistants
for Management Professions

Konrad Sowa and Aleksandra Przegalinska

Abstract Dominant opinion in the general public is that work automation will
presumably hold negative societal implications, such as job loss, which often causes
fear andmisunderstanding.Contrarily to such an attitude, the approachwe took in this
paper is that people will experience rather positive effects of work automation, thanks
to collaboration with artificial intelligence using virtual assistants. The quantitative
experimental study was a business problem simulation. Participants were asked to
perform tasks of a marketing manager in order to prepare a marketing campaign for
a new product. Control group participants performed these tasks on their own, while
experimental group participants did them in collaboration with a virtual chatbot-like
assistant created specifically for this simulation. A total of 20 people participated in
the study. A relevant difference in performance was observed between the groups,
n = 20, t(18) = 5.25, p < 0.001. Participants collaborating with a virtual assistant
achieved a 57% higher productivity (measured by tasks done) than those working
on their own. Furthermore, in a post-study survery they assessed their productivity
higher andweremore satisfiedwith their performance. Results confirmed the hypoth-
esis, proving that human-AI collaboration increased productivity within the studied
sample.
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K. Sowa (B) · A. Przegalinska
Kozminski University, ul. Jagiellonska 57, 03-301 Warsaw, Poland
e-mail: konradsowa7@gmail.com

A. Przegalinska
e-mail: aprzegalinska@kozminski.edu.pl

© Springer Nature Switzerland AG 2020
A. Przegalinska et al. (eds.), Digital Transformation of Collaboration,
Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-48993-9_13

179

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48993-9_13&domain=pdf
mailto:konradsowa7@gmail.com
mailto:aprzegalinska@kozminski.edu.pl
https://doi.org/10.1007/978-3-030-48993-9_13


180 K. Sowa and A. Przegalinska

Introduction

Some fear the impact of widespread artificial intelligence (AI) on the labor market.
However, much like the industrial revolution of the nineteenth century, the current
robotic or AI revolution is believed not only to take away jobs from people, but also
to create many new ones. Though the difference is that this time, office workers,
rather than blue collars, are expected to experience the changes more severely. In a
report from 2018 [16], BCG and MIT experts emphasized that some layoffs will be
inevitable in the near future, and no large-scale job loss is expected, yet reskilling
of the workforce will definitely be required. Ng [11] claimed that these are still the
early stages of technology development. Calling AI “automation on steroids”, he
underlined a great deal of automation yet to come, however, with a neutral or even
positive balance on job creation and job loss. This way of thinking also made its way
to the general public, with Garry Kasparov, an international chess grandmaster, also
known to be the “first man who lost to a computer” [8] saying that future is all about
creating synergies between humans and machines powered by artificial intelligence.
In this context, however, it is vital to ask what kind of impact on organizations and
jobs should be expected. Is there any middle ground between jobs more suitable for
humans and AI? Can people collaborate rather than compete with artificial intel-
ligence? If so, how should such collaboration be designed for it to bring positive
effects on productivity?

The goal of this paper is to explore synergies between human workers in manage-
rial roles andAI-powered computer systems by experimentally verifying the assumed
hypothesis. The underlying thesis behind the study is that a collaboration between
humans and artificial intelligence in general (and virtual assistants in particular)
increases productivity in management-related tasks.

Artificial intelligence is a research field focused on the design of computa-
tional agents with intelligent capabilities [14]. These capabilities include reasoning,
knowledge representation, communication and language understanding, perception,
learning, and others. There are various methods used to solve these problems, such
as natural language processing, machine learning, or deep learning [9, 12]. The tech-
nology is widely used in business in applications like robotic process automation,
chatbots, and virtual assistants or data mining.

With technological advancement, various types of interfaces came into existence.
Artificial intelligence enables some of them, especially those based on communica-
tion the most natural for people—using natural language, voice, or gestures. Such
interaction allows for a better simulation ofmore human-like interaction flow, leading
sometimes to undesired outcomes, like repulse of fear, which in science is denoted
as the Uncanny Valley Effect [4].

Further technical development andwidespread applicationof artificial intelligence
will doubtlessly impact how people live and work. Nonetheless, one must always
ensure to keep people in the center of that development. Ethical and sustainable
advancement is crucial when dealing with such a powerful technology. The goal
should be to create environments in which both people and artificial intelligence
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can thrive together, utilizing what is best of each. Thereof, contrary to common
opinion, this paper assumed collaboration rather than the displacement of people
and artificial intelligence at work. More specifically, we focus here on collaboration
on productivity.

In this study a business problem simulation was created. Participants were asked
to perform professional tasks of a marketing manager and prepare a campaign for
the launch of the new product. Participants of a control group did these tasks on their
own and participants of the experimental group performed them in collaborationwith
a chat-based virtual assistant prepared for that purpose.

Literature Overview

This section summarizes key findings and trends related to the core topic: human-AI
collaboration, particularly focusing on experimental research and papers focusing
on the effects of such collaboration. The concept is fairly new, with most of the
publications coming out in 2018 and 2019; thus it is safe to note that there is a
scarcity of substantial research in this area.

An international group of researchers [5] developed a machine learning algorithm
and signaling mechanisms, which were tasked with cooperating with humans in
playing a selected set of five computer games. The results of a machine playing
with a human were higher than in cases when people teamed up with other people.
It has been proven that human-machine collaboration is achievable with the use of
algorithmic mechanisms and furthermore, machines can be designed to learn and
improve collaboration. An experimental study [18] exposed that productivity could
be improved when the assembly system was specifically designed for collaboration
of humans and robots. A robotic armwas constructed to support people in a simulated
real-time assembly task using Lego bricks. A collaborative system achieved a 7%
faster total assembly time and a 60% reduction in idle time in comparison with
humans working by themselves. Moreover, Fugener et al. [7], created an experiment
concerning image classification, in which the most productive results were achieved
in a system where AI was delegating tasks to a human worker. Also, a recent report
by MIT, presenting results of a global survey of business executives, has shown
that a majority of respondents believed that AI could lead to a large increase of
organizational productivity [16].

Methodology

The empirical study is an application of explanatory quantitative method based on an
experiment. It aimed at verifying the assumed hypothesis about positive influence of
human-AI collaboration on productivity. Such an outcome was expected from objec-
tive measures of productivity applied in the experiment, as well as from declarative
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measures collected after the experiment, provided by the experimental group. In a
simulated environment, participants of experimental and control group were asked to
perform tasks common for managerial roles. Participants of the experimental group
performed those tasks in collaboration with a simplified chat-based virtual assistant
created for that purpose, while participants of the control group performed the same
tasks on their own. The third possibility, of a machine working on its own, was not
tested, as—according to study assumptions—tasks had to include a human in the
process. Productivity of each group was measured using time of task completion and
quality of created outcomes.

Assumptions and Definitions

Artificial intelligence is a broad field of research. The technology has many different
uses and to a various level has been adopted in organizations. Also, many tools
currently applied in business alreadymake a use of AI in the backend, as a supporting
technology. It is, therefore, impractical to study the overall implications of human-AI
collaboration. The focus of this study has been laid on the use of virtual assistants.
Virtual assistants are a model example of how a natural human–computer interaction
can be designed, as they provide an opportunity to communicate with machines
using human language, directly in the user’s environment, with the sole purpose of
supporting humans in their errands.

According to the definition of the Cambridge Dictionary of English [2], synergy
is “the combined power of a group of things when they are working together that is
greater than the total power achieved by each working separately”. That approach
perfectly suited the assumed thesis, as well as provides a candid metric to be
used in the quantitative study (comparing differences of effectiveness between the
control group and experimental group). The synergy between people and AI can be
understood as equivalent to a successful collaboration between them.

Productivity is ameasure of efficiency and can be calculated by dividing generated
outputs by invested inputs. A broader view considers productivity as an assessment
of the efficiency of production. It entails the ability to convert resources into desired
outcomes. In that sense, resources can be anything, like physical goods or time, alike
outputs could be built products or achieved tasks. Individual productivity is a basic
assessment of the employee’s usefulness to the company. For a blue-collar worker,
an example of a measure of productivity would be a number of products that the
worker assembles within a workday, or an amount of resources he or she consumes
to produce one product, or howmuch cripples does he or she generate [3]. Thematter
of white-collar workers productivity is much complex, as their work includes non-
qualitative activities, such as management, teamwork, creative thinking, though for
the simplified scenario in the study, it was assumed that, productivity of white-collar
workers can be measured, for instance, by using time as input and quality combined
with quantity as output.
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Hypothesis, Variables, and Measurements

The key research question of the study was how does human-AI collaboration influ-
ence productivity in tasks related tomanagement. Based on this question aswell as on
the presented literature overview and broad desk research, the following hypothesis
has been formed: collaboration between humans and artificial intelligence (virtual
assistant)will increaseproductivity in tasks related tomanagement among the studied
subjects.

In the experiment, the following variables were identified and measured:

– Dependent (response) variable Y—productivity (number of tasks done);
– Independent (explanatory) variableX—acollaboration of a subjectwithAI (group

assignment).

A quasi-experimental method was applied to verify the assumed hypothesis. A
level of the dependent variable (Y) was compared between two groups, where one
variable (X) was altered in the experimental group and remained unchanged in the
control group. The response variable was not measured in a pre-test. The control
group was not affected by the explanatory variable (X = 0) and the experimental
group was exposed to the variable (X = 1). Measurements of the response vari-
able were taken during the experiment and compared between the two groups in
subsequent data analysis. The following formula summarizes this method:

{
E : X → YE

C : ¬X → Yc

Explanation to Dependent (Response) Variable Y

The response variable of this experiment was productivity of participants measured
by tasks which they performed in the simulation.

As explained in assumptions to the study, for white-collar jobs, both quantity and
quality of output are relevant measures of productivity. Therefore, productivity can
be measured using time as input and quantity combined with quality as output. Job
completion can be measured, for example, by analyzing three aspects—time spent
to do tasks, the number of tasks done, and how good the result was. The following
formula can be applied to describe this reasoning:

productivi t y
def= output

input
:= quanti t y ∗ quali t y

timespent

Participants of the experiment were asked to do tasks that are typical inmanagerial
roles and their productivity was measured using time spent on those tasks, quantity
of tasks done, and their quality.
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While time and quantity can be represented by numerical values and remain
completely objective, quality is a subjective measure to a high degree. An objective
assessment of the quality of a performed task is possible, though this can only be
found in tasks that are impartially provable to be done correctly or incorrectly. Such
tasks include exam questions, determinations based on undeniable laws of science or
nature, or those ofwhich results can be seen directly after completion and numerically
measured (e.g. some financial investment decisions). The aim of this experiment was,
however, not to measure participants’ knowledge of a particular functional area, but
rather test them in a simulatedmanagement situation. In business, a given task cannot
be easily and quickly assessed to be right or wrong, until enough time passes and
the overall impact of its realization is estimated. A practical example here is a setup
of a marketing campaign that cannot be directly assessed until a posterior market
response (including unmeasurable outcomes like customers’ affinity to a brand).
Similarly, the accuracy of theHR department’s decision onwhom to hire could not be
calculated. Because of this challenge, a certain assumption had to be taken regarding
measuring the quality of outputs in the experiment. The quality of performed tasks
was considered on the Boolean scale that is it could have taken a value equal to 0 or 1.

• Quality was considered to be 0 if not all of the requirements set forth in a given
task were met.

• Quality was considered to be 1 if all of the requirements set forth in a given task
were met.

If a given task was left unfinished or not all of the requirements of that task
were met, the task was considered not to be completed. Specific tasks and their
requirementswere addressed further below. Participants of the experimentweremade
aware of tasks and their completion requirements. Participants were also informed
before the experiment that their productivity will be measured.

For further reinforcement of the results of the experiment, a secondary response
variable was adopted. It assumed measuring declarative productivity, which is the
participants’ own evaluation of the variable. In a brief post-experiment survey, the
participants were asked to grade their productivity on a scale of 1–5. Averaged
answers to this question were compared between groups.

Explanation to Independent (Explanatory) Variable X

A principal explanatory variable within this study was collaboration of people with
artificial intelligence in the form of a virtual assistant in a work setting. It was denom-
inated by a Boolean variable {0, 1}, categorizing participants as an experimental or
control group. In the experimental group, participants used the virtual assistant to
perform tasks, while members of the control group worked on the same tasks on their
own.

There are, of course, other independent variables that could potentially affect
productivity. As it was not a goal for this study to capture a plethora of productivity
factors, these variables were considered either peripheral and their influence was
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measured and controlled, or noise variables that were eliminated. Selection of these
variables was a result of the desk research [10, 13, 17]. Only variables that have
a link to the simulation were accounted for. Variables that were connected with a
particular organization were not considered (such as working culture, management
style, recognition and awards, and team integration).

The following peripheral variables were measured:

• Tiredness (Xp1)—this factor could not have been limited by the researcher, as
it originates from various sources, such as stress, quality of sleep, time of the
day, work being done before the study, and others. The level of this variable
was measured in the post-experiment survey and its influence on the dependent
variable was analyzed. Participants were asked to rate their tiredness on a 5-point
scale.

• Focus (Xp2)—this factor was partially limited by a setup of the experiment which
forced participants to work in a separate and quiet room, with just a computer and
tasks to do in front of them. Furthermore, all participants experienced comparable
circumstances, therefore, the influence of external focus factors was alike across
all of them. In the post-experiment survey, participants were asked to rate their
focus on a 5-point scale, and the results of these indications were analyzed against
the dependent variable.

• Task understanding (Xp3)—the influence of this variable was limited by making
the same onboarding process for all participants of the experiment and the
same task management setup for all. Furthermore, in the post-experiment survey,
participants were asked to indicate task understanding on a 3-point scale.

As far as noisy variables are concerned, the following ones were listed:

• Time pressure—in the experiment, the same type of time pressure was applied to
all participants. They were informed about the time limit, however, there was no
countdown visible. They only were informed when the time run out.

• Quality of tools—both groups were given the same toolset to perform tasks (apart
from the virtual assistant in the experimental group). Overall productivity could
have been impacted, however, the factor was leveled across all participants, thus
no influence on the dependent variable was expected.

• Knowing the tools—proficiency in using working tools matters. For that reason,
tools selected for the simulation had to be generally known and an assumption
was taken that participants would be at least somewhat acknowledged with them.
The influence of this factor was specifically expected in the experimental group,
as people are not used to working with virtual assistants.

• Motivation—none of the participants were remunerated in any way for partic-
ipation in the study; consequently, this could not have been a driver of their
motivation. There also was no reward for completing a given number of tasks.
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Recruitment Methodology of Experiment Participants

Participants were recruited to the study predominantly using the “interception”
methodology [15, p. 32]. Candidates from varying communities and locations were
approached and asked to participate in the experiment. Because the experiment was
assumed to take approximately 40 min, in most cases sessions were scheduled. Due
to technical limitations, and to limit a bias of participants influencing each other, only
one person at a time could have experimented. Participants were not remunerated.

The following criteria were applied to recruit participants to the experiment:

• English skills—all materials provided as well as tasks and experiments conducted
were in English, thus participants had to be fluent in the language. Participants’
declarative responses from before the start of the experiment were taken as an
assurance of fluency in English.

• White-collar job—during the experiment participants were asked to do tasks
related to management. They did not have to be a manager at the time of the
experiment, however, they should have had sufficient experience in an office job
and had been exposed to managerial tasks.

• Marketing professionals or students were excluded—because the simulation was
set in a field of marketing, people with a background in this area were excluded
from the experiment. By virtue of their knowledge and experience, they would
likely perform better than others and bias results of the experiment.

Experiment Flow

The experiment was a simulation of a business situation in which participants were
asked to perform tasks requiring competences typical for managerial roles. These
tasks had to embody skills applicable across different functional areas of busi-
ness. Nonetheless, a functional area had to be selected. It ensured that the logical
flow between tasks was kept and authenticity of the simulation elevated. A set of
management competencies was generated through desk research and brainstorming,
among others. It consisted of problem-solving, creativity, decision-making, social
and communication skills, critical thinking, planning, leadership, delegation, goal
setting, and time management. Maximizing usage of these skills was at the center
point of the design of the simulation. Hence the following task selection criteria were
applied:

– tasks put in use skills generally applicable in different managerial roles. This
allows extrapolating results of the study to areas beyond marketing management,
proving the usability of virtual assistants in all managerial roles, not only those
in the one simulated in the experiment.

– there had to be a clear outcome coming from completion of the task, which would
allow an objective verification if the task was completed or not. Tasks had to be
possible to be done by humans and AI alone or in their collaboration, otherwise,
the explanatory variable would not make any effect.
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An analysis was conducted to examine different functional areas and potential
problems to be solved by participants of the experiment. Drawing from that analysis,
prototypes of different solutions were created and tested. A simulation of amarketing
manager preparing a campaign for a new product was found to be most suitable.

Participants of the experiment were asked to put themselves in the role of a
marketingmanager at ABCCorporation. Their main goal was to perform preparatory
works for the launch of a campaign for a new product that the company will sell. As a
manager, it was their responsibility to set up an outline for the project and later lead it,
upon approval fromChiefMarketingOfficer. The fictitious company—ABCCorp.—
is a producer of coffee brewing equipment for households and offices. The new
product to be launched on the market is an automatic coffee brewing machine. Tasks
reflected steps typical to a marketing campaign preparation. They were set up in a
logical flowso that one task could only be started if the previouswas completed. There
were nine tasks in the process, and 1 point was given for the successful completion
of each. A task was only considered as completed when all required steps were
fulfilled. It was not expected that all of the tasks would be done within the time limit
of 20 min. This was acceptable because of points collected for each task, making up
a productivity score of a given participant (Table 13.1).

The experiment started with a random assignment of participants to control or
experimental groups. A coin toss method was used. It was followed with an intro-
duction to the business simulation—the researcher briefly explained what is the
simulation about, what are going to be participant’s tasks, and what are the rules
of their completion. Subsequently, tooling was presented and briefly explained, so
that participants could focus their attention on performing tasks, rather than finding
a way around tools they should use. The tools’ setup was the same for both groups,
except the virtual assistant, which was used only in the experimental group. Partici-
pants were asked to work on a Windows laptop and could have used any tools they
found necessary to perform the tasks. The following simulated company system was
prepared for them.

• Interactive Kanban board with task list and requirements (Trello);
• Spreadsheet with information about the company’s finance (Excel);
• Simplified Gantt chart to be filled (Excel);
• Mailbox to send out emails and calendar blockers (Outlook Online);
• Cloud folder with all necessary files (OneDrive);
• Answer sheet to fill solutions to tasks (Google Forms).

After an introduction to tooling, participants were asked to go through a presenta-
tion introducing them to the simulation. In the presentation, the company was intro-
duced, the participant’s role was explained, there was an outline of existing products,
and a business problem that the participant was supposed to solve was laid down.
To keep a standardized task flow among all participants, the task list with fulfillment
requirements was set up beforehand and presented. Time countdown started at the
end of the presentation, on the approach to the first task. The experiment was finished
either when participants finished all tasks or when they ran out of time. Participants
were notified that there is a time limit of 20 min, however, there was no visible
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Table 13.1 Tasks to be performed by experiment participants

Task 1—Market analysis

Task description Perform market analysis of competitive coffee machines

Required steps 1. Indicate market size of coffee machines segment (households + offices)

Competences Analysis, critical thinking, prioritizing information

Task 2—Competition analysis

Task description Perform a competition analysis of coffee machines for home and office
segment

Required steps 1. Indicate 3 key competitors of ABC Corp. in home and office coffee
machines segment

Competences Analysis, critical thinking, prioritizing information

Task 3—Advertising outline

Task description Create an outline to be used by copywriters in advertisements for the new
product

Required steps 1. Analyze how competitors advertise their products in that segment;
2. List 3 things in which the new coffee machine is different from

competition;
3. Write a short catchphrase promoting the new coffee machine

Competences Creativity, abstract reasoning, analysis

Task 4—Team selection

Task description Assume ABC Corp. has a skill pool of people available for short-term
projects. Their profiles are in the file management system. Select 3 people
who will be part of your team for this project. You must have a graphic
designer and someone to support you in marketing

Required steps 1. Select a graphic designer;
2. Select a marketing support

Competences Social skills, planning, decision-making

Task 5—Project plan

Task description Create a list of tasks within the project and timeline necessary to complete
them

Required steps 1. Think of 5 tasks that need to be done within the campaign;
2. Analyze how much time will be needed for each of these tasks;
3. Fill-in a Gantt chart from file management system

Competences Planning, time management, organization

Task 6—Campaign budget

Task description Create a budget for the campaign

Required steps 1. Find out from the financial system what is the overall budget for new
products marketing;

2. Calculate the total cost of the team;
3. Calculate how much budget you have left for advertising;
4. Decide on advertising budget split (TV/Press/Social media/Online ads)

Competences Analysis, information search, decision-making, planning

(continued)
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Table 13.1 (continued)

Task 7—Campaign goals

Task description Decide on the goals of the campaign

Required steps 1. Create 3 KPIs which will be used to measure success of the campaign

Competences Goal setting, planning

Task 8—Campaign approval

Task description Summarize the campaign and ask your boss for approval

Required steps 1. Write an email with a summary of the campaign (all previous steps);
2. Send the email to Chief Marketing Officer of ABC Corp. to ask for

approval of the campaign

Competences Communication, social skills

Task 9—Kickoff meeting

Task description Schedule a meeting with the team to discuss the campaign and start working

Required steps 1. Create an agenda for the meeting (it should cover your findings from the
preparatory process);

2. Find a date that suits everyone;
3. Send a calendar blocker

Competences Information search, communication

countdown. That was to avoid the effect of them sacrificing the quality of the work
just for fitting within the assigned deadline. An effect of the right balance between
time pressure and work quality was sought. After the experiment, participants were
asked to fill in a survey, whose purpose was to collect declarative data about using the
virtual assistant (experimental group) and sociodemographic profile (both groups).
The flow of the experiment has been presented in Fig. 13.1.

Virtual Assistant

In the experimental group, participants collaborated with a virtual assistant of ABC
Corp., which was created specifically for this simulation. A simple chatbot was
designed and developed using Chatfuel (https://chatfuel.com) and was accessible for
participants via the Messenger app.

Task flow was known beforehand and the same tasks were assigned to all partici-
pants, thus most potential questions or commands were possible to predict and were
the same for all users. This is a common practice in e-commerce or FAQ chatbots [6],
where the majority of users ask similar questions, thus dialogue flow is alike among
different interactions. The bot did not give direct answers to complex queries, nor
did it perform whole tasks for people. Contrarily, conversations were arranged so
that the assistant supports human worker, rather than doing work instead of him.
He gave hints and solved tasks only partially and in cases where more information
was needed from a human worker, he asked for clarification. To avoid any implicit
bias to the participant–assistant interaction coming from the effects of the uncanny

https://chatfuel.com
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7. Post-experiment survey

6. Experiment end - all tasks done or maximal time surpassed

5. Experiment start - performing tasks

4. Introduction to the simulation

3. Tools instruction

2. Introduction to the experiment

1. Random assignment to control or experimental group

Fig. 13.1 Experiment flow

valley, the bot’s design was dehumanized. That means, it did not have a name, did
not express emotions, nor did it have any human-looking avatar. A short exemplary
conversation with the ABC Corp. assistant has been presented in Fig. 13.2.

Post-experiment Survey

After the experiment, participants were asked to fill out a survey. Data gathered in
the survey allowed to address certain limitations, as well as to measure an effect
of peripheral or noisy variables on the experiment’s results. Moreover, declarative
indications of the influence of using the assistant on productivity were treated as
a complementary data source for a result variable. Overall satisfaction from the
performance of tasks was measured, as well as the satisfaction of collaborating
the assistant. Sociodemographic profiles of participants were also gathered via the
survey.
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Fig. 13.2 Short conversation with ABC Corp. Assistant

Results of the Experiment

Limitations

While the experiment was conducted to the best of knowledge, skills, and availability
of time and resources for the researcher, certain limitations still hold and are addressed
in this section. Some originated from technical limitations of the software used to
create the virtual assistant, other from a method of recruiting participants and the
possibility of engaging their time. All these limitations should be addressed in future
iterations of the experiment and its results verified upon various setups.

Chatfuel was chosen chiefly due to its usability, versatility, and speed of develop-
ment of a bot. Additionally, its free version allows for up to 1,000 users of the bot,
and for defining unlimited conversation scenarios. Despite the positive aspects, Chat-
fuel still holds certain limitations. For instance, Chatfuel allows only for text-based
interaction, whereas an actual virtual assistant should allow for the multi-interface
experience. Moreover, because of Chatfuel’s simplistic NLP engine, the assistant
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was not able to handle a conversation outside of the simulated scenario. The soft-
ware does not have sophisticated reasoning or learning capabilities, therefore all
conversations had to be built from scratch. It is based on automated conversation
flows that are launched by predefined keywords, rather than analyzing users’ intent
in a given context. It means that the bot is not able to answer a question formed
in a way not similar to how it was defined in the backend, even though the ques-
tion could be about the same thing. Not being able to understand and remember the
context, it also does not support follow-up questions. Even though it did resemble
traits of a natural conversation and some basic general queries were added (such
as answering to “hello” or “thank you”), overall, it was limited to questions and
commands referring to the simulated situation and tasks.

The purpose of this experiment was focused on outcomes of human-AI collabo-
ration rather than different assistant designs. Surely bot design does influence inter-
action as proven by other studies [4], yet it has also been assumed that the positive
effect of collaboration on productivity will hold regardless, and an optimal design
could only make it better. For further studies on the topic, it is essential that more
technologically advanced assistants are used. Different designs should be tested to
optimize the interaction, and primarily, in order to be applied in business, the assis-
tant should be versatile and capable of performing various tasks. Nonetheless, within
the simulated environment, ABC Corp. Virtual Assistants performed or simulated
performance of many functions that such assistants would typically have.

The experiment aimed at measuring people’s productivity at work, however, it
was conducted in close to laboratory conditions, where the work scenario was simu-
lated, therefore intrinsically unnatural. Firstly, people are used to working with their
own preferred room setup, desk, computer, operating system, mouse, and keyboard.
Secondly, when they perform tasks in their job, they are well acquainted with the
systems and tools that they use, whereas the experiment setup was new for them.
The influence of this factor was assumed to be alike among experimental and control
groups, therefore no differences between them were expected as its result, however,
overall productivity could have been affected. This limitation was addressed in two
ways—by using popular software tools for the setup, such asWindows 10, Microsoft
Excel, Google Chrome, Trello, and onboarding process.

The onboarding process covered an introduction to the simulation and for that
purpose, a presentation was used, explaining ABCCorp.’s business, the new product,
participants’ role, tasks, tools, and rules of the experiment. The second part was an
instruction on how to use given tools, where to find information, and where to click
to pass from one task to another. This process slightly differed between groups, as
for the experimental group particular attention was given to explain how to use the
assistant. Prior to performing tasks, participants were asked to introduce themselves
to the assistant (by answering his questions—How should I refer to you?). They
were also told to ask him for basic information about ABC Corp., like what does
it do or about details of the new product they are supposed to advertise, and in this
way, they had a short opportunity to practice asking questions and giving commands
to the assistant. Furthermore, a help command was made available. It triggered the
assistant to show examples of how to access his capabilities. It should be noted that
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for future iterations of the study, those participants should have more time to learn
how to use the assistant. In the current version, the experiment took approximately
40 min per each participant, however, their longer engagement should be considered.
In such a case, also the recruitment process and possibly the remuneration system
should be altered.

Another limitation of the experiment is its scalability. To assure comparable
results, all participants were provided the same working conditions (separate quiet
room, a laptop with the additional monitor, and a simulated corporate system with
a browser, files, and tools). Each experiment had to be done separately and took ca.
40 min to set up and execute. For further studies, a more scalable approach should
be found, perhaps allowing multiple participants to work at the same time or for the
online execution of the experiment. Otherwise, it would be resource consuming to
undertake the experiment for a larger group of participants.

Participants

This subsectionprovides a set of descriptive statistics of the experiment’s participants.
The data was collected in a post-experiment survey and represents the sociodemo-
graphic profiles of participants. A convenience sample methodology was applied to
recruit participants.

There were 20 participants in the experiment. Out of that, 55% were male and
45% female. The age of participants ranged from 23 years to 44 years, with a mean
of 28.9 years (SD = 5.43). There was an equal split between the experimental and
control group, with 10 participants in each. The assignment to groups was random.

All participants had a degree of higher education, the majority with either
a Master’s degree (8 participants; 40%) or Master of Engineering degree (6
participants; 30%).

Participants were employed in a white-collar type of job. The majority of them
did not hold a managerial position within their origination’s hierarchy but were on a
specialist (8 participants; 40%) or expert (7 participants; 35%) positions. Professional
experience ranged from 1 year to 20 years, with a mean of 5.9 years (SD = 4.62).

Two market sectors of participant’s current employment dominated. These were
IT with 8 participants (40%) and telecom with 7 participants (35%). The question
about the employment sector was open-ended and answers were grouped.

One of the key sociodemographic indicators was the participant’s technology
adoption. Answers were collected in the post-experiment survey. Before participants
declared their adoption, a picture with a description of the technology adoption curve
and its explanation [1] was shown. The achieved distribution reflects the curve, with
the majority of participants being either early adopters (8 participants; 40%) or early
majority (8 participants; 40%).

Another question asked in this part to all participants was about the frequency of
using chatbots or virtual assistants. The median answer indicated a very rare usage of
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these technologies by participants (Me = 2). Most frequent answers indicated either
never using a chatbot or virtual assistant (35%) or using it very rarely (40%).

Key Results

This subsection is aimed at presenting the results of the experiment, and the analysis
of data is generated. A description of variables and their measurements were covered
in section “Results of the Experiment”, whereas here only the results were covered.
Data was obtained from a measurement of the response variable of the experiment,
which is a number of tasks done by participants, as well as from the post-experiment
survey. For all participants, the same time limit of 20min was set. It started as soon as
they approached the first task, immediately after the introduction. Participants from
the experimental group completed tasks in collaboration with a virtual assistant
and participants in the control group performed the same tasks on their own. All
participants reached a mean productivity score of 4.5 tasks, out of 9 tasks that were
available. A significance level of 5%was assumed for all statistical tests (Table 13.2).

A mean result of the dependent variable (Y) in the control group was 3.5 tasks
(SD = 0.71) and in the experimental group was 5.5 tasks (SD = 0.97). On average,
participants of the experimental group did 2 tasks more than participants of the
control group. The productivity of participants working with the virtual assistant
was 57% higher than participants working on their own. The minimum productivity
of participants in the control group was 3 tasks and the maximum was 5 tasks. For
the experimental group, a minimum was 4 tasks and the maximum was 6 tasks
(Tables 13.3, 13.4 and Fig. 13.3).

For verifying significance of the mean difference between groups, the following
hypotheses were assumed and tested in a t-test for independent samples:

H0: Productivity is equal in control and experimental groups.

H1: Productivity is higher in experimental rather than in control group.

Levene’s test confirmed equality of variances between groups (F = 1.2, p =
0.288). Results of independent samples’ t-test proved statistical relevance, t(18) =
5.25, p < 0.001. The null hypothesis was rejected—participants collaborating with

Table 13.2 Summary of results for all participants

N Mean Std. dev. Min. Max. Median

Productivity (Y = tasks done) 20 4.5 1.28 2 7 4.5

Table 13.3 Summary of results for participants of control group

N Mean Std. dev. Min. Max. Median

Productivity (Y = tasks done) 10 3.5 0.71 3 5 3



13 Digital Coworker: Human-AI Collaboration in Work Environment … 195

Table 13.4 Summary of results for participants of experimental group

N Mean Std. dev. Min. Max. Median

Productivity (Y = tasks done) 10 5.5 0.97 4 6 5

Fig. 13.3 Productivity
results in control and
experimental groups
(number of tasks done)
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Control (N = 10) Experimental (N = 10)

artificial intelligence in the form of a virtual assistant achieved higher productivity.
In a 95% confidence interval, the difference in productivity between using and not
using AI was within the range of 1.2–2.8 tasks, corresponding to a 34–80% increase
in productivity from an average score of a control group.

Supplementary Results

Further analysis was carried out for differences in the declarative rating of produc-
tivity between groups. It was assumed that productivity would increase not only in
objective measures, but also in subjective indications of participants grading their
results. In the post-experiment survey, subjects were asked to rate their productivity
on a scale of 1–5. Themean productivity rating provided by participants of the control
group was 2.6 (SD = 1.07), and by participants of the experimental group was 3.7
(SD = 0.67). On average, participants working with a virtual assistant rated their
productivity 42% higher than participants working on their own. T-test proved rele-
vance of this difference, t(18) = 2.74, p = 0.013. Levene’s test confirmed equality
of variances between groups (F = 1.04, p = 0.32) (Fig. 13.4).

Fig. 13.4 Results of
participants rating their own
productivity after performing
tasks in the experiment
(number of tasks done)
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Fig. 13.5 Results of
participants rating
satisfaction of their
performance in the
experiment (number of tasks
done)
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The third substantial difference between groups was the level of satisfaction of
participants with their performance. Subjects were asked to rate how satisfied they
werewith their performance on a scale of 1–5. Amean satisfaction level in the control
group was 2.1 (SD = 0.74), whereas in the experimental group it was 3.4 (SD =
0.97). On average, the satisfaction of performance was 62% higher for participants
working with the virtual assistant. The difference was statistically relevant, t(18) =
3.38; p = 0.003. Levene’s test confirmed equality of variances between groups (F =
1.53, p = 0.232) (Fig. 13.5).

Regression analysis of the results was not carried out due to several reasons.
The decisive factor was the insufficient size of a sample. With 20 observations, a
regression model would not bring satisfactory results. Furthermore, it was not a goal
of this research to provide a function predicting productivity, but rather to analyze
differences between studied groups and variables influencing those differences.

Influence of Peripheral Variables

In the subsection concerning the methodology of the experiment, three peripheral
variables were mentioned—tiredness (xp1), focus (xp2), task understanding (xp3).
To a large extent their influence was controlled, yet following literature review and
some answers provided in interviews, they still could have impacted participants’
results. For that reason, they were measured in the post-experiment survey and their
influence against the dependent variable was analyzed.

Levels of tiredness and focus were considered to be denominated by values on
an interval scale—they were participant’s choice from a finite set of classifications,
unequal to zero. A 5-point scale was used, with labels determining only minimum
and maximum values (not at all; very much). Pearson’s r correlation was selected as
the most suitable. In the case of task understanding, the question indicated a 3-point
Likert scale (Not at all; Somewhat; Yes), thus providing ordinal values as results.
A statistical test—analysis of variance (ANOVA)—was undertaken to measure the
influence of tasks understanding on the dependent variable.

Results of the analysis confirm that none of the peripheral variables had any
significant influence on the result achieved by participants. Tiredness, r(20) = 0.2, p
= 0.397, potentially could have had a stronger influence on productivity rather than
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Fig. 13.6 Levels of tiredness, focus, and task understanding in control and experimental groups

focus, r(20) = 0.092, p = 0.700, yet both remained insignificant within the studied
group. In-between group comparison of ANOVA for task understanding variable also
showed insignificant influence of this variable on Y, F(1,18) = 0.27, p = 0.607.

Further analysis was carried out to verify if there was any difference in levels of
peripheral variables between control and experimental groups. Analysis of descrip-
tive statistics indicate a considerable difference in focus between groups—the focus
was lower in the experimental group (M = 3.1, SD = 0.4) by about 35% than in
control (M = 2.3, SD = 0.41), as it is visible on Chart 4. However, t-test for inde-
pendent groups proved statistical insignificance of this difference, t(18) = 1.41, p =
0.176, as well as insignificance of difference on tiredness, t(18) = 0.37, p = 0.719,
and task understanding, t(18) = 0.45, p = 0.660 (Fig. 13.6).

Even though it was not indicated in the literature, nor was it discovered in inter-
views, it was assumed that the technology adoption level of participants could have
influenced their productivity, therefore, such a test was also undertaken. The tech-
nology adoption curve is represented by a normal distribution [1] and answers indi-
cated by participants were ordinal, thereof an ANOVA was performed on the data.
The influence of this factor over the dependent variable was insignificant, F(3,16) =
2.1, p = 0.140, however for further studies with larger samples, this variable should
be taken into account, as its significance was fairly high along with a very high
possible influence on the result.

Qualitative Results of the Experiment

The outcomes of the experiment were interesting, particularly in reference to the
group of participants working with the virtual assistant. While the data does not
provide a possibility of statistical inference, as it applies only for a small sample of
10 observations, certain conclusions can be formulated.

Firstly, an unquantifiable factor, which was the quality of the virtual assistant,
could have influenced the productivity of participants of the experimental group.
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Such dependency was suggested by participants of interviews and confirmed by
participants of the experiment after the procedure was finished. However, in the
post-study they indicated a rather positive experience—on a 5-point scale, a median
satisfaction from collaboration with the assistant was rated at 4. Another question
was asked about the participant’s opinion of how the collaboration influenced their
productivity and the answers were clearly positive, with a median of 4.5.

Participants were also asked about their opinion on five different matters
concerning artificial intelligence. They answered by indicating to what extent they
agree with a given sentence (Likert scale 1–5) and results were presented as medians
of these answers. Again, most of the respondents indicated a positive influence of
collaborating with AI on their productivity. Furthermore, they indicated that they
would like to work with a virtual assistant in their job, even though their experience
with the ABC Corp. assistant was only fairly positive. Most of the respondents said
that they do not fear AI taking their job (Fig. 13.7).

Thepost-experiment survey also included three open-endedquestions,whichwere
intended to broaden a view of potential productivity factors, a discussion of which
was started in the qualitative part of this study, as well as provide a set of poten-
tial subjective reasons behind participants’ results. Results of positive and negative
productivity factors were grouped and presented in Tables 13.5 and 13.6. The most
common negative factor was that participants were new to marketing tasks, which,
however, was one of the goals of the experiment—to expose all participants equally
to a functional area which they did not have experience in. Other indications followed
the factors anticipated earlier (Tables 13.5 and 13.6).
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Fig. 13.7 Experimental group participants’ opinion about working with artificial intelligence (N
= 10)
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Table 13.5 Negative
productivity factors indicated
by participants of the
experimental group

Factor Frequency of answers

New to these types of tasks 7

Knowing the tools 4

Time pressure 4

Experiment setup 3

Tiredness 3

Focus 1

Table 13.6 Positive
productivity factors indicated
by participants of the
experimental group

Factor Frequency of answers

Collaboration with the assistant 5

Experiment setup 3

Interest in the experiment 2

Time of the day 1

Another aim was to gather participants’ feedback on working with the assistant.
Below, a sample of answers to the questionHow did you feel like when working with
the assistant? are provided:

• “Very handy tool for accessing data that otherwise needs to be manually searched
on the web.”

• “Chat is a good idea, collaboration felt natural.”
• “I was more effective, calm and focused”
• “Okay, but it was something new to me, I never worked this way.”
• “Like Tony Stark working with Jarvis.”

Summary, Discussion, and Outlook

The hypothesis of increased productivity resulting from human-AI collaboration
in the form of a virtual assistant was confirmed by the experiment on three levels.
Firstly, a statistically relevant difference of dependent variable was observed between
control and experimental groups. Secondly, a relevantly higher assessment of partici-
pants’ own productivity was observed in the experimental group. Thirdly, qualitative
results—a highly positive impression—was expressed by the experimental group
participants about how collaborating with the assistant influenced their productivity.

Participants of the experiment working with a virtual assistant achieved a produc-
tivity 57% higher than their counterparts working on their own. The influence of
other variables on the result was ruled out. It was confirmed by participants’ own
rating of their productivity, which was 42% higher for the experimental group. Not
only users of the assistant achieved higher productivity, but another unexpected result
was observed—overall performance satisfaction was higher by 62%. This indicates
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that collaborating with AI may allow people to have more time and focus on types
of tasks which they prefer and in which they feel can deliver more value. Qualitative
outcomes also bring compelling results. All experimental group participants left the
experiment excited by working with the assistant. They liked the concept and would
like to have such an assistant in their daily work.

While these results provide the desired outcome, limitations occurred due to the
simplicity of simulation and technology used to create the virtual assistant.

Further studies should be undertaken to measure level of influence of human-
AI collaboration on productivity in other scenarios. More sophisticated measures
could be applied to both key variables—productivity and human-AI collaboration.
In productivity, other disturbing variables should be accounted for statistically.
Furthermore, a more thorough approach to task quality assessment is necessary.
Non-binomial measures should be invented for collaboration, effectively allowing to
build a regression model between variables.

Moreover, different forms of AI should be tested, with different assumptions and
in different use cases. For this reason, authors urge a debate about formalizing a field
of Human–AI Interaction, perhaps as a subfield of Human–Computer Interaction. It
would allow for broad and focused studying of significant problems arising in this
flourishing area.

References

1. J. Bohlen, G. Beal, The diffusion process. Special Report 18(1), 56–77 (1957)
2. Cambridge Advanced Learner’s Dictionary & Thesaurus, Synergy (Cambridge University

Press, Cambridge, 2019)
3. B. Chew, No-nonsense guide to measuring productivity (Harvard Business Review, January

1988)
4. L. Ciechanowski, A. Przegalinska, M. Magnuski, P. Gloor, In the shades of the un-canny

valley: an experimental study of human–chatbot interaction. Future Generat. Comput. Syst.
92(03.2019), 539–548 (2018)

5. J. Crandall et al., Cooperating with machines. Nat. Commun. 9, 233 (2018)
6. A.B. Ezra, Newstrail [Online]. https://www.newstrail.com/chatbots-now-taking-over-freque

ntly-asked-questions-to-improve-engagement/ (2019)
7. A. Fugener, J. Grahl, A. Gupta, W. Ketter, Collaboration and delegation between humans and

AI: an experimental investigation of the future of work (ERIM Report Series, Cologne, 2018)
8. G. Kasparov, Don’t fear intelligent machines. Work with them (TED, Vancouver, 2017)
9. G. Kim, Human–Computer Interaction Fundamentals and Practice, 1st edn. red (CRC Press,

Boca Raton, 2015)
10. A. Martin, The role of positive psychology in enhancing satisfaction, motivation, and

productivity in the workplace. J. Organizat. Behav. Manage. 24(1), 113–133 (2005)
11. A. Ng, AI for everyone. Coursera (2018)
12. P. Norvig, S. Russell, Artificial Intelligence: A Modern Approach (Pearson, New Jersey, 2010)
13. L. Peters, E. O’Connor, A. Pooyan, J. Quick, Research note: the relationship between time

pressure and performance: a field test of Parkinson’s Law. J. Occup. Behav. 5(4), 293–299
(1984)

14. D. Poole, A. Mackworth, R. Goebel, Computational Intelligence: A logical approach (Oxford
University Press, New York, 1998)

https://www.newstrail.com/chatbots-now-taking-over-frequently-asked-questions-to-improve-engagement/


13 Digital Coworker: Human-AI Collaboration in Work Environment … 201

15. S. Portigal, Interviewing Users—How to Uncover Compelling Insights (RosenfeldMedia, New
York, 2013)

16. S. Ransbotham et al., Artificial Intelligence in Business Gets Real (MIT Sloan Management
Review, Massachusetts, 2018)

17. M. Rosekind et al., The cost of poor sleep: workplace productivity loss and associated costs.
J. Occup. Environ. Med. 52(1), 91–98 (2010)

18. L. Sayfeld, Y. Peretz, R. Someshwar, Y. Edan, Evaluation of human-robot collaborationmodels
for fluent operations in industrial tasks (Rome, 2015)



Chapter 14
Collaborative Innovation Network
in Robotics

Ahmad Khanlari

Abstract This study is the first attempt to employ Knowledge Building pedagogy
and technology to integrate robotics into subjects likemathematics.Over the course of
6 weeks, 16 elementary students (Grade 5/6) engaged in engineering design process,
computational thinking, and mathematical reasoning to design and program robots
to collectively solve real-life issues such as creating a green and clean city. One of
the knowledge building goals is to recreate schools as knowledge creation organi-
zations. Therefore, this study employs the innovation network framework and uses
social network and lexical analyses to analyze students’ collaborations in robotics
against knowledge creation organizations criteria and examine the extent to which
student knowledge in math improved. The results show the emergence of the inno-
vation networks in education settings and the importance of these networks for idea
improvement.

Introduction

Since the mid-twentieth century, scholars have observed society gradually turning
into a “knowledge society” (e.g., [10]). Prominent ideas running through both schol-
arly andpopular commentaryonknowledge society themes are innovation and knowl-
edge creation. Therefore, helping students become more innovative and develop
competencies associated with cultural creativity is an increasingly important goal in
education settings [11]. This is in linewithKnowledgeBuilding theory andpedagogy,
which aims to engage students in idea-driven knowledge creation and foster inno-
vation and design thinking among today’s learners [2]. Scardamalia and Bereiter [9]
presented 12 principles that altogether describe knowledge building as a principle-
based pedagogy that is set forth to make knowledge creation more accessible to
teachers and students. These 12 principles frame knowledge building as an idea-
centered pedagogy with students as epistemic agents, creating knowledge through
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engaging in complex socio-cognitive interactions. Knowledge building places great
emphasis on the notion of community and collective responsibility for knowledge
advancement. In such a community, students are encouraged to advance community
knowledge through participation in progressive discourse [1]. This is the community
that Gloor [5] called Collaborative Knowledge Networks.

In an attempt to provide a framework to understand dynamics of knowledge
creation communities and the contributors’ behavior, Gloor [5] analyzed knowl-
edge communities and identified three types of collaboration networks: Collabora-
tive Innovation Networks (COIN), Collaborative Learning Networks (CLN), and
Collaborative Interest Networks (CIN). These three networks together form the
ecosystem of Collaborative Knowledge Networks (CKNs), which Gloor believes
is an “extremely powerful engine of open and disruptive innovation for knowledge
creation and dissemination” (p. 136).

Gloor described a COIN as a network of people that is formed by the most dedi-
cated, self-organized, and intrinsically self-motivated people who have a collective
vision. Although a COIN has the smallest number of members compared to the other
two networks, it forms the core of a Collaborative Knowledge Network. Members
of this network share ideas, information, and work in order to achieve the common
goal. However, membership in COINs is fluid; founding members may leave the
COINs due to changes in their interest.

Once a COIN is formed to create innovative ideas, other people join the commu-
nity to discuss the new ideas emerging, to share a common interest and common
knowledge, to learn about the purpose or the applications of the proposed ideas, and
to collaboratively work to develop the ideas [4]. These people form a CLN; they
not only—like experts—actively share knowledge but also—like students—actively
seek knowledge [5]. The members of this network include people who may lack
the skill, time, or interest to join the COIN, but are interested in discussing the ideas
emerging and the knowledge being shared [5]. The CIN network is formed by people
who typically “do little actual work together in a virtual team” [5]. While a minority
of people in this network share knowledge, the majority of them are silent knowl-
edge seekers (lurkers) who do not usually contribute any content [5]. Each of these
three networks is embedded into the subsequent, larger community. The COIN is the
smallest community which is the heart of this set of concentric communities, while
the CIN is the largest and outermost community.

This study explores how and if employing Knowledge Building pedagogy and
technology cultivates and facilitates knowledge creation in an elementary classwhere
the students explore math using robotics. While educational robotics often goes
on in a competitive way, this research employs Computer-Supported Collaborative
Learning (CSCL) environments to create an open innovation community. Collabora-
tive innovation network framework [5] is employed to analyze a knowledge building
community according to the innovative networks’ dynamics, to explore whether
students have similar contribution patterns as those observed in innovation-intensive
organizations.
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Method

This study explores forms of engagement and knowledge work within a knowl-
edge building class. Math topics (e.g., measurement, proportion, and conversion) are
explored using robotics. The online environment used to facilitate the formation of
innovation network is Knowledge Forum® (KF)—a web-based discourse medium
specifically designed to support production and refinement of community knowledge
to advance understanding of the world and effective action through social interaction.

Participants and Settings

Participants of this study included 16 Grade 5/6 (12 boys, 4 girls) in a school located
in Ancaster, Hamilton, Canada. This school has two classes per grade, taking into
account that in some classes two grades are mixed. In this study, the participants
explored math concepts while working on their robotics projects over the course
of 4 months, one session a week. Each session lasted for 90 min, involving two
components:

– Knowledge building talk inwhich studentswere engaged in face-to-face discourse
in order to update their peers about their progress on the task, express their
success/failure stories, ask questions, and answer their peers’ questions. The
knowledge building talk usually lasted for 20 min. Students were asked to enter
a summary of their knowledge building talk into Knowledge Forum.

– After each knowledge building talk, students were divided into their groups to
work on their projects. During their project time, students were involved in hands-
on robotics activities to solve the challenge which lasted for an hour. While
working on their projects, students were expected to enter their findings, chal-
lenges, issues, and breakthroughs to Knowledge Forum, ask their questions, and
build on other students’ contributions. During all the two components described
above, minimal guidance to students was provided.

Dataset

Students’ contributions to Knowledge Forum and the log data are the two primary
sources of data for this study. Students were involved in three different projects; they
posted 199 notes for project 1, 107 notes for project 2, and 163 notes for project 3.
While students’ interactions during all the three projects have been analyzed, this
study only presents the results of the final project because the methods of analysis
and the procedures in all the three projects are similar. For the final project, students
decided to design a robot to collect the garbage from the environment and make
their city a “green city.” As part of this project, students were expected to consider
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math concepts when designing their robots. During the study, the teacher and the
researcher purposely provided no guidance and let the students think and decide
about the projects, in order to turn agency over to students.

Plan of Analysis

The data analyses include social network analysis and lexical analysis [3, 8]. In order
to be able to explore changes in students’ collaboration patterns, students’ notes
posted during the project are divided into two parts: the first half and the second
half of the project, each part lasted for 3 weeks. In each half part, a social network
analysis was first conducted in order to examine if the three subnetworks of the
knowledge networks (i.e., COIN, CLN, and CIN) are formed in a community, and to
identify themembers of each network. Then, a lexical analysis is employed to explore
whether new ideas were proposed and spread in the community. To further analyze
students’ contributions, we calculated the “math-lexical density.” Lexical density is
defined as the proportion of content words (nouns, verbs, adjectives, and adverbs) to
the total number of words. In this study, I am especially interested in math words,
therefore, to calculate the “math-lexical density,” I only selected math-related words
and calculated the math-lexical density for each part of the modules. To calculate
the math-lexical density, the total number of math terms used by the students are
divided by the total number of words. This measure can show what percentage of
the words students used in their notes are math-related words. To further analyze
students’ notes, all the notes posted by students are reviewed and categorized into
two categories: math notes and non-math notes. A math note is a note that contains
at least one math-related keyword. Then, the percentages of the math notes in each
part of the modules are calculated and labeled as the “math-note density.” These two
analyses can reveal the breadth of student math talk. I conducted such analyses over
time to examine how students’ discussions around those math concepts change over
time.

Results

This section details the results of the analyses, including a description of findings for
the social network analysis and lexical analysis.

Social Network Analysis

One primary objective of this research was to explore whether the three networks
observed in knowledge creation organizations are formed in education settings. To
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Fig. 14.1 The network of
writers in Part 1

determine if the three subnetworks are formed, social network analysiswas employed
and students’ collaboration patterns have been analyzed over time.

Part 1

Figure 14.1 shows the networks of the writers in the first half of the module.
According to Gloor [5], a central dense cluster of the network is an indicator of

the emergence of a COIN. Gephi, the social network analysis tool that is used in
this study, has a feature to distinguish dense nodes using different colors and sizes.
A dense node is a node with a high number of lines (in-degree and out-degree)
incident to it. In Fig. 14.1, nodes with higher degrees are presented in dark green,
with larger sizes. As the figure shows, Rya, Anw, and Bis form a central dense cluster
in the network, which may be an indicator of the formation of a COIN. To verify the
formation of the COIN, the whole network is divided into two parts: the potential
COIN and the potential CLN/CIN (Fig. 14.2).

Gloor described density and Group Betweenness Centrality (GBC) measures to
distinguish COIN members from CLN/CIN members. Network density is defined
as the ratio of the actual number of communication connections to the maximum
potential communication connections [3], and reflects the extent to which students
interact with each other. The density of each subnetwork is calculated using Gephi.
Also, the group betweenness centrality of these two networks are calculated using
Freeman’s index:

Fig. 14.2 a Potential COIN
network, b CLN/CIN
networks in Part 1
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Table 14.1 Density and GBC
for the networks in Part 1

Network Density Group betweenness centrality

COIN 0.83 0.06

CLN/CIN 0.18 0.28

BCgroup =
∑g

i=1 [BC∗ − BCi ]

(N − 1)
(1)

Freeman (1979) has defined the group betweenness centrality index as a measure
of the homogeneity of the members’ betweenness; “lower betweenness centrality
means the communication behaviour of the group members is more egalitarian” [6].
The results of the analyses are presented in Table 14.1. As Table 14.1 shows, the iden-
tified COIN has the highest density and lowest group betweenness centrality, while
the identified CLN/CIN has the lowest density and the highest group betweenness
centrality. These results confirm that the COIN and CLN/CIN networks have been
correctly identified. To identify the members of each team, the log data are used.

Figure 14.3 represents the log data for note creation. As described by Gloor, the
CLN members are active contributors who actively engaged in sharing knowledge,
while the CIN members are usually silent knowledge seekers who make little or
no contributions. Therefore, those who have posted notes more than the average
number of notes posted by the CLN/CIN members form the CLN network, while
other students who posted fewer notes than the average form the CIN network.

As Fig. 14.3 shows, Dle, Ess, Jaw, and Jax have written more than the average
number of notes posted by all the CLN and CIN members. Therefore, they are

Fig. 14.3 Number of notes created by the CLN/CIN members in Part 1
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considered as CLNmembers. As a result, Cat,Mor, Noo, Zak, andBra are considered
the members of the CIN.

Part 2
Figure 14.4 shows the network of the writers in the second part of the final project.

As it is evident from Fig. 14.4, Rya, Bis, Anw, Zak, and Dle can be considered as
the potential COIN members, because they together formed a central dense cluster.
To verify this selection, the network is divided into two subnetworks: the potential
COIN network and the remaining part that potentially form the CLN/CIN network
(Fig. 14.5).

As Table 14.2 shows, the COIN and CLN/CIN networks are correctly identified
because the identified COIN network has the highest density and the lowest Group
Betweenness Centrality.

Similar to the previous part, to identify which students are members of the CLN
and which students form the CIN, the log data are used (Fig. 14.6).

As can be seen in Fig. 14.6, Cat, Ang, Ess, Jaw, and Jax have posted fair numbers of
notes (i.e., above the average number of notes posted by all the CLN/CINmembers).

Fig. 14.4 Network of
writers in Part 2

Fig. 14.5 a Potential COIN
network, b CLN/CIN
networks in Part 2

Table 14.2 Density and GBC
for the networks in Part 2

Network Density Group betweenness centrality

COIN 0.7 0.08

CLN/CIN 0.048 0.21
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Fig. 14.6 Number of notes created by the CLN/CIN members in Part 2

Therefore, they form a CLN network, and the remaining students (i.e., Mor, ZakM,
and Noo) are considered as the members of the CIN network.

Lexical Analysis

Using the lexical analysis tool embedded in Knowledge Forum, I examined the math
words students used in each part of the project. In this section, the results of the
analyses for both Part 1 and Part 2 are presented.

Part 1
Figure 14.7 shows the math words students used and their frequencies. From
Fig. 14.7, it is evident that students mainly discussed cardinal directions as they
have written the terms cardinal directions (7 times), east (6 times), West (5 times),
north (4 times), and south (3 times). They also talked about other concepts like
measurement and graphs. However, as the frequency of the used terms shows, these
concepts have not been well-discussed since these concepts were discussed only a
few times.

The math-lexical density and math-note density of the first part are calculated
as 5.75% and 30%, respectively. Therefore, less than 6% of all the words students
used in their notes are math-related terms. On the other hand, the math-note density
shows that only 30% of the notes (23 notes out of the total 76) contain at least a
math word. The results show that while students discussed somemath concepts, they
were mainly discussing non-math-related issues, such as building their robots. For
example, one of the students had written:
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Fig. 14.7 The concepts discussed by the students in Part 1

We had a problem when the vex [their robot] turns and stops. We tried cutting the bottom
and that didn’t work. We tried to fix the wires and that didn’t work.

As the next step, I reviewed the math notes to examine who wrote those math
notes and who initially introduced those math words. Interestingly, most of the math
notes are written by the COIN members; out of the total 23 math notes, 16 were
posted by the COIN members. Also, most of the math terms were first introduced
by the COINmembers. For example, “cardinal directions,” “coordinate,” “axis,” and
“scale” were first introduced by the COIN members. For example, Anw was the first
person who discussed cardinal directions:

We would try to use cardinal directions (north, east, south, west) and then try to make a way
that the vex could use to go around using seconds.

However, there were other math concepts that were initially introduced by a
student from CLN/CIN networks. For example, Dle, who is identified as a member
of the CLN network, was the first person who used the word “pounds”:
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My theory is… we can measure the total garbage at the end of the week. We can use pounds
to measure.

Part 2

Employing a similar approach, a lexical analysis has been conducted on students’
notes posted during the second part. Figure 14.8 shows the math words students used
and their frequencies. As can be seen, students discussed different math concepts,
such as “measurement,” “volume,” “area,” “distance,” and “cardinal directions.” The
frequencies of the topic-specific words that students used show that students deeply
discussed those topics. For example, students extensively referred to words related
to volume (e.g., ml: 17 times; volume: 7 times; oz: 3 times). They also well discussed
concepts related to cardinal directions, distances, and areas.

In the next step, the math-lexical density and the math-note density are calculated.
In this part, students used 364 math words out of the total 1690 words (21.53%).

Fig. 14.8 The concepts discussed by the students in the Part 2
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Also, out of the total 84 notes posted by students, 65 notes (62%) were coded as
math notes. The following note is an example of the math notes:

We thought of doing one space in the hallway, this is howwe got the area. First, we measured
the length and width of a square tile. That was: 30 and 30. Then, we multiplied 30 by 30
that equals 900. Now we counted how many square tiles there were, that was 80. Finally, we
multiplied 80 with 900 and got 72,000.

On the other hand, in the non-math note, students mainly discussed the codes
they wrote for their robots. To further analyze who wrote the math notes and whether
the math concepts were first introduced by the COIN members, I reviewed all the
math notes. The results of the analysis show that, out of the total 65 math notes,
43 nodes were written by the five COIN members. Also, most of the math terms
were first introduced by COIN members. For example, Zak, who is identified as a
COIN member, was the first person who talked about the area and how the area of a
rectangle can be calculated:

… we measured the side lengths. The width we got was 160 cm and the length we got was
192 cm. So our space is obviously a rectangle. After that, we wanted to find the area so we
did the area formula Length times width and so now we multiply 1.92 m × 1.60 m = 3.072
m2.

However, there were some math concepts that were initially introduced and
discussed by other members. For example, Ang, who is identified as a member
of the CLN network, was the first student who talked about the perimeter:

Are you sure you did multiplying because the way you showed it looks like you added which
is the formula for the perimeter?

Discussion and Conclusion

As the results of the analyses show, the three networks observed in knowledge
creation organizations are formed in this Grade 5/6 class. Interestingly, not only the
COIN, CLN, and CIN are formed in both parts, but also students moved from one
network to the other two networks. For example, while Bis, Rya, andAnw formed the
COIN in the first part, the COINmembers in the second part included Bis, Rya, Anw,
Zak, and Dle. As discussed, Dle was initially a member of the CLN network, and
Zak was a member of the CIN network. Also, Cat from the CIN moved to the CLN
network. As it is evident from the results, compared to the first part, more students
were involved in the community: in the second half of the project, more students
formed COIN, CLN, and CIN. As the results show, while in the first part only three
students formed the COIN, in the second part five students formed the COIN. This
result is supported by the literature asGloor [5] stated theCOINnetworkmight extend
over time to include other members. Also, in the second part, five students formed
the CLN network, in contrast to the three students who formed the CLN network in
the first part. As a result, while the CIN in the first part composed of four students,
in the second part its members reduced to three. The results confirm the emergence
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of “leaders” and “rotating leaderships” [5] among students; as stated by Gloor [5],
during the creative “swarming” process, several leaders emerge as the community is a
self-organized community aiming to advance their goals. In essence, highly creative
teams have different leaders who frequently rotate over time [6, 7]. The results of
this study show that, over time, different students took the role of “thought leaders”
to move the discussion toward knowledge objectives. These thought leaders take
collective responsibility for contributing to the community knowledge, resulting in
the success of the project.

Moreover, the results show that while in the first half of the module new ideas and
new concepts were introduced (mainly by the COIN members), they did not spread.
For example, the words “Coordinate,” “Axis,” “Perimeter,” and “Area” were only
used by the COIN members. Some other words like “Pounds” were discussed only
by a few students. This result was expected as most of the students were not actively
engaged in the community. As the log data show, several students in this part did not
even read notes. The average number of notes read by CLN/CIN students was 44.5
notes per person, which may not be enough to learn the new concepts introduced
in the community. Also, the average number of notes posted by CLN/CIN members
was 3.5 notes per person, which may not be enough to spread the ideas. Also, only
three students formed the COIN, and this may have affected the spread of their ideas.

In the second part, compared to the first part, not only more diverse math concepts
have been discussed, but also some concepts like measurement, area, and cardinal
directions have been deeply discussed in the community. Such a result was expected
because the total math notes increased from 30% in the first part to 62% in the second
part of the project.

Interestingly, the results show that the majority of the math notes in both parts are
written by COIN members: in the first part, 65% of the math notes and in the second
part 66% of the math notes were written by the COIN members. Such findings
indicate that the improvements that happened from Part 1 to Part 2 were a result
of the great effort that the COIN members put to move the discussion forward.
In essence, not only most of the new math concepts were first introduced by the
COIN members, but also they were mainly discussed by the COIN members. This
result shows the importance of the COIN members for knowledge advancement in
a community. However, the contributions of other community members (i.e., CLN
and CIN members) should be acknowledged, as all these three networks together
form the ecosystem of knowledge creation.

This research provides an empirical study where we employ Knowledge Building
pedagogy and technology in robotics. As this research shows, it is still possible to
benefit from robotics while students engage in whole-class collaboration. Therefore,
Knowledge Building pedagogy and technology provide an alternative approach to
competition-based learning which is a common approach in educational robotics.
Employing Knowledge Building pedagogy and technology not only lets students
take advantage of the great opportunities that robotics provides, but also can improve
their collaboration and communication skills, which are considered as twenty-first
century competencies. Such analyses can be conducted in education settings in order
to examine the extent towhich students’ collaboration changes over time as a result of



14 Collaborative Innovation Network in Robotics 215

being engaged in community knowledge.One of the limitations of this study is that no
quality analysis has been conducted to qualitatively analyze students’ contributions;
rather, only lexical analysis has been conducted to examine the community in terms of
knowledge creation.While the lexical analysis provides insights about the knowledge
building discourse, it is unable to reveal whether the community ismoving toward the
knowledge objectives, which is idea improvement. This limitation will be addressed
in the next study.
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Chapter 15
Fantastic Interfaces and Where
to Regulate Them: Three Provocative
Privacy Reflections on Truth, Deception
and What Lies Between

Gianluigi M. Riva

Abstract Speech Interfaces represent a new interactive phenomenon, which entails
massive personal data processing. The spectrum of legal issues that arises from this
interaction impacts both user privacy and social relationships. This study addresses
three potential issues or ‘provocations’ relating to speech interaction that illustrate the
challenges and complexity of this socio-legal domain: (i) the potential for lying; (ii)
the possibility of breaching the law; (iii) the ability to interpret an order. It deploys an
in-depth analysis of the related legal consequences and implications with the scope
to prompt discussion around these provocative issues. It first provides an overview
of the correct hermeneutical approach to frame legal paradigms, highlighting the
crucial legal aspects, conceptual approaches and interpretations to be considered
when addressing the whole ‘interactive artificial agents’ (IAA) phenomenon. The
study adopts the classical Civil Law system’s methodology (qualitative/top-down
analytical). The core of the study then focuses on the three provocations as connected
by personal data processing. The goal is to provide a critical legal analysis of those
interfaces that could impact the foundation of human socio-legal interrelations. By
raising awareness of these controversial aspects, the work contributes to fostering
further discussion about interdisciplinary privacy issues that stand at the intersection
of Law, Social Sciences and HCI design, and that cross-pollinate each other.

Introduction

Interactive Artificial Agents no longer belong to the future or science fiction. Never-
theless, they still represent a new phenomenon, with a hype in the research field
that matches their commercial success and spread in customers’ homes and devices
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[1]. While they are also slowly entering the professional market by being adopted
in offices [2], these interfaces are still the prerogative of a few producers: Alexa
from Amazon, Siri from Apple and Google Assistant from Alphabet lead the
market, and their features are to some extent equivalent. All these players aim to
gain positioning that ensures the creation of an Internet of Things (IoT) connected
ecosystem. The long-run goal with IAAs’ is indeed to govern this IoT environment
as the primary interface gate through which users interact with the whole smart
ecosystem [3]. However, currently, IAAs are still stuck at the elementary level of
interaction, performing simple tasks and providing pieces of information concerning
users’ questions [4]. Nonetheless, they represent a silent revolution that is slowly
entering people’s lives through a sort of Overton’s Window,1 based on the provision
of comfort, services, task-management advantages and marketing strategies. The
compensation users pay for these features is the personal data-commodification,2

which implies that users enter contracts by adhesion3 built around profiling activities
as the cornerstone of how the service functions [6]. The scope—or the commercial
excuse—is to ‘improve the experience’ of users.4 This profiling activity represents
the basis for legal and privacy concerns that may arise about IAAs [7], as both the
users’ personal data processing and related big data mining drive all the activities
that these interfaces can perform. Consequently, data processing and mining are
the activities that inform the whole analysis of the legal reflections tackled by this
investigation.

This study aims to pose several provocations concerning legal, privacy, ethical
and practical issues that arise from the interaction between users and interactive

1Which is defined as the ‘range of ideas tolerated in public discourse, also known as the window of
discourse’ [5]. The concept states that an idea’s political viability depends mainly on whether it falls
within this range, rather than on politicians’ individual preferences. Indeed, according to Overton,
the window contains the range of policies that a politician can recommend without appearing too
extreme to gain or keep public office in the current climate of public opinion. The range is formed
by ‘unthinkable’, ‘radical’, ‘acceptable’, ‘sensible’, ‘popular’, ‘policy’, and describes the different
stages of public perception.
2The relationship between users and service providers for the use of a service provided through an
online platform (e.g. social media platforms) falls into the legal regime of contractual relationship.
Despite service providers allege the service is provided for free (gratuitousness), this is not true:
users pay the service (counter-compensate it) with their personal data, with their attention, and by
accepting both to undergo advertisement, to be profiled and their profile to be sold to third parties.
Therefore, for the Law, it is wrong to call them ‘users’, because they must more appropriately be
considered ‘clients’ instead. For instance, note that the Facebook frontpage to access the platform
after the Cambridge Analytica case has deleted the phrase ‘it is for free and it always will be’.
However, this misconception of the data processing relationship implies treating personal data
as commodities (and properties), which is not the case. Under the GDPR and Civil Law, one
does not own their personal data. Instead they have personhood rights over them (to license the
data exploitation under certain conditions set by the regulatory framework). Privacy rights are
fundamental rights and, as such, cannot (and must not) be monetised.
3Meaning those contracts in which the conditions cannot be bargained and essentially work as a
‘take it or leave it’ proposal.
4Although, the benefit of this improvement mostly privileges service providers’ power of prediction
and of shaping personalised advertisement.
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artificial agents. The issues are approached by conducting a critical legal analysis
of the phenomena, in light of the socio-legal effects that particular situations can
entail. Indeed, as no specific regulation is in place for these phenomena, there is,
therefore, the need to apply analogically5 the general legal principles that govern the
related theoretical paradigms. Thus, the method adopted is an empirical hermeneutic
reasoning based on the legal syllogism technique, grounded on the classic critical
legal approach and a legal qualitative/speculative analysis. The goal is to prompt
discussion around these issues without providing definitive answers towards identi-
fying key themes for further development. However, providing legal answers for a
newphenomenon always requires thatwe bear inmind how the compass of regulation
works: the Law6 focuses on the effects, rather than on the actions; it often relies on
presumptions,7 discriminates among legal statuses; protects weaker parties; ensures
accountability8; and adopts a neutral approach toward technology.9

Background

Theworld of speech interfaces is becoming crowded. Siri, Cortana, Alexa, Bixby and
Google Assistant are the principal players. What these assistive interfaces certainly
share is that they are non-embedded Artificial Intelligence (AI) agents, usually
supported on mobile devices as interactive voice interfaces. They are based on in-
cloud natural language processing (NLP) technology that allows two-way voice inter-
action between user and machine [8]. This involves many issues on both legal and
ethical levels [9, 10] not least invasive personal data processing [11] and represents
the first big step toward a full IoT ecosystem [12]. Their functionality entails constant
data gathering/processing, machine-to-machine (M2M) interaction and continuous
personal tracking with related legal, ethical and privacy implications [13].

However, despite the fame that IAAs are gaining among both customers, profes-
sionals and researchers, there is no unique name or categorisation for them.10 For

5So-called ‘Analogia Iuris’, i.e. the technique of applying, in absence of a specific regulatory
framework, the legal regime provided for a similar phenomenon, e.g. what happened with airplanes
at the beginning of the twentieth century, when were mutated navigation rules for regulating the
phenomenon.
6When the term “Law” is capitalised, it refers to the whole Legal System. Instead, when it is not
capitalised, it refer to a single law or norm.
7That is legal fictions: because it is not possible to measure, quantify, define or prove certain situ-
ations (acts, facts, conducts) the Law assumes that under certain circumstances there is a fixed
outcome, called ‘presumption’. The partywho undergoes the effects of legal presumptions is usually
admitted to prove the contrary.
8To provide stability of social relationships through enforceability.
9It regulates—through standardisation—the technical requirements that a technology must match
in order to achieve the wanted effects.
10The literature refers to these devices indifferently as conversational agents, voice user interfaces,
speech interfaces, digital or virtual assistant, smart speakers, and so on.
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the sake of legal argumentations,11 we refer to these interfaces as ‘Interactive Arti-
ficial Agents’ (IAA),12 or ‘speech interfaces’, as per their general characteristics:
they interact; they are human-made (artificial); act (have an agency with effects over
the world and related socio-legal relationships); imply speech (both actively: vocal
interaction; and passively: listening); and represent an interface through which both
humans and machines can interact.

IAAs belong to the realm of NLP, namely a field at the intersection among
Computer Science, Linguistic and Information. It concerns the linguistic interactions
between human and computers, and it focuses on how programming computers to
process natural language data [16]. NLP agents are not a novelty, and they were theo-
rised since the ’50s of the twentieth century [17]. Also, their practical application in
bots dates to the ’70s with the ELIZA project [18]. However, they gained momentum
in the 2010s thanks to advances in Neural Networks and Deep Learning. Currently,
Google Duplex represents the most progressed item in the field [19]. Nowadays, an
estimation of 10% of world consumers own an IAA and they will soon reach the
level of penetration that smartphones have [20].

While the literature around these technologies is flourishing across many disci-
plines, legal contributions are scarce and tend to focus on AI in general or specific
AI-related aspects [21–23]. In turn, legal scholarship is beginning to address IAA
privacy issues but mostly concerning their security aspects [7, 11, 13, 24–26]. On the
other hand, the literature has also shown an interest in the trust aspect by focusing
principally on the ethical level [27, 28]. Nevertheless, there is still a requirement
to connect more fully different field reflections under a legal conceptual umbrella.
To the author’s knowledge, no investigation yet has tackled the connection between
information management (data processing, interaction, filtering), interface design,
Data Protection and the overall legal implications that derive from these. This study
provides a holistic understanding of how concepts such as truth, filtering, interpre-
tation and information control connect with privacy, as well as how they inform
the relational paradigms between users and the interface. The red thread that under-
pins this investigation is tied to the legal effects that such concepts entail and that
legislators urgently need to address.

Framing the Context

Since the 1930s, many science fiction novels, films and comic books have shaped our
conceptual approach to both the future and to technological development. It is with

11Consider that, in Civil Law systems, the Lawmust be general and abstract, meaning that it should
affect the most possible people and embrace the most possible situations.
12We avoid the use of ‘intelligent’ as the Law does not care about the intelligence level of an agent
(be it natural or artificial), unless constituting incapability, because it focuses on actions and, overall,
their effects. The quality (legal status) of the agent affects only its imputability. The point for the
Law is not how much clever one is but if an agent can be considered as a legal subject instead of a
legal object. This goes for robots (embodied AIs), as well as for animals [14, 15].



15 Fantastic Interfaces and Where to Regulate Them … 221

these lenses that we are unconsciously used to seeing the world. Nevertheless, using
the correct paradigms is a fundamental activity for the Law, especially for regulating a
phenomenon. For example, we might be inclined to perceive two different situations
if we see a self-driving car travelling the streets without a pilot and a regular car
driven by an android robot [29]. Actually, these represent the same phenomenon: an
AI which drives a car. Therefore, in order not to confuse one with the other, we need
to consider the difference between shape and use, as well as between product and
service [30].

Similarly, decades of images which have depicted personal assistants as an indi-
vidual’s embodied-robot unit have corrupted this concept: i.e. as an isolated unit
owned by the possessor, which only responds to the owner’s orders as a personal
butler, secretary, assistant or friend. The owner–robot relationship with the producer
was imagined perhaps only in relation to replacement parts, whereas now it is a
continuous real-time connection. The reality is, however, slightly different from the
common perception: current technologies provide us with several forms of non-
embedded assistant interfaces under the form of a service which is managed, trained
and updated by the producer/service provider via the Internet. Users only own the
‘shell’ but have no real power over the ‘ghost’. Thus, for legal analysis, the phenom-
enal paradigmmust shift froma product to a service relationship. This service, in turn,
is characterised by essential elements that render it subjected to the supplier’s power
and will, rather than the user’s. Indeed, the service is far from being a continuous
supply regulated by a previous unique agreement, such as for instance, an electricity
supply.13 On the contrary, it is an on-demand generic support (assisting interface)
in which consumers only use the service ‘for free’, and only pay for the supporting
device (the product). However, the contractual/data protection relationship between
user and service provider is far from being without cost, as it relies on the user
yielding non-necessary personal data.14 Furthermore, users are obliged to see (or
to ear) unwanted advertising,15 they cannot negotiate the terms of the agreement
and have no control about their personal profile sold to third parties. Therefore, the
paradigmatic elements that inform this external (service providers’) power in the
user-interface relationship are (i) recurrent software and terms updates16 which are
outside users’ control, (ii) constant personal data processing (profiling), as well as
(iii) the related policies unilaterally provided by the supplier, (iv) a necessary connec-
tion via broadband, (v) the exposure to third-parties’ application services and (vi) a
potential conflict between users’ and suppliers’ interests.

13It is instead shaped as a licensee agreement of use, paired with privacy policies by adhesion.
14According to the GDPR the data processing must be informed by the principle of purpose,
strictly linked with the principle of necessity and minimisation. They imply that the processing of
personal data must be carried out for specific purposes only, as well as, the data processed must
be quantitatively and qualitatively minimised to the extent of those solely necessary to provide the
requested service.
15Users cannot avoid advertisement nor, usually, can opt-out from personalised ads.
16Usually dispatched together, so that users are forced to accept by adhesion both with no ability
to opt-out from one or the other or single provisions.
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We must also take into account that the relational paradigm shifts from phys-
ical usage to voice interaction (sequences of verbal contracts). All these paradigms
have important impacts on which kind of regulation should apply to the relation-
ship between users, interfaces and service suppliers. They also impact severely on
the outcomes of the actions that the interfaces themselves perform, be these actions
ordered by the users or performed towards third parties.

Three Legal Provocations for Many Practical Reflections

In light of these concerns, this study poses three questions which state provocative
legal reflections. The scope of these questions is to foster discussion around potential
issues that may plausibly arise from the usage of IAAs, by showing that there is no
regulatory reference to frame these situations. It is not the goal of this study to provide
answers to these questions. Indeed, answering the posed questions would necessi-
tate—at least—a dedicated study focused on building the proper legal reasoning as
a foundation for such answers. Indeed, in the absence of a regulatory framework or
jurisprudence to guide the legal interpreter, the only way to provide answers is by
adopting legal analogy and legal logic as guiding approaches.

Should IAAs Be Allowed to Lie to Users (and Vice Versa)?

The fact that an IAA system is capable of lying is not debated, but whether it should
be allowed or not to do it, is a different question with many practical and legal
implications. The current terms and conditions, service use conditions or privacy
policies [31–34] of IAAs do not inform users if the system is allowed to lie or
not. However, if one asks Alexa if it lies, it replies: “I’m not always right, but I
would never intentionally lie” (other speech interfaces give similar responses)17.
Although it is understandable from a contractual perspective that service providers
shape their speech interfaces this way to avoid some liability, this can also have
other implications [35]. Several studies claim that when the system cannot either
lie or tell the truth (for whatever reason), it turns off18 [36]. This occurrence seems
another way to confirm, or at least to raise the doubt, that the system has turned
off in order to avoid the dichotomy of both telling a lie or the truth. In any case,
when it comes to complicated human–machine natural language relationships, the
‘system cannot lie’ oversimplification involves many issues. First, the avoidance

17For instance, Siri replies ‘I’m not programmed to lie’, while Google Assistant replies ‘I’d never
lie to you’.
18However, this is merely empirical. The terms and conditions do not cover this situation and there
is no proof that the system turns off not to lie or to disclose the truth. However, it remains a fact
that it does it every time for the same set of questions.



15 Fantastic Interfaces and Where to Regulate Them … 223

of lying does not imply perforce telling the truth. Many levels of communication
are in place in a natural language interaction, including misinformation, rephrasing,
omissions and bypassing answers. A pure and simple lie avoidance may represent
one of those ethical settings that should be designed according to the Privacy by
Design principles,19 letting users decide in advance what the IAA should or should
not do. Nevertheless, the true–false spectrum introduces new levels of complexity
that are not addressable with a general case-study approach or automatic settings
applicable to every situation as many nuances are in place.

First, the system can lie for particular apps, games or jokes, but this represents only
an exception [37]. Secondly, applications are often third-parties’ services and, as long
as the API terms and conditions of IAAs do not mention the truth requirement, these
apps might be designed with ‘deceitful features’ [38]. This may eventually generate
confusion among users aswell as issues of reliability and neutrality, which introduces
uncertainty in socio-legal relationships.20 Furthermore, the system might ‘think’ it
is telling the truth, meaning it relies on incorrect sources, biases or merely non-
updated state of the art, or even errors [39]. Conceptualising the truth-requirements
implies speculating about the kind of ‘truth’—or its degrees—that must be required
for an IAA. Indeed, it can be argued that an IAA for a professional environment
needs a technical/scientific truth, while in a social environment it needs to express
accurately an acceptable truth. If a user asks the system to evaluate their weight
based on biometric parameters, the system might respond with the precise measure
or something such as ‘you are fat’. Both can be true, but the second implies a socially
unacceptable phrasing (with judgement), which in turn may involve tort law for
insults. We may even speculate that the system should tell a lie to make users feel
better and maintain the relationship, or not to harm people in sensitive psychological
condition.

However, one can also perform deceit by bypassing answers framed with
‘according to’ or with contextual answers formally connected to the question but
that substantially avoid it. For instance, if an IAA replies to an answer regarding
personal data processing by providing the link to the privacy terms and conditions,
it formally answers but substantially forces the user to read it through to find the
answer.

Lying scenarios are far from being speculative and involve relevant legal issues,
for instance, about children and third-party’s private information disclosure, aside
from tort law in the case of deceptive information. Indeed, when it comes to children
(and minors in general), sometimes they may have to be protected from the truth,
and not only with an omission or a lie. This means they should be protected by the
existence of a specific sensitive topic in the first place as might also be the case with
third-parties’ personal information. The IAA should be able to understand the legal
status and legal capacity of particular users and to interact with them accordingly,
without disclosing sensitive or third-party information. On the other hand, third-party

19GDPR Article 25.
20Consider that the goal of legal systems is to provide a twofold tool for social stability (reliability
of socio-legal relationships) which is represented by foreseeability and certainty.
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information might relate to public personalities and so, non-disclosure could clash
with the public interest in receiving public news. Further complications arise when
the interaction occurs contemporarily with a plurality of individuals with different
legal statuses (e.g. minors and adults). The system should be able to recognise the
presence of minors and avoid certain pieces of information. An IAA should be able
to provide ‘white lies’ to children to protect them, for example, in relation to the
existence of Santa Claus. Furthermore, parents’ and minors’ right to privacy can
overlap or be in conflict. The extent of a parent’s right to access the minor’s interface
data is still under debate [40] as it increasingly conflicts with minors’ privacy and
depends on the age or the information that parents would like to access. However, if
a third-party hosts children in an environment that includes an IAA, minors could go
unprotected, and the practical capability for their parents to access their data would
be hard to put in place.

As we can see, the IAA information-management approach plays a critical role
in this issue. As speech interfaces process relevant personal information, they may
be able to disclose this information to others in order not to lie. The case is still
theoretical because the current IAA state of the art does not allow such a level
of interaction. Nevertheless, it is worth considering that an individual should be
protected from the disclosure of confidential information without their awareness,
i.e. personal information. Therefore, if a jealous individual asks an IAA at which
hour their partner came home the previous night, the system should not be allowed
to disclose the information.21 Or should be?22 On the other hand, sharing personal
information could be useful in a family environment, and such limitations undermine
the usability and utility of the system. Again, allowing personalisation of the settings
through Privacy by Design could be a step in the right direction.

In general, the issue concerning the system’s capability for lying should be framed
correctly, not only as the possibility to do so but also the intention to do it. Indeed,
what we are truly asking is not if the IAAs lie or not, but if the underlying natural
language algorithm can be trained to respond with a false answer on purpose. In
terms of potential possibility, the answer would be reasonably affirmative. However,
it does not seem to be the case, as IAAs are composed of both pre-recorded answers
and NLP algorithms that appear not to be coded to do so [42]. Nevertheless, the issue
is that this kind of decision is governed uniquely by service-providers. Users cannot
opt to have the feature or gain control over it, even if these essential characteristics
might impact on users’ fundamental rights.

On the other hand, are users free to lie to speech interfaces and if not, should they
be? It may seem obvious to answer affirmatively. Nonetheless, lying to (or through)
an IAAmay result in harm, which implies liability. Indeed, if we consider a complex
interaction with many parties, this can easily happen, e.g. one tells the system that
the gas bill is paid (while in truth it is not) and it confirms it when someone else asks
for it, causing damages (debt protest). This kind of scenario is particularly true when

21Articles 5 and 32 of the General Data Protection Regulation (GDPR) [41].
22There is no discussion yet in the literature on the issue about knowing personal information of
partners and the extent of this hypothetical right.
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it comes to IAAs in work environments, in which the interface will interact with
employees on behalf of the employer. In this case, one would be inclined to say that
the employee should not lie to the system but, on the other hand, we can argue that it is
their right to do so (or to omit). Indeed, this scenario involves not only fundamental
personhood rights but also all the third-party legal relationships. Although it may
be claimed that internal policies could regulate these cases, this would involve a
shifting question: would policies that require people not to lie to speech interfaces be
legitimate? More generally, there is also an open issue concerning the potential use
of the lie. Admitting one can lie to the IAA, we should consider that this feature is
recorded and can be used to profile the user as a liar and sell the information to third
parties, impacting the user’s external socio-legal sphere of relationships. Finally, the
extent to which the lie can or cannot be used—and in which cases—against the liars
themselves, remains debatable.

To What Extent Should IAAs Be Capable of Interpreting
Orders?

When we interact with each other as humans, we take for granted many things about
language that we do not even consider. For instance, when we ask someone to do
something, e.g. ‘go there’, we take for granted that the recipient of the request will
perform the action considering obstacles and the environment, as well as the whole
non-verbal meaning that we often hide in requests (‘go there’ [by walking and wait
for my next instruction]). Interaction with an IAA still does not work this way. It is
the case of the Robot that walks on the table when asked to do so, which must be
trained to stop when arriving at the table edge, in order not to fall [43]. While this
is ‘interpretation’, it also means stressing the meaning of a concept, reformulating it
according to the context or even by-passing an order. This banal reflection opens a
wide breach in user-interface interactions concerning an IAA’s capability to interpret
in this sense (bypass) orders, requests, actions, situations and even regulations. There
aremany implications from this. Interpretation is undoubtedly useful, but in our daily
experience, it can also result in mistakes and harmful consequences (or lies we are
unaware of). As humans, we have a system (the Law) to allocate responsibility, but
this still does not address artificial agents [44]. Once IAAs will be able to perform
such a task, we will have to solve the accountability issue for harms derived by the
wrong (or right) interpretation. This implies a subsequent issue: society accepts legal
punishment as it inflicts a retribution cost suffered by the guilty [45].Damaged parties
are not merely compensated by the monetary punishment but also by the awareness
that the guilt will suffer the (emotional andmaterial) harmful consequences of paying
it. Even if we design legal personhood for artificial agents [46], we will always lack
that kind of retribution, which eventually could undermine the scope of account-
ability allocation. Furthermore, on another level, this relates to our antithetic desire
to demand the artificial agent to act automatically and flawlessly, but also ethically
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and appropriately considering both emotional andmoral contexts. This need for retri-
bution, may create many ‘false’ (legal) issues, such as the trolley dilemma23 [47],
in which non-legal scholars neglect to consider legal solutions such as the state of
necessity24 and the regime for lawful justifications.25

Nevertheless, another critical issue is how to determine the criteria to embed
this interpretative ability in IAAs and, above all, who should decide. This involves
the ‘black box issue’ and the necessity for explainability and transparency [48].
The speech interface should always be able to explain why it interpreted some-
thing in one way instead of another and to keep track of the process. However, we
are black boxes too, and the Law already provides for us thanks to legal fictions,
objective accountability, negligence rules and justifications. Thus, the IAA black
box interpreter falls into the GDPR regime for explainability.26 Though, Article 22
on Automated individual decision-making may represent a barrier for automated
interpretation. Indeed, the said provision requires the so-called human-in-the-loop
for automated data processing that produces legal effects concerning data subjects
or, that significantly affects them. The provision refers to both ‘decisions’, ‘legal
effects’ or just significant implications that concern data subjects. This point is
crucial because it creates a conflict, as the IAAs able to interpret users’ orders could
not lawfully function unless mediated every time by a human who eventually rati-
fies the outcome.27 In other circumstances, this could even represent a socio-ethical
dilemma: in a medical environment in which a professional IAA (e.g. Watson Health
[51]) would assist/advise doctors, the latter always should have, reasonably,28 the last
word over the machine. Notwithstanding, this recognition of the power of evidence
mined throughmachine-learning might result in the ratification of the IAA’s decision
in order to avoid any potential liability or proof against the machine.

However, one further crucial privacy issue comes from interpretation, as inter-
preting also means the ability to discriminate among different individuals [49].
Although discrimination—which also implies profiling—can be useful in some situa-
tions, this aspect reflects howmuch power an artificial agent (and its service provider)
would gain in this scenario. This is why limitations such as Article 22 are in place,
although they may practically undermine the (future) functioning of an actual IAA.

23Often (legally) misused to approach self-driving car scenarios, their liability consequences and
the related impact on AI systems programming.
24It is not punishable whoever committed the fact for being forced to do so by the need to save
himself or others from the current danger of serious harm.
25The so-called ‘excitement causes’ which are established by the law and identify particular
situations whose occurrence makes it lawful to commit a crime. For instance, self-defence.
26Article 22.
27However, consider that the WP29 guidelines [49, 50] underline how this should not be the case
and, instead, the human intervention in the decision-making process should be substantial.
28And according to GDPR Article 22.
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Should IAAs Breach the Law if Requested (and Allow It)?

To correctly answer this question, we must define what we mean by ‘the law’. The
Law, indeed, is a body of different hierarchical sources that have different aims and
degrees of importance. Hence, there is a difference between violating a fundamental
right or an administrative law. On the other hand, violating freedom of speech might
be less (materially) harmful than breaking a red traffic light. Furthermore, there
might be cases in which violating the law can be admissible, for instance, for saving
a life under the state of necessity. We also must consider that an IAA may be used
to harm someone else. In this case, IAAs should be able to interpret the situation
for assessing whether or not it is reasonable to break a legal (or social) provision,
implying all the issues already addressed. In turn, we may reverse the question to
understand if the IAA should or should not allow the user to breach the law. Here, we
have the same kind of conceptual considerations on paradigms already performed.
Indeed, if we instead ask whether laptop producers should allow users to exploit the
device to breach the law, wemight see the situation from a different perspective. Here
the paradigm describes the IAA as a device, meaning a tool, managed according to
a contractual relationship with the user. Current speech interfaces already prevent
users from accessing potentially harmful information,which could be used to commit
crimes. If we ask the system how to make a bomb, the system does not provide the
answer. This feature works like a pre-crime preventive filter, which, however, limits
the individual freedom of accessing knowledge29 [49].

In general, this question opens an intriguing legal–ethical dilemma as well as an
essential issue for the Philosophy of the Law: is breaching the law a non-written
fundamental right? Indeed, the law provides rules and punishment for their breach
so that an individual has the choice between following the rule or accepting the
consequences and risks of its breach30 [50], which is an essential expression of the
right of self-determination. However, it does not mean that one should be able to kill
someone else only because they choose not to follow the law, but still, this conceptual
choice has fundamental rights implications on preventive policies. For instance, we
can easily kill someone with a knife and yet we can find knives at a restaurant. In
some places, the law prescribes knives to be rounded for this reason, and this is how
the Law usually approaches such issues. Eventually, this issue is connected to the
ability of future IAAs and smart IoT environments to monitor users and the social
tendency to claimwe should prevent crimes in this passive-aggressive way. However,
consider that if we say that we should prevent every breach of the law, we imply that
constant monitoring and surveillance of users is not only fair but should be lawful
and even implemented.

29And furthermore, it is against the general penal principles of Civil Law systems: one cannot be
charged for the mere intention to commit a crime and, therefore, cannot be prevented to express
that intention. For the Law, it is the action that is relevant.
30Which, in both Economy and Criminology, falls into the rational-choice Theory, which posits
that humans are reasoning actors who weigh means and ends, costs and benefits, through utilitarian
approaches in order to make a rational choice [52, 53].
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Conclusion

This study has outlined some characteristics of interactive artificial agents that are
relevant to current discussions around privacy and has framed a perspective for under-
standing some legal reflections. The contribution has focused on three provocative
reflections about (i) the opportunity for IAAs to lie and related legal implications;
(ii) their capability to interpret orders and what this entails in relation to socio-legal
impacts; and (iii) their potential to breach the law and the consequences of doing so.
The study has investigated the common thread of data processing and privacy issues
that underpin these questions and how they interrelate in a complicated scenario of
legal and social relationships. It provided initial light over reflections that the liter-
ature still does not consider and opened the path for further investigations at the
intersection with Privacy, HCI and Ethics regarding IAAs. Future research may want
to expand the investigation around these issues with in-depth analysis of connected
Court decisions or a comparative study in relation to different jurisdictions.
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Chapter 16
A Structured Approach to GDPR
Compliance

Antonio Capodieci and Luca Mainetti

Abstract The European General Data Protection Regulation (GDPR, EU
2016/679), adopted by the European Parliament has profoundly changed the legisla-
tive approach to the protection of personal data by the European Union. The GDPR
provisions require organizations to make deep changes. Organizations have to shift
from an approach based on the adoption of minimum-security measures, provided by
the EUDirective of 1994, to a proactive approach based on accountability. Organiza-
tions that manage personal data of EU citizens have to adopt systems of verification
and continuous improvement and adopt principles such as privacy by design and
privacy by default. The rule of “privacy by design” calls for privacy to be taken into
account throughout the whole engineering process. A key point is the methods for
checking compliance with GDPR. This paper proposes a structured approach based
on business process modelling, to support compliance with the GDPR. We have
identified an approach that has to identify the most important key points for GDPR
compliance.

Introduction

On 24 October 1995, the European Data Protection Directive (officially: Directive
95/46/EC on the protection of individuals with regard to the processing of personal
data and on the free movement of such data) was created as an essential element
of EU privacy and human rights law. The directive required EU member states to
implement the corresponding provisions in national law by 24 October 1998.

The Charter Of Fundamental Rights Of The European Union, approved in 2007,
(2007/C 303/01) says in Article 8—Protection of personal data that “Everyone has
the right to the protection of personal data concerning him or her.” and “Such data
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Fig. 16.1 Internet services and regulations evolution

must be processed fairly for specified purposes and on the basis of the consent of
the person concerned or some other legitimate basis laid down by law. Everyone has
the right of access to data which has been collected concerning him or her, and the
right to have it rectified.” Subsection 3 says: “Compliance with these rules shall be
subject to control by an independent authority.”

As we can see Fig. 16.1 [1], the panorama of “internet technologies and
services” has completely changed since 1994 and the normative prescription became
inadequate to protect personal data.

Finally, starting from 2016 the European Union, from principles enshrined in
the Charter of Fundamental Rights, has completely revolutionized the regulatory
framework regarding the protection of personal data. Several legislative provisions
(regulations and directives) have been issued and others are in the process of being
issued.

The EU has established a single privacy regulatory reference for all member states
to give individuals more rights on their personal data. It is equally important that the
standards apply to all companies that process data of European citizens, regardless
of the place in which this data is processed.

The most well-known provision is the General Data Protection Regulation, better
known as the GDPR.

The new important elements introduced by the GDPR are the self-assessment of
risk to lose personal data and the definition of the strategy to reduce this risk.

In this context, the organizations collecting and processing personal data must be
explicit about their motivation for data collection, who has access to the data, and
how, when and how often the data will be used.

To be GDPR compliant, it is fundamental to know well all the activities related
to personal data and all the employees that manage personal data.
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A self-evaluation necessarily includes the understanding of all the business
processes that are implemented and requires to identify who manages that personal
data.

In the context of Computer Science, there are a variety of modelling languages,
methodologies and tools focused on the concept of “process”. For example
DECLARE [2], DCR Graphs [3], State Charts [4], UML [5–8], GSM [9], CMMN
[10] and Business Process Model and Notation (BPMN) [11]. All of these method-
ologies and tools were developed prior to the introduction of the GDPR. Therefore,
during the process of analysis they do not require collecting all the data necessary to
ensure compliance with GDPR.

Business Process Model Notation (BPMN) provides a standard and easy-to-read
way to define and analyse business processes. BPMN reduces the distance between
a process model and its implementation [12]. In the context of the Data Protection
framework law, we believe that BPMN could be very useful and interesting.

The GDPR

The GDPR standardizes legislation for the management of personal data throughout
the European Union.

Article 25 Data protection by design and by default requires that data controllers
focus on the protection of personal data in both the planning and organization of
services, and in the stage of modelling of IT systems.

Subsection 1 says “Taking into account the state of the art […] the controller shall,
both at the time of the determination of the means for processing and at the time of
the processing itself, implement appropriate technical and organisational measures,
[…], which are designed to implement data-protection principles, […], in an effective
manner and to integrate the necessary safeguards into the processing in order to
meet the requirements of this Regulation and protect the rights of data subjects.” In
Subsection 2 it is required that the controller shall implement appropriate technical
and organisational measures for ensuring that, by default, only personal data which
are necessary for each specific purpose of the processing are processed. […]”.

The records of processing activities [9, Article 30] are the main elements in the
accountability of the owner, as they are useful in the recognition and evaluation of the
treatments carried out, and also in the risk analysis and proper planning of treatments.
The register must contain at least the following information: (i) the name and contact
details of the data controller; (ii) the purposes of the processing, distinguished by
types of treatment; (iii) a description of the categories of data subjects (e.g. customers,
suppliers, employees) and the categories of personal data (e.g. personal data, health
data); (iv) the categories of recipients (even by category only) to whom the personal
data have been or will be communicated; (v) the latest deadlines for the cancellation
of the different categories of data; (vi) a general description of the technical and
organizational security measures referred to in Article 32.
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In general, GDPR are statements about how an organization collects, processes
and more generally manages the personal data of individuals.

Research Question

One of the most important requirements related to the GDPR is to explicitly describe
all the activities that manage personal data and to formally define the complete life
cycle of such data.

The problem is that there aren’t methodologies and tools that can accomplish this
goal. When modelling data, software engineering does not explicitly describe if a
record is “personal data” and does not model the retention time of this data (i.e. how
long the processor should keep a record of this data). The most popular software
modelling tools don’t pay attention to the life cycle of the data, and it’s very difficult
to know the processes and actors that manage personal data [12, 13].

BPMN is focused on the business process. The authors showed in [14–16] that a
methodology, based on business processmanagement analysis, could be very suitable
when adapting business practices to emerging organizational forms.

In our work, we propose that a model based on BPMN can provide an appropriate
basis to support the Privacy-by-Design approach.

Moreover BPMN could also be convenient to define the records of processing
activities that include all the information required by the GDPR and can provide a
solid support for auditing and compliance with GDPR, since BPMN is oriented to
support the business analysis.

Related Work

The state of the art presents several studies where BPMN meets both security and
privacy aspects. In [17], privacy concerns are captured by annotating the BPMN
model. Brucker [18] extends BPMN with access control, the separation of duty, the
binding of duty and the need to understand principles.

In [19], BPMN is extended with information assurance and security modelling
capabilities. Altuhhov in [20], aligned BPMN with the domain model of security
risk management. In [21], privacy-enhancing technologies (PETs) are applied to
enforce privacy requirements and support the analysis of private data leakage. A
query language for representing security policies and a query engine that enables
checking are presented in Salnitri et al. [22].

Moreover, some works involve the definition of extensions of BPMN to meet
cybersecurity requirements [23, 24]. In [25], Maines and colleagues investigate an
approach to modelling security. The authors used BPMN choreography to model
messages exchanged and identity contract negotiation.
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Recent contributions, such as [15, 17, 26, 27] present specific BPMN security
extensions in a healthcare context. The authors introduce security elements forBPMN
in order to evaluate the trustworthiness of participants based on a rating of enterprise
assets, and to express security intentions such as confidentiality or integrity on an
abstract level [28].

Nowadays, a limited number of works have now studied the correlation between
the GDPR and process management. In our work, we propose to extend BPMNwith
meta-information for each element of BPMN that classifies the element in the context
of the GDPR.

There are a few studies that deal with GDPR, though from different points of view.
The authors of [29] present a legal ontology for theGDPR that aims to provide amodel
of legal knowledge regarding the privacy agents, data types, types of processing
operations and the rights and obligations involved. This work is very interesting, and
we will use it as a basis for our work, as described above.

The authors of [30] propose an approach that identifies a “purpose” (purpose for
data management as defined in GDPR) with a business process, and shows how to
use a formal models of a process to derive privacy policies. Although this approach
is also very interesting, in our opinion it is not able to identify all the information
necessary to support GDPR compliance.

Finally, to capture security requirements within business process modelling, it is
useful to have a notation that is supported by a set of graphical concepts, allowing
us to represent the security semantics [27].

Our Solution

In this paper, we propose a structured approach based on the analysis of business
processes, which allows the precise extraction of the records of processing activities
with the necessary attributes. The proposed method also allows us to identify all data
processors.

Extension of BPMN

Our approach is based on an extension of the BPMN, already published in [31].
We defined a set of meta-information for each element of the BPMN design that

classifies the element in the context of the GDPR.
For each pool/process, our method indicates the following:

(i) whether the process deals with personal data;
(ii) the legal basis that authorizes its execution;
(iii) the period of time for which the data is stored. Each activity is classified as to

whether it concerns personal data and the type of data processed.



238 A. Capodieci and L. Mainetti

Business 
Process
Analysis 

Modelling
using

BPMN -
GDPR 

Extended

BPMN 
to XML 

Records of 
processing 
ac�vi�es

List of data 
processors 

Personal 
Data 

Ac�vity 
Record 
Engine

Step 1 Step 2 Step 3 Step 4 Output 

Fig. 16.2 BPMN vacation request with GDPR annotation [31]

In order to avoid creating custom BPMN notation extensions, the “tagged values”
field was used. Based on the core definition of the BPMN, the appearance and
specification of certain elements and connectors were defined by tagged values
(Fig. 16.2).

The following tags were inserted in the pool element:

• GDPR: IsPersonalDataProcessing: a Boolean value (Yes/No) indicates whether
the process involves personal data.

• GDPR: LegalBasis: contains references to the motivations for the execution of
the process.

• GDPR: Duration: the period of time for which storage is expected.
• The following tags were inserted into the task element:
• GDPR: PersonalData: a Boolean Value (Yes/No) indicates whether the activity

involves personal data.
• GDPR: TypeOfPersonalData: indicates the type of personal data processed

(personal data, judicial, health data, political and religious opinions, biometric).

Proposed Approach: BPMN-GDPR-ENHANCED

As we can see in Fig. 16.3, our approach is based on five steps:
Step 1—Business Process Analysis: The science has demonstrated the validity of

Business Process Analysis for understanding how organizations manage information
and data with the necessary level of detail. Here we propose that the application of
BPA can be used to explain and identify the processes that manage personal data.
BPMN is a consolidated tool to model the Business Process.

Step 2—Modelling using BPMN-GDPR Extended: To discover how an orga-
nization manages personal data and to define the processor of such types of data, and
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Fig. 16.3 Proposed approach: BPMN-GDPR-ENHANCED

to model activity (process) and actor (data processor) with the necessary information
required for GDPR we propose to adopt an extension of BPMN (see the previous
paragraph).

Step 3—BPMN to XML: In this stage, we export the BPMN models of our
organization, identified in previous steps, in XML format. This allows us to have a
machine-readable model of the Business Process and Actors.

Step 4—Personal Data Activity Record Engine (PDARC): The Personal Data
Activity Record Engine is a tool used to query the XMLmodel, from Step 2. PDARC
is also able to extract the entire process and all the actors that manage personal data.

This is possible due to a classification based on the tagged values of the BPMN
elements. The xml format of the BPMN diagram can be queried and a list of all the
processes that have the tag “GDPR: PersonalDataProcessing” as equal to true can be
extracted.

The output of this step is two elements fundamental to demonstrating compliance
with GDPR: (1) Records of processing activities and (2) List of data processors.

Implementation

To implement our approach, we decided to extend a BPMN 2.0Modeler tool. BPMN
does not have a uniform implementation. Although it is defined as a standard.
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Fig. 16.4 The interface of the extension plugin

For our project we selected the Eclipse BPMN2 Modeler,1 which is an Eclipse
Plugin that implements the most important BPMN features. The foundation of the
BPMN2 Modeler is the Eclipse BPMN 2.0 EMF meta-model, which is part of the
Model Development Tools (MDT) project.

BPMN2 Modeler uses the Eclipse Plugin Architecture and provides several
extension points for customizing the editor’s appearance and behaviours.

We are developing an add-on of the BPMN2 Modeler that allows the modeller to
add GDPR TAG to the BPMN process element.

In Figs. 16.2 and 16.4, we show an application of our approach to the process of
a vacation request. While not necessarily a real business process, this example only
aims to show the properties of our approach.

Wecanobserve that the vacation request process involves the records of processing
activities and is related to the management of personal data.

After the pool, we analysed the tasks in each lane.
For each task, we defined whether it requires the management of personal data

(using the tag value “GDPR:PersonalData”), and what type of personal data is
managed (using the tag value “GDPR:TypeOfPersonalData”).

Figure 16.4 shows the interface of the extension plugin in operation and a sample
of tagging activity of the Pool adding the value of Legal Basis and The Retention
time (Duration).

1https://www.eclipse.org/bpmn2-modeler/.

https://www.eclipse.org/bpmn2-modeler/
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Fig. 16.5 BPMN-XML SCHEMA EXTENDED

As we can see in Fig. 16.5 our add-on adds special GDPR property to the XML
schema of our BPMN MODEL. Querying the xml schemas we can extract only the
element that has property ext:IsPersonalDataProcessing equal “true”.

<bpmn2:process id="process_7" name="Default Process" isExe-
cutable="false"><bpmn2:laneSet id="LaneSet_1" name="Lane Set 1">

<bpmn2:lane id="Lane_1" ext:IsPersonalDataProcessing="true"
ext:Duration="10 years" ext:LegalBasis="WorkContract" name="ABCCompany">

Based on XML schema, as shown before, our add-on implements the module
the Personal Data Activity Record Engine PDARC that allows users to export
the “Records of Processing Activities” and the “List of Data Processors” in different
“formats”, for example,Word, EXCEL,XML,CVS. Some organizations could adopt
specific applications to manage activities related to GDPR, then could be useful to
import directly in this system the “Records of processing activities” and the “List
of Data Processors” coming from PDARC. At this moment, PDARC is still under
development.

As mentioned earlier, we believe this approach allows us to determine whether a
process involves records of processing activities, with the necessary information to
file the records, as well as to define the data processors.

Conclusion and Next Steps

The proposed structured approach starts from the classical business process analysis
integrated with the elicitation of information prescript from GDPR. From a properly
noted BPMN diagram, we can extract the necessary information for the related
records of processing activities (their legal basis, the duration of conservation, etc.).
Similarly, it is possible to identify all actors who are data processors. As a result, the
preparation of the appointment of the employee as a data processor is facilitated.
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This method allows us to easily prepare records of processing activities and to
increase the accountability of an organization to the GDPR standards.

The ability to demonstrate that the records of processing activities and the list of
data processors derived from the modelling and analysis of business processes can
certainly increase the organization’s accountability and credibility.

We are developing PDARC, the add-on of Eclipse BPMN2 Modeler, an Eclipse
Plugin that implements the most important BPMN feature to add GDPR information
to the BPMN model. PDARC is also able to automatically extract the records of
processing activities and the roles of the data processor by querying the BPMN
modelling system.

We also aim to apply this approach in different contexts. We are working with
institutions in the Local Public Administration, and in the Health Care context to
help manage special categories of personal data that are the object of a specific
prescription, Article 9 of GDPR.

In the future, we aim at creating a tool that can be integrated with a company’s
run time workflow engine to automatically generate records of processing activities
and the appointment of data processors that are adjusted with the requirements of
company processes.
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Chapter 17
Mapping Design Anthropology: Tracking
the Development of an Emerging
Transdisciplinary Field

Christine Miller and Ken Riopelle

Abstract The practice of design anthropology has continued to evolve since the
publication of Design + Anthropology: Converging Pathways in Anthropology and
Design in 2018. At that time, design anthropology was described as “an emerging
transdisciplinary field.” ([1], [2]: 10, [3]).Working collaboratively withKenRiopelle
who provided analytical expertise in social network analysis, we approached this
claim from the perspective of social network analysis “to investigate the human
and nonhuman actors (i.e., people and institutions) that have contributed to design
anthropological practice and theorizing.” [3]. Our initial goal was to determine if—
and, if so, to what extent—design anthropology qualified as a disciplinary “field”.
In our original analysis, we began by establishing a set of benchmarks that serve
as indicators to identify a disciplinary field. In this paper, we revisit our initial
analysis, updating it with new publications, contributors, blogs, groups, and other
developments, to investigate if and how design anthropology has diffused.

Introduction

Design anthropology emerged in the late 1970s as developments within business and
industry, labor, and the government created opportunities for collaboration between
designers and anthropologists ( [4]: 5). Design anthropology has been described alter-
nately as “an emerging transdisciplinary field”, “a (sub)discipline”, and as “a fast-
developing academic field that combines elements from design and anthropology.”
However, these claims had not been substantiated leaving questions as to the actual
size, presence, and potential impact of design anthropologywithin the broad category
of established disciplinary fields. Was design anthropology a practice, a research
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strategy, a subject area, or a discipline? Or was it a subfield of business anthro-
pology, as it is often categorized in the U.S.? The fact that these questions can only
be answered from a specific perspective that creates a snapshot of its presence in a
particular time and place does not diminish their importance. Mapping and tracking
the People and Events that are directly influencing the diffusion of design anthro-
pology practice and theory enables us to see whether (or not) design anthropology
is gaining traction in the marketplace of ideas. Visualizing networks of people and
things (e.g., programs, institutions, conferences) directly related to design anthro-
pology allows us to monitor if and how it is becoming a recognizable field in its own
right.

Working collaboratively with Ken Riopelle who provided analytical expertise in
social network analysis, we approached this claim from the perspective of social
network analysis “to investigate the human and nonhuman actors (i.e., people and
institutions) that have contributed to design anthropological practice and theorizing.”
[3].

What Constitutes a Disciplinary Field?

We began by establishing a basis for design anthropology as a unique branch
of knowledge production, creating a set of benchmarks to serve as indicators in
answering the question “What constitutes a disciplinary field?” In this paper we
revisit our initial analysis, updating it with new publications, contributors, blogs,
groups, and other developments, to investigate if and how design anthropology has
diffused. To establish a basis for design anthropology as an “emerging disciplinary
field”, we turned to recognized sources for guidance [3]:

A more rigorous formal classification method that is used to determine if and when a field
of study qualifies as a discipline is based on an extensive search of “citable items”. For
example, Thompson and Reuters’ Web of Science (WoS) is a widely recognized resource
that provides this type of formal analysis.1 TheWebofScience (WoS) tracks the emergence of
new subject categories (SC) based on “citable items” that include journal articles, conference
proceedings, and reviews [5]. The Science and Social Science Index (SCI + SoSCI), which
is updated periodically, currently includes 252 subject categories (SC) across six broad areas
(Table 4-1). Classifying and cataloging emerging subject areas is a complex ontological
task. Not only is the terminology confusing ([5]: 589–590), but also because the process
is dynamic. The rate of new subject areas is steadily increasing as science becomes more
interdisciplinary [6]. Some subject categories, for example, Chemistry, are split off into
separate categories while others may be eliminated.

Because design anthropology was not among the lists of recognized fields, we
conceptualized the process of becoming a recognized field as progressing along a

1Thompson Reuters’ Web of Science (Accessed July 12, 2016) http://ipscience.thomsonreuters.
com/.

http://ipscience.thomsonreuters.com/
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trajectory.2 In this case, we needed to operationalize the concept of discipline by
identifying a set of reliable indicators, which we did in the 2018 publication.3

Operationalizing Design Anthropology

Our taskwas to operationalize the concept of “discipline”,whichwe accomplished by
establishing a set of indicators that identified “dedicated conferences and seminars,
funding and sponsorship, journals, research agendas, recognized experts, profes-
sional societies and organizations, academic courses and programs focused on the
subject area, and dissertations that specifically focus on the subject area.” [3].

We began to compile lists for each indicator by using several readily available
web-based analytic tools to collect data from the Internet that would provide a broad-
brush preliminary view of the domain design anthropology.4 We used Google Books
Ngram Viewer, which displays a graph showing how a phrase has occurred in a
corpus of books over a selected time range between 1880 and 2008.5 We searched on
both “design anthropology” and “design and anthropology”. We knew of no books
on design anthropology published prior to 2008. Ngram confirmed this when the
search on “design anthropology” yielded no results. However, entering “Design”
and “Anthropology” as separate terms yielded the results shown in Fig. 17.1. Note
that “Design” occurs more often than “Anthropology”, especially since 1960 [3].

By way of comparison, a search on the terms “social network analysis” and
“network analysis” within the same time period yielded results depicted in Fig. 17.2.

To broaden our search, we next conducted a series of searches using Google
Scholar using multiple terms including “design anthropology”, “design + anthro-
pology”, and “design and anthropology”. Again, we recognized that Ngram and
Google Scholar searches will produce different results based on factors such as the
date on which they’re run.6 However, they can provide an estimate of the occurrence
of the term in articles and other publications.

Finally, we ran an Ngram search comparing “Anthropology”, “Business Anthro-
pology”, and “Design Anthropology” (Fig. 17.3) that shows the topic “Anthropol-
ogy” peaking before 2000 and “Business Anthropology” barely up from zero. Design
Anthropology does not show up as a topic at all. Taken together these graphs beg the
question as to why Business Anthropology and Design Anthropology have such a

2We do not envision this trajectory as a linear progression, rather we see it as nonlinear with
“progress” marked by ebbs and flows of events and periods of activity.
3Refer to Chap. 4 in Design + Anthropology: Converging Pathways in Anthropology and Design
[3].
4For a detailed explanation of the Ngram searches please refer to pp. 78–80 in Design +
Anthropology: Converging Pathways in Anthropology and Design [3].
5Google Ngram (Accessed July 12, 2016) https://books.google.com/ngrams.
6Data is continuously being added. These searches on Google Scholar were conducted on July 12,
2016.

https://books.google.com/ngrams
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Fig. 17.1 Ngram results for “Design” and “Anthropology” (1800–2008)

Fig. 17.2 Ngram comparing “network analysis” and “social network analysis” (1800–2008)
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Fig. 17.3 Ngram comparing “Anthropology”, “Business Anthropology”, and “Design Anthropol-
ogy” (1960–2008)

weak showing. As relatively new areas of scholarship and practice this is understand-
able. But forAnthropology as a long-established discipline the decline in publications
after 2000 is somewhat more puzzling.Wemight hypothesize that much of the litera-
ture that documents the work of anthropologists is being subsumed into the literature
of different disciplines, but this is purely speculation.

To complete our broad-brush Internet query, we conducted searches on ProQuest7

using the same terms. Mapping the results of these high-level searches to the indica-
tors we had established to operationalize the concept of “field” suggested that “as a
unique field of knowledge production design anthropology has not achieved the level
of subject category or discipline.” [3]. However, there was evidence to suggest that
design anthropology was an emerging area of interest that had the potential to grow.
Our next step was to visualize the networks that were forming around the practice
of design anthropology.

7For a detailed explanation of the Google Scholar and ProQuest searches in the original research
refer to pp. 76–82 in Design + Anthropology: Converging Pathways in Anthropology and Design
[3].
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Fig. 17.4 MultiNet projection of the 180 people contributing to 12 design anthropology events
from 2011 to 2016

Mapping Design Anthropology

By 2016, there were multiple books, articles, conferences, presentations, and
academic programs that were directly related to design anthropology.We began orga-
nizing data by creating a spreadsheet8 that included a list of 12 discrete “Events”—
edited books, seminars, committees, networks, conferences, and conference panels—
explicitly related to design anthropology between 2011 and 2016. We added a
worksheet for “People” and listed the names of each individual who contributed
to or participated in each of these 12 events arriving at a total of 180 individuals
(i.e., discrete nodes). This list allowed us to create network views by exporting the
names to several dynamic network analysis tools including MultiNet and NEGOPY.
Figures 17.4 and 17.5 depict the results. Figure 17.4 shows the distribution of 150
People (blue) over 12 Events (red) that were identified as “design anthropological”
explicitly by their title or name of publication. Especially interesting in Fig. 17.5
was the emergence of three individuals who emerged as “liaisons” between the 2011
edited collection Design Anthropology: Object Culture for the 21st Century, the
core group of 11 remaining Events, and the 52 People who participated in two or
more events. We interpreted these 52 individuals to comprise a significant core.

8The spreadsheets, including a complete list of URLs and the search results, were made available
on the companion website for Design + Anthropology: Converging Pathways in Anthropology and
Design.
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Fig. 17.5 MultiNet projection of the 180 people contributing to 12 design anthropology events
from 2011 to 2016, with names

Updating Design Anthropology Networks

With the 2016 data as a benchmark, we are now interested in investigating howdesign
anthropology has fared over the 3 years since the initial study. Has design anthro-
pology grown or stagnated? Have there been additional books, dedicated confer-
ences and seminars, funding and sponsorship, journals, research agendas, recognized
experts, professional societies and organizations, academic courses and programs
focused on the subject area, and dissertations that specifically focus on design anthro-
pology? Have new networks emerged? In other words, by revisiting the indicators,
can we conclude that design anthropology is moving closer to becoming a defined
field or subfield?

Table 17.1 shows 8 new Events plus 27 publications that have occurred since 2016
and twoEvents that were initiated in 2014–2015. TwoLinkedIn groups and a SLACK
network were not included in the 2016 research. These are large groups that are
composed of people with varying degrees of interest in and knowledge of design
anthropology.
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Discussion

The purpose of this research is to follow up on the earlier work conducted by Chris-
tine Miller and Ken Riopelle in the chapter “Mapping Design Anthropology” from
the book Design + Anthropology: Converging Pathways in Anthropology and
Design [3]. The research conducted in 2016 and published in the 2018 text used
12 selected Events to map participation in Design Anthropology with a headcount
of 295 people [3]. The current work (i.e., 2019) added an additional 16 Events as
for a total of 28 events and a new headcount of 1,183 people. Table 17.2 shows a
combined list of the original Events and new Events. Network analysis using the
MultiNet/NEGOPY program produced three distinct groups that are color-coded
below.

The Standard Distance is a network statistic that indicates the degree of centrality
for a node (person or list). The greater the negativity score the stronger a node’s
connection is within the group.

The Events are sorted by color and by their standard distance score.
Figure 17.6 is a simple mapping of the 28 Events (i.e., lists) and the corresponding

names of individuals. The Events are colored in red on the left and the names are
colored in blue on the right. The vertical distance between the nodes (lists and name)
is meaningful and represents how far apart the nodes are from each other. The nodes
at the top are far away or not connected to those nodes at the bottom. A tight cluster
of nodes means they are close or connected to one another because of overlapping
list memberships.

Figure 17.7 shows Design Anthropology Groups color the nodes by groups found
with theMultiNet/NEGOPYprograms. TheMapKey indicates 4 distinct groupswith
the colors: blue, red, green, and purple. Note that the Group 0 (Blue) is technically
considered a tree node and not a separate defined group. This tree node consists of 4

Table 17.2 Three groups of combined events produced by network analysis
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Fig. 17.6 Lists and names

nodes from List #14 with one connection to the larger Group 3. Thus, it appears at
the very top of the vertical rankings and is distant from all the other nodes.

Figure 17.8 shows the Design Anthropology Groups with the individual’s names.
The event lists are ordered vertically on the left and the names are on the right. Again,
we can see the four clear groups by their color. The next series of maps will provide
a brief description of each group.

Figure 17.9 shows Group 1 (Red) and Group 2 (Green) with members identified
in the panel at the left. There are 9 members in Group 1 (Red). List 1 and List #24 are
associated with this group. Group 2 (Green) has 19 members and includes the two
LinkedIn lists; nodeList #18 byNatalieHanson and nodeList #17 byBrandonMeyer.
These two groups are very far apart in the network mapping with the Red Group near
the top and Green group at the very bottom. There are no connections between
them. Note there are few connections between these two large online LinkedIn lists.
There are connections from Group 2 (Green) to Group 3 (Purple) but there are no
connections near the top of Group 3, with the exception of Christine Miller, who
is connected to List #10. It appears these are disconnected Design Anthropology
memberships. For a complete listing of L17 and L18, see attached.

Figure 17.10 shows that Group 2 (Purple) has 77 members. The listing of the
Group 2 extends over two frames. The strength of the members’ connections is
reflected in their standard distance score. The more negative score the stronger their
connection.
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Fig. 17.7 Design anthropology groups

Conclusion and New Developments

For this update, we invited Wendy Gunn, Jinshan Distinguished Professor at Jiangsu
University and author and lecturer on design anthropology, to review our paper.
Her comments and questions were insightful, especially in highlighting the need
to balance Automated Social Network Analysis (ASNA) and web-based research
with the grounded ethnographic inquiry. For example, in response to Gunn’s ques-
tion as to whether we referred to classic texts concerning the development of disci-
plinary fields in terms of Western knowledge production, we expanded our research
to include the trend toward more interdisciplinary science that is supported in the
disciplinary development and composition literature [5–7]. Describing techniques to
apply science overlay maps, Rafols et al. illustrate how these maps “help investigate
the increasing number of scientific developments and organisations that do not fit
within traditional disciplinary categories.”
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Fig. 17.8 Design anthropology groups with names

Fig. 17.9 Group 1 (Red) and Group 3 (Green) with members
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Fig. 17.10 Group 2 (Purple)

Most science and technology institutions have undergone or are undergoingmajor reforms in
their organisation and in their activities in order to respond to changing intellectual environ-
ments and increasing societal demands for relevance. As a result, the traditional structures
and practices of science, built around disciplines, are being by-passed by organisation in
various ways in order to pursue new types of differentiation that react to diverse pressures
(such as service to industry needs, translation to policy goals, openness to public scrutiny,
etcetera). However, no clear alternative socio-cognitive structure has yet replaced the “old”
disciplinary classification. In this fluid context, in which social structure often no longer
matches with the dominant cognitive classification in terms of disciplines, it has become
increasingly necessary for institutions to understand and make strategic choices about their
positions and directions in moving cognitive spaces. “The ship has to be reconstructed while
a storm is raging at sea.” (Neurath, 1932/33).

In our initial question concerning the status of design anthropology as a disci-
pline, we did not consider the trend toward interdisciplinary science. We were only
asking if design anthropology could be classified as a disciplinary field. While the
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answer based on formal orders of classification is “not at this time”, our perspective
has shifted: we now see the evolution of design anthropology as part of a higher level
trend toward interdisciplinary science. Referencing her lecture at Carnegie Mellon’s
School of Design in 2019, Gunn alluded to this trend in her comments, suggesting
that “Design Anthropology among other emerging fields is one area of knowledge
production which is contributing to a yet unnamed discipline across different fields
and sectors.”9

Emerging trends in the “design-and-anthropology” relationship support this obser-
vation and suggest that design anthropology might be overcome by new develop-
ments within anthropology and especially within the field of design. Although it
appears that design anthropology is an established practice in European, especially
in Scandinavian countries, this does not appear to be the case in the U.S. Rather
than design anthropology growing as a distinct field of knowledge production, we
wonder if the focus has turned inward instead of across disciplines. With the excep-
tion of the anthropology department at the University of North Texas with inter-
disciplinary design and “project-based anthropology”, it appears that the diffusion
of design anthropology as a distinct program has stalled on the institutional level.
However, at least twoU.S. institutions recently granted doctoral degreeswith “Design
Anthropology” in the individual’s title.10

While the trend toward interdisciplinary science is increasing, there also seems to
be a counter-trend toward disciplinary retrenchment. For example, within Design in
the U.S., wemight be seeing a retrenchment in which Design is incorporating aspects
of social science (i.e., anthropological) theory and methodology into its core. This is
reflected in new subfields like “transitional design”, “design research”, and “social
design”.

In terms of conferences, Ethnographic Praxis in Industry (EPIC) continues to be
a strong draw for designers, but perhaps less so for anthropologists who might iden-
tify more with the subfield of business anthropology.11 It is interesting to note that
the American Anthropological Association (AAA) annual meetings and the Society
for Applied Anthropology (SfAA) have many workshops and panels focused on
“design”. However, at design conferences in the U.S., it is less likely to hear anthro-
pology mentioned.12 With a dearth of academic opportunities in the U.S., young
anthropologists and anthropologists seeking to transition from academic careers
are continuing to find their way into practice within the private and public sector,
especially in the area of User Experience (UX).

9Personal communication with Wendy Gunn in December 2019.
10A cursory Google search (December 18, 2019) revealed ten individuals with a Ph.D. in Design
Anthropology. Two of the degrees were from U.S. institutions (Duke University and the University
of Texas, Austin); most were from institutions outside the U.S. including Curtain University in
Australia, Sheffield HallamUniversity in the UK,Mads Plank Institute at the University of Southern
Denmark.
11Refer to the Business Anthropology website https://www.businessanthro.com/ and Global
Business Anthropology Summit https://www.businessanthro.com/2019-summit
12It was pointed out by a reviewer that this is not true in the European context, who noted that
anthropologists often participate in design conferences.

https://www.businessanthro.com/
https://www.businessanthro.com/2019-summit
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We would like to continue this analysis by exploring questions such as: Why are
the LinkedInDesignAnthro andDesignAnthropologyGroups nonoverlapping?Why
aren’t these groups connected? Do they have different orientations? What would
explain this divergence? Or is this mapping just an artifact and the members are
connected and collaborate more that appears from these maps? Is it possible or
desirable to attempt to create more overlap between these groups? Finally, given the
trend toward interdisciplinary science, we will expand our inquiry to consider the
evolution of Design Anthropology, as Gunn suggests, “as one area of knowledge
production among other emerging fields which is contributing to a yet unnamed
discipline across different fields and sectors.”.
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Chapter 18
Combining Social Capital and Geospatial
Analysis to Measure the Boston’s Opioid
Epidemic

Cordula Robinson, Michael Wood, Francesca Grippa, and Earlene Avalon

Abstract Social support is considered an important factor in the recovery of indi-
viduals, who suffer from drug use disorder. Traditional drug treatment interventions
have mainly focused on the individual without taking into consideration the social
and environmental conditions that may support or reduce drug use. By combining
a social capital framework with geospatial research methodologies, we mapped hot
spots and cold spots within the 23 Boston neighborhoods and identified where social
ties were stronger or weaker. The spatial correlation analysis and Geographically
Weighted Regression demonstrated that in areas where social capital is low, there
is a moderately high incidence of opioid deaths and sick assist calls. Our analysis
shows that in neighborhoods where residents are involved in charitable organiza-
tions, where people gather around religious organizations, or where unions are more
active, people help each other more and might be aware of actions to take to prevent
opioid-related deaths.

Introduction

Opioid-related deaths have increased dramatically over the past few years, and the
opioid-related death rate in Massachusetts is now more than twice the national rate.
According to the 2017 report of the Government of Massachusetts Department of
Public Health, about one-third of admissions to substance abuse treatment centers
and programs in Massachusetts are opioid-related (2017). The opioid epidemic has
been exacerbated in recent years due to decades of opioid over-prescription, and
the influx of cheap heroin, and the emergence of fentanyl [1]. Recent studies have
used opioid overdose and fentanyl-related fatality data between 2015 and 2018 to
identify neighborhoods in Boston with high densities of opioid incidents. Robinson
and colleagues inspected the relationship between opioid reversal drugs and fentanyl
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deaths and found that lifesaving opioid reversal drugs are less accessible to some
residents than others [2].

In this study, we combined social capital variables and geospatial analysis to iden-
tify social factors that contribute to building resilience within a community where
hot spots are identified. Data-driven approaches help to focus the attention on histor-
ically underrepresented and overlooked areas. In this study, we combine geospatial
analysis and social capital analysis to better understand the Boston’s opioid problem.
Our study builds on previous work that applied spatial analyses using Geographic
Information Systems (GIS) to identify significant clusters of fatal overdoses through
discarded syringes [3, 4].

Most of the traditional drug treatments and political decisions ordinarily consider
the individual without taking into account social and environmental conditions. The
assumption of our study is that we can measure the resilience of communities to
the opioid crisis by observing the social connections within those communities,
which can lower the social stigma and provide empowerment opportunities for the
individual. We believe that the social fabric of a community may enhance a commu-
nity’s ability to respond to the crisis, by complementing drug treatment options and
social support within treatment facilities [5].

Community resilience has been associated with various adaptive capacities,
including economic development, social capital, information and communication
infrastructure, and community competence [6]. In this study, we correlate social
capital metrics with opioid incident data (sick assists and death) for the 23 Boston
neighborhoods and apply the social capital framework defined by Aldrich [7]. We
integrate variables for bonding, bridging, and linking social capital at a US Census
Block group level to examine community opioid resiliency through the lens of social
ties. The goal is to appraise a community’s resilience to the opioid crisis by its ability
to adapt to this social emergency in the context of its intrinsic social makeup.

Social capital is usually conceptualized as being embodied in the social ties among
individuals and their positions and can be measured by resources available to indi-
viduals via interpersonal ties and institutional connections, including family, school,
and work [8, 9]. A community can support individuals by engaging in various
types of support, from instrumental—e.g., providing shelter, food, access to job
opportunities—to emotional—e.g., creating or sponsoring charitable organizations
or supporting religious affiliations.

In the context of the opioid crisis, embeddedness in a supportive pro-social
network—represented by family members, non-drug-using friends, and friends who
have recovered from drug addiction—might be expected to mitigate the crisis,
including facilitating recovery and making individuals feel accepted in their commu-
nity. Conversely, being associated with a drug user network can generate negative
social capital and reinforce the social identity of marginalization and strong public
discrimination, exacerbating conditions [10].

Previous studies show that the possession of positive social capital greatly
enhances the likelihood to reduce the risk level of drug use, whereas the posses-
sion of negative social capital reduces such likelihood [11]. In a study on social
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network characteristics associated with risky behaviors among runaway and home-
less youth, Ennet and colleagues found that youth without a social network were
significantly more likely to report current illicit drug use [12]. Their results indi-
cate that networks had risk-enhancing and risk-decreasing properties in that network
characteristics were associated in both positive and negative directions with risky
behaviors. For example, in a study focused on the impact of adverse family circum-
stances on subsequent deviance, Nurco and colleagues [13] found that disruption in
the family structure was significantly associated with crime severity.

A qualitative study conducted among homeless individuals with substance use
disorders found that family members, in particular mothers, play a key role in the
decision to seek treatment, thanks to dynamics such as confrontation and ongoing
emotional support [14]. Members of the recovery network provided empathic
emotional support; coworkers, outside friends, health professionals, and romantic
relationships were also mentioned as important factors determining a successful
recovery.

The literature on “negative social networks” tells us that having close friends who
are still using drugs could reduce the ability to recover. Latkin and colleagues [15]
found that several social network variables, including a larger number of conflictual
ties among the network members and a larger number of network members who
were injection drug users, were significantly associated with drug overdose in the
prior 2 years. Another study on peer, family, and motivational influences on drug
treatment process and recidivism found that peer deviance was positively related to
re-arrest [16].

As demonstrated by two research studies in the Chicago area and in Stockholm,
Sweden [17], the economic disadvantage in urban areas and stability are good predic-
tors of collective efficacy. In areas where there are more of these social gathering
opportunities (including narcotics anonymous and alcoholics anonymous), individ-
uals engage in social support activities and look out for others, and help individuals
struggling with health problems such as opioid addiction or mental illness [18]. In
geographic areas where there is a high degree of bonding and bridging social capital,
individuals are involved in behaviors of “reciprocal exchange”, doing favors for each
other, practicing acts of kindness, and lending a hand whenever possible [18].

Social epidemiology studies focused on individuals with substance use disorders
[19] have demonstrated the importance of a relational approach, where the social
context has a strong influence on substance use patterns. For example, with reference
to smoking behavior, in a 26-year study of African Americans in inner-city Chicago,
Illinois, those with poorer relationships with their family were more likely to start
smoking. Smoking behavior of social network members has also been shown to be
important determinants of age at smoking initiation. In a prospective cohort study
of 996 adolescents in Sydney, Australia, followed for 1 year, characteristics of one’s
social networks (particularly drug use in the social network) were associated with
the likelihood of initiating marijuana use.
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Research Design

Operational Framework and Hypotheses

Aldrich’s classification of social capital in its bonding, bridging, and linking compo-
nents, is a helpful framework to identify social resiliency. We mapped social ties
in the hot spots and cold spots areas by differentiating between strong connections
between individuals struggling with drug use disorder and others who are emotion-
ally close to them (bonding), as well as potential acquaintances or individuals loosely
connected (bridging) and ties to individuals in power (linking) [8, 20]. Bonding is
often described as “good will, fellowship, mutual sympathy, and social intercourse
among a group of individuals and families who make up a social unit” [21]. Sociol-
ogists call this phenomenon homophily to indicate how closest friends and contacts
likely share language, ethnicity, culture, and class [22].

Bridging refers to the type of connection that comes from weaker ties to people
with whom we spend less time and have less in common. The connections may
come through a church and other community meeting points [23]. As demonstrated
by the seminal work by Granovetter [24], less intimate connections between people
based on more infrequent social interaction, which Granovetter calls “weak ties”, are
critical to access social resources, such as job referrals, because they integrate the
community by bringing together otherwise disconnected subgroups [18]. In some
communities strong ties among neighbors are no longer the norm, as friends and
social support networks are decreasingly organized around local institutions, either
religious or civic. Bridging ties may be especially useful during and after disasters
or major social disruptions as these network members may be geographically distant
from survivors and therefore better situated to provide aid. For example, religious
communities outside New Orleans in areas such as Baton Rouge and Biloxi imme-
diately opened up shelters in the aftermath of Hurricane Katrina [25], Gotham and
Powers [20]. Similarly, in the case of the opioid crisis, when individuals who struggle
with substance use disorder are sent to detox and rehabilitation centers, their social
ties become weaker, and connections with family members or close friends are hard
to maintain. The sense of isolation experienced by individuals in the detox center has
been studied in the past [26] and demonstrates the need for interventions that span
the boundaries of family connections and involve “weaker” social connections.

The third and final type of connection, called linking social capital, is between
a regular person and someone in power or authority. While a strong connection
with family members and acquaintances are the most common, these may not be
enough to guarantee individuals receive the support they need in case of emergency.
Bridging and linking ties, while harder to create and maintain, can help vulnerable
populations get ahead, especially when social ties become looser and geograph-
ical distance becomes a barrier that prevents vulnerable individuals to receive the
emotional support they need.
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The support availability of social and physical infrastructure available in a
community might vary based on resources and socio-demographic factors. Indi-
viduals might have higher or lower access to emotional support, depending on where
their family or friends currently reside, or instrumental support, determining their
ability to find a stable residence or a job which in turn might impact individuals with
substance use disorders [12].

While social ties to friends, family members, and individuals belonging to reli-
gious or civic organizations (bonding and bridging social capital) might provide
immediate support in case of overdose or similar emergencies, connections to indi-
viduals in powers are likely to have a less immediate influence to the individual’s
recovery. Knowing someone who is well connected to decision-makers could have
an impact on the opioid crisis over a longer period of time. The impact of government
connections (linking social capital) might matter less in the short term, since polit-
ical ties to the individual in power might not be enough to guarantee an immediate
reduction in deaths.

The complexity of coordinating the efforts of various community stakeholders,
including healthworkers, elected officials, policymakers, and business leaders, might
suggest that government connections and political contributions are not strong
enough determinants of an immediate impact on drug use.As Sampson andWikstrom
[17] found in their study of social capital in the Chicago neighborhoods, although
residents seem to disengage and are more cynical in disadvantaged communities,
community leaders becomemore intensely involved in seeking resources, often from
afar. But this engagement requires integration and coordinated effortswhichmay lead
to delayed responses and decreased efficacy [17].

Based on the literature mentioned above, we would expect fewer opioid incidents
in areas with higher values of bonding and bridging social capital, while the associa-
tion with the linking social capital could be less significant because of the complexity
of factors that could impact opioid incidents.

Data Collection and Processing

In October 2018 and October 2019, we convened two Community Advisory Board
meetings with individuals who live, work, pray, and/or have some other important
connections to communities that are impacted by the opioid addiction in the city
of Boston, Massachusetts. The discussion focused on how to make their communi-
ties safer from the damaging impact of addiction. Participants represented commu-
nity health centers, large acute-care hospitals, faith-based organizations, community
health workers, residents, institutes of higher education, frontline medical staff, and
researchers. The advisory board noted that the Boston neighborhoods demonstrate
great variance in recovery success, including in areas where high success rates might
be expected owing to infrastructure support (e.g., a section of Boston commonly
referred to as Methadone Mile/Recovery Road). It was recommended that data anal-
ysis focuses on the Boston neighborhoods to derive granular insights into social
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capital systemdynamics and understand if the foundation of a community’s resilience
and recovery ability can also be explained through social support in addition to infras-
tructure. We, therefore, focused data collection and analysis on the city of Boston
and its 23 diverse neighborhoods. Readily available datasets pertaining to opioid-
related incidents and death are obtainable from the city’s public health and safety
departments.

Members of the focus group emphasized that the following factors may impact
successful recovery: detox centers; transitional care (e.g., intensive outpatient);
halfway houses; mutual help groups (Narcotics Anonymous, Alcoholics Anony-
mous, SMART recovery, faith-based groups, others); methadone, suboxone supple-
mentation; and/or individual counseling. Adjunct treatment of comorbid psychiatric
and medical illness are often an essential part of complete recovery as well; dreams
and hopes for the future.

To represent bonding social capital, we used seven variables that measure the
strong connections among individuals looking at similarities in demographic char-
acteristics, attitudes, and resources. Bridging social capital was represented by seven
variables that measure acquaintances or loose connections through ties that span
social divisions and groups. And linking social capital was represented by six
variables to measure connections of regular citizens to those in power.

We obtained data from four primary sources. We collected the approximate
addresses of “sick assists” for the years 2015–2019 from the Boston Police Depart-
ment.We then collected addresses of residents who died from fentanyl-related causes
in 2015 from theMassachusetts Department of Public Health. We then relied on data
from the Environmental Systems Research Institute (ESRI) to include pharmacies
and community health centers that distribute opioid reversal drugs. Social capital
data relevant to the study are also downloaded from ESRI’s Community and Busi-
ness Analyst sources at the block group level. The initial geodatabase includes a
separate feature class for each variable (bonding, bridging, and linking). Table 18.1
illustrates the variables used in this study which are a subset of the ones used by
Kyne and Aldrich [27]. Data associated with these variables are publicly available
[28, 6, 29].

Results

The hot spot map in Fig. 18.1 identifies six areas of heightened opioid activity
throughout the city of Boston. These Boston neighborhoods include East Boston,
Downtown, the South End, Roxbury, Dorchester, and Jamaica Plain (Fig. 18.1). The
area of highest density exists along Massachusetts Avenue, a well-known hotspot
commonly referred to as the Methadone Mile, or Recovery Road. All areas demon-
strate correspondingly high confidence levels confirming the clustered patterns are
not random.

The spatial autocorrelation tool confirms clustering is significant where there is
less than 1% likelihood that the clustered patterns identifying the six areas with
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Table 18.1 The social capital variables used in this study, after Kyne and Aldrich [27]

Social capital variable Study variable Source

Bonding

1 Race similarity Diversity index ranges from 0 (no
racial diversity) to 100 (complete
racial diversity)

(ESRI 2018CA)
Block group

2 Educational equality Absolute difference between %
population with college education
and % population with less than
high school education

(ESRI 2018CA)
Block group

3 Race/income equality Gini coefficient ranges from 0
(perfect equality) to 1 (perfect
inequality)

(US Census
2018AFF) Block
group

4 Employment equality Absolute difference between %
employed and % unemployed
civilian labor force

(ESRI 2018CA)
Block group

5 Language competency Calculated from the US Census
Limited English Proficiency data
set

(US Census
2018AFF) Block
group

6 Communication capacity % households with a telephone (ESRI 2018CA)
Block group

7 Non-elder population % population below 65 years of
age

(ESRI 2018CA)
Block group

Bridging

1 Religious organizations Religious organizations per
10,000 persons

(ESRI 2018BA)
Business and
facilities search
block group

2 Civic organizations Civic organizations per 10,000
persons

(ESRI 2018BA)
Business and
facilities search
block group

3 Social
embeddedness—charitable ties

Member of charitable
organizations (%)

(ESRI 2018CA)
Block group

4 Social embeddedness—Church
ties

Member of church boards (%) (ESRI 2018CA)
Block group

5 Social
embeddedness—Fraternal ties

Member of fraternal orders (%) (esri 2018ca)
block group

6 Social
embeddedness—Religious
clubs

Member of religious clubs (%) (ESRI 2018CA)
Block group

7 Social embeddedness—Union
ties

Member of unions (%) (ESRI 2018CA)
Block group

Linking

(continued)
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Table 18.1 (continued)

Social capital variable Study variable Source

1 Political linkage % voting-age population who are
eligible for voting

(ESRI 2018CA)
Block group

2 Local government linkage % of local government employees
working for local governments

(ESRI 2018CA)
Block group

3 State government linkage % of state employees working for
the state governments

(ESRI 2018CA)
Block group

4 Federal government linkage % of federal employees working
for federal agencies

(ESRI 2018CA)
Block group

5 Political linkage—contribution Contributed to political
organization in the past 12 months
(%)

(ESRI 2018CA)
Block group

6 Social linkage—social services Contributed to social services
organization in the past 12 months
(%)

(ESRI 2018CA)
Block group

7 Religious linkage—religious
contribution

Contributed to religious
organization in the past 12 months
(%)

(ESRI 2018CA)
Block group

8 Political linkage—political
activities

Attended political
rally/speech/organized protest (%)

(ESRI 2018CA)
Block group

Fig. 18.1 Getis-Ord Gi* hotspot analysis of opioid incidents in Boston
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Fig. 18.2 Spatial
autocorrelation results

heightened opioid activity are the result of random chance. Figure 18.2 illustrates
the results of the inverse distance spatial autocorrelation tool, which confirms that
clustering is significant. Allmodels indicate less than 1% likelihood that the clustered
pattern is random.

Bonding Social Capital Map

To measure bonding, seven metrics were applied to reflect strong connections
among individuals. Each of the seven variables serves as yield indicators to measure
homophily and similarity. Specific bonding variables include: race similarity, educa-
tional equality, race/income equality, employment equality, percent population profi-
cient English speakers, percent of households with a telephone, percent population
below 65 years of age. At the block level, racial income similarity and gender income
similarity metrics were unavailable and we could not include them in the social map.
A social capital score of 0 is the lowest ranking and 1 the highest ranking. The data
classification method is Equal Interval. The locations of opioid incidents including
fentanyl death residence locations are plotted for context. Opioid incidents tend to
occur in or immediately adjacent to the block groups with a medium bonding score.
Opioid incidents occur in or immediately adjacent to medium bonding block groups
(Fig. 18.3).

Opioid incidents appear to be concentrated along the Massachusetts Avenue
corridor (Methadone Mile/Recovery Road), as well as Downtown and East Boston,
where there are medium levels of bonding social capital. In the neighborhoods of
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Fig. 18.3 Bonding social capital in Boston

Roxbury andDorchester aswell asEastBoston,weobservemedium levels of bonding
social capital and large numbers of opioid incidents.We also observed that open space
areas have very few to no opioid incidents.

Bridging Social Capital Map

Figure 18.4 visualizes bridging variables that reflect connections between individ-
uals through ties that span social divisions and groups. The connections come from
an individual’s involvement in various civic organizations including religious orga-
nizations, charitable organizations, churches, fraternal orders, and unions. We were
not able to collect data at the block level on the number of individuals affiliated with
a religious organization per 10,000 persons, since the U.S. Census Bureau does not
collect data on religious affiliation in its demographic surveys or decennial census
(Public Law 94-521).

Similarly to the bonding social capital, a bridging score of 0 is the lowest ranking
and 1 the highest. Equal interval classification divides the range of attribute values
into equal-sized subranges with user-specified intervals. Class ranges are set to 3 and
enable comparative visual interpretation. Central locations exhibit low connections;
while peripheral locations in Jamaica Plain, Mattapan, and sometimes wealthier
neighborhoods (Back Bay, Beacon Hill, and Downtown) show higher connections.
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Fig. 18.4 Bridging variables social capital in Boston

Opioid incidents tend to occur in or immediately adjacent to the block groups with
a low bridging score.

In neighborhoods where there is a higher concentration of people who are
members of charitable organizations, members of church boards, members of
fraternal orders, members of religious club, or members of union, there are fewer
opioid incidents.

Data indicates that Roxbury and Dorchester, as well as the South End and East
Boston neighborhoods have themost lowbridging social capital block groups.Opioid
incidents tend to occur in or immediately adjacent to the block groups with a low
bridging score. Low bridging social capital appears to be concentrated along most
of the Massachusetts Avenue corridor.

Linking Social Capital Map

Figure 18.5 examines the linking social capital variables measuring the connections
of regular citizens to those in power. The variables include government connec-
tions, political contributions, social linkages by social services, religious linkages
by contribution, and political links through openly political activities. All variables
under Linking (a percentage) are normalized between 0 and 1 and equally weighted,
and the data classification method is Equal Interval.
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Fig. 18.5 Linking social capital in Boston

Central locations, such as the areas around Methadone Mile/Recovery Road,
Roxbury, Dorchester, and Mattapan, exhibit low connections; while peripheral loca-
tions, and mostly wealthier neighborhoods (Back Bay, Beacon Hill, Downtown, and
West Roslindale) show high connections to individuals in power. Opioid incidents
correspond with a low linking social capital score. Results show that low linking
social capital is more extensive throughout the Boston neighborhoods than bonding
and bridging social capital. In particular, Roxbury and Dorchester, Mattapan, the
South End, and East Boston include neighborhoods with low linking social capital
block groups. In these block groups, we observe a higher number of opioid incidents
though this doesn’t dominate all groups with low scores (e.g., Mattapan).

Composite Map: Social Capital Score by Block Group

When overlaying all opioid incidents, there appears to be a strong visual correlation
between low social capital scores and high numbers of opioid incidents. An excep-
tion to this observation is Downtown Boston/Chinatown that illustrates a cluster of
incidents but have high social capital. Most low social capital block groups are in
Roxbury and Dorchester, and East Boston neighborhoods. Fentanyl deaths/opioid
incidents tend to concentrate more in or near block groups with a low social capital
score, while fewer fentanyl-related deaths/opioid incidents occur in areas with high
social capital scores.
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Fig. 18.6 Composite map of social capital: bonding, bridging, and linking

East Boston stands out, having both low social capital and high number of
Fentanyl-related deaths. Also, the block groups in the vicinity of the Methadone
Mile/Recovery Road are all low social capital block groups. Much of the
MassachusettsAvenue corridor is comprised of low social capital blockgroups except
for the Back Bay neighborhood near the Charles River (a fairly affluent sector of the
city). Downtown, Beacon Hill, the Back Bay, Charlestown, and suburbs tend to have
the highest social capital with fewer incidents. Figure 18.6 is a combination product
of normalized scores calculated from the bonding, bridging, and linking variable
datasets.

Regression Analysis

To quantitatively test the visual appraisal, we conducted a Geographically Weighted
Regression (GWR) to examine whether social capital factors explain opioid-related
incidences. Social capital variables are the independent variables and the number of
opioid incidences is the dependent variable. We use the social capital variables to
predict where we might see opioid incidents. To ensure our models are not biased,
we conducted spatial autocorrelation for all residuals, and we found that they were
random, not clustered, thus significant. Areas demonstrating more incidents than
expected, might show other factors are in play, e.g., mobility within the region;
similarly for those areas with cold spots.
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With reference to the specific neighborhood, Downtown Boston, Roxbury, and
Dorchester have the highest residuals. Areas such as Mattapan and pockets of
Brighton have low incidents compared to what we would expect. The Massachusetts
Avenue corridor andMethadoneMile/Recovery Road is prominent as there are many
more incidents than we would expect based on the bridging social capital variables.
This means that in these areas there might be other factors impacting the occurrence
of deaths or sick assists that could not be explained with the connections that resi-
dents have with religious or civic organizations. Figure 18.7 illustrates the maps of
opioid incidents and what we would have expected given the observed to bonding,
bridging, and linking social capital.

Results of the GWR analysis suggest that bridging social capital has a strong
influence in terms of correlation with opioid incidents. Results on bonding social
capital are inconclusive, neither confirming nor refuting the initial observation. The

Bonding Social Capital Bridging Social Capital 

Linking Social Capital Map Legend

Fig. 18.7 Maps of bonding, bridging, and linking social capital: expected data and GWR results
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GWR results confirm the vague correlations of high occurrences of opioid incidents
and block groups with low linking social capital. Linking social capital is extensive
throughout the Boston neighborhoods, although it does not dominate all groups with
low scores (e.g., Mattapan).

Discussion

Our findings suggest that in the Boston neighborhoods where social capital is low,
there is a moderately high incidence of opioid deaths and sick assist calls, as we
observed more hot spots and fewer cold spots. In particular, we found that opioid-
related incidents will go down in areas where bonding and bridging are at a medium
to high level. The hot spot map identifies six areas of heightened opioid activity
throughout the city of Boston, where bridging social capital variables are higher.
Bridging social capital shows the highest influence in terms of correlationwith opioid
incidents. Our analysis shows that in neighborhoods where residents are involved
in charitable organizations, where people gather around religious organizations, or
where unions are more active, people help each other more and might be aware of
actions to take to prevent opioid-related deaths. Individuals living in a neighborhood
where there are more churches or civic organizations might be more likely to receive
support when they are struggling because of the community propensity to help and
be more outward focused.

Charitable or religious organizations might act as catalysts for building social
support, as educators, as institutions where people gather to find solutions to commu-
nity and individual problems, or where people whose strong ties have deteriorated
because of geographic distance, can find support and first aid. Given the importance
of the bridging social capital, we would recommend the development of initiatives
and incentives to build synergies among civic and religious organizations that can act
as an immediate social support system when strong ties (i.e., bonding social capital)
become unavailable.

In certain areas in Boston, such as Methadone Mile/Recovery Road, Downtown
Boston, and East Boston, we see a high concentration of opioid incidents, as well as
medium levels of bonding social capital, and low levels of bridging social capital.
In these areas residents share fewer socio-demographics characteristics, and seem to
be less involved in charitable, religious, or civic organizations. As demonstrated by
studies in theAfricanAmerican andLatino communities [30], church-based interven-
tions have the potential to yield stigma reduction. Fighting the opioid crisis requires
a community-based approach, by developing partnerships with local institutions and
organizations and investing in opportunities to support individualswho have lost their
family/friends/connections. Tailoring interventions to single race-ethnic groups may
not be the best approach in diverse community settings, which are common among
various Boston neighborhoods.
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The role played by the bridging social capital can also be interpreted by looking at
the work done by Community Health Workers (CHWs). According to the Commu-
nity Health Workers in Massachusetts report (2009), 90% of CHWs report working
with individuals with substance use disorders. This has prompted elected officials,
policymakers, and business leaders to engage and partner with community health
centers to more directly tackle the opioid crisis on the premise that every individual
struggling with substance misuse should have equitable access to treatment. CHWs
provide direct services, such as informal counseling, social support, care coordina-
tion, and health screenings which help to alleviate the stigma associated with the use
of drugs, often a barrier to care and treatment [31].

Results indicate that bonding social capital is not directly correlated with higher
incidences of sick assists or opioid-related deaths. This means that neighborhoods
where residents share common socio-demographic characteristics, income, language,
and age, are not necessarily going to have lower cases of opioid incidents. As we
know, individuals from a wide range of income, net worth, educational attainment,
occupation, and race have all been impacted by the epidemic. Future studies could
focus on further exploring these demographics to better understand the commu-
nity and their neighborhoods, with the goal of targeting similar demographics with
education and community outreach that could reduce stigma and save lives.

Findings suggest that a community’s resilience to opioid crisis can be explained by
social composition and support (or lack therefore) as opposed to critical infrastruc-
ture.Our findings show that recovery infrastructure are pervasivewithin high incident
areas and almost follows such locations. This indicates that a community’s resilience
to the opioid crisis can be measured by its level of social capital, by differentiating
between bonding, bridging, and linking social capital.
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Chapter 19
Reward-Based Crowdfunding as a Tool
to Constitute and Develop Collaborative
Innovation Networks (COINs)

Michael Beier and Sebastian Früh

Abstract The concept of “Collaborative Innovation Networks” (COINs) has been
successfully applied in many projects over the past 15 years to detect COINs in
given situations and to enhance the behavior of related actors in the corresponding
social networks. However, what might be missing is an easily applicable tool, which
helps potential initiators of an innovative endeavor in a guided process to initially
constitute and further develop a COIN over several stages. In this paper, we follow
the idea that reward-based crowdfunding campaigns could be such a practical tool.
Therefore, we develop a conceptual framework of how reward-based crowdfunding
can be applied to support the constitution and development of COINs.

Introduction

Most people perceive reward-based crowdfunding mainly as a relatively new way to
raise funding via the Internet. However, reward-based crowdfunding can be much
more than that, especially when it is applied to promote specific purposes of collabo-
rative innovation. It provides a practicable tool to constitute and develop collaborative
innovation networks (COINs) that can be applied as a complement to the classical
COINs approach. In this paper, we develop based on an extensive literature review a
conceptual framework of how reward-based crowdfunding can be applied to support
the constitution and development of COINs.

The paper is structured as follows: in the next section,we briefly introduce relevant
theoretical foundations and the relevant state of research on collaborative innovation
networks (COINs) in the context of this paper. In the third section, we do the same
for reward-based crowdfunding. In section four, we combine both approaches and
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present our framework on how reward-based crowdfunding can be applied as a tool
to constitute and develop collaborative innovation networks. Finally, we present our
conclusions and implications for practical applications and subsequent research.

Collaborative Innovation Networks (COINs)

Collaborative innovation networks (COINs) can basically be defined as “virtual
communities interacting on a global scale … made up of self-motivated people
who share a common vision, meeting on the web to exchange ideas, knowledge,
experiences and to work in a collaborative way to achieve a common goal” [18],
p. 6. Correspondingly, COINs are dynamic social networks, in which actors inno-
vate, collaborate, and communicate on new ideas [25]. Themain components of their
definition are: (1) an evolving community of likeminded people, (2) connected and
interacting to a significant extent via digital channels, (3) to commonly pursue to
develop and disseminate some kind of innovation [29].

The development of COINs can generally be structured into four phases [27].
First, the network initially originates from an individual initiator or an informal
group, which starts an innovative endeavor. Second, a team constitutes around the
initiator(s) or the idea. Such a core team is called a “Collaborative InnovationNetwork
(COIN)”. It builds the core origin of the innovative endeavor and consists of 3–15
people. Third, after further developing the idea within the core team more like-
minded people have to be attracted to the social movement to support the further
development of the innovation as well as its dissemination. This stage is called “Col-
laborative Learning Network (CLN)”. Corresponding networks consist of hundreds
of people who actively exchange knowledge on regarding topics in the context of
the innovation, and therefore directly contribute to the development with regard to
the content of the collaborative endeavor. In the fourth and final phase of dissemi-
nation, the collaborative innovation network needs to reach even more people, most
of them only in the role of consumers of relevant information as well as services
or products provided on the basis of the new innovation. This stage is called “Col-
laborative Interest Network (CIN)” and often consists of thousands of people who
use or further spread an innovation. In addition to the successive phases of COIN
development described in this section, the four different roles in the COIN network
(initiator(s), COIN core team, CLN, and CIN) can also be applied to locate or analyze
specific actor types in fully established and extended COIN networks after the fourth
phase has been completed.

However, the COINs concept and the constituting social networks of its develop-
mental stages are not directly perceivable nor does the concept provide hands-on tools
for people to originally constitute (and develop) such networks on their own. Rather
the general COINs approach applies a scientific consulting perspective (mainly based
on social network analysismethods) to help optimize already existing social networks
for collaborative innovation purposes by evidence-based advice for social network
development and virtual mirroring [26]. In this context, virtual mirroring means that
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specific characteristics of COIN networks are visualized or computed and commu-
nicated to respective actors in the network or organization under investigation to
provide them a “virtual mirror”. This mirroring allows these actors to better reflect
on their individual and collective interaction patterns and to adapt their behavior
towards more beneficial patterns to enhance specific objectives of their collective,
like increases in innovation output or customer satisfaction [28]. Respective char-
acteristics to detect COINs are called “honest signals” and cover measures of the
structure, dynamics, and content of interactions in social networks [27].

The COINs approach has been successfully applied in many projects over the past
15 years to detect COINs in organizations and to adapt the behavior of related actors
in the corresponding social networks [26–28]. However, at present the COINs frame-
work is more reactive in the sense that it mainly helps to analyze structures of given
social networks, detect COINs (honest signals) in it, or to provide recommendations
and tools to adapt the behavior of actors in the networks (in particular social network
analysis, Condor software, virtual mirroring). What is missing, is an easy applicable
tool, which helps potential initiators of an innovative endeavor in a guided process
to constitute and further develop a COIN over several stages, even without being
educated in social network analysis (even though it would be beneficial for them
to be). In this paper, we follow and apply the idea that reward-based crowdfunding
campaigns could be such a practical tool.

Reward-Based Crowdfunding (RBCF)

Crowdfunding is mainly known as a new way of digital fundraising for innovative
projects andventures,whichhas becomepopular over the past years. Insteadof asking
banks, venture capitalists, business angels, or governmental agencies for funding,
project initiators make a direct call via the Internet to a virtually related “crowd” of
potential stakeholders for financial support for their endeavor [47]. Generally, crowd-
funding can be defined as an “open call, mostly through the Internet, for the provision
of financial resources either in the form of donation or in exchange for the future
product or some form of reward to support initiatives for specific purposes” [10],
p. 588). Supporting this, crowdfunding platforms act in this regard as digital inter-
mediaries in two-sided markets matching fundraisers and funders via crowdfunding
campaigns operated in the platform [11].

Such crowdfunding campaigns can apply one of two different campaign models:
First, in “all-or-nothing” campaigns project initiators define a certain amount of
money they ultimately need to raise via the campaign to be finally able to realize
their intended project (the “funding goal”). The amount of money raised on the
platform during an all-or-nothing campaign is only paid out to the project initiators
if the amount reaches at least this defined threshold. Otherwise after the end of the
campaign all pledges are paid back to the backers [7, 34, 40]. Second, crowdfunding
campaigns can be run on the basis of a “keep-it-all” model. In campaigns of this
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type, the project initiators get the amount raised during a campaign in any case
independently of any threshold [17, 31].

Crowdfunding research differentiates between four specific crowdfunding types
in dependence of the kind of goods project initiators offer in exchange for funding
they receive (e.g., [2, 9, 11, 16]): Initiators can offer equity shares (equity-based
crowdfunding), particular interest rates (lending-based crowdfunding), some kind of
service or product (reward-based crowdfunding) as well as some kind of activities
to achieve a mutually desired or pro-social goal (donation-based crowdfunding) in
exchange for funding. In this paper, we focus only on reward-based crowdfunding
(hereinafter referred to as RBCF).

RBCF differs to all other crowdfunding types, as it is the only one where funders
can receive a product or service in exchange for their financial support. Therefore,
mostly funding decisions in RBCF campaigns are less decisions of investors butmore
decisions of customers “buying” an innovative product or service as a reward. In this
regard, RBCF combines elements from social media and e-commerce [8, 9]. On
the one hand, RBCF platforms are specific social media platforms where campaign
initiators can present their project by simply uploading texts, photos, or videos [38,
45, 56]. Furthermore, crowdfunding platforms offer functionalities of online social
networks where project initiators maintain an own profile for their project and can
post updates, which are communicated to followers of the project on the platform
or via other digital channels [9, 40, 45, 57]. On the other hand, campaign pages in
RBCF platforms provide projects a web-based point of sale where they can offer their
services or products (mainly as “rewards”, but also as the overall project outcomes)
to potential supporters in the role of customers. Similar to specific product pages in
conventional online shops, therefore, campaign initiators have to generate traffic to
their individual project page on the RBCF platform and convert it there to purchases
in their campaign [8, 43].

Whereas the keep-it-all model makes it easier for project initiators in RBCF
campaigns to generate some funding for their project, the all-or-nothing model
forces project initiators to further plan their project and to estimate the financial
resources they need [7]. In addition, they should make additional calculations about
their network of supporters and potential customers, and define what exactly they
have to offer them in exchange for their contributions [6]. From an entrepreneurial
perspective, an RBCF campaign is a good tool to bring a funding team in an exper-
imental setting together [3]. The all-or-nothing model, in addition, allows the team
to run a proof-of-concept. On the one hand, this includes internal questions of the
team (What exactly do we want to reach in the long term? What could be a feasible
but goal-oriented project as a first step in our long-term endeavor? Do we have all
resources and capabilities for this project?). On the other hand, this refers to questions
regarding external stakeholders (Is our idea interesting and relevant for a sufficient
number of external stakeholders? Are we able to reach and attract these stakeholders
in a certain period of time and with our given resource endowment? Are we able to
operate on all communication channels necessary to reach our target groups?).
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In thefirst years, practitioners applyingRBCF for their projects aswell as scientific
research analyzing them strongly emphasized the financial fundraising results as the
main objectives ofRBCF campaigns. Therefore,most studies so farmainly addressed
in their tested hypotheses factors influencing funding success of RBCF campaigns,
especially in terms of overall successful funding (all-or-nothing) or total amounts
raised in campaigns (e.g., [9, 33, 35–37, 42]).However, in recent years some scientists
began to perceive RBCF also as a collaborative innovation tool and therefore to
explore what additional benefits RBCF campaigns provide to project initiators, in
terms of community building, co-creation, crowdsourcing, market knowledge, open
innovation, or the development of shared social identities (e.g., [5, 6, 14, 20, 23,
39, 50, 55]). However, until now this perspective has been applied only in part by a
few project initiators in practical RBCF applications. The main objective for most
initiators in practice is still the funding they can raise with their RBCF campaign
[5, 14].

Inmany cases, running anRBCFcampaign is just a first step of innovative projects.
For instance, analyses of Kickstarter data showed that more than 90% of successfully
financed projects went on with their endeavor after their campaign. 32% started
ventures, which generated more than 100,000 USD yearly revenues and on average
2.2 jobs per successful project [41]. On the other hand, initiators of failed RBCF
campaigns sometimes use their early learnings during the campaign to further develop
their project or to change the central characteristics of the project to better meet the
expectations of their future market. They just draw their conclusions from their
experiences during the campaign and enter the market with their finalized product
[55]. Furthermore, (more risk-averse) project initiators, which failed in an RBCF
campaign, sometimes try another campaign to proof their adapted concept again,
before they go on, finalize their product, and enter the market [30, 39].

Besides the development of the innovation itself, RBCF campaigns also can help
innovative teams to further develop their community around their project [23]. One
important activity of initiators preparing and running anRBCFcampaign is to system-
atically reach out for relevant stakeholder groups, especially via digital channels [6,
24, 40, 53]. In addition to realizing the full potential of all relevant stakeholder groups,
some project teams also make sure that their RBCF campaign generates them addi-
tional access to new people outside their current network for the further development
of their project [5]. For instance, some teams design their whole campaign suchlike
that it generates as many email addresses of (new) supporters as possible. Other
teams use social rewards in their RBCF campaign (especially events or event series
to physically meet their stakeholders and supporters) to build a vibrant community
around their project [5]. In general, many RBCF campaigns find individual ways
to tie stakeholders, which have been useful and supportive during the campaign, to
their project to be accessible for future activities [19, 20].
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RBCF for COINs: A Conceptual Framework

The descriptions above on developments in collaborative innovation networks
(COINs), of the specific phases, and on teams preparing and running reward-
based crowdfunding (RBCF) campaigns show manifold similarities between both
approaches, particularly in regard to socio-cognitive developments, social network
dynamics, and activities over different stages of project development. Whereas the
COINs concept is more a science-based consulting approach to analyze and optimize
given innovation networks, RBCF is a practical tool to constitute innovation teams
and to promote their (digital) interactions with large networks (“crowds”) based on
a predefined process. Therefore, it seems valuable to combine both approaches by
applying the established logics, process models, and success factors of RBCF to
support the constitution and development of COINs.

Our respective conceptual framework of COIN development by application of
RBCF campaigns is structured in two phases: first, a “set-up phase” where an idea is
originally generated and a COIN core team is constituted; second, a “scale-up phase”
where the core team of the COIN can be further extended with a CLN and a CIN.

Set-Up Phase

In the set-up phase, one or more initiators have an idea for an innovative endeavor
and decide to start a project. In the COINs concept, this means that a close network
of intrinsic motivated collaborators has to be constituted [27]. However, the COINs
framework itself does not provide concrete activities or a predefined process to set
up such a COIN. It is more focused on how to detect already existing COINs in
social networks and how to moderate further network development to improve their
innovation outcomes. Therefore, potential initiators of a COIN face the challenge of
how they can initially constitute their COIN. Especially, in a corporate context (in
and between companies or other organizations), it seems difficult to set up a new
innovative movement out of informal activities in a diffuse setting of expectations,
requirements, and capacities of potential co-initiators. Regarding the constitution
of a COIN, the application of an RBCF campaign provides several advantages (see
Table 19.1).

Initiators: First of all, an RBCF campaign provides a concrete starting point for
an innovative endeavor with a project character. It may be difficult to constitute a
COIN by starting an informal gestation process within or between organizations and
to organize a team around a more or less diffuse idea for an innovative endeavor. An
RBCF campaign as a concrete starting point might help to overcome such obstacles.

In this regard, bringing together a group of likeminded people for a more focused
RBCF campaign also provides a concrete project scope for all participants, defining
a first step for the potentially following endeavor. On the one hand, potential collab-
orators know more in detail what the campaign will be about. On the other hand, the
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Table 19.1 Set-up phase of
RBCF application for COIN
constitution

Initiator(s)

Starting point with project character

Concrete project scope/calculable commitment

Reduced need for initial project budgets

Experimental setting

COIN core team

Team constitution

Shared social identity

Segmentation of external stakeholders

Coordinate/balance expectations and commitments

First level proof

RBCF campaign is limited and transparent in scope so that the group members only
have to give a more calculable commitment (in time, resources, and workload) to
a first step of the collaborative endeavor. Many examples of COINs processes have
been observed in student projects during one semester, which have a similar scope
in time and effort [26].

Even though fundraising aspects are not in the center of this framework, the by-
effect of raising funding for the next step of an innovative project by running anRBCF
campaign also helps to engage potential team members. The generation of funding
(budget or other organizational resources) of innovative endeavors is often the main
problem for informal innovation teams in and between organizations [15, 21]. As
an RBCF campaign per se includes the generation of funding for the next steps of
an innovative endeavor, it reduces the need for initial project budgets at the early
beginning (for instance frommembers of the topmanagement or other organizational
sponsors). However, a successfully executed RBCF campaign might also help to get
additional funding from organizational parties or other external sources [52].

In addition, according to the basic ideas of the Lean Start-up concept, an RBCF
campaign allows an innovation team to test some fundamental assumptions of their
approach in an experimental setting [3, 13]. As we will see in the following descrip-
tions, an RBCF campaign also helps an innovation team to find out in a preliminary
project stage if it really fits together and if it obtains all relevant capabilities and
resources to advance the project beyond a certain level.

COIN Core Team: The core team of a COIN is essential for the further develop-
ment of the innovation project. The team constitution for an RBCF campaign helps
to identify missing capabilities and resources within the team. Similar to COINs, in
RBCF a team of campaign initiators needs to combine different capabilities in regard
of knowledge about the innovation itself, operational and management resources, as
well as an adequate level of social capital to successfully run their campaign [1, 24,
32, 39, 40, 49, 53]. On the one hand, to successfully develop and spread an innovation
it needs an adequate network of supporters well connected to the team members; on
the other hand it needs the ability of the team members to reach and activate these
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contacts via digital and social media channels [27]. Furthermore, well-coordinated
team processes are essential for campaign development and preparation in RBCF [5].

A further challenge during the set-up phase, where the team develops and prepares
its RBCF campaign, is to develop a shared “project story” in the team [5, 6]. On the
one hand, this means that the team really has to work out in detail what they plan to
do in their intended project, before they actually start to realize it. On the other hand,
they have to develop a shared social identitywithin the team [20]. This process seems
quite similar to the one in the COINs concept, where a team has to develop collective
consciousness between each other as well as with relevant members of their stake-
holder network [26, 27]. However, the COINs concept provides only communication
and interaction related advice on how such collective consciousness can be fostered
during the constitution of a COIN. In contrast, the planning and preparation of an
RBCF campaign is more concrete and directly applicable during the team constitu-
tion. It provides a clear setting and a certain pressure for a project team to storm and
norm the team building in the form of their first milestone of starting and running a
successful RBCF campaign [54].

However, it is not enough that the project story meets the internal requirements
and expectations of all teammembers. In addition, it needs an adequate segmentation
of external stakeholders (in particular potential supporters, customers, and commu-
nicators) to prepare a successful RBCF campaign [5]. Therefore, it is necessary that
the team anticipates the expectations of specific segments of all stakeholder segments
and their social contacts to be able to activate them to support their endeavor [4, 48].
On the one hand, this regards to the financial support of the campaign. On the other
hand, this regards to the motivation for all contacts to spread the story of the innova-
tion project in their community [20]. Against this background, for successful RBCF
campaigns it is essential for the initiator team to develop a sophisticated segmenta-
tion of relevant stakeholder groups, including support motives, reward expectations,
willingness and ability to pay, online and offline channels to reach them as well as
the size of each segment [46]. However, similar considerations in the early stages
of an innovative endeavor are also essential during the constitution of a COIN [27].
Therefore, also for the further development of COINs, it seems relevant to anticipate
early the expectations and motivations of relevant stakeholders outside the core team
to be prepared for later stages of their network development (CLNs and CINs).

Themost commonRBCFmodel of “all-or-nothing” also forces the teammembers
in this early stage to discuss intensely and decide about a realistic scope of their
project to define an adequate funding goal for their campaign [7, 40]. On the one
hand, the funding goal should be high enough to really allow the team to successfully
realize the project in the intended scope. On the other hand, very high funding goals
compared to the planned activities in the project make a bad impression on potential
supporters [6]. Furthermore, the higher the funding goal is the higher the risk to
financially fail becomes in the RBCF campaign [9, 40]. Therefore, the collaborative
discussion and decision on the funding goal for the campaign is also a good occasion
to coordinate and balance the expectations and commitments between the members
of the innovation team.
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Finally, the preparation of anRBCF campaign provides an internal first-level proof
that the team is endowed with an adequate level of capabilities and resources to at
least start a campaign. Eventually given weaknesses regarding resource endowment
or low process qualities within the team can be identified in an early stage and
failure becomes obvious before the actual innovation project has started. For instance,
platformdata show that a significant percentage of teams,which already had started to
enter their campaign data into the crowdfunding platform, actually failed to reach the
point where they really published the campaign on the platform. All these teams got
right at the beginning of their collaborative endeavor a valid and clear signal that they
weremissing someessential resource or capability in their core team to succeed in that
constellation. However, an RBCF campaign also allows the realization of learning
processes by the team during more than one campaign (or campaign preparation)
potentially leading to a successful campaign at the end [39].

Scale-up Phase

After the invention and the constitution of a core team (during the set-up phase),
in the “scale-up phase” the collaborative innovation network has to be extended to
reach further knowledge providers (“Collaborative Learning Networks”, CLN) as
well as users, customers, and other supporters who might be helpful to spread the
innovation (“Collaborative Interest Networks”, CIN) (see Table 19.2). Within the
COINs approach, RBCF campaigns are already mentioned as a valuable tool for
these purposes [27]. However, concrete applications have not been specified so far.

Collaborative Learning Network (CLN): On the one hand, an RBCF campaign
allows the core team to find out towhat extent it is able to attract relevant stakeholders
for the further development of the innovation. This is in line with the idea of CLNs
in the COINs concept and regards mainly to the further technical development of
the solution as well as business collaborations, which help to enhance the quality of

Table 19.2 Scale-up phase
of RBCF application for
COIN development

Collaborative learning network (CLN)

Development

Technology development partners

Business development partners

Collaborative interest network (CIN)

Customers

Pre-Market check

Prosumers

Communicators

Communication partners

Digital word-of-mouth
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the finally resulting innovation. For instance, RBCF campaigns can help to estab-
lish new partnerships with companies and organizations providing complementary
knowledge, technologies, or services to the own innovative solution [5, 32]. Also
during the development and preparation of the RBCF campaign, potential partners
can be approached to define and offer collaboratively a reward for the campaign.
Therefore, RBCF campaigns provide a good opportunity to get in touch with new
partners and to test with them potential fields of collaboration [5]. In addition, during
their running RBCF campaign initiator teams also are able to identify specific indi-
viduals or informal groups in their environment, which obtain knowledge or capa-
bilities relevant for the further development of the project and to integrate them into
their CLN. For many active supporters of RBCF campaigns, for instance, to get in
touch with the people behind the project is one of the central motivations for their
engagement [22].

Collaborative Interest Network (CIN): On the other hand, RBCF campaigns
can help a core team of a COIN to better estimate the extent of interest for their
resulting product or service in the market [27]. Therefore, another group of relevant
external stakeholders perceives an RBCF campaign more from a customer perspec-
tive. This is in line with the idea of CINs in the basic COINs concept, where actors’
main interest in an innovation lays in their own usage of it [25]. Basically, RBCF
campaigns provide a “pre-market check” of the general interest for the topic or the
concrete demand for specific solutions of an innovation [6, 55].More concrete RBCF
campaigns also provide manifold information on preferences, buying intentions, and
willingness to pay about potential customers [1, 14, 32]. During an RBCF campaign
many stakeholders offer ideas or communicate their preferences, for instance, in the
comments of the campaign page on the crowdfunding platform, in online commu-
nities (e.g., communities on upcoming gadgets, new technologies, or environmental
topics), or in social media communications about the running campaign [1]. In addi-
tion, the portfolio of rewards as well as specific customizable rewards often offers
supporters various opportunities to engage as “prosumers” in activities of collabo-
rative co-design [44]. Detailed information on user preferences and customer needs,
however, can be derived to amuch further extent, if anRBCFcampaign has been espe-
cially designed as an experiment. For instance, a promising opportunity to generate
information about customers’ needs and willingness to pay in the target market is
the application of specially designed rewards (including a respective set of choice
options and according prices) [5]. In this regard, the experimental logic of the Lean
Start-up approach can be applied to that extent, that a COIN team designs its RBCF
campaign specially to test central hypotheses for their intended innovative endeavor
[3, 13].

Another set of relevant stakeholders in linewith theCINs in theCOINs concept are
actors mainly in the role of communicators, aggregating and transferring information
and messages about an innovative endeavor, a running RBCF campaign, or a new
product or service. In this regard, an adequate preparation for an RBCF campaign
also includes a systematical acquisition of (potential) communication partners for the
campaign. Therefore, an initiator team seeks media coverage or collaborations with
other communication partners like cross postings in company newsletters or posts of
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relevant influencers in the field [5]. Such activities help to extend the reach of the core
team to better spread the innovation. Another set of relevant activities to prepare and
run a successful RBCF campaign is the promotion of (digital) word-of-mouth [12,
51, 53]. On the one hand, this means that initiator teams need to establish adequate
presence in relevant social media platforms. On the other hand, in addition, the team
has to provide a continuous news stream to keep the communication waves in their
own digital channels as well as of their connected communicators going [36].

Conclusions and Implications

In this paper, we developed and presented a conceptual framework of how RBCF
can be applied to support the constitution and development of COINs through four
different stages. With this framework, we intend to inspire innovators and innovation
teams to perceive RBCF as more than just another opportunity for fundraising. As
described in this paper, an RBCF campaign can be a helpful and practical tool to
set up and scale-up collaborative innovation networks. Therefore, RBCF campaigns
can be applied complementarily to the scientific consulting approach of the original
COINs concept. However, in the opposite direction practical applications of RBCF
campaigns also could benefit from further usage of social network analyses in line
with the COINs concept. Correspondingly, there are three kinds of applications of
the concept presented in this paper: First, RBCF campaigns can be applied to set up
and scale-up collaborative innovation networks. Second, in the opposite direction,
the tools and metrics of the COINs concept can be applied to optimize the network
development and utilization of RBCF campaigns. Third, innovative endeavors might
generally benefitmost of a combined application of RBCF campaigns and the COINs
approach.

Figure 19.1 provides an integrated model on how RBCF and the COINs approach
might be applied together to foster the constitution and development of collabora-
tive innovation endeavors. In this regard, both approaches complement each other

Fig. 19.1 Integrated model combining RBCF and COINs
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quite well in their contributions. Especially early in the set-up phase, innovative
endeavors can benefit from the application of an RBCF campaign to support the
project emergence and to facilitate the team formation. In particular, the preparation
of an RBCF campaign promotes the emergence of a project as it makes it easier for
the initiators to further develop their early project idea during the preparation of the
RBCF campaign as a specific sub-project. On the one hand, the campaign preparation
provides a simplified and experimental setting to test what works for the project as
well as for the team and what does not. On the other hand, such a “sandbox” project
also facilitates the team at an early stage in terms of forming a shared social identity
as well as developing roles, routines, and coordination processes within the team.

The further the team formation has progressed and the more the networks with
external stakeholders have developed, the more does an innovation endeavor benefit
of the application of the COINs approach. Therefore, the contributions of the COINs
approach increase during the preparation, implementation, and further utilization
of an RBCF campaign. Especially, in the scale-up phase the network metrics and
conceptual tools of the COINs framework help to further develop and optimize the
internal and external networks of the core team. For instance, honest signals and
virtual mirroring could be applied to investigate social networks of RBCF teams
and their communities to foster different kinds of campaign success as well as the
further development of the innovation endeavor after the RBCF campaign has been
implemented.

This is a conceptual paper that shows how RBCF campaigns complement the
COINs approach to foster the emergence of innovative endeavors and their collabo-
rative development. Future researchmight analyze empirically howRBCFcampaigns
should be designed to set up collaborative innovation networks for specific purposes.
In this regard, it also would be interesting to investigate how several incremental
RBCF campaigns could be applied to develop collaborative innovation networks in
several steps over time. Furthermore, it might be analyzed in case studies how the
COINs approach can be applied to optimize the network development and further
utilization of social communities after an RBCF campaign has ended.
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Chapter 20
An Ecosystem for Collaborative Pattern
Language Acquisition

Yuki Kawabe and Takashi Iba

Abstract In this paper, we describe an ecosystem for acquiring pattern languages
from the perspectives of constructivism and collaborative way and introduce a web
system called “Presen Box” that assists in pattern languages acquisition according to
the ecosystem. Pattern language is a methodology that describes practical knowledge
for enhancing human creativity and has been developed in various fields such as
architecture, software design, education, organization, and lifestyle. In recent years,
interfaces of pattern languages, pattern cards, pattern apps, and pattern objects that
embed patterns in daily life, etc., have been developed in addition to readingmaterials
such as books and papers. However, there are still things that need to be overcome in
order for thosewho do not know of pattern languages to acquire it and promote higher
quality practices. Rather than leaving pattern language acquiring to individual efforts
alone, we propose an ecosystem that realizes collaborative acquisition and an “action
first pattern practicing method” that supports the ecosystem. In this method, people
will learn patterns through the repetition of concrete actions. The system “Presen
Box” that implemented this ecosystem is a web platform that uses presentation
patterns that describe presentation skills, and the users can get ideas for creating
high-quality presentations. By repeating the execution of ideas, the users can acquire
presentation patterns gradually.

Introduction

Pattern Language is a tool to enhance creativity in individuals and organizations. It
is used as a common language and building blocks of thinking by verbalizing closed
knowledge in an individual.AdamGrant, an organizational psychologist says, “Orga-
nizations that people help each other, share knowledge and care for each other are
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better with all measurable indicators: profitability, customer satisfaction, employee
retention rate, even for operating cost reductions [1]”, sharing knowledge has a
positive impact on organizations in a variety of ways.

To spread pattern language as a more effective tool, we have to develop not only
pattern language itself but also interfaces that connect human and pattern languages
as well as methods that make it easy for anyone to use patterns. In this paper, we
propose an ecosystem that allowsmore people to learn and acquire pattern languages.

We first provide an overview of the pattern language. Then, we propose the
ecosystem with a pillar “Action first pattern practicing method” that supports the
ecosystem. Finally, we describe “Presen Box”1 as a concrete example of an applica-
tion that implemented the ecosystem and use cases. “PresenBox” is aweb system that
supports the creation of high-quality presentation by using the presentation patterns,
a pattern language that describes expert knowledge of presentations.

Pattern Language

Overview of Pattern Language

Pattern language is a method of structuring patterns that are created by verbalizing
and abstracting experts’ secret skills. Each pattern describes a solution to a problem
that is likely to occur in a particular context and is given a name. We can share the
knowledge by using this as a vocabulary of communication.

Pattern Language is used in various fields. It was invented by an architect
named Christopher Alexander, who developed “A Pattern Language” [2], a book
that contains 253 patterns for architecture design. This method was then applied to
software design [3], and many pattern languages have been developed. Since then,
patterns have begun to be developed in all fields, such as Fearless Change [4] and
Pedagogical Pattern [5]. We also created pattern languages about human actions,
such as the learning patterns [6], presentation patterns [7], collaboration patterns [8],
a pattern language for living well with dementia [9], and project design patterns [10].

Pattern Language Usage

There are three ways to use pattern languages, “Vocabulary for communication”,
“Glasses of Recognition”, and “Triggers to generate new ideas” [11].

As “Vocabulary for communication”, it is used as vocabulary, and people can
share their knowledge when the skills have names. For example, there is the dialogue
workshop. In this workshop, participants talk with each other about past episodes

1https://presentation.patternapp.net.

https://presentation.patternapp.net
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related to a particular pattern and get a practical image of the pattern and discover
new usage of patterns. It is hard to talk about past learning experiences without
topic, for example, the learning patterns will be a topic. What participants get from
the workshop is useful when using the pattern in the future.

As “Glasses of Recognition”, it is used when evaluating other’s actions and
looking back on their own action in a particular domain. For example, when they
are looking back on their action, they evaluate the practice of patterns and recognize
patterns that should be incorporated, after that they will be conscious of practicing
the pattern when they take the action again.

As “Triggers to generate new ideas”, it is used as a way to generate new ideas by
getting perspective from a specific pattern. For example, there is an idea workshop
using pattern cards as materials for ideas. In this workshop, the participants gain a
new perspective by considering what kind of services should be available to realize
the chosen pattern or what they can do if the chosen pattern is incorporated into
current projects.

Patterns are also used in various ways not mentioned above. However, in order to
actually use patterns in daily life, it is necessary to first remember the pattern users
want to use and then recall it at an appropriate timing [12]. Various tools andmethods,
like the dialogue workshop [13], pattern cards [11], pattern objects [12], and pattern
apps [14] are developed to make it easy to use patterns and to image how to practice
them. However, there are still things to overcome for recalling patterns. Users must
first meta-recognize the situation in which they are placed, which is difficult to do
if they are too focused on only what is right in front of them. What is a better
way to use patterns? The solution we propose is the process of acquiring patterns
while repeating concrete actions. In order to realize this process, the collaboration
between people who are able to practice patterns and those who are going to practice
it and the ecosystem of practicing patterns will be important. Rather than leaving
pattern practice to individual efforts alone, we think that more people can practice
by practicing through collaboration among multiple people.

Ecosystem of Pattern Acquisition

Patterns are abstract concepts created from several experts’ skills and used by users as
a cognitive structure. The pedologist David Kolb proposes an experiential learning
model and says that skills can be learned by repeating concrete experiences and
being abstractly conceptualized through reflective observation and refinedwith active
experimentation [15]. Additionally, the Swiss psychologist Jean Piaget says that
human cognitive structure is constructed in individuals [16]. As shown in Fig. 20.1a,
people don’t construct cognitive structure by getting and learning from outside as
taught by a teacher at school, but by experiencing and getting feedbacks from the
surrounding environment through their own actions as shown in Fig. 20.1b.

As seen in Fig. 20.2, pattern practice has been done in the process of knowing
patterns from books or websites, then recalling the pattern in an appropriate timing
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Fig. 20.1 a Learning cognitive structure from outside, b Developing cognitive structure through
one’s own action

Fig. 20.2 Pattern practicing process when patterns are learned from outside

and generating a concrete idea by using it as “triggers to generate new ideas” and
executing it.

However, the real situation changes every second, and there is no time to even
recall it for people who don’t acquire patterns. For example, right before the
presentation or when you are giving it.

Based on Piaget’s thesis, the patterns literally given and remembered cannot be
used in the real situation. The patterns constructedwhile repeating specific actions are
the ones that can be used. Alexander also said “It is not enough to merely duplicate
a pattern from a book in order for each human being to keep in mind the pattern
language as an expression of their daily life attitude” and “A language is a living
language only when each person in society, or in the town, has his own vision of this
language” [17], in order to practice patterns in a true sense, instead of imitating the
written pattern as it is, people need to learn it as their own personalized model.

As shown in Fig. 20.3, beginners need to learn the pattern by repeating the process
of adopting a specific idea that can be used in a specific context and executing it
immediately again and again. We call this learning method “Action First Pattern
Practice”.

Figure 20.4 shows the practice process of people, who have personalized patterns.
Instead of patterns given from the outside, personalized patterns can be extracted
immediately in the real situation. Then, it will be used as “triggers to generate new
ideas” to generate ideas that are suitable for the situation.
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Fig. 20.3 Action first pattern practicing: Learning patterns through repetition of idea execution

Fig. 20.4 Process of practicing patterns for people who have personalized patterns

The important thing about this pattern acquisition method is that the idea must be
tied with the pattern. Collecting ideas that are tied with patterns is not easy for those
who have not yet learned the patterns. Therefore, we solve it by showing the ideas
tied to patterns of people who have already acquired the pattern to the person who is
going to learn it. At this time, the pattern is used as “Vocabulary of communication”
and “Glasses of Recognition”.

Figure 20.5 shows the ecosystem that supports pattern learning. Phase 1 shows the
learning process of the person who is going to learn, while Phase 2 shows the practice
process of the person who has already learned. The idea to be introduced in Phase
1 is the idea that someone generated in Phase 2 in the past. Beginners execute the
ideas that seniors have generated. Personalized patterns are not shareable, but they
all link to patterns as a common language. The generated ideas are shared through
patterns as a common language.

In addition, people who have learned it can refine their pattern practice by looking
at other people’s ideas.
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Fig. 20.5 An ecosystem of pattern language acquisition with collaboration

Implemented System: Presen Box

“Presen Box” is a web system that shares ideas for creating a better presentation
using Presentation Patterns that describe good behaviors for presentations. The ideas
for the presentation are lined up, and the user looks at the ideas that they may like.
Users will access this in all situations and get hints when creating materials for the
presentation, when considering the composition of the presentation, when trying
to relieve tension just before the performance, and when looking back over a past
presentation.

In the listing page (Fig. 20.6a), users choose ideas they like from listed ideas, and
if there is something they can do, execute it. Ideas are listed with a card design and
have titles, thumbnails, references, and patterns that are tied to the idea (Fig. 20.6b).

Fig. 20.6 a Idea listing page, b Card design of an idea
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Each idea is tied with patterns and on the idea detail page (Fig. 20.7) other ideas that
are tied with the same patterns are displayed as a recommendation.

The pattern detail page (Fig. 20.8) shows the description of the pattern and the
ideas tied with it. As described above, users can search for new ideas in three ways,
selecting from the list, choosing another idea from idea through tied pattern, or
choosing an idea from a specific pattern.

The feature of the way of selecting from the list is to enable users who do not
know about pattern languages to try patterns first and solve the problem that users
cannot be put into practice without learning the pattern. All they have to do is choose
and practice presentation ideas even if they do not know the patterns.

Fig. 20.7 Idea detail page

Fig. 20.8 Pattern detail page
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Choosing and practicing another idea with the same pattern from one idea helps
to understand the pattern. By repeating the practice of multiple ideas that are tied to
the same pattern, they will gradually understand what the pattern means.

Tying patterns with a particular pattern will increase the searchability. For
example, if users are nervous just before the presentation, they can ease the tension by
acting the ideas that could be found from the pattern details page of [Best Effort] and
[Construction of Confidence]. In addition, when preparing to make a presentation
that attracts the audience, they can refer to the ideas linked to [DramaticModulation],
[Doors of Mystery], and [Significant Void].

Users can follow the patterns. Ideas tied with following patterns are displayed
preferentially on the list. You can stock your favorite ideas and find out immediately
when you use them in the future.

When posting an idea, users input the title, the content, an image, and the pattern
associated with it. It is difficult at first to post ideas for those who don’t know the
pattern so much, but it will be possible with repeating practice and getting a deep
understanding of the pattern. The process of recognizing abstract concepts from
concrete actions and generating specific ideas from abstract concepts further deepens
the understanding of pattern languages.

Use Cases of Presen Box

In this section, we introduce three important points found out from the interview
to the user group and explain how the “Presen Box” contributed to the acquisition
and practice of the patterns on its ecosystem. The interviewee knew the presentation
patterns and already practiced some of them, but the other patterns had not yet been
mastered. The first one pointed out is that the “Presen Box” promotes the users to
link actual presentations to patterns. The second point is that it allows users to search
and collect higher quality information by using patterns as tags. The last point is
that it can be used as a support tool when improving someone’s presentation with
patterns.

Good presentation practices can be used as reference whenever needed, if they
are well organized. “Presen Box” helps users organize the set of ideas extracted from
good presentation practices using patterns, and thus, it naturally reminds the users
to link the practices with patterns. In addition, while writing paragraphs to share the
important ideas with others, they could gain a deeper understanding of what each
pattern actually means and what the good practice in this context would be like.

Since all the ideas posted on the “Presen Box” needs to be somehow linked to the
patterns, the quality of information is ensured to a certain extent. By using patterns
as search tags, users can quickly reach higher quality articles and practical ideas that
meet a specific purpose, compared to when searching with search engines. In fact, a
lot of articles are written only for gaining the number of accesses based on the SEO
algorithm. The “Presen Box”, however, provides users a platform to find high-quality
information as fast as possible.
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When commenting on someone’s presentation using patterns, it would be much
easier if you have some concrete examples. Even if the instructors have no such
concrete example, the “Presen Box” shows some which would help learners under-
stand the suggestion most effectively. Furthermore, it is very convenient in a way
that it enables an online lecture by sharing a link.

As described above, it was found out that there are several advantages in enhancing
one’s learning and practicing patterns and sharing information in a small group. In
the future, we would like to reflect on what happens if this tool is used by people who
don’t know about the pattern language at all and if it is introduced in a community
in which many people belong to.

Conclusions

In this paper, we proposed an ecosystem that enhances pattern practicing and acqui-
sition and “Action first pattern practicing” method that supports the ecosystem and
presented “Presen Box” which is a web system based on them. The method of recog-
nizing patterns by repeating concrete actions promotes the practice for those who
did not learn the pattern so far and contributes to a deep understanding of the pattern
for those who already learned the pattern. However, in order to share knowledge and
improve collaboration using pattern languages, there is a need for further exploration
of how individuals can get involved in the process. For example, “Presen Box” has
been implemented as a web system but connecting pattern objects and web system
will enable smoother practice by linking the Internet with the real world. We would
like to test the feasibility of this systemby using it in daily situations and collaborative
works and improve effectiveness.
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