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The textbook Neuroimaging Techniques in Clinical Practice was conceptual-
ized due to the ever-increasing complexity of neuroimaging in today’s clini-
cal practice. The first edition of the book is the result of the work of numerous 
expert authors and author groups, consisting of some of the most recognized, 
brilliant, and accomplished experts in the field of neuroimaging from all over 
the world. Many of the chapters are written by pioneers in their field of exper-
tise, such as the chapters about CT-Perfusion, Photon Counting CT, 
Susceptibility Weighted Imaging (SWI), or Intravoxel Incoherent Motion 
(IVIM). This book also covers the basics and recent advancements of the 
modalities plain film radiography, ultrasound, digital subtraction angiogra-
phy (DSA), computed tomography (CT), magnetic resonance imaging (MRI), 
positron emission tomography (PET), and electroencephalography (EEG) for 
an interested reader without assumed prior knowledge in medical physics. 
Therefore, the book is suitable for physicians who would like to improve their 
understanding of the underlying imaging techniques and at the same time it 
allows non-clinicians and students to understand the clinical applications of 
neuroradiological modalities and techniques.

Since the discovery of X-rays in 1895, imaging has undergone a substan-
tial evolution and is now an integral part of modern medicine. Today’s avail-
able imaging techniques allow researchers and clinicians alike to visualize 
the brain and spinal cord in unimagined detail, shedding light on one of the 
most fascinating structures of the human body. The field of neuroimaging is 
rapidly advancing; this includes newer and faster scanners, improved image 
quality, higher spatial and temporal resolution, and advanced methods of 
image acquisition and analysis.

This textbook aims to make these complex neuroimaging techniques less 
intimidating. Next to the classical morphological and structural imaging, this 
book deals with advanced functional and quantitative imaging approaches 
such as perfusion imaging, fMRI, or quantitative imaging techniques. The 
latter, for instance, shows great potential for an improved characterization of 
pathologies with their underlying tissue. The same is valid for artificial intel-
ligence, a topic, which may substantially revolutionize future medical imag-
ing. Combining all these technical achievements, which are currently 
progressing so rapidly, highly fascinating possibilities will arise, ranging 
from molecular imaging to radiogenomics.

Neuroradiological textbooks often deal with clinical topics, and the tech-
nical aspects of imaging are just briefly described or even neglected. That is 
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how this book is supposed to differ from others. With our comprehensive 
single volume textbook, we would like to demystify the complexity of 
advanced imaging techniques and gently introduce the interested reader to 
the technical background, followed by the clinical applications thereof.

A clinical case at the end of each chapter supplements the provided theo-
retical content and highlights the potential of the respective technique. The 
main focuses of the textbook are computed tomography and magnetic reso-
nance imaging, with their many new applications ranging from dual-energy 
CT to arterial spin labelling MRI. However, the intention of the book remains 
to present techniques with established or potential clinical applications.

The process of editing this book has taken a considerable amount of time 
and effort. We would like to thank all contributing authors for sharing their 
expertise, providing assistance, advice, and investing their time into this proj-
ect. We would also like to thank our project coordinator Mrs. Sasirekka 
Nijanthan and associate editor Mrs. Anna-Lena Buchholz for their guidance 
and support.

Münster, Germany Manoj Mannil 
Zurich, Switzerland  Sebastian F.-X. Winklhofer  
August 2020
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1.1  Introduction

Ultrasound is a fast, low-cost and non-invasive 
diagnostic tool in neurological diseases. Unlike 
other neuroimaging techniques (i.e. computed 
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tomography (CT) and computed tomography 
angiography (CTA), magnetic resonance imaging 
(MRI) and magnetic resonance angiography 
(MRA), digital subtraction angiography (DSA)), 
ultrasound allows for simultaneous high spatial 
resolution in parenchymal imaging and high tem-
poral resolution in accurate measurement of 
blood flow velocities. Furthermore, ultrasound is 
as often repeatable as wanted by the sonographer. 
Thus, ultrasound is an excellent technique for 
elective examinations, emergency diagnostics, 
intraoperative imaging and monitoring examina-
tions in intensive care or stroke units.

Extracranial neurological ultrasound mainly 
comprises the visualization of the vessel wall and 
measurement of blood flow velocities of the 
brain-supplying arteries. The detection and eval-
uation of steno-occlusive carotid artery plaques 
have a high importance for clinical decisions 
regarding correct risk stratification and a subse-
quent adequate therapy.

In 1982, Aaslid and co-workers first described 
transcranial Doppler sonography (TCD) and its 
application in vasospasm, intracranial stenosis and 

cerebral autoregulation [1]. A low-frequency 
(2 MHz) pulsed-wave probe was used for insonation 
through the thin portion of the temporal bone as 
well as via cranial foramina, i.e. foramen magnum 
and orbital fissures. Eight years later, Bogdahn and 
co-workers introduced transcranial colour-coded 
duplex sonography (TCCS) which combines 
parenchymal B-mode, colour- coded flow and spec-
tral Doppler [2]. By TCCS, bony and parenchymal 
landmarks visible by B-mode via transtemporal, 
transnuchal and transorbital insonation facilitate 
differentiation of the arteries of the circle of Willis 
(Figs. 1.1 and 1.2). Besides this, colour-coded ves-
sel imaging allows for more precise measurement 
of blood flow velocities, since the angle correction 
can be carried out reliably. However, both TCD and 
TCCS are limited by an insufficient temporal win-
dow in up to 20% [3]. In these cases, transpulmo-
nary ultrasound contrast agent (UCA) enables to 
overcome these limitations [4].

This chapter describes the basic principles of 
ultrasound, instrumentation, examination tech-
niques as well as important clinical applications 
in neurological diseases.
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Fig. 1.1 Transtemporal 
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cerebral arteries and 
their expected depths in 
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Anterior communicating 
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carotid artery, MCA 
Medial cerebral artery, 
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artery (from [5])
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1.2  Technical Background

1.2.1  Sound Waves

Leonardo da Vinci already compared the charac-
teristics of sound waves emitted by a bell with the 
waves being formed by a stone which was thrown 
into water. Physically, surface waves are in fact 
very demanding to characterize. For convenience, 
we will be considering a standing elastic wave 
travelling at speed c with the frequency f. The 
wavelength λ is then calculated by λ = c/f.

1.2.2  Ultrasound

Sound waves with frequencies reaching from the 
threshold of hearing (15–20 kHz) up to 10 GHz 
are called ultrasound. In the upper part of this 
spectrum, the wavelength is comparable to that of 
light. Accordingly, diffraction, which compli-
cates sound waves in the hearable range, plays a 
less important role. Ultrasound can therefore be 
bundled just like light and the reflection of this 
directional beam is used to localize objects (e.g. 
sonar in nautics). In neurovascular ultrasound, 
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MCA-C

PCA-I

PCA-C
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PICA-R PICA-L
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d

Fig. 1.2 Normal TCCS of (a) the circle of Willis and (b) 
the vertebrobasilar system with corresponding (c, d) TOF- 
MRA in the same plane. Arteries with flow towards the 
ultrasound probe are coded red while those with flow away 
from the probe are coded blue. MCA-I Ipsilateral middle 
cerebral artery, ACA-I Ipsilateral anterior cerebral artery, 

PCA-I Ipsilateral posterior cerebral artery, MCA-C 
Contralateral middle cerebral artery, ACA-C Contralateral 
anterior cerebral artery, PCA-C Contralateral posterior cere-
bral artery, VA-R Right distal vertebral artery, VA-L Left dis-
tal vertebral artery, PICA-R Right posterior cerebellar artery, 
PICA-L Left posterior cerebellar artery, BA Basilar artery
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typically linear array transducers (5–13  MHz) 
and phased array transducers (2–8  MHz) are 
being used.

1.2.3  Transducer

Ultrasound produced mechanically with sirens 
may reach 500 kHz. A more effective way is to 
use the piezoelectric effect in certain crystals or 
ceramics, where an electric charge is “trans-
duced” to mechanical stress or vice versa. 
Piezoelectric materials have a defined arrange-
ment of aligned electric dipoles. Multi-element 
array transducers (Fig.  1.3) can simultaneously 
emit and receive ultrasound. The excitation of 
one element may produce a single wavelet. 
Combining the excitation of hundreds (typically 
128–512) of elements enables to generate differ-
ent shapes of ultrasound beams. In the linear 
array transducer, a simultaneous excitation would 
produce a wavefront perpendicular to the trans-
ducer surface. Variation of the time delay between 

the individual excitation of the elements makes it 
possible to steer the wave front, to focus the beam 
or generally to configure the shape of the ultra-
sound beam. Simple transducers operate in reso-
nance mode. Their frequency is determined by 
the thickness of the piezoelectric material. In a 
5-MHz transducer, it measures 0.4  mm. The 
emitted wavelength is twice its thickness. In mul-
tifrequency transducers, the design is more com-
plex. Here ultrasound pulses can be emitted in 
one frequency and received at another, for exam-
ple, higher frequency.

1.2.4  Resolution

The ultrasound beam is three-dimensional. 
Volume elements can be defined (axial, lateral 
and depth resolution). Geometric consider-
ations subdivide the ultrasound beam into near 
field and far field. Lateral resolution is best in 
the distal near field where optimal collimation 
of the ultrasound beam can be achieved. It is 
worst very close or very far from the trans-
ducer surface. Axial resolution is restricted by 
half of the spatial pulse length and is approxi-
mately 0.5 mm at 5 MHz. It does not change 
with depth.

1.2.5  Doppler Effect

In transcranial Doppler sonography, the tech-
nique to measure the velocity of intracranial 
blood flow relies on the Doppler effect. An out-
going sound wave of frequency f and velocity c 
(which is approx. 1.540  m/s in soft tissue) is 
being reflected by a moving blood cell of veloc-
ity v. This changes its frequency by the magni-
tude of Δf. The latter is termed Doppler shift or 
Doppler frequency. Ideally, the sound wave and 
blood movement would be parallel, but most 
commonly there will be an angle α between 
both. The Doppler frequency is then calculated 
as follows:

 
Df

v f

c
=

* * ´2 cos
.

a

 

Fig. 1.3 Left, broadband sector array transducer with a 
frequency range of 5  −  1  MHz for trans−/intracranial 
insonation. Right, broadband linear array transducer with 
a frequency range of 12 −  3  MHz for transcutaneous/
extracranial insonation

T. Witton-Davies et al.
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1.2.6  Angulation

According to the calculation of the Doppler fre-
quency, the maximum ∆f is measured if the angle 
of insonation is 0°. At 90° it is not possible to 
measure a Doppler frequency. At 60° the angle 
error leads to 3% discrepancy (cos 60°  ÷  cos 
(60° + 1°)) in the measurement of the velocity. 
This can still be tolerated in clinical practice. 
Larger angles of insonation should be avoided.

While using a linear array transducer, it is pos-
sible to steer the beam up to 25° to either side 
without losing too much on sensitivity. In colour 
flow imaging, this helps to improve colour cod-
ing of the image especially in vessels with low 
flow which runs parallel to the skin surface.

1.2.7  Turbulences 
and Disturbed Flow

In smoothly lined vessels, the velocities of blood 
cells are distributed parabolically. The fastest 
cells are found centrally; peripheral cells have a 
strong adherence to the vessel wall and are there-
fore much slower. In laminar flow, they move in 
parallel lines. If blood flow increases, turbulences 
occur first peripherally and later also centrally. 
Disturbed flow is normal in bifurcations or at side 
branches. Abnormal disturbed flow caused by 
stenosis can be detected intra- and poststenoti-
cally. In disturbed flow, flow lines are regularly 
not parallel and have to adjust to the specific 
geometry.

1.2.8  Time–Frequency Spectrum

Doppler–sonographic measurements of a vessel 
segment do not consist of a single Doppler shift 
but a continuous spectrum of frequency shifts. 
After being registered in the ultrasound trans-
ducer, the Doppler signal is processed using 
mathematical techniques like the fast Fourier 
transformation. The result is a velocity distribu-
tion which can be displayed in real time on the 
ultrasound monitor. In this pulsatile diagram, the 
Doppler signal of blood cells moving towards the 

transducer is represented as a positive value 
(above the baseline of Doppler spectrum) and 
that of cells moving away as a negative value 
(below the baseline of Doppler spectrum).

It is a useful coincidence that the extracted 
Doppler frequencies are in the audible range. 
They can be made hearable by using a loud 
speaker. The combined audio-visual output 
enables the examiner to perceive flow distur-
bances like turbulences and also disturbed flow 
more easily.

1.2.9  Ultrasound Settings

To be able to carry out an ultrasound examination 
correctly it is necessary to have good knowledge 
about ultrasound machine adjustments.

1.2.9.1  Frequency
Higher ultrasound frequencies are being attenu-
ated more quickly in tissue than lower frequen-
cies. In order to penetrate the skull, ultrasound 
transducers need to have lower frequencies rang-
ing between 1.8 and 2.5 MHz. Penetration depth 
is reached when noise supersedes reflection and 
back scatter. It decreases with f.

1.2.9.2  Pulse Repetition Frequency
The pulse repetition frequency (PRF) describes 
the frequency at which the ultrasound pulses are 
being emitted. It is adjusted by the machine set-
ting called “scale”. The scale needs to be adapted 
to the estimated blood velocity, otherwise errone-
ous measurements may occur. For lower blood 
velocities, the PRF should be reduced and vice 
versa. To precisely locate an object the returning 
pulse needs to be registered before a new pulse is 
emitted. Measurements in increasing depths are 
therefore limited by the PRF.  This reduces the 
possibility to detect high intrastenotic Doppler 
frequencies correctly, if the according vessel is 
deeply located. As soon as the Doppler frequency 
exceeds half the pulse repetition frequency 
(PRF/2  =  Nyquist frequency) aliasing occurs. 
Due to insufficient sampling of the signal, its 
exact position cannot be determined. The systolic 
peaks are cut off and inserted below the baseline 

1 Ultrasound in Neuroimaging
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giving the impression of a flow reversal. In tran-
scranial colour-coded duplex sonography alias-
ing can be identified by a change of colour 
between red and blue with intermediate white 
speckles.

1.2.9.3  Output Power 
and Receiver Gain

Power and gain are two different options to 
directly increase the amplitude of the returning 
Doppler signal. Power describes the emitted 
energy per time. An increase in output power 
directly exposes the patient to more energy. 
Increasing the receiver gain helps to amplify low- 
amplitude signals from deep within the tissue, but 
it also increases background noise. Output power 
and receiver gain need to be adjusted continu-
ously on- or off-line throughout the entire exami-
nation to ensure an optimized spectral display.

1.2.9.4  Sample Volume and Depth
The range gate represents the time during which 
the received signal is measured. Its axial extent or 
length can be adjusted by the operator and deter-
mines the sample volume size. The depth of the 
sample volume along the ultrasound beam is 
defined by the time the ultrasound system waits 
before the measurement starts. The sample vol-
ume increases when the receiver gain is raised.

1.2.9.5  Amplitude Modulation: 
(A)-Mode

A-Mode gives a reminiscence of an oscilloscope. 
The strength of the signal registered by the trans-
ducer is represented on the vertical axis and time 
on the horizontal axis. A-Mode is not widely 
used in neurosonography and will not be further 
discussed.

1.2.9.6  Brightness: (B)-Mode
B-Mode was a major step to the practical use of 
ultrasound. The echo strength and its depth are 
assigned to a two-dimensional black and white 
image. This way a representative image of the 
anatomy is created. Line density is determined by 
the distance of the piezoelectric elements. In 
order to compensate for signal loss with increas-
ing depth, gain can be individually regulated by 

several sliding knobs, also known as time gain 
compensation (TGC). The range of signals is 
characterized by the decibel scale and is usually 
too extensive to be displayed on the ultrasound 
monitor. Therefore, the signal needs to be trans-
formed with compression curves; the examiner 
influences this by selecting a “preset”.

1.2.9.7  Motion: (M)-Mode
In M-Mode, the depth of the reflector is displayed 
on the vertical axis and time is displayed on the 
horizontal axis. This is particularly useful to 
illustrate and evaluate cardiac motion.

1.2.9.8  Continuous-Wave (CW) Doppler
Continuous-wave (CW) Doppler continuously 
emits a specific frequency while the receiving 
element continuously detects any echoes from 
the sensitive region of the beam. It is the oldest 
and simplest ultrasound technique used to detect 
flow velocity and direction. The sensitive region 
may cover several centimetres. It is effectively 
used in the examination of the extracranial cere-
bral vessels and the supratrochlear artery. A flow 
reversal in the latter (normally from intracranial 
to extracranial) is an important indicator of 
severe extracranial stenosis (>80% lumen diam-
eter reduction) of the internal carotid artery 
(ICA). Due to absent range resolution, it is not 
possible to gather information about the depth 
from which the Doppler signal is returning. 
Thus, simultaneous detection of two or more 
vessels within the ultrasound beam might worsen 
differentiation of the cervical vessels and pro-
long examination duration.

1.2.9.9  Pulsed-Wave (PW) Doppler
Pulsed-wave (PW) Doppler enables to localize 
the depth from which the Doppler signal origi-
nates. The same piezoelectric element within the 
ultrasound transducer is used to emit and to 
receive the signal alternately. The signal travel-
ling at speed c needs time t to reach depth d 
before it returns back the same way. The depth d 
can therefore be calculated as:

 
d

t c
=

*
2  

T. Witton-Davies et al.
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To be able to determined precisely, it is neces-
sary to reduce the time interval during which the 
reflected signal is measured to a minimum. 
During the examination, this can be done by 
adjusting the range gate. Any other signals out-
side the gate will not be registered.

1.2.9.10  Colour Flow Imaging
In colour flow imaging, a box- or diamond- 
shaped region of interest is chosen where the 
pixel-wise information of blood flow is superim-
posed on the grey-scale image. Flow direction 
and velocity are colour-coded and displayed. 
This process is time-consuming and the frame 
rate is remarkably longer than in B-mode. It 
increases with depth. Width should be kept as 
small as possible. It has to be pointed out, that 
colour flow imaging is not a precise map of spec-
tral Doppler measurements, but an estimated map 
of mean velocities which are obtained by auto-
correlation of consecutive pulses.

A colour flow image helps to identify the 
course of vessels and to focus on where to gather 
precise spectral Doppler measurements with PW 
Doppler.

1.2.9.11  Power Doppler Imaging
Unlike colour flow imaging, Power Doppler uses 
the amplitude of the Doppler signal to detect blood 
flow. Therefore, power Doppler is independent of 
velocity and flow direction and enables to detect 
lower and slower flow than Doppler- dependent 
colour flow imaging. It gives a clearer outline of 
the vessel wall than colour flow imaging. Another 
drawback is the high degree of frame-averaging 
used to improve sensitivity. Therefore, flash 
(motion) artefacts may occur which can be avoided 
by moving the transducer more carefully and 
slowly during the examination.

1.3  Examination Technique

For the extracranial examination, the patient is 
lying supine with a (moderately) hyperextended 
neck. In transcranial ultrasound, three commonly 
employed acoustic windows are temporal, orbital 
and nuchal (Fig.  1.4). The identification of the 

intracranial arteries is usually feasible. 
Occasionally it is necessary though to apply 
compression manoeuvres of the extracranial 
carotid artery (avoiding the bifurcation due to 
thromboembolic danger or parasympathetic reac-
tion) or vertebral artery at the C2 level. In order 
to obtain Doppler signals of the intracranial arter-
ies, it is recommendable to first use a relatively 
large range gate of 10–13 mm and to start search-
ing at a typical depth (5–6 cm). Comparing both 
sides is often more helpful than referring to stan-
dard values. After a stabilizing period of half a 
minute, the documentation of the Doppler signals 
should last for at least ten cardiac cycles [6, 7].

1.3.1  Pulsatile Flow in Arteries

In the healthy aorta pressure is always positive 
due to the “windkessel function”. The pulsatile 
heartbeat causes pressure waves which are 
reflected peripherally. The reflexion depends on 
peripheral resistance. If it is high, the reflected 
pressure amplitude will also be high. As blood 
flow is determined by the pressure gradient the 
reflected pulse-wave causes periodic local back-
flow, comparable to water waves being reflected 
from the seashore. This characterizes high pulsa-
tility. If peripheral resistance is low, there is con-
tinuous anterograde flow. In general, arteries 
supplying parenchymal organs (e.g. ICA supplies 
the brain parenchyma) have a low pulsatility, 
while arteries supplying skin and muscle (e.g. 
external carotid artery) have a high pulsatility.

The evaluation of pulsatility is crucial in 
describing vessel pathologies like stenosis, which 
represent circumscribed reductions of the vessel 
diameter.

1.3.2  Ultrasound Representation 
of Arterial Stenosis

A stenosis of >50% lumen reduction leads to 
higher Doppler frequencies (up to fivefold) 
within the narrowed vessel, acoustically repre-
sented by a hissing sound. Aliasing can be indica-
tive of stenosis. Poststenotic turbulences are 

1 Ultrasound in Neuroimaging
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dominated by lower frequencies and irregular 
regions of flow reversal. In very short stenosis, it 
is difficult to measure the highest flow accelera-
tion precisely (so-called stenotic jet) as the ultra-
sound beam always partly registers poststenotic 
flow. Pulsatility may increase up to threefold 
compared to normal values. In high-grade steno-
sis pulsatility will be reduced.

1.3.3  Pulsatility Index

Pulsatility describes the difference in the maxi-
mum systolic (S) and diastolic (D) velocities [8]. 

In order to put the value into perspective, it is 
either related to the systolic velocity itself 
(Pourcelot’s resistance index [RI]) or to the mean 
velocity vmean (Gosling’s Pulsatility Index [PI]).

 
RI =

-S D

S  

 
PI

mean

=
-S D

v  

A pulsatility index is usually automatically 
given by the ultrasound machine when measuring 
velocities. It is also important in the detection of 
intracranial hypertension or an upstream high- 

a b

c d

Fig. 1.4 Most relevant transducer positions in cerebro-
vascular ultrasound. (a, b) Top, extracranial examination 
with patient lying supine and patient’s neck hyperex-
tended. (a) Top left, examination of the carotid arteries 
placing the transducer on the sternocleidomastoid muscle. 
(b) Top right, examination of the vertebral artery by scan-
ning from anterior to the sternocleidomastoid muscle. (c, 

d) Bottom, intracranial examination. (c) Bottom left, 
transtemporal insonation with patient lying supine in 
comfortable position. (d) Bottom right, transnuchal/sub-
occipital insonation via the foramen magnum with patient 
lying on the side; alternatively, patient might be lying 
supine head turned comfortably to one side

T. Witton-Davies et al.
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grade stenosis which cannot be directly visualized 
due to bony structures (e.g. near the skull base).

1.3.4  Requirements for Examiners 
and Reporting

Precise and reproducible reporting can only be 
achieved if the examiner carries out transcranial 
Doppler sonographies on a regular basis. The 
results need to be compared to other diagnostic 
procedures like DSA, MRA or CTA, if available.

The time–frequency spectrum has to be docu-
mented over a period of several heart beats. 
Documentation of maximum systolic and dia-
stolic frequency is obligatory, while the addi-
tional documentation of the maximum mean 
Doppler shift (arithmetic average of the signal 
envelope) is helpful, especially in detecting and 
quantifying vasospasm. Additionally, transcra-
nial colour-coded duplex sonography should 
include colour- and cross-sectional images. The 
transtemporal examination should include the 
anterior-, middle- and posterior cerebral artery as 
well as the carotid-T on both sides. Comparative 
documentation of the distal vertebral arteries and 
basilary artery as distal as possible are recom-
mended via the transnuchal approach.

1.3.5  Safety of Diagnostic 
Ultrasound

As is known from ionizing radiation the ALARA 
rule (As Low As Reasonably Achievable) can 
also be applied to diagnostic ultrasound. Local 
heating is the most important biophysical effect. 
It can affect the cranial bone especially during 
long examinations. Nevertheless, a dangerous 
temperature rise of the brain parenchyma is 
unlikely to happen for several reasons: The 
healthy temporal bone reduces ultrasound energy 
significantly and intracranial blood flow has a 
cooling effect. Dynamic angulation of the trans-
ducer also helps to spread the thermal energy. 
Output power should be reduced when using 
skull defects (i.e. after craniectomy) or to avoid 

damage of the eye lens during transorbital 
insonation. Another theoretical danger results 
from cavitation, when tissue cohesion is exceeded 
in the low-pressure cycle of the sound pressure. 
This may be exacerbated by the use of ultrasound 
contrast agent. So far, there are no definite reports 
about negative side effects in transcranial ultra-
sound, but it is recommended to keep the mechan-
ical index as low as possible [9].

1.3.6  Contrast-Enhanced 
Ultrasound (CEUS)

Contrast agents used in ultrasound are blood 
pool agents, of which some are taken up by 
Kupffer cells in the liver. They consist of micro-
bubbles filled with gas and stabilized by a shell 
of proteins or lipids. Their diameter ranges from 
2.5 to 3 μm in order to enable capillary passage. 
After intravenous injection they significantly 
increase not only the back-scatter signal of vas-
cularized structures but also of multiples of the 
original frequency, so-called harmonics. 
Amplification is described as up to 1000-fold. 
The microbubbles are easily destroyed by the 
energy of the ultrasound beam. Therefore, the 
acoustic energy delivered needs to be minimized. 
This requires specific ultrasound settings. A 
dual-image display is necessary which simulta-
neously shows two images, one in B-mode for 
general anatomic orientation and a second one in 
contrast mode. Both images use the same infor-
mation but are compressed differently in order to 
show different parts of the dynamic range. After 
the injection of the contrast agent, the diagnostic 
effect lasts up to 5  min. Advantages of CEUS 
include the visualization of slow perfusion (e.g. 
cerebral perfusion or high-grade carotid steno-
sis). Focal destruction (“burst”) of microbubbles 
may help to apply specific drugs locally, which 
is currently under investigation. Apart from 
extremely low rates of anaphylactic reactions 
ultrasound contrast agents are considered to be 
safe [10]. Unlike other radiologic contrast 
agents, the renal and thyroid function does not 
need to be checked in advance.

1 Ultrasound in Neuroimaging
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1.4  Clinical Application

1.4.1  Extracranial

1.4.1.1  Arterial Wall Imaging
The extracranial brain-supplying arteries, espe-
cially the carotid arteries, lie superficially and 
can be easily visualized by means of a high- 
frequency linear transducer (7.5–10  MHz). The 
arterial wall has a typical appearance imaged by 
B-mode: It is defined by two parallel echogenic 
lines which are separated by an echolucent line. 
These lines do not represent the histological lay-
ers of the vessel wall but the interfaces between 
blood flow, intima, media and adventitia, which 
cause differences in acoustic impedance [11]. 
The inner echogenic line together with the adja-
cent echolucent line (“double-line–pattern”) is 
called Intima–Media–Thickness (IMT) complex 
(Fig. 1.5). IMT increases with age. IMT can also 
be changed in size and appearance by different 
diseases. (Early) atherosclerotic changes are 
most frequent, but large vessel vasculitis, 
radiation- induced vasculopathy and dissections 
are also accompanied with changes of IMT and 
the entire vessel wall, respectively.

IMT measurements “in plaque-free-zones” 
were shown to be an appropriate tool to estimate 
the cardiovascular risk, since IMT was found to 
be a predictor for coronary heart disease and 
stroke [12]. However, in more recent meta- 
analysis, the authors disapproved of this, since 
IMT measurements only slightly improved the 
prediction of cardiovascular risk compared with 
the Framingham Risk score alone [13]. Thus, the 
future role of MRI is emphasized in non-invasive 
risk stratification of cardiovascular diseases by 
several authors [14]. Several limitations of IMT 
measurements have been identified as causes for 
conflicting results: First, the current resolution of 
the usually applied 7-MHz transducer is lower 
than IMT changes per year (about 0.3  mm vs. 
0.04  mm). Second, there is no final consensus 
concerning the site of IMT measurement (CCA 
vs. ICA vs. carotid bulb). Third, IMT measure-
ment captures only the increase in (sub)-millime-
tres but not the complexity of the (early) 
atherosclerotic changes. Furthermore, it remains 

unclear whether semi-automated border detec-
tion is more accurate and reproducible than man-
ual positioning of the caliper.

Unlike IMT, the presence and morphology of 
carotid artery plaques are undoubtedly closely 
associated with coronary heart disease, coronary 
events and stroke. In contrast to IMT, a plaque is 
defined as a focal wall thickening that is at least 
50% greater than that of the surrounding vessel 
wall or a protrusion of more than 1.5 mm into the 
lumen [15]. It is well known that the plaque 
 vulnerability is as important as the severity of ste-
nosis [16]. Thus, carotid plaque morphology has 
to be defined by ultrasound which is the first-line 
imaging modality. The evaluation of carotid 
artery plaque comprises the analysis and descrip-
tion of the plaque surface morphology (regular 
vs. irregular; with/without niche/ulceration), the 
intraplaque structure (echogenic vs. echolucent; 
homogenous vs. heterogenous) and ultrasonic 
shadowing (due to calcification). Plaque echolu-
cency and disruption or absence of plaque sur-
face (echogenic cap) are established plaque 
features associated with an increased thrombo-
embolic risk (Fig. 1.5).

1.4.1.2  Stenosis and Occlusion
The arteriosclerotic stenosis of the extracranial 
ICA at the carotid bifurcation has a high fre-
quency in Caucasians. Its significance is greatest 
amongst all vascular pathologies of the brain- 
supplying arteries. ICA stenosis is responsible 
for 10–20% of strokes and transient ischemic 
attacks (TIA). The results of the North American 
Symptomatic Carotid Endarterectomy Trial 
(NASCET) showed an absolute risk reduction 
(ARR) of 16% for any ipsilateral stroke after 
5 years in patients with symptomatic high-grade 
stenosis (70–99%) following carotid endarterec-
tomy (CEA). In patients with moderate stenosis 
(50–69%) the 5-year ARR was 4.6%. Therefore, 
the rapid detection and correct characterization 
of the extracranial ICA stenosis are mandatory 
especially in the symptomatic stroke patient.

The criteria of multiparametric ultrasound 
were revised by the members of the German 
Society of Ultrasound in Medicine and Biology 
on the basis of the angiographic measurement of 

T. Witton-Davies et al.
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carotid stenosis as utilized in NASCET. For this, 
the predominantly Doppler sonographic major 
and minor criteria, which originally corresponded 
to the angiographic European Carotid Surgery 
Trial measurement (ECST), were adapted to 
NASCET (Table 1.1). Overall, the flow velocities 
corresponding to a specific degree of stenosis 
were replaced by lower values.

A reliable and precise grading of stenosis 
involves B-mode measurements in various 
angles, direct peri- and intrastenotic measure-
ments of flow velocities as well as indirect hemo-
dynamic parameters (e.g. detection of collaterals). 
Therefore, the diagnostic significance of Doppler 
sonographic determination of stenosis goes far 
beyond a “screening tool”.

Approximately one-third of ischemias in the 
vertebrobasilar system are caused by vascular 
stenosis [18]. The origin of the vertebral artery is 
most commonly affected. Due to its elongated 
proximal segment and anatomic restrictions 
(short strong neck) a reliable and angle-corrected 
measurement is often challenging. Hence, a 
rough distinction between the exclusion of steno-
sis and high-grade stenosis (>50%) as well as an 
occlusion is all that might be achieved.

However, occlusion and pseudo-occlusion of 
the proximal extracranial ICA can usually be dif-
ferentiated. This is especially the case if the ICA 
occlusion is localized at the level of the bifurca-
tion and the downstream vessel wall and Doppler 
spectrum are clearly visualized.

a

b

c

d

Fig. 1.5 Complex plaque located at the distal common 
carotid artery and proximal internal carotid artery. (a) Top 
left, intra-arterial angiography shows the irregular plaque 
surface (arrow). (c) Top right, maximal intensity projec-
tion (MIP) of CTA visualizes partial calcification within 

the proximal portion of the plaque. (b) Bottom, B-mode 
ultrasound and (d) colour mode enables delineation of the 
plaque and residual lumen. Double-line pattern of the 
IMT complex is also visible in the far wall of the distal 
CCA (arrows in b)

1 Ultrasound in Neuroimaging
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Under limited ultrasound conditions, accuracy 
can be improved by using ultrasound contrast 
agents or the Doppler- and angle-independent 
B-flow technique [19]. Ultrasound may even be 
superior to CTA, MRA and DSA in the detection 
of occlusions of the extracranial vertebral artery. 
Whereas the latter merely depict the contrast- 
filled vessel lumen, B-Mode can help to distin-
guish frequent vessel hypo- or aplasia from 
occlusion by displaying the vessel wall of no- 
flow or low-flow arteries.

Juvenile stroke (<45 years) may be caused by 
spontaneous dissection of the extracranial carotid 
artery and vertebral artery in about 20%. Risk 
factors include connective tissue disorders, fibro-
muscular dysplasia, collagenosis and possibly 
kinking or looping of the affected vessel. Primary 
diagnosis can either be made with CT, MRI or 
ultrasound. Ultrasound is well suited for follow-
 up. Dissection may lead to extended hypoecho-
genic or crescent-shaped luminal narrowing, 
circumscribed flow velocity acceleration, the 
detection of a membrane separating true and false 
lumen or the detection of a pseudo-aneurysm. It 
has to be stated, that the proximity of the base of 
the skull is one predilection site for extracranial 

dissections and is methodically only partially vis-
ible by ultrasound. Indirect signs like increased 
prestenotic pulsatility may be useful.

1.4.2  Intracranial

1.4.2.1  Parenchymal Sonography
Transcranial parenchymal sonography is an 
established diagnostic tool in neurodegenerative 
diseases. Already in 1995, Becker and co-worker 
first described a hyperechogenic area within the 
substantia nigra (SN) in patients with Parkinson’s 
disease (PD) [20]. This patchy, band-like or 
sometimes wide oval appearing hyperecho-
genicity is found in more than 90% of PD patients 
but then again also in 10% of healthy adults [21]. 
It is recommended to use the following ultra-
sound system settings: Image depth starts with 
14–16  cm and has to be adapted as needed, 
dynamic range is 45–55  dB, image brightness 
and time gain compensation have to be adapted 
manually as needed or, if available, optimized 
automatically. An adequately qualified investiga-
tor and a sufficient temporal window are of great 
importance to achieve a reliable diagnostic accu-

Table 1.1 Graduation of stenosis in the internal carotid artery (modified from [17])

Stenosis (NASCET definition) 10 20–40 50 60 70 80 90 Occlusion
Stenosis (ECST definition) 45 50–60 70 75 80 90 95 Occlusion
Major 
criteria

1. B-mode +++ +
2. Colour flow + +++ + + + + + +++
3.  Intrastenotic peak systolic
Velocity (cm/s)

200 250 300 350–400 100–500

4.  Poststenotic peak systolic
velocity (cm/s)

>50 <50 <30

5.  Collaterals and precursors
(periorbital artery/ACA)

(+) ++ +++ +++

Minor 
criteria

6. Diastolic prestenotic
flow reduction (CCA)

(+) ++ +++ +++

7.  Poststenotic disturbed 
flow

+ + ++ +++ (+)

8.  End diastolic flow velocity
 in maximum stenosis (cm/s)

≤100 ≤100 >100 >100

9. Confetti-sign (+) ++ ++
10.  Stenosis index (ICA/

CCA)
≥2 ≥2 ≥4 ≥4

T. Witton-Davies et al.



13

racy. In a 5-year follow-up study, Berg and co- 
workers found the risk for PD to be 21 times 
increased in participants with a hyperecho-
genicity of the SN. Furthermore, SN is a sono-
graphic landmark in PD patients to control 
correct position of deep brain stimulation elec-
trodes within the subthalamic nucleus [22].

Enlargement of the third ventricle and frontal 
horns can also be monitored by transtemporal 
sonography. This is of high clinical relevance in 
patients with acute obstructive hydrocephalus fol-
lowing intraventricular haemorrhage [23] as well 
as in the elderly with cognitive impairment [24].

In stroke patients with a space-occupying 
supratentorial process (i.e. intracranial bleeding 
and/or malignant ischemic MCA-infarction), 
TCCD allows for reliable monitoring of midline 
shift [25] and consecutively avoids repeated CT 
examinations with high-risk transport of inten-
sive care patients and considerable cumulative 
radiation dose (Fig. 1.6).

1.4.2.2  Stenosis, Occlusion 
and Vasospasm

In acute stroke, detection of the underlying brain 
vessel occlusion is of great importance. 
Ultrasound is a unique diagnostic modality which 

even allows emergency assessment using a por-
table duplex machine [26]. In order to diagnose a 
middle cerebral artery or distal ICA occlusion 
there needs to be an adequate temporal window. 
This is the case if there is clear visualization of 
the contralateral MCA and of the ipsilateral P1 
and P2-segment of the posterior cerebral artery 
while a flow signal in the lateral fissure is lacking 
(M1-occlusion) or minimal (distal ICA occlu-
sion). In general, the detection of an occlusion of 
the intracranial vertebrobasilar system is fre-
quently not possible with a reliable accuracy, 
especially under emergency conditions (i.e. basi-
lar artery, distal vertebral artery [V4 segment] 
and proximal posterior cerebral artery [P1 seg-
ment] occlusion).

Due to interindividual differences in intracra-
nial blood flow velocity, there are no widely 
accepted thresholds for the detection and quanti-
fication of intracranial stenosis. Similar to the 
sonographic diagnosis of extracranial stenosis, 
the main criteria are the detection of a circum-
scribed elevation of blood flow velocity 
(PSV  >  120  cm/s [=  suspicious on stenosis]; 
>160  cm/s [=  definitely pathological]), preste-
notic elevated pulsatility and poststenotic flow 
changes (i.e. turbulences, decreased pulsatility) 

a b

Fig. 1.6 Acute intracerebral bleeding into the right tem-
poral lobe. (a) Left, transcranial B-mode, insonated from 
the left temporal window showing the intraparenchymal 
hematoma close to the right temporal skull (small arrows). 

Butterfly-shaped hypoechogenic mesencephalon (arrow-
head). (b) Right, corresponding plain CT (rotated by 90° 
to the left)
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as well as an elevated flow velocity of >30% 
compared with the contralateral side (except bas-
ilar artery). Regarding the vertebrobasilar  system, 
it has to be considered that the blood flow veloc-
ity is generally about 20–30% lower than in the 
anterior circulation.

Another frequent and important reason for a 
circumscribed increased blood flow velocity of 
an intracranial artery (segment) or even a reversed 
flow (i.e. the A1- or P1-segment) is a collateral 
flow due to an extracranial high-grade stenosis or 
occlusion. Thus, knowledge of extracranial 
steno-occlusive lesions is necessary to avoid mis-
diagnosis of the intracranial vasculature.

A major and potentially lethal complication 
after subarachnoid bleeding is circumscribed or 
general vasospasm of the intracranial arteries 
which may cause ischemic infarcts in about 
25–30% of patients. The early detection and mon-
itoring of vasospasm of the basal arteries have 
been a domain of TCD (and TCCD) for more than 
30  years. Whereas the measurement of flow 
velocity is used to characterize arteriosclerotic 
stenosis, the intensity-weighted mean flow veloc-
ity (“mean velocity”) is used to detect vasospasm. 
The thresholds for mean velocities are >120 cm/s 
(“suspected vasospasm”) and >160 cm/s (“defini-
tive vasospasm”) in the carotid territory, and 
>80  cm/s (“suspected”) and >95  cm/s (“defini-
tive”) in the vertebrobasilar territory, respectively. 
Another important and pathognomonic criterion 
for the diagnosis of vasospasm is the increase of 
blood flow velocity of 50% and/or of 30–40 cm/s 
within 24 h. Thus, daily TCD is mandatory fol-
lowing subarachnoid bleeding.

1.4.2.3  Cerebral Autoregulation 
and Functional TCD 
(Neurovascular Coupling)

Cerebral brain perfusion is being kept constant in a 
wide range of cerebral perfusion pressures, reach-
ing from 50 to 150  mmHg. This mechanism is 
called cerebral autoregulation. Despite intense clin-
ical research, the investigation of autoregulation 
remains insufficient. Most studies showed technical 
shortcomings and focused on the middle cerebral 
artery, leaving out cortical and posterior arteries [6].

Cerebral autoregulation comprises the change 
of regional blood flow induced by neuronal activ-

ity (neurovascular coupling) as well as the change 
of blood flow resulting from alterations in the 
partial pressures of blood gases (cerebrovascular 
reactivity) [27]. The adaption of the cerebral 
blood flow is a result of the adjustment in the pre- 
capillary arterioles diameter. Unlike in other 
small vessels, the diameter of the basal cerebral 
arteries remains constant. Thus, blood flow 
velocities measured by TCD/TCCD are directly 
proportional to the cerebral blood flow.

In healthy individuals, hypercapnic stimula-
tion of the highly CO2-sensitive pre-capillary 
arterioles leads to further dilation (Fig.  1.7). If 
the pre-capillary arterioles in the middle cerebral 
artery territory are already at maximum dilata-
tion, i.e. in a patient with insufficient collateral-
ization of an ICA occlusion, additional 
hypercapnic stimulation does not lead to continu-
ing measurable dilatation because the reserve 
capacity has already been exhausted. Thus, test-
ing cerebral autoregulation might help to decide 
on the indication for extracranial-intracranial 
bypass surgery. Besides this, the potential risk of 
hemodynamically induced ischemia during 
carotid endarterectomy or cardiopulmonary sur-
gery can be assessed.

1.4.2.4  Microemboli Detection 
and Diagnosis of Patent 
Foramen Ovale (PFO)

Clinically silent circulating cerebral microemboli 
produce a visible and audible signal (“click, 
chirp, whistle”) and can be detected by TCD 
[28]. These signals, called microembolic signals 
(MES), are of short duration and high intensity 
(Fig. 1.8). MES might originate from microem-
boli composed of different material such as ath-
eromatous debris, clotted blood, platelets, fat or 
air. The presence of MES is indicative for emboli-
genic activity into the cerebral arteries [29]. 
Thus, microemboli detection is used to determine 
the emboligenic potential of an embolic source 
(e.g. carotid artery stenosis or prosthetic heart 
valves) or to monitor antithrombotic treatment 
[30].

Technique: For microemboli detection, TCD 
monitoring is performed for 30–60 min using a 
pulsed Doppler machine with a 2-MHz probe 
and a sample volume of 4–10  mm [31]. After 
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identification of the target vessel (mostly the 
M1-segment of the middle cerebral artery), the 
probe is fixed on the temporal skull with an elas-

tic band in order to minimize artefacts. The pre-
fast Fourier transformation signal is recorded on 
digital audio tape (DAT) for off-line analysis and 
later re- evaluation of regions of interest. Since 
microemboli detection is time-consuming, 
attempts towards automatic microemboli detec-
tion by trained neural networks have been 
undertaken.

The most frequent cardiac right-to-left-shunt 
(RLS) is the patent foramen ovale (PFO). PFO is 
a well-recognized cause of stroke due to para-
doxical thromboembolism. Thus, the correct 
diagnosis of RLS is of high clinical significance 
in patients without other embolic sources.

The sensitivity and specificity of the non−/
semi-invasive contrast TCD in detecting intracar-
diac RLS is similar to transoesophageal echocar-
diography (TEE) [32].

a

b

c

Fig. 1.7 Effect of slight PCO2 changes on flow velocity and pulsatility index of the MCA in a healthy subject. (a) 
During regular breathing. (b) Holding the breath for several seconds. (c) During hyperventilation

Fig. 1.8 Microembolic signals detected in the ipsilateral 
M2-segment of the middle cerebral artery immediately 
following extracranial carotid artery stenting
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Technique: Similar to microemboli detection 
(see above), a 2-MHz probe is mounted on the tem-
poral bone and fixed. A contrast mixture  consisting 
of normal saline, air and the patient’s own blood is 
agitated by means of a three-way stopcock. Then, 
the mixture is applied intravenously via an 18–21 
gauge needle according to a standardized protocol. 
A Valsalva manoeuvre is performed 4–6  s after 
injection in order to raise the pressure within the 
right atrium. If a PFO is present, MES can be 
detected regularly within a few seconds and up to 
20–30 s after injection, sometimes even as a cluster 
or “shower”. Depending on the number of MES 
counted an estimation of the size of the RLS is pos-
sible. Previously, a galactose-based contrast agent 
that generates air- filled microbubbles was used 
instead of the above-mentioned mixture.

1.5  Future Developments

1.5.1  Brain-Focused Ultrasound

Magnetic resonance-guided focused ultrasound 
surgery (MRgFUS) is being studied in various 
clinical applications. It uses non-invasive thermal 
ablation to treat soft tissue tumours, but also 
other neurodegenerative diseases like essential 
tremor and Parkinson’s disease. Several clinical 
trials have demonstrated feasibility and a favour-
able safety profile [33].

Ultrasound waves are focused onto the target 
area. This leads to local thermal destruction with 
high spatial accuracy. As known from TCD the 
skull bone absorbs most of the energy and distorts 
the focused beam. The use of large-sized phased 
array transducers and adjusted focusing tech-
niques in combination with MR thermometry has 
made real-time therapy guidance possible [34].

Depending on the tremor aetiology a reduc-
tion of tremor intensity of up to 80% after 
6–12 months follow-up has been reported with-
out the disadvantages of open brain surgery. 
First data on the treatment of lesions of the tha-
lamic ventral intermediary nucleus as well as 
subthalamic fibre tracts have been published 
[35].

1.5.2  Neurological Applications

There is increasing knowledge that focused ultra-
sound (FUS) combined with microbubbles enables 
to cross the blood–brain barrier (BBB) and to 
deliver diagnostic and therapeutic agents into the 
CNS in animals [36]. Additional diagnostic ultra-
sound allows precise targeting of the brain lesion 
as well as to introduce a broader range of BBB 
disruption than FUS alone. Zhao and co-workers 
demonstrated that the extent of BBB disruption is 
increased by microbubble dose, mechanical index 
and duration of insonation [37]. By simultaneous 
application of diagnostic ultrasound, BBB disrup-
tion could be enhanced and accompanying tissue 
damage could be minimized.

Ultrasound perfusion imaging in acute stroke 
has been introduced in the late 1990s. Despite this, 
it has not been established in routine clinical prac-
tice yet. Recently, a novel technique, the so- called 
real-time low mechanical index imaging, has been 
introduced. It allows a simpler and more precise 
acquisition of perfusion parameters. Unlike the 
previous technique which uses a high mechanical 
index leading to rapid disruption of the microbub-
bles, real-time low mechanical index imaging 
enables to study refill kinetics by the replacement 
of new bubbles in the ultrasound plane [38].

Currently, CEUS is also tested for target imag-
ing in vulnerable artery plaques. Antibodies 
against membrane proteins which are involved in 
the plaque formation are conjugated to modified 
microbubbles. These conjugated microbubbles 
can be visualized non-invasively by CEUS in 
rabbits. This might serve as a marker for plaque 
vulnerability in the future [39].

Contrast-enhanced sonothrombolysis (CEST) 
is the combination of intravenously administered 
thrombolytic drug, transcranial ultrasound and 
intravenously administered microbubbles for 
acute treatment of ischemic stroke. The current 
rapid evolution of endovascular mechanical 
recanalization in acute stroke seems to pre-empt 
CEST. However, recent studies suggest that CEST 
might be effective (potentially as an adjuvant ther-
apy) in patients with M1-segment  occlusion as 
well as in patients with smaller thrombi [40, 41].

T. Witton-Davies et al.
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1.6  Clinical Case (Fig. 1.9)

a

b

Fig. 1.9 Cerebral angiography in a.-p. projection and 
transtemporal TCCS (colour mode and Doppler wave-
form) (a) before and (b) after mechanical recanalization 
of an acute M1-occlusion. (a) Absent filling of the 
M1-segment with contrast agent and colour (arrow), 

respectively. Doppler spectrum shows minimal blunted 
flow. (b) After thrombectomy there is complete recanali-
zation (arrowhead) of the MCA and a normal Doppler 
waveform
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2.1  Introduction

Less than a month after Wilhelm Conrad Röntgen 
published his first article about X-rays in 1895, 
his discovery was put into medical practice and 
“radiology” as a medical specialty was born 
(Fig. 2.1). Conventional radiography, where elec-
tromagnetic radiation at a certain wavelength 
passes a body and creates a two-dimensional 
image on film or a digital detector depending on 
the amount of X-rays absorbed on its way, has 
been the mainstay of radiology since. The advent 
of computed tomography (CT) in 1971 however, 
rendered most conventional radiography tech-

niques in neuroradiology as a subspecialty obso-
lete. Today the majority of X-ray applications in 
diagnostic neuroradiology like the pneumen-
cephalography—a milestone at its time–have 
been replaced primarily by CT or magnetic reso-
nance imaging (MRI).

2.2  Technical Background

X-rays are generated in an X-ray tube with its 
cathode and its anode as main components. The 
cathode is the source of the electrons, which are 
accelerated and which are hitting the anode, 
resulting in the generation of an X-ray beam. 
The anode, which usually consists of tungsten, 
includes the focal spot, a tiny area on the anodes 
surface, where the X-rays are generated. 
Hereby, two main types of ionizing radiation 
interactions can be found: The Bremsstrahlung 
(due to the electron deceleration) and the char-
acteristic radiation. Basic parameters influenc-
ing the quantity and quality of the produced 
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X-rays include the tube current (milliamperes, 
mA), the tube voltage (peak kilovoltage, kVp), 
and the exposure time (seconds). When the 
resulting X-ray beam is passing through the 
object of interest (e.g., the human skull) a cer-
tain amount of the X-ray beam gets absorbed, 
depending, among others, on the density and 

the atomic number of the objects tissue. The 
X-rays which pass through the object can then 
be detected by either a conventional film or by 
a digital detector.

2.3  Clinical Applications

Even though conventional radiography is used 
only rarely in diagnostic radiology, some applica-
tions are still established in clinical routine. 
Conventional radiography is often the first-line 
imaging modality for a variety of traumatic and 
non-traumatic conditions of the osseous spine, 
especially if functional imaging is required, 
allowing for the assessment of position-related 
changes of the vertebral bodies to each other (lis-
thesis) (Fig. 2.2). Another frequent application of 
conventional radiography is to rule out foreign 
bodies prior to magnetic resonance imaging 
(MRI) in suspected ferromagnetic particles. This 
is of relevance, for example in the orbita, where 
the magnetic field of MRI could induce move-
ment of the foreign body and therefore potentially 
could injure sensitive structures. Furthermore, 
plain film radiography is the gold standard for the 
control of shunt continuity and valve adjustment 
(see Sect. 2.4). In pediatric neuroradiology, it can 
be considered an alternative imaging technique to 
diagnose cranio-cervical abnormalities in chil-
dren since it uses less radiation than CT and may 
not require sedation compared to MRI.

Other applications of conventional radiogra-
phy, such as fracture detection or imaging in 
sinusitis, are increasingly being replaced by CT 
because of its superior diagnostic capabilities.

Fig. 2.1 Conventional radiography of the left hand of 
Anna Bertha Ludwig, the wife of Wilhelm Conrad 
Röntgen. This image is considered the first medical radio-
graphic examination (1895)

M. H. Schönfeld and S. F.-X. Winklhofer
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a b c

Fig. 2.2 MRI (a) and conventional radiography (b, c) of 
a patient with previously surgically decompressed lumbar 
spinal stenosis. MRI shows only a mild spinal stenosis at 

the level L4/5. Functional radiography, however, demon-
strates progressive anterolisthesis of L4/5 from reclination 
(middle) to inclination

2.4  Clinical Case

(a, b) AP and lateral conventional radiograph of 
the skull in a patient with a ventriculoperitoneal 
shunt due to hydrocephalus. In this follow-up 
examination, a discontinuity of the tube distal 
from the valve over a length of about 2.8 cm can 
be seen (arrows) (c). This finding was confirmed 

during surgery the next day, where a shunt revi-
sion was performed. Conventional radiographs 
furthermore allow us to assess the adjusting of the 
valve; in this case, a “Sophy” valve was set to 
30 mm H2O (d)

a b c d

 

2 Conventional Radiography
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3.1  Technical Background

The technique of subtraction angiography was 
first reported on by Ziedses Des Plantes in 1935 
[1]. With the introduction of the “Seldinger” 
technique, safe intravascular access for angiog-
raphy became available [2], paving the way for 
application of subtraction angiography in radi-
ology in the 1950s [3], neuroradiology in the 
1960s [4] and eventually digital subtraction 
angiography (DSA) in the late 1970s [5, 6]. 

This minimally invasive technique has had a 
major impact on the field of radiology in general, 
and more specifically acute stroke and intracra-
nial aneurysm treatment with the subspecialty 
evolution of interventional neuroradiology.

The purpose of DSA is to obtain images of 
blood vessels as they fill with injected radio-
graphic dye, isolated from other overlapping tis-
sues (e.g. bone) and extracorporeal structures. 
Advantages of subtractions include providing 
image enhancement and improving detail in areas 
hidden by overlying bone or poor contrast. This 
results in improved clarity in the imaging of 
blood vessels and requires a lower dose of con-
trast medium. Most commonly used radiographic 
dye is one from a variety of iodinated contrast 
media, selected due to iodine’s K-shell binding 
energy of 33.2  keV that closely coincides with 
the mean energy of the X-ray beam used in DSA 
to provide significant beam attenuation and there-
fore, image contrast. Images of the same region 
are acquired before and after injection of the con-
trast medium. For this reason, movement of the 
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patient or equipment between acquired images is 
to be avoided, as patient motion or respiration, 
peristalsis of gut, swallowing, cardiac motion, or 
change in caliber of vessels during the cardiac 
cycle will result in an incomplete subtraction and 
may cause artifacts degrading the appearance of 
vessels. Accordingly, the images are acquired in 
rapid succession (i.e., at least two “frames” per 
second) [7, 8]. The process of DSA in neuroradi-
ology is schematically illustrated in Fig.  3.1. 

First, a non-contrast image (a) is taken even 
before the contrast medium has reached the 
imaging field of view, in this case, the left cere-
bral hemisphere. Only the osseous anatomy of 
the cranium is shown on this “mask” image 
frame. A second contrast “enhanced” image (b) is 
taken when the intracranial vessels have begun 
filling with contrast medium. The filled vessels 
are shown superimposed on the osseous anatomy 
of the cranium and stored as the second frame. 

a b

c

Fig. 3.1 Digital subtraction angiography (DSA) illustrat-
ing (a) the precontrast mask image, i.e. anterior–posterior 
view of the cranium without contrast, (b) the unsubtracted 

image showing contrast injection, and (c) the subtracted 
DSA image, giving high-resolution contrast imaging of 
the anterior circulation on the left side

E. J. Hendriks et al.
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Finally, the “mask” is subtracted from the second 
image on a pixel by pixel basis. This results in a 
subtracted image, on which only filled vessels are 
demonstrated. Recording can continue providing 
a sequence of subtracted images based on the 
original mask, documenting the flow of contrast 
dye from arteries, through the parenchyma, to the 
veins.

Certain interventional procedures may be 
operated with a monoplane angiography system 
(i.e., one spatial plane), whereas in interventional 
neuroradiology, the use of biplane systems has 
become widespread since the early 2000s. 
Biplane devices typically display two spatial 
orthogonal planes in real time simultaneously, 
most commonly a combined anterior–posterior 
and lateral view of the cranium. Advantages of 
this configuration include reduced ionizing radia-
tion exposure and medical complications, as well 
as shortened procedure times [9]. Furthermore, 
significantly fewer contrast-agent injections are 
required; one injection for both planes.

DSA is also being used for more complex 
techniques such as rotational angiography [10]. 
With this technique images are acquired at angles 
covering 180°, by first taking mask images at 

several angles for a rotational angle of the X-ray 
tube and intensifier around the patient. 
Subsequently, a post-contrast rotation acquisition 
is performed during which the contrast filled ves-
sels are imaged. Finally, these images can be 
used for three-dimensional reconstruction of the 
vessels, which can be analyzed from any angle, 
called 3D rotational angiography (3DRA). The 
primary advantage of 3DRA is the ability to 
select an ideal imaging projection to view vessels 
and pathology that otherwise might be hidden 
behind adjacent vessels, essential when using 
DSA to treat neurovascular lesions (Fig. 3.2).

3.2  Clinical Applications

Currently, DSA is applied for a broad spectrum 
of indications in interventional neuroradiology, 
both for diagnostic and therapeutic purposes, 
for example, mechanical thrombectomy in acute 
stroke, coiling of intracranial aneurysms, and 
embolization of cerebrospinal arteriovenous 
shunting lesions.

In acute ischemic stroke patients, a large- 
vessel occlusion is routinely diagnosed using 

Fig. 3.2 DSA of the right anterior circulation (a) and left 
anterior circulation (b) after contrast injection to the inter-
nal carotid artery. Rotation angiography of the right side 
reveals a carotid cave aneurysm (c and d; arrow) located 

at the right carotid siphon, pointing medially and inferi-
orly. This aneurysm is difficult to appreciate on the ante-
rior–posterior projection (a). Note the configuration of the 
subtracted aneurysm clips and staples on both sides

a b
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CT-angiography images. If within the appropri-
ate time frame (e.g., within 6  h after symptom 
onset) or meeting criteria on physiologic cerebral 
perfusion imaging, endovascular thrombectomy 
is recommended as standard of care [11]. Two 
techniques are generally accepted: (1) direct 
aspiration by advancing a large-bore catheter to 
the face of the thrombus, followed by its removal 
with aspiration alone or withdrawal of the cathe-
ter while aspirating or (2) stent-retriever throm-
bectomy that dislodges the clot using a removable 
stent. Both methods are associated with compa-
rable final reperfusion rates and functional out-
comes. Stent-retriever thrombectomy is found 
superior in achieving reperfusion as a stand-alone 
first-line technique, with lower use of rescue 
devices but a longer groin-to-reperfusion time 
[12]. In stroke treatment, DSA is used to identify 
the intra-arterial occlusion, maneuver the aspira-
tion device or stent-retriever into position (i.e., 
against or at the site of the clot, respectively), and 
monitor the therapeutic result. In case of a diffi-
cult route to the intracranial circulation, a “road- 
map” may be used. This application provides the 
neuro-interventionalist the ability to view the 
subtracted image with the screening image super-
imposed to facilitate catheter manipulation [7].

A second major application of DSA concerns 
the treatment of intracranial aneurysms. 

Indications for treatment include symptomatic 
aneurysms, after a rupture causing a subarach-
noid hemorrhage or by neurovascular compres-
sion inducing a cranial nerve palsy, or incidental 
aneurysms with risk factors for rupture present 
related to size, location, and age [13, 14]. In case 
of a symptomatic aneurysm, very early (<1 day) 
aneurysm treatment is favored [15]. Both endo-
vascular (such as coiling) and surgical (clipping) 
treatments aim to isolate the aneurysm from the 
blood circulation. With coiling, the most com-
mon endovascular treatment, the aim is to perma-
nently occlude the aneurysm by densely packing 
the lumen with platinum coils. As with stroke 
treatment, access to the vessel is usually obtained 
through the femoral artery, into which a guiding 
catheter is inserted and navigated to the intracra-
nial arteries using DSA.  Through this guiding 
catheter, a small flexible microcatheter can be 
inserted and navigated into the aneurysm with the 
assistance of a microwire. Once the microcathe-
ter is in the aneurysm, a coil is inserted into the 
aneurysm sac. Using different shapes and lengths 
of coils, dense packing of the aneurysm can be 
achieved [16].

Where conscious (moderate) sedation seems 
to favor outcome in treatment of acute ischemic 
stroke [17], general anesthesia is essential for 
endovascular treatment of aneurysms. Advantage 

c d

Fig. 3.2 (continued)
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of the latter is a fixed stable position of the patient 
without unforeseen movement, minimizing arti-
facts during DSA and reducing the risk of 
motion-induced coil luxation or migration.

Risks related to cerebral angiography are tem-
porary and permanent neurological deficits 
(0.5%) due to thromboembolic events, allergic 
cutaneous reactions (0.1%), and hematomas at 
the puncture site (0.4%). Age-related vascular 
disease appears to account for the majority of the 
neurologic complication rate. Renal failure as a 
consequence of angiography is uncommon [18].

3.3  Clinical Case

A 52-year-old female underwent investigations 
for pulsatile tinnitus that spontaneously 
improved. An MR angiogram revealed a dural 
arteriovenous fistula (DAVF) centered within the 
left transverse sinus (Fig.  3.3), for which the 
patient underwent catheter angiography and 
endovascular treatment. A 2D DSA of the left 
common carotid artery (Fig. 3.4) and combined 
3DRA of the left internal and external carotid 

arteries (Fig.  3.5) were performed. This con-
firmed a left transverse sinus DAVF with arterial 
supply from a transosseous branch of the left 
occipital artery. Spontaneous occlusion of the 
left internal jugular vein caused retrograde 
venous drainage of the left hemisphere via the 
contralateral dural venous system. No cortical 
venous reflux was demonstrated. The treatment 
strategy of this DAVF consisted of a combined 
transarterial and transvenous approach. First, a 
balloon was placed in the left proximal trans-
verse sinus, via the contralateral internal jugular 
vein. Second, a microcatheter was advanced 
through to the distal left occipital artery DAVF 
feeder. By delivering three microcoils into the 
fistulous compartment, a “plug” was formed. 
After inflation of the balloon in the left proximal 
transverse sinus, complete embolization of the 
DAVF with Onyx could be achieved. Control 
angiogram showed complete occlusion of the 
fistula (Fig.  3.4), without thromboembolic or 
hemorrhagic complications. Follow-up MR 
angiogram after 10  weeks demonstrated no 
residual arteriovenous shunting into the left 
transverse sinus.

a b

Fig. 3.3 Dynamic MR angiography, the time-resolved 
imaging of contrast kinetics (TRICKS) sequence, demon-
strates a left-sided dural arteriovenous fistula (DAVF) 
centered within the left transverse sinus (a, b). A transos-

seous branch (large arrow) of the occipital artery is sus-
pected to be the major contributor to the dural shunt. The 
arterial phase reveals early filling of the transverse sinus 
(small arrows)
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a b

c d

Fig. 3.4 Left common carotid artery (CCA) angiogram 
in anterior–posterior (a) and lateral view (b) confirm main 
arterial supply from a transosseous branch (white arrow) 
of a hypertrophic occipital artery (small black arrow), 

with early filling of the left transverse sinus (small black 
arrows). After embolization of the DAVF with microcoils 
and Onyx (small white arrow), a final control angiogram 
showed complete occlusion of the fistula (c and d)
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4.1  A Brief History of Computed 
Tomography

Computed tomography (CT) is based on ionizing 
electromagnetic radiation known as X-rays. 
Wilhelm Röntgen, a German physics professor, 
discovered them in 1895 and quickly realized its 

potential for medical imaging. The mathematical 
foundation for modern-day CT is the Radon 
transform, an integral transform used for the gen-
eration of tomographic images from X-ray atten-
uation images. Johann Radon, an Austrian 
mathematician, first published this concept in 
1917. Five decades later, the first patient scan of 
the Neurocranium was obtained at Atkinson 
Morley’s Hospital, London, UK.  The first- 
generation CT scanner was produced by EMI, a 
record company, which led a research division 
(EMI Central Research Laboratories) in Hayes, 
UK.  The first commercial CT scanner used a 
translate and rotate method, in which a focused 
X-ray beam and the detector moved laterally to 
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cover the whole region of interest. Afterwards, 
the gantry rotated by approximately 1° and the 
process was repeated. In order to obtain a single 
axial slice of the brain, this procedure was 
repeated 180 times (180°). Using this method, a 
single axial slice of the brain took approximately 
5 min to obtain. Second-generation CT scanners, 
introduced in 1972, used a small X-ray fan beam 
and up to 30 detectors. As a result, image acquisi-
tion was substantially faster, and an entire scan of 
the neurocranium took about 90 s using the same 
translate and rotate method (Table 4.1).

The hallmark of third-generation CT scanner 
systems was a full X-ray fan beam that covered 
the complete field of view and a simultaneously 
rotating tube and detector array introduced in 
1975. A similar architecture is still used in cur-
rent generation CT systems. Sir Godfrey 
Hounsfield and Alan MacLeod Cormack inde-
pendently contributed to the invention of CT and 
were jointly awarded the Nobel Prize in Medicine 
in 1979. In fourth-generation systems, detectors 
were removed from the rotating gantry and put in 
a stationary ring outside the gantry bore. With a 
full 360-degree detector ring and a rotating X-ray 
tube ring, artefacts could be avoided. However, 
the use of detectors was less efficient as less than 
one-fourth are used at any point during scanning. 
These scanners are also more susceptible to scat-
ter artefacts than third-generation types, since 
they cannot use anti-scatter grid. As a result, 
fourth-generation CT scanners were widely 
replaced by further developments in third- 
generation- type CT systems. In 1987, novel slip- 
ring technology enabled continuously rotating 
systems with a gantry rotation time of approxi-

mately 1  s. Slip-rings are electromechanical 
devices consisting of circular electrical conduc-
tive rings and brushes that transmit electrical 
energy across a moving interface. All power and 
control signals from the stationary parts of the 
scanner system are communicated to the rotating 
frame through the slip-ring [1].

4.1.1  Spiral CT

The currently used spiral (or helical) mode of 
image acquisition was introduced in 1989, 
enabling true 3D image acquisition within a sin-
gle breath hold. This technique involves the con-
tinuous acquisition of projection data through a 
3D volume by continuous rotation of the X-ray 
tube and detectors and simultaneous translation 
of the patient through the gantry opening. Three 
technological developments were required: slip- 
ring gantry designs, interpolation algorithms to 
handle the non-coplanar projection data and 
high-power X-ray tubes. These tubes used oil- 
cooled rotating anodes for efficient thermal dis-
sipation. Heat storage capacities varied from 1 to 
3 million heat units in early third-generation CT 
scanners. Extreme heat capacities in modern 
X-ray tubes are achieved, among other factors, 
by use of thick graphite backing of target disks, 
anode diameters of 200 mm or more, improved 
high-temperature rotor bearings, and metal hous-
ings with ceramic insulators [1–3].

4.1.2  Dual-Energy CT

In dual-energy CT (DECT), a second attenuation 
measurement is obtained, allowing the differen-
tiation of the two materials. Alternatively, this 
allows quantification of mass density of two or 
three materials in a mixture with known elemen-
tal composition (Fig. 4.1) [4]. Depending on the 
vendor, DECT can be implemented by using, for 
example rapid tube potential switching tech-
nique, multilayer detectors or dual X-ray sources. 
More information on DECT is provided in chap-
ter Dual-Energy CT.

Table 4.1 Evolution of CT scanners

Scanner 
generation

Detectors 
(n)

X-ray 
beam

Average scan 
duration

First 1 Pencil 
beam

25–30 min

Second 30 Fan 
shaped

<90 s

Third 288–700 Fan 
shaped

5 s

Fourth >2000 Fan 
shaped

<4 s
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4.2  Basic Principles

4.2.1  CT Detectors

Standard CT detectors are indirect energy con-
verters, in which the X-ray energy is first con-
verted into visible light and then detected by a 
photodiode and converted into electric current. 
Indirectly converting detectors in clinical CT sys-
tems are usually based on gadolinium oxysulfide 
(Gd2O2S) ceramic scintillators, which have the 
advantage of high-dose efficiency, low cross-talk 
and low afterglow. Recent developments have 
further optimized electronic noise, intrinsic to the 
detector. Electronic noise adds to the X-ray quan-
tum noise. While quantum noise cannot be altered 
much, by reducing the distance between the pho-
todiode and the analogue-to-digital converter 
electronics, electronic noise can be minimized. 
For this reason, more compact electronics are 
installed close to the detector pixels, which 

require less analogue wiring. Silicon vias con-
tacting technology can reduce the analogue dis-
tance to millimetres [1, 5]. Further developments 
in CT detector technology have led to photon- 
counting detectors (see Chap. 8).

4.2.2  Flat Panel Detector CT

4.2.2.1  Flat Panel Detector
A flat panel detector (FD) consists of a film of 
caesium iodide scintillator crystals that is cast 
onto a matrix of photographic detectors made of 
amorphous silicon. The scintillator converts the 
X-ray energy into light. The needle-shaped cae-
sium iodide crystals act as fibreoptic channels 
and guide the light to the photodiodes to be con-
verted into an electrical charge. The close inter-
face between the caesium iodide crystals and the 
photosensitive diodes preserves the high-fidelity 
transfer of the projection data from photon energy 
to digitized signals. Because of the size of the 
matrix and the unique flat-panel design, flat- 
panel volume CT yields ultra-high isotropic spa-
tial resolution compared to conventional 
multidetector CT [6].

4.2.2.2  Flat Panel Detector Computed 
Tomography

Incorporation of the above-mentioned detector 
technology in CT scanners led to FDCT.  These 
provide higher spatial resolution but have inherit 
disadvantages, ranging from lower dose efficiency, 
smaller field of view to lower temporal resolution 
compared to conventional CT scanner systems. 
However, dedicated CT scanners have emerged for 
imaging of the maxillo-facial and temporal bone 
region and micro-CT research applications [7]. 
Furthermore, FD-CT shows less artefacts from 
metal implants with potential benefits in dental 
imaging or follow-up examinations of temporal 
bone after cochlea implant surgery [8].

4.2.2.3  C-Arm-Based Flat Panel 
Detector Computed 
Tomography

Combining FD with C-arm angiography systems 
allows for angiographic or C-arm-based FDCT 

80 kVp
(HU)

140 kV
(HU)

Material III

Material II

Material I

Fig. 4.1 CT numbers of three different materials in high- 
and low-energy conditions, respectively. Unknown mate-
rials are then mapped onto this plot to determine the 
percentage composition of each of the three basis 
materials
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image acquisition. Apart from their advanced 
fluoroscopic capabilities, they offer a greater 
flexibility in orientation around the patient. 
However, they usually are less mechanically sta-
ble, have geometric inaccuracies, a less sharply 
defined isocentre and therefore an overall com-
promised spatial resolution compared to tradi-
tional CT scanners [6]. Nevertheless, 
angiographic FDCT is widely used during vari-
ous neurointerventional procedures, ranging 
from treatment of aneurysms to arteriovenous 
malformations (Fig.  4.2). Due to its inherently 
high spatial resolution, it allows for imaging of 

stent struts while also providing morphologic 
images of the brain within the angiography suite. 
For this reason, periprocedural complications 
such as an intracranial haemorrhage may be 
detected more quickly [7].

4.2.3  Image Reconstruction

Different algorithms can be used to reconstruct 
the images from the raw data acquired by a CT 
system. The primary technique for image recon-
struction in CT is called Filtered back projection 

a b

c d

Fig. 4.2 58-year-old male patient with incidental berry 
aneurysm (GGF arrows) of the anterior communicating 
artery. (a) Source images of cerebral angiography. (b) 

C-arm-based FD-CT in sagittal plane. (c, d) Intraoperative 
3D reconstructions acquired during the procedure
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(FBP). It was used since the introduction of CT in 
the early 1970s and is still in use. Although FBP 
method is very fast and robust, it is prone to 
streak artefacts, high noise and poor low contrast 
detectability, especially at lower doses. FBP is a 
so-called analytical image reconstruction algo-
rithm, an inversion formula for a simplified mea-
surement model. X-rays are collected in sets, 
called projections, which are made across the 
patient in a particular direction in the section 
plane. There may be thousands of photons in a 
single projection. To reconstruct the image from 
the ray measurements, each voxel must be viewed 
from multiple different directions. A complete 
data set requires many projections at rotational 
intervals of 1° or less around the cross section. 
Back-projection effectively reverses the attenua-
tion process by adding the attenuation value of 
each ray in each projection back through the 
reconstruction matrix. As this process generates a 
blurred image, the data from each projection are 
mathematically filtered prior to back-projection, 
eliminating the intrinsic blurring effect. FBP has 
desirable properties such as linearity and transla-
tional invariance that make image quality easily 
understandable. However, FBP cannot optimally 
account for a number of physical effects, such as 
the photon statistics, beam polychromaticity, or 
finite width X-ray beams. To account for the pho-
ton statistics empirical sinogram restoration 
approaches, so-called adaptive filters have been 
developed. With the introduction of multirow 
detector CT, the efficiency of such adaptive filter-
ing improved tremendously owing to the possi-
bility of filtering across detector rows or even 
across projections [1, 9].

Other reconstruction algorithms are more 
sophisticated and allow for significant noise 
reduction. The reconstruction algorithm based on 
the use of maximum likelihood is called iterative 
technique or iterative reconstruction (IR). The 
newest model-based IR starts with an initial 
guess of the object and iteratively improves the 
initial estimate of the attenuation value by com-
paring the theoretical projection data with the 
acquired one to make an incremental change to 
the previous guess.

This iterative estimation requires a series of 
iterations. Every iteration step consists of a for-

ward projection, followed by a comparison of the 
forward-projected data with the measured raw 
data and a back projection. The first iterative 
image reconstruction algorithms that became 
available commercially were adaptive statistical 
iterative reconstruction (ASIR, General Electric), 
adaptive iterative dose reduction (AIDR/ADIR 
3D, Toshiba), iterative reconstruction in image 
space (IRIS, Siemens Healthineers), and iDose 
(Philips). These post-processing algorithms rep-
resent so-called edge-preserving filters, which 
reduce preserve spatial resolution at edges and 
perform noise reduction in homogeneous regions. 
This approach is computationally demanding, 
but it serves for significant decrease in image 
noise comparing to FPB technique [1, 10].

4.2.4  Image (Post-)Processing

4.2.4.1  Maximum- and Minimum- 
Intensity Projections

In the maximum-intensity projection method, 
only the relative maximum value detected along 
each ray path is retained by the computer. This 
method tends to display bone and contrast mate-
rial–filled structures preferentially, and other 
lower attenuation structures are not well visual-
ized. Similarly, minimum-intensity projection 
involves detecting the minimum value along the 
ray paths in each view. Both methods can add dif-
ferent and important information to the original 
axial sequences [11].

4.2.4.2  Volume Rendering
In volume rendering, the CT numbers that makeup 
the image are assigned to be either visible or 
invisible, to be displayed with varying colours and 
often to be displayed with varying opacity levels 
(transparency). The assignment of these charac-
teristics to the voxels can be defined for specific 
imaging protocols and organ systems [11].

4.2.4.3  Cinematic Rendering
Cinematic rendering (CR) generates realistic 
depictions of human anatomy by using random 
sampling of computational algorithms combined 
with different light maps. CR integrates light 
scattered from any directions along a ray to solve 
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the multidimensional and non-continuous ren-
dering equation. Randomized subset of light 
paths with an adequate distribution is generated 
by use of Monte-Carlo simulations. By itera-
tively averaging multiple Monte Carlo samples, 
which represent radiance at random positions 
with light scattered in random directions, a CR 
image is obtained. Combined with high dynamic 
range (HDR) rendering used for light maps, a 
natural illumination of the rendered data is 
achieved [12].

4.2.5  CT Artefacts

CT artefacts may degrade the image quality and 
thus negatively impact the diagnostic informa-
tion. The term is applied to any systematic dis-
crepancy between the CT numbers and the true 
attenuation coefficients of the object. The most 
common sources of artefacts are mentioned 
below.

4.2.5.1  Patient Motion
The most often occurring and most detrimental 
form of CT artefacts can be observed in case of 
patient movements during scanning. The result-

ing misregistration artefacts appear as shading or 
streaking (Fig. 4.3).

4.2.5.2  Metal Artefacts
The presence of metal objects in the field of view 
may lead to streaking artefacts. They occur as the 
density of the metal is beyond the range of nor-
mal attenuation, resulting in incomplete attenua-
tion profiles (Fig. 4.4).

4.2.5.3  Beam Hardening
Individual photons with a range of energies com-
pose an X-ray beam. As the beam traverses 
through any object, it becomes “harder,” as the 
higher energy photons are absorbed more slowly 
than the low-energy photons. Two artefacts may 
result from beam hardening: Cupping artefacts 
and the appearance of dark bands with streaks 
between dense objects in the image. On a side 
note, Cupping artefacts can be counteracted by 
the use of bow-tie filter.

4.2.5.4  Partial Volume
Partial volume artefacts occur when a dense 
object is located off-centre and protrudes into the 
slice in one projection but not in the opposing 
projection. This causes the object to appear 

Fig. 4.3 Patient motion in bone (left) and soft tissue (right) window. The patient motion may mimic an infratentorial 
subdural hematoma
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streaked due to the inconsistencies produced dur-
ing imaging. Partial volume artefacts can best be 
avoided by using a thin acquisition section width. 
Note that partial volume artefacts should not be 
confused with partial volume averaging effects, 
which occur when tissues of widely different 
absorption rates are included in the same voxel, 
producing a beam attenuation proportional to the 
average value of their densities.

4.2.5.5  Photon Starvation
Photon starvation occurs in highly attenuating 
areas such as the temporal bones. When the X-ray 
beam is traveling horizontally through both tem-
poral bones, the attenuation is greatest and too 
few photons reach the detectors, resulting in very 
low signal and thus noisy images. The recon-
struction process has the effect of greatly magni-
fying the noise, resulting in horizontal streaks in 
the image. Photos starvation can be overcome by 
increasing the tube current. To avoid unnecessar-
ily high doses when the beam is passing through 
less attenuating parts, manufacturers have imple-

mented technologies such as automatic tube cur-
rent modulation.

4.2.5.6  Undersampling
A large interval between projections used to 
reconstruct a CT image is called undersampling. 
It may result in misregistration of information 
relating to sharp edges and small objects. This 
leads to an effect known as view aliasing, in 
which fine stripes appear radiating with a small 
distance from the edge of a dense structure. 
Stripes appearing close to the structure are likely 
to be caused by undersampling within a projec-
tion, which is known as ray aliasing.

4.2.5.7  Ring Artefacts
If a single detector in a third-generation CT scan-
ner system is out of calibration, it will give a con-
sistently erroneous reading at each angular 
position. This results in a circular artefact. When 
central detectors are affected, a smudge-like stain 
is visible in the centre of the acquired images [13].

4.3  Radiation Dose in CT

Despite substantial clinical benefits, computed 
tomography is usually associated with «high- 
dose» radiological procedures, comparing, for 
example, to conventional radiography. While CT 
examinations makeup a relatively low percentage 
of all radiological procedures, their contribution 
to the total population dose is considerably high. 
Meanwhile, the radiation exposure from single 
CT procedure might vary a lot depending on the 
specific procedure and clinical indications. In 
case of low-dose CT procedures, such as lung 
cancer screening, for example, CT contributes in 
few submilliSieverts effective dose, while, for 
instance, multi-phases brain perfusion would 
result in up to a hundred of milliSievert. 
Interestingly, the great majority of patient expo-
sure nowadays arises from practices that barely 
existed even two decades ago.

With the introduction of faster scan techniques 
and improved software and hardware technologies 
the number of CT examinations has been growing 
rapidly. As a consequence, radiation dose from CT 

Fig. 4.4 Example of extensive metal artefacts due to an 
aneurysm coiling of the communicating anterior artery. 
Note the star-burst appearance
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became a subject of concern to radiologists, refer-
ring physicians and patients. Organizations such 
as the International Atomic Energy Agency, the 
European Society of Radiology and International 
Commission on Radiological Protection (ICRP) 
have recommended dose tracking for individual 
patients as well as the possible dose reduction and 
optimization. The most common CT metrics 
which are used for radiation dose assessment and 
recommended to be tracked are computed tomog-
raphy dose index (CTDI) and dose-length product 
(DLP).

4.3.1  Dose Metrics

4.3.1.1  CTDI
CTDI was first introduced by Shope et al. in 1981 
as a metric to quantify the radiation output from 
a CT examination consisting of multiple contigu-
ous CT scans. This new dosimetric method was 
required because the irradiation geometry of the 
CT scan was quite different from other X-ray 
modalities that were in use at the time. Unlike 
conventional radiography, where the dose is 
determined by the impact of a single projection 
and can be well described by the exponential 
function, the dose in CT represents the sum of all 
projections, resulting in non-uniform dose distri-
bution with a difference of about 20–40% 
between the surface and the centre of the irradi-
ated object, so the overall dose needs to be esti-
mated based on measurements in several points. 
These measurements are usually performed using 
a100-mm-long ionization chamber inserted in the 
centre and periphery of the CTDI phantom, a cyl-
inder made of polymethylmethacrylate (PMMA) 
with a diameter of 16 and 32 cm for average head 
and body, respectively. When the measurements 
are performed the CTDI weighted (CTDIw) is 
calculated as follows:

 
CTDI CTDI CTDIw center periphery= +

1

3

2

3  

The SI units of CTDIw are milligray (mGy).
To represent the dose for a specific scan proto-

col, which generally includes several rotations 

and potentially a pitch factor different from 1 it is 
essential to take all gaps or overlaps of the X-ray 
beam from these consecutive rotations into 
account. This is accomplished by a dose descrip-
tor known as the volume CTDI or CTDIvol. This 
CTDIvol can be expressed as:

 
CTDI

CTDI

Pitchvol
w=

 

The CTDIvol provides a single CT dose metric, 
which can be directly measured and represents the 
average dose within the scan volume for a standard 
phantom. It can be used to compare different CT 
protocols on a single CT scanner or as a metric to 
compare protocols across different scanners.

4.3.1.2  Dose-Length Product
Another common metric for dose assessment in 
CT is dose-length product (DLP), which reflects 
the total energy deposited into the entire scan 
volume.

 DLP CTDI Scan lengthvol= ´  

It is important to say that although both 
CTDIvol and DLP values are included in patient 
radiation dose report, they represent the scanner- 
specific radiation output but not the radiation 
dose received by a particular patient.

4.3.1.3  Effective Dose
The concept of effective dose was developed by 
Wolfgang Jacobi in the middle of the 1970s and 
was incorporated into ICRP Publication 26. 
Effective dose (E) reflects the differences in bio-
logical tissue sensitivity to ionizing radiation and 
thus can be used for risk evaluation. By defini-
tion, effective dose is a weighted sum of mea-
sured organ dose values

 
E W W D

T R
T R T W= ´ ´å

,
,

 

where dose-weighting factors WR and WT 
account for different types of radiation (equal to 
one for X-ray and gamma-ray) and different irra-
diated tissue types (e.g. for lungs WT  =  0.12), 
respectively, and DT,R is an average absorbed dose 
to tissue T. ICRP defines the weighting factors 
for 30 organs and tissues.
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There are two common approaches to calcu-
late effective dose: The first is based on Monte 
Carlo methods, and the second was developed as 
a simplified method for quick effective dose esti-
mation using the dose-length product (DLP) and 
sets of age- and body region-specific conversion 
coefficients (k).

Monte Carlo simulations are usually per-
formed on virtual anthropomorphic models and 
assume precise modelling of the CT system, 
including the source location and scanner geom-
etry. The Monte Carlo methods were extensively 
investigated by several groups and are currently 
considered to be a gold standard for dose assess-
ment in diagnostic imaging due to its capacity to 
accurately describe the physical interactions 
between radiation and matter. However, this 
approach requires significant computational 
resources, specialized software, and skilled staff.

The approach based on the conversion factors 
(k), on the other hand, is much more lightweight 
and is commonly used for effective dose assess-
ment in clinical practice. In Europe, respective 
k-factors have been first tabulated and published 
for several scanned body regions: head, neck, 
chest, abdomen and pelvis. The original values 
did not account for different age and gender. 
Later the set of the coefficients was extended by 
Deak et al. in order to include adult and paediat-
ric patients of different genders following the 
recommendations of ICRP publication 103. A 
recent study performed by Saltybaeva et al. addi-
tionally provided conversion factors for the lower 
extremities [14]. By means of k-factors effective 
dose can be estimated for arbitrary CT examina-
tion as follows:

 
E k= ´

´
æ

è
ç

ö

ø
÷DLP in

mSv

mGy cm
.
 

The effective doses values calculated for stan-
dard CT examinations typically vary between 1 
and 20 mSv. Modern CT allows very high-quality 
imaging with effective dose values in the low 
mSv or even sub-mSv range. This metric can be 
used for a comparison between different CT 
examinations as well as between different diag-
nostic modalities (conventional radiography, CT, 
etc.). It also facilitates communication with 

patients regarding potential risk from a radiologi-
cal examination. However, it is important to 
notice here, that effective dose is not intended to 
describe the radiation dose received by particular 
individuals.

4.3.2  Technical Parameters 
Influencing the Dose in CT

Radiation dose as well as image quality depends 
on several parameters which can be selected by 
the clinician. The main factors that contribute to 
radiation dose are the duration of the scan and the 
selected X-ray spectrum. The effect of the latter 
can be very complex, but the three main defining 
factors are tube voltage (kV), tube current (mA) 
and filtration.

4.3.2.1  Tube Current
The relationship between tube current and radia-
tion dose is linear, that is doubling the tube cur-
rent increases the radiation dose twofold. In 
diagnostic imaging, it is quite common to 
describe the intensity of the X-ray beam in terms 
of tube current-time product measured in 
milliampere- second, or mAs, which represents 
the tube current (in milliamperes) multiplied by 
the CT scanner exposure time per rotation (in 
seconds). Modern CT scans are performed with 
the rotation time of about 0.3–0.5 s per rotation, 
with the fastest rotation time of about 0.27  s. 
Note that this definition assumes a constant tube 
current throughout the examination, which is 
rarely used in practice—modern techniques such 
as tube current modulation (TCM) automatically 
adjust the mAs based on the patient attenuation, 
significantly reducing the overall dose.

It should be also stated that the decrease in 
mAs results not only in radiation dose reduction 
but also can negatively influence the image qual-
ity due to fewer photons on the detector and thus 
increased noise.

4.3.2.2  Tube Voltage
Tube voltage (kVp) refers to the peak energy of 
the photons in X-ray spectra. Meanwhile, the 
average energy of the beam is usually much 
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lower. Unlike tube current, the relationship 
between kilovoltage and dose is nonlinear. For 
instance, when the kVp is decreased from 140 to 
120  kVp (14%), the radiation dose is reduced 
approximately by 35%. Despite this strong effect 
of tube voltage on dose, these values in CT usu-
ally remain in a range of 80–140  kVp. Lower 
kVp values appeared impractical, at least for the 
adult patients, because they entail higher power 
demands, while the values above 160 kVp result 
in undesired reduction in contrast and the high 
radiation dose to the patient. Current CT technol-
ogy does not allow the tube voltage to be modu-
lated during a CT scan; however, the kVp still can 
be optimized based on the patient size and spe-
cific clinical indication.

4.3.2.3  Pitch
Pitch is defined as a ratio of table feed per rota-
tion to the total slice collimation.

 Pitch Table feed mm= ( ) / ,NT  

where N is number of detector rows and T slice 
collimation in mm.Pitch factor plays a significant 
role in improving spatial resolution but at the 
same time has a dramatic effect on the radiation 
dose. In general, radiation dose is inversely pro-
portional to the pitch and high pitch values allow 
for substantial dose reduction and lower acquisi-
tion time. Despite these benefits, pitch values in 
spiral CT cannot be arbitrarily increased, since 
gapless data sampling along the z-axis has to be 
ensured. Therefore, typical pitch value used in 
single-source CT examinations should not exceed 
the value of 1.5. Cardiac imaging requires the 
pitch to be as low as 0.2–0.4 in order to guarantee 
high spatial and temporal resolution and reduce 
potential motion artefacts. This results in beam 
overlapping and respective increase in radiation 
dose of up to 5× compared to a pitch 1. To over-
come this disadvantage, the dual-source spiral 
CT with pitch of up to 3.2 and 75 ms temporal 
resolution was introduced recently and has 
already demonstrated significantly lower doses 
than other existing methods in cardiac CT. It also 
should be taken into account that in some CT sys-
tems (Siemens, Philips) the variation in pitch is 
automatically compensated by the changes in 

tube current to maintain the same image quality, 
so pitch does not directly affect the radiation 
dose.

4.3.2.4  Filtration
X-ray beam filtration is an important consider-
ation for the dose efficiency of the CT system. 
The filter represents a physical object that partly 
attenuates photons so that the lower energy com-
ponent is removed from the spectra and the X-ray 
beam gets harder. It allows for more efficient 
penetration of the remaining photons through the 
patient’s body and lower dose, while still provid-
ing sufficient contrast information.

Since the cross section of a patient has an 
approximately oval shape, the attenuation on the 
periphery of the beam is less than in the central 
projection. In order to keep the intensity of the 
attenuated beam constant and also to minimize 
the patient’s surface dose, a bow-tie filter has been 
introduced by several CT manufacturers (Fig. 4.5). 
Depending on the clinical application the system 
can select one or a combination of several differ-
ent filter sizes. Usually, the large/wide bow-tie 
filter is used for performing adult body CT scan, 
while the small/narrow one is used for head CTs, 
paediatric and cardiac examinations.

Another type of filtration used in CT is the 
selective photon shield usually made of high- 
attenuating material such as tin. The tin filter was 

X-ray tube

Bow-tie filter

Patient

Detector

Fig. 4.5 Schematic representation of a bow-tie filter in 
CT system
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initially introduced by the vendors for dual- 
energy CT in order to minimize the spectral over-
lap when the two tubes are operated at different 
tube potentials. Recent studies have demon-
strated potential for radiation dose reduction 
when selective photon shield is used in single 
energy mode [15, 16]. The tin filter cuts out low- 
energy beam component that does not contribute 
to the image quality, but only to the patient dose, 
allowing for significant dose reduction in non- 
contrast- enhanced CT scans. This has direct ben-
efits in lungs or colon imaging. Recent clinical 
experience has also shown that tin filter allows 
for beam hardening artefacts reduction in bony 
structures, making it also useful in orthopaedic or 
head and neck CTs.

4.3.3  Non-Technical Parameters 
Influencing the Dose in CT

Apart from technical parameters such as kVp or 
mAs, the dose is significantly affected by other 
factors, several of which are controlled by the 
technologist performing the CT examination.

4.3.3.1  Patient Positioning
Although this may seem to be of only minimal 
importance, improper positioning can have a sig-
nificant impact on both image noise and radiation 
dose received by the patient.

It can be explained by the fact that patient size 
in CT localizers varies with localizer type and 
patient positioning in the CT gantry. When, for 
example, the patient is positioned too close to the 
X-ray source, the patient size is overestimated on 
the localizer radiograph (LR) image due to a 
magnification, resulting in higher tube current 
values applied by the TCM system. In contrast, 
when patients are placed further away from the 
X-ray source the LR image becomes smaller and 
patient size is underestimated, which leads to the 
lower dose prescribed by the system, substantial 
increases in image noise and unreliability of the 
CT attenuation values. Thus, inappropriate 
patient positioning impacts the automatic tube 
current modulation function which consequently 
affects both image quality and patient radiation 

dose Patient off-centring of about 6 cm towards 
the X-ray tube can increase the radiation dose by 
up to 38% [17, 18].

It is especially important for paediatric 
patients and patients with smaller body habitus. 
Since TCM techniques tend to reduce dose in 
smaller patients and increase dose in larger 
patients, smaller patients are more likely to have 
an unintentional increase in image noise caused 
by inappropriate beam attenuation from bow-tie 
filters as a result of off-centring.

In general, the off-centring errors can be pre-
vented through active training of technologists. 
Additionally, the first CT system with automatic 
patient positioning was recently developed and 
introduced to the market (Fig.  4.6). The algo-
rithm is based on the three-dimensional (3D) 
depth sensor of the camera employing infrared 
light to measure the distance of objects to the 
camera and to define ideal vertical position based 
on the individual patient size and shape.

4.3.3.2  Scan Length
In some cases, radiation dose can be optimized 
without any changes in the scanning parameters 
but by reducing the scan length to the needed 
minimum. Particularly, when imaging structures 
such as heart or brain, where an increased scan 
range is unnecessary.

4.3.4  Dose Reduction Techniques

4.3.4.1  Tube Current Modulation
Among all dose reduction strategies in CT Tube 
current modulation technique is one of the most 
important. The TCM algorithm automatically 
adapts the tube current based on the attenuation 
of the body region. The first efforts at tube cur-
rent modulation (TCM) aimed at reducing the 
exposure by adjusting the tube current in a sinu-
soidal fashion based on the assumption that 
attenuation in the lateral direction was higher 
than in the antero-posterior one. That time no 
substantial improvements in patient dose relative 
to the given noise level were reported. Modern 
CT systems utilize more complex approaches 
including both angular (α) and longitudinal 
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modulations (z). Angular modulation addresses 
the variation in tube current as the X-ray tube 
rotates around the patient according to the infor-
mation from the localizer radiographer or even 
in real time, based on the attenuation measured 
from the previous 180° projection. Longitudinal 
modulation refers to the variation in tube current 
along the z-axis of the patient reflecting the vari-
ation in patient anatomy (e.g. shoulders versus 
abdomen). Angular and longitudinal modulation 
can be combined resulting in the most compre-
hensive approach since the exposure is adjusted 
according to the patient attenuation in all three 
dimensions. TCM allows for significant dose 
reduction by up to 60% without compromising 
the image quality. However, the dose savings 
always depend on the pre- selected level of the 
desired image quality.

4.3.4.2  Kilovoltage Adaptation
Comparing to the adaptation of the tube current, 
relatively little attention has been given to the 

optimization of the energy spectra. In the past, the 
settings of 120 kVp were used as a default value. 
It is still used in 90% of all CT examinations. 
Meanwhile, the adaptation of kVp to the specific 
imaging task as well as to the patient size is a 
promising tool for dose optimization. Recently, 
technology for automatic tube voltage selection 
and respective software has been introduced by 
CT manufacturers. The software aids tube voltage 
selection based on the patient’s attenuation profile 
from the CT localizer radiograph and the exami-
nation type predefined by the user (e.g. routine 
CT, contrast-enhanced CT, renal calculi, etc.). 
The studies have reported that automated tube 
voltage selection frequently suggests a tube 
potential between 80 and 110  kVp instead of 
120 kVp in contrast-enhanced CT examinations, 
resulting in both lower radiation dose and higher 
contrast due to the superior enhancement of iodine 
at lower energies [19]. However, it must be taken 
into account that images obtained at lower kVp 
tend to be much noisier, due to the higher absorp-

a b

Fig. 4.6 The CT system equipped by 3D camera (arrow) placed above the patient table (a); surface image of a patient 
obtained by the 3D depth camera (b)
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tion of low- energy photons. Therefore, a trade-off 
between image noise and contrast enhancement 
should be made, especially in patients with bigger 
diameters. Overall, the automatic kVp selection 
technique allows for radiation dose reduction 
while providing diagnostically acceptable image 
quality.

4.3.4.3  Image Reconstruction 
Algorithms

Unlike parameters such as tube voltage and tube 
current, reconstruction algorithms do not directly 
affect the radiation dose; however, they can 
reduce the image noise and thus enable CT acqui-
sitions at lower doses without sacrificing image 
quality. For instance, iterative reconstruction 
algorithms mentioned above allow for a dose 
reduction of up to 50% compared to standard 
FBP technique.
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5.1  Introduction

On unenhanced computed tomography (CT) 
images, the density of blood is similar to brain 
and other soft tissues. Detailed evaluation of vas-
cular structures is therefore not possible if no 
intravascular contrast is administered. Computed 
tomography angiography (CTA) visualizes vas-

cular structures with CT after intravascular 
injection of a radiopaque contrast material 
(Figs.  5.1 and 5.2). With the introduction of 
multi-detector- row spiral CT, CTA has become 
the standard technique for fast and accurate vas-
cular imaging. By using different delays after 
contrast injection, different phases of the circu-
lating blood can be imaged. As angiography is 
literally defined as the visualization of vessels, 
CTA techniques can be referred to as arterial-
CTA and venous-CTA depending on the phase of 
the circulating contrast material. When CTA is 
performed at multiple time points to assess 
dynamic angiography, the terms dynamic-CTA, 
4D-CTA or multi-phase CTA are used. CTA has 
proven to be highly valuable in neuro-imaging 
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a b

c d

Fig. 5.1 Axial 10 mm maximum intensity projections of 
a patient showing a distal left internal carotid artery occlu-
sion (arrow in a) and absent collateral filling (white oval 

in b); another example showing a proximal left middle 
cerebral artery occlusion (arrow in c) and good collateral 
filling (white oval in d)
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but also in non-invasive vascular imaging of 
other parts of the body. Thin slice acquisition 
makes multi-planar reconstructions, maximum-
intensity projections (MIP), and 3D volume-ren-
dered images possible. In this chapter, the 
acquisition and technical details of CTA will be 
discussed, followed by the different applications 
of CTA in neuro-imaging.

5.2  Technique

5.2.1  Contrast Timing

The main challenge in CTA is to provide a suffi-
cient amount of contrast material in the vascula-
ture at the time of scanning to ensure reliable 
diagnostic assessment. Variations in cardiac out-
put in critically ill patients will result in different 
arrival times of contrast material in the brain. 
Therefore, it is insufficient to simply apply a 
fixed delay between the time of contrast injection 
and scanning. To ensure adequate contrast 
enhancement, bolus tracking may be used. In 

bolus tracking, multiple low-dose single-slab 
images are performed, generally at the level of 
the common carotid artery or descending aorta. 
As soon as contrast arrives, imaging starts auto-
matically by moving the table to the starting posi-
tion and performing a spiral acquisition. 
Automatic bolus tracking may fail if the thresh-
old for contrast arrival is set too low (scan too 
early) or too high (scan too late) or if the sam-
pling interval is too long (scan too late). Settings 
for automatic bolus tracking vary between ven-
dors as some define absolute thresholds, while 
others define thresholds for relative enhance-
ment. Alternatively, scanning may be started 
manually by positioning the region-of-interest of 
bolus tracking outside the patient and visually 
monitoring contrast arrival. Although more prone 
to human error, in good hands, this manual 
approach may be more robust and reduce contrast 
material usage. The scan delay after contrast 
injection can also be calculated from the time to 
peak of the arterial enhancement curve on CT 
perfusion (CTP), if this is performed. When 
exams seem to have failed because of insufficient 

a b

Fig. 5.2 Example of the difference in the conspicuity of 
hypoattenuation in the flow territory of an occluded right 
middle cerebral artery on NCCT (a) and CTA (b) in a 

patient with acute ischemic stroke. The hypoattenuation is 
more conspicuous on the CTA
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contrast enhancement of the intracranial arteries, 
it is important to assess the extracranial arteries 
to ensure appropriate timing, as contrast material 
may not arrive to the brain in case of increased 
intracranial pressure resulting from swelling.

Typically, spiral arterial-CTA exams of the 
brain and cervical arteries can be performed 
using 50–80  mL of intravenously injected con-
trast material at a flow rate of 6 mL/s followed by 
40  mL of saline. For venous-CTA, a set post- 
injection delay of 30–45 s can be used after injec-
tion of 100 mL of iodinated contrast material at a 
rate of 3 or 4 mL/s [1, 2]. In acute trauma patients, 
a split bolus technique can be used to visualize 
the cervical arteries in combination with thoracic 
and abdominal scans. Typically, this requires 
injection of a bolus of about 100 mL of iodinated 
contrast at a flow rate of 5 mL/s followed 50  s 
later by a second bolus of about 65–100 mL at a 
flow rate of 5  mL/s. The acquisition should be 
triggered with a bolus tracker at the aortic arch at 
a threshold of 160 HU without a post-threshold 
delay [3].

5.2.2  Image Acquisition

Standard CTA is performed by using spiral CT 
scanning in which the table is quickly moved 
through the gantry allowing for flexible scan 
ranges. Image quality can be improved by using 
low tube voltage as contrast between contrast 
material and soft tissue is greater at lower ener-
gies (e.g. 80–100 kVp) [4]. Radiation dose can be 
reduced by using dose modulation and iterative 
reconstruction techniques [5]. Dual-energy scan-
ners provide the opportunity of monoenergetic 
reconstructions at high- and low-energy levels to 
improve contrast-to-noise ratio. Additionally, 
subtraction CT and dual energy can be used to 
reduce metal implant artefacts, enable bone and 
metal removal and create iodine maps [6, 7].

With the increasing width of the multi- 
detector- row scanners, dynamic CTA techniques 
can be used to optimize timing and reduce the 
amount of intravenous contrast needed (Fig. 5.3). 
In dynamic CTA, multiple low-dose scans are 
performed over time after contrast injection. This 

a b

Fig. 5.3 Timing-invariant CTA better estimates the 
extent of collateral circulation in a patient with right mid-
dle cerebral artery occlusion. Conventional CTA (a) 
shows poor collateral circulation and suggests a poor 

prognosis. The timing-invariant CTA (b) shows good col-
lateral filling and suggests a good prognosis. In this case, 
the patient had a good recovery

J. W. Dankbaar et al.
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allows for the assessment of arterial and venous 
phases as well as timing differences in contrast 
filling, for example in delayed collateral blood 
supply and vascular malformations [8]. The 
dynamic CTA images serve as the source images 
from which CTP maps can be calculated. In other 
words, if CTP imaging is performed the source 
images can be reviewed as dynamic CTA images. 
Since in dynamic CTA multiple scans are per-
formed over time of the same region, there is a 
trade-off between scan interval and scan volume, 
which is mainly affected by the number of detec-
tor rows of the scanner (z-coverage of the detec-
tor elements). The use of dynamic CTA is 
therefore restricted to modern scanners with large 
spatial coverage. Some vendors provide scanners 
with whole-brain coverage in a single volumetric 
acquisition allowing for flexible scan intervals 
without table movement. Other vendors extend 
spatial coverage by using a toggling table tech-
nique (table moves between two positions) or 
continuous table feed (continues back and forth 
table movement). In these techniques, the mini-
mum scan interval is limited by the time the scan-
ner needs to get back to its starting position. On 
large coverage scanners, the toggling table tech-
nique may also be used to acquire an interleaved 
volumetric acquisition of the carotids, allowing 
for a combined head and neck exam [9, 10]. 
Since multiple scans are performed over time, the 
radiation dose in dynamic CTA may be modestly 
to substantially higher than in standard CTA. The 
individual images over time should therefore be 
performed at an ultra-low dose level to limit total 
radiation dose to the patient. Dose modulation 
should not be used, since it may not be optimized 
for the ultra-low dose acquisitions of the scans 
over time. Imaging is best performed at low tube 
voltage combined with iterative reconstruction 
methods to improve image quality as well as 
reduce radiation dose and noise [11]. Assessment 
of vascular morphology and occlusions on the 
individual images is limited by the substantial 
image noise on the individual images over time 
[12]. A delay-insensitive (or timing-invariant) 
CTA scan may be reconstructed from the dynamic 
CTA data providing a high-quality overview of 
the vasculature [13]. Instead of dynamic CTA, a 

multi-phase approach, in which a CTA is acquired 
at different points in the time attenuation curve 
CTA (peak arterial phase, peak venous phase and 
delayed or late venous phase CTA), can also be 
performed [14]. In contrast to dynamic CTA, 
multi-phase CTA is however limited to the 
acquired time points without a decrease in radia-
tion dose [15].

5.2.3  Reconstruction

CTA acquisition with multidetector row scanners 
can result in sub-millimetre isometric voxels. This 
large quantity of volumetric data enables the use 
of multiplanar and three-dimensional reconstruc-
tions like volume rendering and maximum inten-
sity projections (MIP) [16]. These reconstruction 
techniques permit the visualization of anatomical 
details, which would be difficult to evaluate using 
axial reconstructions alone. To obtain these recon-
structions, dedicated computer software is needed, 
which is generally provided by the CT scanner 
manufacturer. With CTA, MIP reconstructions are 
easily obtained due to the high density of the 
intravascular contrast material compared to the 
surrounding tissue. In neuroimaging, MIP and 
other three-dimension evaluations of CTA images 
are of high value for the detection of small intra-
cranial aneurysms, arterial stenosis grading and 
determining the morphology of aneurysm and 
vascular malformations.

5.3  Clinical Applications

5.3.1  Ischemic Stroke

The incidence of ischemic stroke is about 143 per 
100,000 per year and a leading cause of death and 
disability in the Western world [17]. It is caused 
by an acute occlusion of one of the cerebral arter-
ies. Recanalization can be achieved with intrave-
nous thrombolysis within a limited time window 
[18]. About 30% of patients have an intracranial 
large artery occlusion, and they may benefit more 
from endovascular (intra-arterial) thrombectomy 
than intravenous thrombolysis alone [19]. Most 
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hospitals use CT for acute stroke imaging evalu-
ation [20]. An acute stroke CT protocol typically 
comprises a non-contrast CT (NCCT) to rule out 
haemorrhage and a CTA to determine the occlu-
sion site, thrombus extent and collateral status of 
the patient [21]. Additional CTP may be per-
formed to assess focal perfusion deficits and 
extend the time window for endovascular throm-
bectomy treatment [22, 23]. Imaging in acute 
ischemic stroke patients should not delay admin-
istration of intravenous thrombolysis, since “time 
is brain” [24]. Therefore, decision-making 
regarding the administration of intravenous 
thrombolysis is usually made immediately after 
haemorrhage is excluded on NCCT.  To decide 
whether a patient is eligible for endovascular 
treatment the required CTA can be performed 
while intravenous thrombolysis is being adminis-
tered. CTA has a high sensitivity (97–100%) and 
specificity (98–100%) for detecting intracranial 
stenosis and occlusions [25–28]. Additional 
information regarding the extent of the area 
deprived of contrast and thereby blood can be 
obtained with the CTA source images [29]. 
Hypodense regions on CTA source images repre-
sent diminished vascular filling and tissue 
enhancement and thereby ischemic tissue. The 
conspicuity of the ischemic area depends on the 
timing of the CTA [30], but it is usually more 
conspicuous than on NCCT [31]. Although the 
area of hypoattenuation has a good correlation to 
final infarct volumes [32], CTP is superior in pre-
dicting presence and extent of infarction [33]. An 
important predictor of outcome in acute ischemic 
stroke patients is the extent of collateral blood 
supply behind the arterial occlusion. Collateral 
filling has been shown to enhance recanalization 
and reperfusion, reduce the size of the ischemic 
lesion growth, decrease the risk of haemorrhagic 
transformation and improve outcomes with intra-
venous and endovascular treatment [34–37]. 
CTA can help visualize filling through collateral 
vessels but is again dependent on timing. 
Collateral filling may be slow and therefore not 
yet visible on a single-phase CTA timed to image 
the arteries of the circle of Willis. To overcome 
this problem, dynamic CTA (or CTP) can be used 
to obtain a timing invariant CTA [38–41]. 
Alternatively, collateral filling can be visualized 

with multiphase CTA [42]. However, CTP has a 
higher temporal resolution and is already fre-
quently acquired in acute ischemic stroke patients 
to determine the extent of the ischaemia and 
treatment selection [23]. It is thereby already 
available for a timing invariant CTA reconstruc-
tion. The timing invariant and multiphase CTA 
may not just improve the visualization of collat-
eral filling but also the visualization of the extent 
and location of the occlusion [12, 43, 44]. Extent 
of the occlusion (thrombus length) is another 
important determinant of efficacy of intravenous 
thrombolysis [45, 46]. In addition to determining 
the occlusion site, thrombus extent and collateral 
filling, CTA can be used to evaluate the possible 
cause of the stroke and plan the endovascular 
treatment procedure. With CTA, cardiac throm-
bus can be identified, which is defined as a homo-
geneous filling defect with low HU-values 
(<100 HU) and a well-defined border [47]. In the 
aortic arch, raised plaques with a thickness 
>4 mm on CTA are an important risk factor for 
stroke [48, 49]. Additionally, ulcerations with a 
depth of 2 mm or more result in an increased risk 
of stroke [50]. In the carotid arteries, atheroscle-
rotic plaques are classified on CTA, according to 
their HU density, as fatty (<60 HU), mixed (60–
130 HU) and calcified (>130 HU) plaques [51]. 
Irregular plaques and plaques with fatty content 
are associated with increased stroke risk [52, 53]. 
Very hypodense plaques (<30  HU) and plaque 
ulcerations of ≥2  mm are associated with the 
presence of intraplaque haemorrhage which is 
another important risk factor for stroke [51, 52, 
54]. The grade of the stenosis caused by athero-
sclerotic plaques in the carotid arteries also deter-
mines the risk of stroke. High-grade stenosis can 
be accurately determined on CTA [55].

5.3.2  Haemorrhagic Stroke

About one-third of haemorrhagic strokes are 
caused by subarachnoid haemorrhage (SAH) 
with an incidence of 6–9 per 100,000 per year 
[17, 56]. It has a case fatality of 40–50% in the 
first month [57]. The cause of SAH is mostly 
(85%) rupture of a cerebral aneurysms [58] 
(Fig.  5.4). It has been shown that the location, 
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size and morphology of unruptured cerebral 
aneurysms predict future rupture [59–63]. The 
six-item PHASES risk score, including size and 
location of the unruptured aneurysm, can be used 
to predict the 5-year absolute risk of rupture and 
identify patients with a high risk of aneurysm 
growth [64, 65]. The prevalence of unruptured 
aneurysms is around 3% in the general popula-
tion. Not all unruptured aneurysms require treat-
ment, as the risk of treatment complication is 
sometimes higher than the estimated risk of rup-
ture. The choice between conservative, endovas-
cular or neurosurgical treatment is again 
influenced by the different features of cerebral 
aneurysm. This emphasizes the importance of 
accurate characterization of cerebral aneurysms.

The three major imaging methods that are 
used for imaging of cerebral aneurysms are CTA, 
magnetic resonance angiography (MRA) and 
digital subtraction angiography (DSA). Since a 
NCCT is almost always performed to rule out 
intracranial haemorrhage in acute stroke patients, 

CTA is the first modality of choice to image rup-
tured intracranial aneurysms in patients with 
SAH.  It has been reported that the negative- 
predictive value of NCCT followed by CTA is 
99.4% for aneurysmal SAH [66]. Multi-detector 
spiral CT scanners with sub-millimetre slice 
thickness allowing for multi-planar reformats 
have a sensitivity of 97% for the detection of 
cerebral aneurysm of all sizes [67]. With future 
advances in CT technology, it is likely that a sen-
sitivity of 100% will be reached. Currently, DSA 
is still superior to 64- and 256-detector-row CTA, 
in detecting small aneurysms (<3 mm) and visu-
alizing small branching arteries [68]. DSA should 
therefore be used when CTA does not identify an 
aneurysm in the setting of a spontaneous sub-
arachnoid haemorrhage with an aneurysmal 
bleeding pattern. In patients meeting the strict 
imaging criteria for peri-mecencephalic pattern 
of SAH, a negative high-quality CTA may obvi-
ate the additional use of DSA or further imaging 
follow-up [69, 70].

a

c e

b d

Fig. 5.4 A patient with subarachnoid haemorrhage on NCCT (a) with an anterior communicating artery aneurysm 
(arrow) visualized on axial and sagittal CTA (b and c), a 3D volume-rendered CTA (d) and DSA (e)
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For screening purposes and to evaluate aneu-
rysmal growth, MRA has comparable diagnostic 
properties to CTA with the advantage of non- 
contrast imaging without ionizing radiation. 
MRA shows a good diagnostic performance for 
the evaluation of aneurysms treated with endo-
vascular coiling [71], both with and without con-
trast at 1.5- and 3-Tesla field strength [53]. CTA 
is less suited for this purpose due to severe streak 
artefacts caused by the metal coils. On the other 
hand, CTA is better at visualizing aneurysms 
treated by neurosurgical clipping, while the clip 
induced artefact prevents evaluation with 
MRA. With iterative reconstruction or the use of 
monoenergetic high energy level (100–140 KeV) 
reconstructions from dual-energy scanning metal 
artefacts in CTA can be significantly reduced 
[72]. In combination with the possibility of bone 
removal this aids in the assessment of aneurysms 
near the skull base [73].

Intracerebral haemorrhage (ICH) accounts for 
the other two-thirds of haemorrhagic stroke. 
About 20% of intracerebral haemorrhages are 
caused by an underlying macrovascular abnor-
mality like arteriovenous malformations (AVM) 
or dural fistula. Standard CTA can adequately 
visualize these macrovascular causes [74, 75]. 
CTA it however less suited to identify the feeding 
vessels and determine the flow dynamics. For this 
purpose, dynamic CTA can be used [76]. 
Dynamic CTA may also help identify aneurysms 
within the nidus of the arteriovenous malforma-
tion (AVM) [77].

Haematoma expansion occurs in about one- 
third of patients with ICH and worsens outcome. 
Early prediction of hematoma expansion could 
possibly help timely management of these 
patients. Identification of extravasation of con-
trast material (a spot sign) in the haematoma on 
CTA has prognostic implications. More spot 
signs are identified on dynamic or multi-phase 
CTA [78, 79]. Although the sensitivity for spot 
signs and the negative-predictive value for hema-
toma expansion increase on later CTA phases, the 
positive-predictive value for hematoma expan-
sion is highest for spot signs seen on early (arte-
rial) phase CTA and on CTA scans acquired early 
after onset [80].

5.3.3  Venous Sinus Thrombosis

Cerebral venous sinus thrombosis (CVST) is a 
rare but life-threatening disease. It can lead to 
haemorrhagic venous infarction and has a mortal-
ity rate of about 15% [81]. The estimated annual 
incidence is less than 1 per 100,000 in adults [82]. 
The most common causes are oral contraceptive 
use, vascular malformations, infection and malig-
nancy [83]. Pregnancy and other prothrombotic 
states are also risk factors for the development of 
CVST [82]. The initial symptoms are mostly non-
specific and are most often a headache. If CVST 
is suspected, both CTA and MRI can be used. 
Patients with non-specific symptoms such as 
headache are frequently scanned by CT for initial 
screening. Within the same session, a venous CTA 
can be acquired. Other advantages of CT over 
MRI are that the imaging acquisition time is 
shorter, it is less prone to (flow related) artefacts, 
more accessible for critical patients and better in 
depicting small vessels [84]. The disadvantage of 
CT is of course the use of ionizing radiation that 
can be especially harmful to the unborn child in 
pregnant women. In a head-to-head comparison 
between CTA and MRI, no difference was found 
in the detection rate of CVST [85]. The preferred 
modality will therefore be dictated by the experi-
ence and resources of the individual institutions. 
On NCCT, CVST results in an increased density 
of the affected venous structures. On CTA, CVST 
results in filling defects in the affected sinuses and 
veins with or without expansion of the vessel. 
Common pitfalls, that need to be taken into 
account when looking for CVST on CTA, are 
venous anatomic variants that mimic occlusion 
(sinus atresia or hypoplasia), asymmetric or varia-
tions in sinus drainage (occipital sinuses and sinus 
duplication) and normal sinus filling defects 
(arachnoid granulations and septa within the 
sinus) [86] (Figs. 5.5 and 5.6).

5.3.4  Vasculopathy

The imaging findings of vasculopathy are various 
and depend on the site and type of blood vessels 
that are affected. In general, MRI with MRA is 
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used to evaluate vasculopathies, since evaluation 
of the brain tissue is as essential as evaluation of 
the pathological vessels. MRA however tends to 
overestimate the grade of stenosis in patients 
with steno-occlusive vasculopathies, especially 
when time-of-flight techniques without contrast 
are used [87]. In Moyamoya disease, it has been 
shown that CTA is superior to MRA in detecting 
affected vessels [88]. Dynamic CTA also shows a 
strong correlation with DSA in determining vas-
cular stenosis but is insufficient in the evaluation 
of the collateral circulation in Moyamoya patients 
[89] (Fig.  5.7). Patients with severe steno- 
occlusive vasculopathies in the proximal cerebral 

arteries and the circle of Willis can be treated by 
extracranial to intracranial bypass surgery to pre-
vent ischemia [90]. Evaluation of the patency of 
these bypasses can be done non-invasively with 
CTA.  It is as accurate as DSA and superior to 
MRA in depicting vessels with slow flow and 
small calibre [87, 91, 92].

5.3.5  Dissection

Dissection of the cervical arteries has become 
increasingly recognized as a cause of stroke in 
young and middle-aged patients. It can occur 

a c

b

Fig. 5.5 Normal sinus filling defects on axial venous-CTA caused by arachnoid granulations (arrows) in the superior 
sagittal sinus (a and b) and the transverse sinuses (c), not to be confused with thrombosis

a b c

Fig. 5.6 Axial (a), coronal (b) and sagittal (c) venous- 
CTAs showing extensive venous sinus thrombosis in the 
superior sagittal sinus and the transverse sinuses. Filling 

defects with expansion of the venous sinus due to the 
mass effect of the thrombus are seen (arrows)
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spontaneously, due to trauma, or secondary to 
diseases of the connective tissue, such as 
Marfan syndrome and fibromuscular dysplasia. 
Up to 20% of patients with traumatic osseous 
cervical spine injury suffer from vertebral 
artery dissection [93, 94]. Imaging of the cervi-
cal arteries is therefore strongly indicated in 
cases of cervical spine trauma. CTA of the cer-
vical arteries is a fast and accurate method for 
detecting dissection of the craniocervical region 
and can be easily integrated into a whole-body 
trauma CT protocol [95]. To achieve optimal 
cervical artery visibility without losing vital 
information on other traumatic soft tissue 
injury, a spilt bolus technique can be used [3, 
96]. For the evaluation of suspected non-trau-
matic cervical artery dissection, a standard 
CTA of the cervical and cerebral vessels can be 
used.

The performance of CTA for the detection of 
cervical artery dissection is similar to MRI/MRA 
[97]. However, intimal flaps and pseudoaneurysms 
are better seen on CTA than MRI/MRA [98]. 
Compared to the gold standard DSA a very high 
sensitivity and specificity can be achieved when 
using multi-detector row CT [99]. On CTA, there 
are several important findings that indicate cervical 
artery dissection [100]. Dissection of the carotid 
arteries is mostly limited to the part of the internal 
carotid artery (ICA) between the bifurcation and the 
skull base [101]. The ICA dissection is character-
ized by a long segment of eccentric luminal narrow-
ing with an increase of the external diameter of the 
artery [100]. Other typical findings are an intimal 
flap and a dissecting aneurysm. In vertebral artery 
dissection, an increased external diameter and cres-
cent-shaped mural thickening have been found in 
100% and 79% of patients, respectively [102].

a b

Fig. 5.7 A patient with severe Moyamoya disease with 
an axial (a) and coronal (b) 10-mm maximum intensity 
projection showing narrowing of the distal internal carotid 
arteries and proximal anterior and middle cerebral arteries 

(long arrows) in combination with extensive collateral fill-
ing around the affected vessel segments (short arrows). 
Note the skull defects resulting from neurosurgical extra-
cranial to intracranial bypass surgery
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5.4  Clinical Case (Fig. 5.8)
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6.1  Introduction

The brain is highly metabolically active but has 
virtually no internal energy reserves, instead 
depending on a constant high level of blood flow 
in order to maintain its function. As a result, it is 
of critical importance that cerebral blood flow, or 
CBF, is maintained in the optimal range. A 
decrease in brain perfusion, as is seen in stroke, 
results in rapid loss of function followed by irre-
versible tissue injury [1]. Conversely, an abnor-
mal elevation of perfusion can be a marker of 
pathology as is seen with high-grade glial 
tumours such as glioblastoma [2]. The CBF is 
determined by the balance between the cerebral 
perfusion pressure, determined from the mean 

arterial pressure and intracranial pressure, and 
the cerebrovascular resistance [3]. Because of its 
critical importance in health and disease, a vari-
ety of methods, using both computed tomogra-
phy (CT) and magnetic resonance imaging 
(MRI), have been developed for measuring CBF 
and other indicators of brain perfusion. CT perfu-
sion is a commonly used non-invasive technique 
for determining the CBF as well as its related 
parameters, cerebral blood volume (CBV) and 
mean transit time (MTT) [4–7]. Following a 
bolus injection of intravenous contrast, serial CT 
scans of the head are performed as the contrast 
arrives and passes through the brain tissue. Based 
on the change in attenuation, the CBF and CBV 
can be calculated with a high degree of accuracy. 
In this chapter, we will review the technical 
aspects of CT perfusion and highlight clinical 
applications of the technique, with particular 
emphasis on its role in the diagnosis and treat-
ment of acute ischaemic stroke.
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6.2  Image Acquisition

The theoretical basis of CT perfusion imaging 
and important technical considerations are well 
described in the literature [3–5]. CT perfusion 
requires a bolus of intravenous contrast followed 
by rapid sequential CT scans of the head. The 
contrast bolus must be large enough to be easily 
detected and tight enough to approximate an 
instantaneous bolus in order to satisfy key math-
ematical assumptions [4, 5, 7]. This is achieved 
by injecting 35–50 mL of a contrast agent with an 
iodine concentration of at least 300 mg/mL at a 
rate of 4–7 mL/s followed by a 20–40 mL saline 
flush. These injection rates and volumes necessi-
tate use of a large-bore (18–20 gauge) intrave-
nous line in the antecubital fossa. After a brief 
delay, images of the head are acquired in two 
phases; an initial rapid acquisition phase with 
images obtained every second for 30–45 s and a 
washout phase with images taken every 2–3 s for 
an additional 30–45 s. The initial rapid acquisi-
tion phase is necessary to accurately describe the 
initial inflow of contrast; once the contrast con-
centration has peaked on the arterial side, the 
washout phase can be acquired with less frequent 
images in order to reduce radiation dose. 
Radiation dose is further reduced by lowering the 
tube voltage of the CT scanner to 80  keV and 
reducing the tube current to the lowest value that 
gives an acceptable signal- to-noise ratio (typi-
cally 100 mAs). Once these measures have been 
implemented, the additional radiation dose for 
CT perfusion is approximately 3  mSv, only 
slightly more than a non-contrast head CT and 
comparable to the annual background radiation 
dose from environmental sources [8].

Beyond the bolus timing and image acquisition 
parameters, it is critical that the CT perfusion 
includes the relevant brain regions for analysis. 
The latest generation of CT scanners is capable of 
covering the entire brain in a single scan. However, 
while older CT scanners are also capable of per-
forming CT perfusion, their smaller coverage area 
requires that they acquire the images in multiple 
sections. This can either be done by repeating the 
scan at the next level with a second contrast bolus 
or by operating the scanner in “toggling” mode, 

where the scanner table is toggled back and forth 
between two positions [8, 9]. With the former, the 
acquisition parameters can be identical to an ideal 
scan at the cost of additional contrast and radia-
tion. With the latter, temporal resolution is 
decreased (each position is scanned every 2–3 s), 
but the contrast dose is unchanged and radiation 
dose is slightly decreased.

6.3  Image Processing

Once the images have been acquired, the data 
must be processed to generate perfusion maps. 
Accurate calculation of CBF and CBV first 
requires identification of regions of interest to 
define the arterial input and venous outflow [4, 
5]. The arterial input is typically defined from 
one of the arteries of the circle of Willis, and the 
venous outflow is typically defined from the 
superior sagittal sinus. These functions are then 
compared with the CT density of each region of 
the brain, or voxel, as a function of time. After 
correcting for several parameters, including the 
attenuation of the underlying brain tissue and dif-
ferences in haematocrit between the arteries and 
capillary bed, this yields the CBV for each voxel 
of brain tissue. Calculation of CBF is slightly 
more complex mathematically. One of the key 
assumptions in calculating the CBF in CT perfu-
sion is that the contrast bolus is instantaneous, 
reaching its maximum intensity at t = 0. This will 
clearly never be true in a real patient; a variety of 
techniques have been proposed to account for 
this shortcoming, the most widely accepted and 
validated of which is known as deconvolution 
[10–12]. This technique removes the effect of the 
arterial input function on the bolus, creating a 
theoretical residue function that more closely 
approximates the CBF after an ideal bolus 
(Fig. 6.1). While this process is computationally 
demanding, advances in computer technology 
have allowed its widespread adoption. Once CBF 
and CBV have been determined, maps of the 
mean transit time and Tmax (time to maximum 
contrast enhancement) can be calculated.

These perfusion maps can be generated in a 
manual, semiautomated or fully automated fash-
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ion on a number of native or third-party platforms. 
While CT perfusion has been extensively vali-
dated, it is worth noting that there are multiple 
potential sources of variation in the CBV/CBF cal-
culation, particularly the choice of the arterial 
input function and the precise algorithm selected 
[7, 10, 13–19]. Studies comparing both interob-
server variability in a single platform and different 
software platforms have shown differences of up 
to 30% in the size of a target volume on the perfu-
sion map. One of the driving forces behind the 
development of fully automated processing soft-
ware has been the standardization of the perfusion 
maps within an institution. While this does not 
address the issue of variability between platforms, 
it ensures application of a uniform standard for 
clinical decision making within an institution.

6.4  Applications

While CT perfusion has been applied to numerous 
areas of neuroradiology, including the study of 
vasospasm after subarachnoid haemorrhage [20, 
21], Moyamoya disease [22, 23], primary brain 
tumours [2, 24] and head and neck malignancy 
[25], the primary driver of its development has 
been and continues to be ischaemic stroke [8, 11, 
19, 26]. Ischaemic strokes are caused by disruption 
of arterial blood flow to the brain. The resultant 
hypoxia rapidly leads to neuronal dysfunction, ulti-

mately resulting in permanent disability or death. 
Treatment for acute ischaemic stroke depends on 
restoring blood flow to the affected tissue before 
cell death occurs. Because of the exquisite sensitiv-
ity of neurons to hypoxia, the process of cell death 
begins mere minutes after the loss of blood flow.

CT perfusion plays a key role in the care of 
stroke patients, both in the initial diagnosis of 
stroke and in the selection of patients for 
advanced therapy [6, 8, 11, 26, 27]. Head CT, 
while exquisitely sensitive for the detection of 
intracranial haemorrhage, has poor sensitivity 
and specificity for stroke in the acute setting. 
MRI offers increased sensitivity and specificity 
but at a cost of time and availability. CT perfu-
sion is much more sensitive and specific than 
non-contrast CT during the acute phase, with 
ischaemic strokes characterized by decreased 
CBF with increased Tmax and MTT [26]. This 
would be of limited utility if CT perfusion were 
only able to identify irreversibly infarcted tissue; 
however, the study of brain perfusion in isch-
aemic stroke has introduced the concept of isch-
aemic penumbra [1, 9, 11, 28, 29]. The penumbra 
is a region of brain tissue, typically at the periph-
ery of an infarct, where the CBF is reduced below 
the level for normal neuronal function but not yet 
to the point where irreversible cell death occurs. 
By restoring blood flow to this tissue, it is possi-
ble to prevent further infarction and preserve 
brain function.
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For the past 20 years, the mainstay of stroke 
therapy has been the so-called ‘clot-buster’ drugs, 
typified by tissue plasminogen activator (tPA). 
First approved for clinical use in 1995 [30], tPA 
works through the body’s natural clot lysing 
mechanisms to open thrombosed vessels. While 
the use of tPA has been a revolution in the treat-
ment of stroke, its success comes with many 
qualifiers. Significantly, tPA is only effective if 
administered quickly after the onset of symptoms 
(initially within 3  h, later expanded to 4.5  h in 
select patients), and it performs relatively poorly 
when there is occlusion of one of the large proxi-
mal intracranial arteries [30, 31]. These limita-
tions, and the success of angiographic intervention 
in cardiology, have led to the development of 
mechanical thrombectomy, an angiographic tech-
nique whereby clot is physically removed from 
the affected arteries. Developed shortly after the 
introduction of tPA, initial trials of mechanical 
thrombectomy failed to show any benefit relative 
to the use of intravenous tPA [32, 33]. Despite the 
initially underwhelming results, multiple lines of 
evidence continued to suggest that thrombec-
tomy remained a viable strategy, and subsequent 
trials have vindicated its use [33–39]. Two key 
changes in the past decade have seen a revival of 
the technique—the development of second- 
generation stentriever devices and the use of 
advanced imaging, including CT and MR perfu-
sion, for patient selection. By targeting patients 
with a significant volume of ischaemic penum-
bra, the DEFUSE 3 trial has shown a significant 
benefit for stroke patients beyond the tPA win-
dow, up to 16 h after the onset of symptoms [27]. 
Along with the DAWN trial [40], this has opened 
the door for a new era in stroke therapy.

6.5  Case

To illustrate the role of CT perfusion in the diag-
nosis and treatment of acute ischaemic stroke, we 
offer two companion cases. In the first case, a 
40-year-old man with a history of rheumatic 
heart disease status post-aortic and mitral valve 

replacement was found down at work. By the 
time paramedics arrived, he had regained con-
sciousness but was aphasic with a right hemiple-
gia. He was brought to the emergency department 
as a stroke code and was found to have an NIH 
stroke scale of 17. He received tPA after an initial 
non-contrast head CT was negative for haemor-
rhage, and CT perfusion as well as a CTA of the 
head and neck were obtained. On CTP, there was 
a large area of delayed perfusion with a smaller 
area of decreased CBF and CBV (Fig. 6.2), and 
CTA showed a proximal left MCA occlusion. 
The patient was taken for mechanical thrombec-
tomy and following successful revascularization 
and a short inpatient stay, his NIH stroke scale 
improved to 2.

Our second patient is an 89-year-old woman 
with a history of atrial fibrillation on warfarin 
who was heard to fall from her bed at approxi-
mately 7:30 a.m. She was brought to the emer-
gency department, where she was noted to have 
altered mental status with some facial bruising 
when the clinical team noted that she was not 
moving her left side (NIH stroke scale 22). An 
initial head CT was negative, and she underwent 
CT perfusion and head and neck CTA.  This 
showed delayed perfusion involving both the 
right MCA and ACA territories with correspond-
ing vascular occlusions; however, unlike the first 
patient, the area of delayed perfusion had a 
matching decrease in CBF and CBV in those ter-
ritories (Fig. 6.3), consistent with an established 
infarct. No therapy was given and in accordance 
with the patient’s prior health care directives she 
was transitioned to hospice.

In both cases, CT perfusion rapidly confirmed 
the clinical diagnosis and facilitated appropriate 
triage. While the outcome in the second case was 
poor, CT perfusion confirmed that, although the 
head CT was unrevealing at presentation, the 
patient had a large stroke that had already pro-
gressed beyond the point where intervention was 
likely to show any benefit. As stroke therapy con-
tinues to evolve, CT perfusion will continue to 
play an active role in guiding clinical 
decision-making.
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rCBF rCBV

CTATmax

Fig. 6.2 CT perfusion maps and CTA images for a 
patient with a left MCA occlusion. The colour gradient is 
arranged so that shades of blue represent low values and 
shades of red represent high values. There is a small area 
of decreased rCBV and rCBF in the left basal ganglia, 

however the Tmax map shows delayed perfusion through-
out the left MCA territory (most pronounced posteriorly). 
A single coronal MIP image of the CTA shows the 
occluded vessel
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7.1  Introduction

X-ray computed tomography (CT) is the work-
horse of modern medical imaging. Every year, 
millions of CT scans are performed around the 
world for a wide variety of indications, including 
acute stroke, trauma, and cancer. Majority of this 
imaging is done using a conventional, single- 
energy CT (SECT). In SECT, a single X-ray tube 
emitting a polychromatic X-ray beam is used to 
acquire a set of projection images of the patients 
via an energy integrating detector. The projec-
tion data are reconstructed into tomographic 
images reflecting X-ray attenuation. Dual-energy 
CT (DECT), the primary focus of this chapter, is 
a radical departure from this paradigm.

In DECT, multiple X-ray spectra are utilized to 
characterize material-specific photon attenuation. 
Since the atomic composition of different tissues 
influences the photon attenuation at different ener-
gies, the relative change in photon attenuation 
between different energy levels is indicative of mate-
rial composition of each voxel. In other words, 
because tissue attenuation is both material and 
energy-specific, projection images acquired at dif-
ferent energies may be used for tissue characteriza-
tion beyond what is possible with conventional 
SECT.  This is a key advantage of DECT over 
SECT. Even though applications of DECT for clini-
cal use were initially advocated in the 1970s [1–7], it 
is only recently that the technological and computa-
tional advances necessary for successful clinical 
implementation of DECT have become available.

For acquiring the projection data, the DECT 
scanner must use different energy spectra and 
separately record the high- and low-energy mea-
surements. From a technical viewpoint, this abil-
ity has been implemented in the clinical practice 
using a variety of means which include the fol-
lowing paradigms.

 1. Acquiring two independent CT scans of the 
same anatomy at two different energies (dual- 
spin DECT).

 2. Simultaneous use of two different imaging 
chains with their own dedicated sources and 
detectors (dual-source DECT).

 3. Using a single X-ray source that is capable of 
rapid switching between high- and low-energy 
levels and a detector with very fast readout 
capability (kVp Switching DECT).

 4. Acquiring data sets at different energy levels 
using specialized detectors with two different 
scintillator layers, one of high-energy acquisi-
tion and the other for low-energy acquisition 
(Sandwich Detector DECT).

 5. Splitting a single X-ray beam into high- and 
low-energy beams with the help of filters 
(TwinBeam DECT).

 6. Using a so-called “photon-counting” detector 
that is able to count each arriving X-ray pho-
ton and sort it into different energy bins 
(Photon- Counting CT).

In the following section, we briefly describe 
these implementations.
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7.2  DECT System Technology

7.2.1  Dual-Spin DECT

These CT systems acquire two independent scans 
sequentially using two different tube voltages [2, 
6, 8], at the same table position or a range of table 
positions (see Fig.  7.1). This allows already 
established SECT technology to be used for each 
scan, albeit at different tube voltages. However, 
the time interval between the high- and low- 
energy acquisitions can pose a significant limita-
tion on temporal resolution, which is critical 
when imaging moving organs such as heart and 
bowel. This temporal skew renders the two image 

sets, when processed as a single dual-energy data 
set, susceptible to motion artifacts. The temporal 
skew also limits image quality when there is a 
change in contrast opacification such as CT 
angiograms or studies that involve tissue enhance-
ment. These shortcomings can be mitigated, at 
least partially, by alternating scanning of differ-
ent energy levels for each gantry rotation, instead 
of scanning the entire volume two times sequen-
tially. Even then, the scans are at least one rota-
tion time apart.

Dual-spin DECT is used in some scanners, 
such as some Aquilion ONE models (Toshiba, 
Tochigi, Japan) and Revolution EVO (GE 
Healthcare, Waukesha, WI, USA). However, 
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Fig. 7.1 Schematic representation of the paradigms utilized by different DECT scanners to use different energy spectra 
and to separately record the high and low energy measurements
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major limitations due to motion and temporal 
skew remain even with the more refined acquisi-
tion schemes.

7.2.2  Dual-Source DECT

The first DECT scanner approved for clinical 
use, a dual-source CT scanner, was introduced 
into the market in late 2006. It consisted of two 
source and detector combinations [1, 2, 9–11] 
(Siemens AG, Forchheim, Germany) at a near 
perpendicular angle to each other. This arrange-
ment allowed the same volume to be scanned 
simultaneously with high- and low-energy spec-
tra by setting the two X-ray sources at two differ-
ent tube voltages.

A dual-source arrangement has several advan-
tages. First, the use of separate tubes allows inde-
pendent adjustment of the voltage and current for 
each tube, helping optimize separation of the 
low- and high-energy spectra and balance the 
total amounts of quanta emitted. Second, a filter 
may be applied to the tube emitting the higher 
energy spectrum to reduce associated low-energy 
photons from its polychromatic emission, thereby 
increasing the spectral separation between the 
two sources. Third, combined tubes can provide a 
higher total X-ray flux in a given amount of time, 
which is also beneficial for larger patients. Lastly, 
separate tubes allow application of established 
SECT technology and algorithms to each imag-
ing chain independently.

A dual-source scanner also has some disad-
vantages. One, because of the limited space in the 
CT gantry, in the current generation of scanners 
the field of view of one of the imaging chains is 
smaller. This design choice places restrictions on 
the usable field of view of the DECT mode. 
Second, cross-scatter from the primary course of 
one source-detector pair contaminates the data of 
the other source detector pair. While this can be 
partly mitigated by technical modifications and 
optimization during image reconstruction, it can-
not be completely eliminated. Since the two 
imaging chains are perpendicular to each other, 
this design also results in a quarter rotation “tem-
poral skew” between the high and the corre-

sponding low energy projection. This, in turn, 
makes it hard to perform material decomposition 
in the projection domain, especially if there is 
any patient or organ motion. While the high- and 
low-energy data sets are separately reconstructed 
by filtered back projection, and material decom-
position can be performed afterward in the image 
domain, this may lead to imperfect beam harden-
ing correction and reduced material decomposi-
tion accuracy. Lastly, there are considerable 
additional hardware requirements for this system 
compared to the single-source scanners.

7.2.3  Single-Source Fast kVp- 
Switching DECT

Some of the shortcomings of a dual-source DECT 
are overcome by single-source design using fast 
kVp switching and fast detector technology 
employed in scanners such as the GE Gemstone 
Spectral CT (GE Healthcare, Waukesha, WI, 
USA) (Fig.  7.1) [1, 12–14]. This technology 
allows the generator and tube to rapidly and reli-
ably switch between the 80 and 140  kVp volt-
ages, with sampling periods as fast as 50 μs. Tube 
voltage follows a square waveform and inter-
leaved high- and low-voltage projection data are 
collected for twice the number of view angles, 
half at each tube voltage. Since the temporal 
skew or the delay between the high and low pro-
jections is low (50 μs), spatiotemporal registra-
tion is excellent, and material decomposition is 
performed directly in the projection domain, 
making it robust against motion artifacts and 
beam-hardening artifacts in virtual monochro-
matic images (VMIs). Overall, this technology 
offers a cost-efficient design to increase the lon-
gitudinal detector coverage up to 160 mm, with 
the ability to scan over the entire full field of view 
of 50 cm. Furthermore, additional spectral analy-
sis or reconstruction of different VMIs or maps 
can also be performed retrospectively in the 
reconstructed image space based on the data gen-
erated from the original projection data.

Ideally, one would like to have the same radia-
tion dose in the low- and high-energy data sets. 
To address the challenges related to the relative 
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photon flux between the two energies, fast kVp 
switching scanners are designed to balance the 
dose, with allocation of additional time for the 
low kVp relative to the high kVp acquisition. 
This strategy provides a more balanced X-ray 
dose between the low- and high-energy acquisi-
tion. However, in practice, the time profile of the 
tube voltage has a slightly trapezoidal, rather 
than purely rectangular shape. In addition, tube 
current modulation—a technique where the tube 
current is increased or decreased in proportion to 
the attenuation through the patient—cannot be 
used with fast kVp switching. These factors lead 
to slightly increased dose as compared with sin-
gle energy CT.

7.2.4  “Sandwich” Detector DECT

The DECT scanner implementations discussed 
so far change the energy of the acquired projec-
tions between a high- and low-energy setting by 
changing the X-ray source. Source-side energy 
modulation has been available for over a decade. 
Different scanner types have been refined for 
optimizing image quality, post-processing capa-
bilities, radiation exposure, and ease of use. 
DECT technology, however, is continuously 
evolving area with continued refinements and 
iterations being introduced. This includes a radi-
cal departure from the source-side energy modu-
lation to detector-side energy discrimination 
using a layered (“sandwich”) detector with a tra-
ditional X-ray source [1, 2, 15, 16] (Fig.  7.1). 
These DECT scanners use the intrinsic polychro-
maticity of the X-rays coming out of an X-ray 
tube, with the spectral separation achieved by the 
detector (Philips Healthcare, Andover, MA, 
USA). Such a set up completely eliminates the 
time lag between acquisitions of the different 
energy spectra. Because spectral separation is at 
the level of the detector, these systems always 
acquire scans in DECT mode. This allows retro-
spective spectral evaluation for all scan acquisi-
tions, and noise correlation in the projection 
domain can be used to improve material separa-
tion and reduce noise on low-energy virtual 
monochromatic images. However, while this sys-

tem does not have the problems of cross-scatter 
discussed earlier for dual-source scanners, it is 
susceptible to a different type of cross-scatter 
between the two detector layers.

7.2.5  Twin Beam DECT

Unlike the fast kVp approach, the TwinBeam 
DECT scanner (Siemens AG, Forchheim, 
Germany) (Fig. 7.1) relies on the beam being pre- 
filtered using two different materials and split 
into high- and low-energy beams [17, 18]. The 
corresponding halves of the detector are then 
used for detection of the high- and low-energy 
spectra, respectively. This affords the ability to 
image the full field of view, hardware simplifica-
tion, lower cost, and compatibility (as an upgrade) 
with some conventional scanner models. 
However, because a different portion of the 
patient is irradiated by the low- and high-energy 
spectra, a helical scan is needed so that each 
voxel scanned at one energy is eventually also 
scanned with the other energy, resulting in high 
temporal skew. There is also potential for cross- 
scatter originating from one side of the beam and 
contaminating data at the other side of the beam.

7.2.6  Photon-Counting 
Multispectral CT

One emerging approach to overcome these limi-
tations is the photon counting scanner [2, 19, 20] 
(Fig.  7.1). Still under development, these scan-
ners use of photon-counting detectors to resolve 
the energy of individual photons. As their name 
implies, photon-counting detectors count each 
incident X-ray photon, measure its energy, and 
sort it into narrow spectral subranges for robust 
multi-energy material characterization. Photon- 
counting detectors have a higher geometric effi-
ciency than conventional energy-integrating 
detectors, although their efficiency is limited by 
the anti-scatter collimator. Furthermore, the 
impact of detector electronic noise can be signifi-
cantly reduced, or even entirely eliminated, by 
applying an energy threshold just above the 
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 electronic noise level. Theoretically, as these sys-
tems provide energy information for each indi-
vidual photon, they can potentially improve 
characterization of energy-dependency of mate-
rial attenuation and improve distinction of a 
material based on its specific K-edge (see Sect. 
7.3)—a technique referred to as K-edge imag-
ing—allowing classification of materials at very 
low concentrations. However, in practice, it is not 
yet clear whether energy separation in more than 
two bins as DECT dose will be a significant 
advantage. The small size of the individual detec-
tor elements—a necessity born out of keeping the 
photon count low for each bin so as not to over-
flow its counter—could also improve spatial res-
olution. Leveraging this advantage of 
photon- counting detectors, however, requires an 
equally small focal spot size on the X-ray source 
side, a design choice that limits X-ray photon 
flux (and consequently, increases exposure rates). 
A smaller detector element size also necessitates 
a higher dose to maintain acceptable image noise. 
For example, a twofold improvement in spatial 
resolution decreases the detector area by a factor 
of 4 and requires a 16-fold increase in radiation 
dose to achieve the same level of signal-to-noise 
ratio (see Sect. 7.4). Due to these and several 
other technical challenges with the 
detectors—e.g., “pulse pile up” effects, pulse 
sharing across multiple detector pixels—photon- 
counting scanners are not yet widely available for 
clinical use.

7.3  Fundamental Principles 
of DECT

DECT acquires projection data at two different 
energy spectra instead of one and combines 
them in order to evaluate tissue properties. 
Because materials with different elemental 
composition attenuate X-rays differently at dif-
ferent energies, DECT affords tissue character-
ization beyond what is possible with 
conventional SECT.

Two different energy X-ray beams, each com-
posed of monochromatic energies would be ideal 
for material differentiation. However, current 

X-ray tube technology used in the clinical setting 
cannot generate monochromatic X-ray spectra. 
Instead, clinical DECT scanners rely on poly-
chromatic X-ray spectra with as little overlap 
between the different energy spectra as possible. 
While most systems that rely on different tube 
voltages for spectral separation utilize standard 
peak energies for scan acquisition, typically at 80 
and 140 kVp, protocols may vary depending on 
the vendor or the specific application. For exam-
ple, some dual-source scanner models may use 
90 or 100 kVp with a filter, instead of 80 kVp, 
especially for scanning heavier patients. In addi-
tion, DECT scanners using dual-layer detectors 
typically use the conventional single-energy CT 
protocol.

For the low-energy spectrum, a tube voltage 
of approximately 80  kVp is typically chosen 
because at a lower tube voltage setting, a large 
proportion of photons would be absorbed by the 
body without generating any clinically useful 
information [1, 21]. For the high-energy spec-
trum, while 150  kVp may be used instead of 
140  kVp, energies higher than 150  kVp may 
result in too little soft-tissue contrast, limiting 
applications in the clinical setting. Nonetheless, 
higher energies could still be useful for special-
ized applications and for discriminating 
between low and high atomic number (Z) ele-
ments. For successful clinical application of 
DECT, issues beyond specific image data 
acquisition protocols that take into account 
materials or tissues of interest must be 
considered.

At the photon energies used for medical imag-
ing, X-ray attenuation is governed by two main 
processes: Compton scattering and photoelectric 
effect. Rayleigh scattering—a coherent scatter-
ing process related inversely to the fourth power 
of the wavelength of the X-rays—also impacts 
attenuation; however, this process accounts for a 
small percentage of interactions and is typically 
considered negligible in conventional absorption- 
based CT.

Compton scattering is a function of both the 
electron density of the tissue and the tube voltage 
and spectrum. It accounts for the greatest contri-
bution to the overall attenuation, at least at the 
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typical tube voltages used in CT.  The electron 
density of the tissue is the dominant factor, as 
Compton effect is only minimally dependent on 
photon energy [9].

The photoelectric effect refers to the ejection 
of an electron from a shell of an atom by an inci-
dent photon. The innermost shell (K-shell) has 
the most strongly bound electrons. The probabil-
ity of photoelectric interactions generally 
decreases with higher energies but increases 
abruptly when the incident photon energy just 
exceeds the binding electron energy of the 
K-shell electrons to enable the ejection of an 
electron from the K-shell. This energy represents 
the K-edge for a given element. There is a spike 
in attenuation at the K-edge followed by a rapid 
drop in the probability of photoelectric interac-
tions. Photoelectric effect is strongly dependent 
on the atomic number or Z (i.e., the number of 
protons within the nucleus) of the elements that 
constitute the tissue under consideration and is 
particularly important for spectral CT [16]. Thus, 
the atomic number of materials of interest must 
be considered when planning applications of 
DECT in any research or clinical setting.

For elements (thus, tissues) to be distinguish-
able based on their spectral properties, there must 
be sufficient difference in their atomic number 
(i.e., Z). Common elements found in the human 
body have low and very similar atomic numbers. 
For example, hydrogen (Z = 1), carbon (Z = 6), 
nitrogen (Z = 7), and oxygen (Z = 8) do not have 
sufficient component of photoelectric interac-
tions. Consequently, their attenuation is relatively 
low and very similar to each other at different 
energies. This precludes reliable differentiation 
based on their spectral properties [1, 22].

On the other hand, elements with high atomic 
numbers and large differences in their atomic 
numbers have a stronger energy-dependence. 
Among these elements, iodine (I, Z = 53) is par-
ticularly of clinical interest. Iodine has a K-edge 
of 33.2 keV. A drop in X-ray energy would result 
in an increase in iodine attenuation, with the 
highest attenuation at the energy closest to the 
K-edge of iodine. Given that most commonly 
used CT contrast agents are iodine-based and are 
widely used for a variety of indications, ranging 

from oncologic imaging to angiography, iodine’s 
strong energy-dependence can be exploited in 
DECT applications. Calcium (Ca, Z  =  20) is 
another element intrinsic to the human body that 
has a relatively high atomic number. Energy 
dependence of Ca can also be used in a variety of 
clinical applications of DECT.

7.4  Practical Considerations

All DECT scanners can be operated in either 
SECT or DECT mode. Obviously, using a DECT 
scanner exclusively in SECT mode does not take 
advantage of its full capabilities. DECT scanning 
has its specific workflow requirements, and there-
fore, scanning must be planned and specified 
beforehand. The layered or “sandwich” detector 
scanner described above is an exception as these 
systems allow retrospective spectral evaluation 
for all scan acquisitions.

There are two basic but interrelated require-
ments for routine clinical use of DECT: (1) 
acquired image quality should be at least equiva-
lent to those obtained using SECT mode and (2) 
the acquisition must be made with an acceptable 
(preferably, equivalent or lower) patient radiation 
dose. Beyond these requirements, the additional 
post-processing capabilities made possible by 
DECT mode are essentially without any image 
quality or dose penalty, only requiring additional 
post hoc image processing.

One specific factor with a significant impact 
on image noise, and hence on radiation dose, is 
the image spatial resolution. The image noise (as 
measured by standard deviation of the image) 
scales with the inverse of the square root of the 
dose, but with the square of the isotropic spatial 
resolution (assuming the slice thickness and the 
in-plane resolution change the same way). This 
implies that other factors being equal, a fourfold 
increase of dose would reduce image noise by a 
factor of 2, whereas a twofold increase isotropic 
spatial resolution—i.e., all three dimensions are 
reduced by a factor of 2—would decrease the 
voxel size by a factor of 8. Consequently, to keep 
the noise unchanged, a twofold increase in spatial 
resolution requires an increase in dose by a factor 
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64! In most clinically deployed scanners, chang-
ing from SECT to DECT does not decrease the 
voxel size. While increased radiation dose was a 
concern during earlier attempts at DECT scan-
ning [23], this problem has been largely elimi-
nated in the DECT systems currently in clinical 
use [24–30].

7.4.1  Temporal Parameters

For DECT applications, total scan time, temporal 
resolution, and spectral projection skew or delay 
are the three time-related parameters of clinical 
importance.

The total scan time is the total elapsed time to 
scan a desired anatomical scan range. Its signifi-
cance is related to the time of a breath hold, the 
time during which a patient must hold still during 
a scan, and the time period over which good con-
trast opacification must be maintained. The total 
scan time is heavily impacted by the scanner 
z-coverage and increases for TwinBeam CT 
(since the helical pitch must be decreased) and 
sequential DECT modes (since consecutive scans 
need to be completed).

The temporal resolution is the time during 
which all spectral data for a given image voxel or 
slice is collected. It corresponds to the time of 
about half a rotation (and thus, is influenced by 
gantry speed), and determines motion artifacts in 
the scan, e.g., during cardiac imaging. Most ven-
dors offer motion compensation algorithms. For 
TwinBeam CT and sequential scanning, due to 
the delay between the high- and low-energy mea-
surement of each given slice, the DECT temporal 
resolution is much poorer and these DECT 
approaches are not suitable for cardiac imaging.

In contrast to the total scan time and temporal 
resolution, the spectral skew or the delay between 
the high- and low-energy measurements for a 
given projection ray, is unique to DECT.  The 
spectral delay affects the spectral accuracy for 
fast-moving objects, independent of the motion 
artifacts due to temporal resolution limits. It dic-
tates the additional errors and artifacts caused by 
the motion of an object between the high- and 
low-energy measurement of a given projection 

ray. This delay is inherent to the scanner design 
and cannot be controlled through changes in the 
scan protocol. Detector-based DECT systems 
and fast kVp switching-based systems have a 
clear advantage due to their smaller (<1  ms) 
spectral skew compared to the time span for most 
macroscopic biological motion (~10 ms).

7.4.2  Image Reconstruction

The data from the low- and high-energy DECT 
acquisitions can be combined in a variety of ways 
to produce images for interpretation. One com-
mon type of reconstruction obtained is the virtual 
monochromatic image (VMI). VMI at a particu-
lar energy simulates the image that would be 
obtained with a monochromatic X-ray beam at 
that energy. Based on phantom studies and body 
imaging, 70 keV VMIs are similar to the standard 
120 kVp SECT acquisition [24, 31, 32]. In fact, 
sometimes VMIs may even have a better image 
quality compared to an SECT acquisition at the 
same dose, supporting the use of conventional 
SECT equivalent reconstructions [24], and sev-
eral observations support routine use of 
65–70  keV VMIs as SECT equivalent [25, 33, 
34], supplemented by VMIs constructed across a 
variety of energy levels [33–43].

VMIs are reconstructed by decomposing the 
low- and high-energy acquisitions into two 
equivalent images that represent the photoelectric 
and Compton components of the overall attenua-
tion. Since the energy dependence of both of 
these components is known from physics, one 
can project them to any desired monochromatic 
energy level.

Another reconstruction routinely obtained 
when using DECT scanners is the weighted 
average image (WA), which represents a linear 
blend of the low- and high-energy acquisitions. 
Typically, a linear blend consisting of 30% of the 
low- and 70% of the high-energy acquisitions 
are considered equivalent to the standard 
120  kVp SECT acquisition and generated for 
routine clinical interpretation [27, 44–46]. 
However, similar to VMIs, the proportion of the 
low- and high- energy data that are blended as 
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well as the way they are blended (e.g., linear vs. 
nonlinear) can be altered to accentuate different 
material or tissue characteristics of potential 
interest [44, 46]. Depending on the energy (VMI) 
or blending ratio (WA), VMIs and WA images 
can resemble images generated using conven-
tional SECT scanning that radiologists are look-
ing at routinely. DECT scan data can also be 
used to create other types of images based on 
material decomposition.

7.4.3  Basis Material Decomposition

DECT basis material decomposition is based on 
the fact that the X-ray attenuation of any material 
is a linear combination of Compton scatter atten-
uation and photoelectric attenuation (with negli-
gible contribution from Rayleigh scatter, as 
described previously). The relative contribution 
of these two effects to the overall attenuation 
changes for different materials. Thus, these two 
effects form a material basis pair in which all 
materials can be expressed.

Water and iodine are one of the most common 
basis pairs. The attenuation in water is dominated 
by Compton scatter, with some contribution from 
the photoelectric effect. Iodine, on the other 
hand, has a much higher contribution of the pho-
toelectric effect and its attenuation exhibits a 
strong energy-dependence. Using water–iodine 
as the material basis pair, every material can be 
represented as a linear combination of water and 
iodine. For example, water (and blood which 
essentially behaves as water) would, by defini-
tion, be 100% water and 0 mg/mL iodine. A mix-
ture of iodine and blood, e.g., after iodinated 
contrast administration, would be 100% water 
and a certain concentration of iodine. All tissues 
(e.g., muscle, adipose, cartilage, etc.) would have 
their own distinct pattern when expressed using a 
given basis material pair. In other words, their 
X-ray attenuation can be expressed as a specific 
combination of the X-ray attenuation of water 
and iodine at all X-ray energies.

DECT has also been used to characterize three 
or more materials in the body, but under signifi-
cant assumptions. Based on these approaches, 

DECT data can also be used for material label-
ing, or classification of materials into predefined 
groups, such as renal stone characterization [11, 
47, 48]. Strictly based on physical principles, 
DECT systems cannot exactly distinguish three 
or more linearly independent basis functions and 
there are technical limitations to this type of anal-
ysis [49].

7.4.4  Virtual Non-Contrast (VNC) 
Images and Iodine Maps

One of the most promising applications of DECT 
is the ability to visualize parts of the image with-
out contrast (iodine) enhancement, to create 
“maps” reflecting distribution of contrast in tis-
sues, and to suppress other tissues such as bone 
or calcium.

One way to suppress iodine in the DECT 
images is to use VMIs reconstructed at a rela-
tively high keV, where the iodine attenuation is 
substantially more suppressed than other tissues 
due to the reduction in photoelectric interactions 
at energies further away from the iodine K-edge. 
Another way to suppress iodine in an image is to 
decompose it using a water–iodine basis material 
pair. Water is used as the reference because it is 
the most common constituent of the human body, 
there is significant spectral contrast between 
iodine and water, and water’s CT number remains 
relatively constant with respect to change in 
X-ray energy. After the decomposition, the iodine 
is captured in the iodine map and the water map 
represents blood and other tissues without iodine. 
It should be noted that all tissues are transformed 
into a water–iodine combination. Therefore, the 
water image is not the same as a regular non- 
contrast CT image. The iodine maps represent 
the iodine content within tissues. They can be 
used to estimate the iodine concentration or to 
evaluate its distribution. This approach is useful 
for several clinical applications, such as assess-
ment of enhancing tumor [50] or blood pool 
imaging [2].

In DECT imaging, commonly performed rep-
resentations include maps estimating iodine con-
tent, iodine subtraction (or VNCs), calcium or 
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bone subtraction, or a combination of all. These 
reconstructions have several uses in neuroradiol-
ogy and head and neck imaging, such as differen-
tiation of intracranial hemorrhage from iodinated 
contrast material [51] or evaluation of sialolithia-
sis [52].

7.4.5  Workflow and Other 
Considerations

As mentioned, once scans are acquired in DECT 
mode, spectral analysis and material character-
ization can be performed retrospectively. Post- 
processing software that enables advanced 
DECT spectral analysis is typically vendor spe-
cific as it relies on details of the hardware 
implementation.

Integration of DECT into routine clinical 
workflow requires generation of specific sets of 
useful reconstructions for a given study at the CT 
console, that can then be sent to the picture 
archiving and communication system (PACS) so 
they are immediately available for review [34, 
35, 40, 41]. This may be achieved by specific 
referral pattern (e.g., all neuro- or head and neck 
oncology studies), by highly specialized studies 
for very selective clinical questions (e.g., all stud-
ies after intra-arterial interventions for ischemic 
stroke to distinguish hemorrhage from iodinated 
contrast), or broadly based on the body area (e.g., 
all stroke head CTs; all neck studies). However, 
without the capability to do additional post- 
processing, the radiologist is limited to prese-
lected reconstructions, and depending on the 
vendor, certain reconstructions such as material 
decomposition maps are also not always optimal 
in terms of use and manipulation. Some consoles 
also can generate different energy VMIs auto-
matically, and additional advanced image analy-
sis or reconstructions can be performed on a 
stand-alone dedicated image-processing work-
station. Layered detector systems also enable 
preprogramming for the automatic generation of 
different DECT reconstructions that are then sent 
to PACS. Increasingly, different systems enable a 
more seamless flow which is important for wide-
spread and routine use of DECT in the clinical 
setting. This is an area that is likely to evolve as 

additional studies become available demonstrat-
ing applications and potential advantages of 
DECT technology.

7.5  Neuroradiology Applications 
of DECT

Multiple applications of DECT have been 
described in neuroradiologic literature. Typical 
applications include the following application 
domains.

 1. Bone subtraction.
 2. Image contrast optimization.
 3. Material characterization: Materials such as 

iodine, calcium, and hemorrhage can have 
very similar CT number. DECT may be used 
to distinguish tissues and materials that have 
similar attenuation on SECT.

 4. Plaque characterization.
 5. Beam hardening artifact reduction.
 6. Metal artifact reduction.

In the following exposition of clinical applica-
tions, we classify them based on the principles 
and processing techniques described earlier.

7.5.1  Virtual Monochromatic 
Images

VMI generation enables one to view an image at 
different virtual keV levels. As can be expected, 
some of the artifacts that arise from polychroma-
ticity of the beam should be diminished with vir-
tual monochromatic images. In addition, the 
higher the beam energy, the more penetrating it 
is. Figure 7.2 shows an example of this principle 
for reducing metal artifacts associated with aneu-
rysm clips. As can be seen, the metal clip and its 
surrounding areas are well visualized at a virtual 
beam energy of 140 keV.

Figure 7.3 shows another example of the same 
principle in a much more demanding artifact set-
ting. In this example, the metal artifact from the 
posterior spinal fixation rods makes it nearly impos-
sible to appreciate the bony anatomy and the integ-
rity of the hardware. At 190 keV, one can appreciate 
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that the transpedicular screws are well seated. In 
addition, the fracture in the vertebral body that is 
straddled by the transpedicular screws can be appre-
ciated. It is worth pointing out that the iodinated 

contrast, which is quite well seen at 120  keV in 
panel (a) is not visible in panel (b) because the 
attenuation of iodine drops precipitously as one 
moves away from the K-edge of iodine.

a b

Fig. 7.2 Dual-energy CT in a patient after a surgically 
clipped aneurysm in the left middle cerebral artery. 
Monoenergetic reconstruction at 64 keV (which matches 
the mean energy of standard 120 kVp) shows severe metal 

artifact (a). Monoenergetic reconstruction at 140  keV 
reduced the metal artifact and enables better visualization 
of the surrounding brain parenchyma and vasculature (b)

a b

Fig. 7.3 Metal artifact reduction using DECT. Panel (a) shows a traditional single energy image, while panel (b) is the 
same image at a virtual monochromatic image level of 190 keV
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While high keV images are suitable for metal 
artifact reduction, low keV images may be used 
for accentuating contrast between soft tissues. In 
addition, as the X-ray beam energy approaches 
the K-edge of iodine (33.2 keV), the attenuation 
of iodine is disproportionately increased. This 
fact can be used to accentuate iodine-containing 
structures such as vessels and tumors.

Figure 7.4 shows an interesting application of 
low keV imaging technique in CT myelography 
for detecting a CSF leak. In this patient, there is 
posterior fluid collection in a surgical defect that 
was seen on routine single-energy CT. However, 
it was not clear if there was a CSF leak into this 
collection. Iodinated contrast was injected intra-
thecally in the lumbar cistern under image guid-
ance. On routine single energy image (Fig. 7.4a), 
it is not apparent if any of the injected contrast 
extravasated into the posterior collection. As the 
beam energy is lowered to 50 keV, the attenuation 
of the intrathecal fluid as well as that of the pos-
terior fluid collection increases (Fig. 7.4b). When 
the beam energy is further reduced, the CSF leak 
is quite apparent (Fig. 7.4c).

7.5.2  Material Decomposition

As described previously, DECT enables division 
of any image into a pair of images, each repre-
senting a single material from a predefined mate-
rial pair. The material pair used for decomposition 

is up to the user and can be selected based on the 
application. In addition, the same set of images 
can be retrospectively processed using different 
material pairs after the images have been 
acquired.

There are times when two different materials, 
such as diluted contrast and hemorrhage, may 
have the same CT number on a single-energy 
CT. Such overlap in CT numbers may lead to a 
diagnostic dilemma, for example after intra- 
arterial interventions for acute stroke. Figure 7.5 
shows one such example.

Figure 7.5a shows a non-contrast head CT 
performed in a patient after a thrombectomy for a 
right middle cerebral artery ischemic stroke. This 
immediately post-procedure non-contrast CT 
scan shows a hyperdensity in the right caudate 
head and body. There was trace hyperdensity in 
the lentiform nuclei as well (not shown). This 
hyperdensity may represent one of two things: it 
may be a serious condition such as hemorrhagic 
conversion of infarct, or it may be iodine leakage 
into the infarcted territory from the intra- arterially 
administered contrast during the procedure.

Figure 7.5b shows a virtual non-contrast 
image derived from DECT where all iodinated 
contrast has been removed. In this processed 
image, one can only see the hypoattenuation of 
the infarcted territory; all the hyperdensity seen 
on the single-energy non-contrast scan has been 
eliminated. The iodine overlay image (Fig. 7.5c) 
demonstrates that the previously mentioned 

a b c

Fig. 7.4 Multiple virtual monochromatic image; (a) routine single-energy image (b) VMI at 50 keV; (c) VMI at 40 keV 
(Courtesy of Dr. Stuart Pomerantz, Massachusetts General Hospital, Boston)
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hyperdensity is attributable to iodine staining. It 
is worth noting that skull is present on both the 
VNC and iodine overlay images because calcium 
maps to both of the material pairs (i.e., water and 
iodine) chosen for this application.

The traditional method for distinguishing 
these two conditions is by repeat imaging after 
24  h. Iodinated contrast, being water-soluble, 
would nearly completely washout in 24  h. 
Hemorrhage, on the other hand, would persist 
for several days. Making the distinction 
between hemorrhage and contrast extravasation 
is very important if the patient has to be antico-
agulated. DECT provides a robust method of 
distinguishing these materials without having 
to wait [51, 53].

Figure 7.6 shows another application of 
decomposing a single-energy CT scan into water/
iodine material pair. This example shows a non- 
contrast CT scan (panel a) with intraparenchymal 
and subarachnoid hyperdensity in the right mid-
dle cerebral artery territory. When split into a 
VNC and iodine images (panels b and c, respec-
tively), a portion of the previous hyperdensity 
persists on the VNC image. This portion likely 
represents thrombus in or hemorrhage in or 
around a right MCA bifurcation aneurysm. The 

remainder of the hyperdensity, which maps on 
the iodine image, likely represents contrast mate-
rial. This example shows that both iodine and 
hemorrhage are properly partitioned by the mate-
rial decomposition algorithm.

One can use the ability to distinguish materi-
als that look the same on a single-energy image in 
multiple different applications besides the ones 
illustrated above. For example, one can distin-
guish calcium from all soft tissues and iodine in 
order to automatically suppress bone in a CT 
dataset. Such bone subtraction algorithms have 
become quite common and can be used to quickly 
screen for aneurysms, stenoses, and dissection at 
the CT scanner console in CT angiograms [54].

There are instances when diffuse demineral-
ization in the brain parenchyma may appear as 
acute intracranial hemorrhage, e.g., in a patient 
presenting for non-contrast head CT after a 
motor vehicle accident. In the absence of a prior 
CT scan for comparison, the only way to settle 
this question using single-energy imaging would 
be to perform repeat imaging and assess for pro-
gression of the presumed hematoma, or devel-
opment of secondary signs such a perilesional 
edema. Since the spectral signature of calcium 
and  hemorrhage is quite different, one can use 

a b c

Fig. 7.5 (a) Hyperdensity involving the right caudate 
head and a portion of the right lentiform nucleus seen on 
single-energy non-contrast CT after endovascular acute 
ischemic stroke treatment. (b) Virtual non-contrast image 

derived from dual-energy CTA shows the hypo-attenuated 
infarcted region. (c) Iodine-overlay image shows that the 
hyperdense area is actually caused by staining of iodin-
ated contrast from the intervention
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material decomposition to distinguish these two 
materials. Robust DECT techniques have been 
published in the literature to make this distinc-
tion [55].

7.5.3  Quantification of the Contrast 
Medium

DECT angiography enables separation of pixel 
intensities into hemorrhage, brain, and contrast 
medium through three-material decomposition, 
utilizing the relative attribution of the photoelec-
tric effect and Compton scattering to the energy- 
specific attenuation [51, 53], as described earlier. 
This allows generation of separate virtual non- 
contrast (VNC) images and iodine-overlay 
images, which can be further used for quantifica-
tion of contrast medium. The iodine-overlay 
images provide an estimate of the quantity of 
iodine in Hounsfield Units, which can be cali-
brated to known concentrations of iodine (e.g., 
using a prespecified phantom) for measuring the 
amount of iodine per unit volume of brain tissue.

For example, on SECT angiography, qualitative 
identification of the foci of contrast enhancement 
due to local extravasation of iodine—spot-sign—is 
a highly specific marker for hematoma expansion 
[56]. However, spot sign is limited in its application 
for expansion risk assessment due to its relatively 
low sensitivity [57]; almost half of the expanding 
hematomas do not show a visually detectable 
spot sign on CT angiography. Quantification of 
the iodine concentration in the hematoma, based 
on iodine-overlay images, allows a quantitative 
approach to identify both localized and diffuse 
leakage of contrast material (Fig. 7.7). Thus, both 
the extravasation foci (localized leakage) and the 
total iodine content in the hematoma (diffuse 
leakage) can be quantified. In fact, previous work 
from our group shows that this approach can 
improve sensitivity, and thus, the overall accu-
racy of hematoma expansion risk assessment 
compared to qualitative assessment of spot sign 
[58]. Thus, quantification of iodine based on 
DECT images (specifically, iodine-overlay 
images) to aid in the selection of candidates for 
early medical or surgical intervention.

a b c

Fig. 7.6 Single-energy non-contrast CT (a) shows hyper-
density close to the right MCA bifurcation that persists on 
the virtual non-contrast image (b), suggesting that it rep-
resents contained hemorrhage or a thrombotic pseudoan-

eurysm rather than contrast staining. (c) Extensive 
hyperdensity in the right MCA territory likely represents 
extravasated iodine from prior intervention
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7.6  Conclusion

In this chapter, we described the fundamental 
principles behind the DECT technology. Six dif-
ferent implementations of this type of scanner 
were described and their relative pros and cons 
compared. We also discussed practical issues 
related to DECT protocols and processing tech-
niques. The chapter concluded by illustrating 
multiple applications of this novel imaging 
technique.

Besides a simulated single-energy image, 
DECT can also produce simulated monochro-
matic images as well as perform material decom-
position into two (or three) predefined materials. 
Using a single CT Number (HU), it may be dif-
ficult to ascribe a material or tissue type to a 
region observed single-energy CT. For example, 
a routine non-contrast CT is unable to distinguish 
materials such as blood and dilute contrast or 
blood and diffuse mineralization. Such classifica-
tion, when performed by human readers, relies 
on prior knowledge of anatomy. DECT can use 
the spectral signature of a material to character-
ize it. As we illustrated using multiple examples, 
DECT can aid in material discrimination. The 
literature describes multiple applications such as 

differentiation of hemorrhage, iodinated contrast, 
and calcium; plaque characterization; bone 
removal; urinary stone characterization, and 
characterization and measurement of gout. DECT 
also provides virtual monochromatic images 
which may be used for optimizing image con-
trast, or reducing beam hardening and metal arti-
facts. Finally, DECT is a quantitative technique. 
We described one application of this modality in 
the assessment of hemorrhage expansion. Other 
applications in oncology, stroke, and blood per-
fusion are currently being investigated.

In conclusion, DECT is a robust technique 
that is currently available for routine clinical use. 
It has sound technical foundation and multiple 
implementations are currently available. It has 
numerous neuroradiologic applications such as 
bone subtraction, material characterization, 
plaque characterization, beam hardening and 
metal artifact reduction, and soft tissue contrast 
accentuation.

7.7  Clinical Case

The clinical cases show another novel application 
of material decomposition using DECT.  Panels 
(a) through (c) show single energy non-contrast 

a b c

Fig. 7.7 Detection and quantification of iodine to assess 
deep lobar hemorrhage for expansion. (a) Virtual non- 
contrast image clearly shows hematoma in the left basal 
ganglia and subcortical white matter. (b) Iodine-overlay 
image shows iodine diffusely present with the hematoma 
with big “spot-sign” in the center, clearly suggesting 
active contrast extravasation. (c) Iodine-only image shows 

that there a three tiny foci of iodine present within the 
actual spot, increasing the chance of hematoma expan-
sion. Follow-up single-energy non-contrast CT (not 
shown) a few hours later demonstrated expansion of the 
hematoma. A combination of the diffuse sign and spot 
sign derived from DECT represents a dual-energy coun-
terpart of the single energy spot sign
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head CT slices of a 37-year-old patient with a 
prior history of colon cancer who presented to the 
Emergency Department after a motor vehicle 
accident. The images clearly show an intraparen-
chymal hemorrhage in the right cerebellar hemi-
sphere with surrounding edema and a 
subarachnoid component that extends to the con-
tralateral side. A CT angiogram using a DECT 
scanner was performed afterward to assess for an 
underlying lesion. Panel (d) of Fig. 7.8 shows a 
single-energy equivalent image after contrast 
administration. This single-energy image was 
decomposed into a VNC image (panel e) and an 
iodine overlay image (panel f). On the VNC 
image, one can appreciate the extent of the intra-
parenchymal and subarachnoid hemorrhage. The 
iodine overlay image shows a smaller, contrast- 
enhancing mass centered within the hemorrhagic 
lesion, presumably a metastasis from patient’s 
colon cancer. Therefore, this case likely repre-
sents hemorrhagic conversion of an intracranial 
metastasis rather than a purely post-traumatic 
hemorrhage. It should be noted that the enhance-

ment from the metastatic lesion was completely 
masked by the surrounding hemorrhage and the 
metastasis would have been missed in acute set-
ting without the help of a DECT scan.
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8.1  Introduction

Photon-counting detectors (PCDs, also com-
monly known as energy-resolving, energy- 
discriminating, or direct conversion detectors) 
are a type of X-ray detector that allows multi- 
energy X-ray acquisitions from a single X-ray 
exposure. The predecessor of spectral CT imag-

ing is a dual-energy approach [1], where two 
X-ray acquisitions with different X-ray spectra 
(and effective energies) are acquired with dual- 
source, rapid kVp-switching, dual-layer detec-
tors, or dual-pass methods. These dual-energy 
approaches make use of conventional X-ray 
detectors, known commonly as energy- 
integrating detectors (EIDs). EIDs convert X-rays 
to visible light, and the light to electrical signal, 
to record the associated attenuation. Different tis-
sue types and contrast materials have distinct 
X-ray spectral signatures (a material’s X-ray 
attenuation is dependent on the X-ray energy). 
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This traditional gray-scale imaging approach 
from EID-CT systems is useful for anatomical 
imaging, as demonstrated by decades of use of 
EIDs in commercial systems. However, an inher-
ent limitation of EIDs is the loss of X-ray energy 
information during signal (energy) integration.

PCDs employ a direct conversion detector 
technology that records X-ray events without first 
converting them to visible light. The X-ray ener-
gies of individually detected photons are deter-
mined based on the magnitude of the electrical 
signal they create. Based on user-defined energy 
thresholds, the detected photons are binned 
according to their energies. This approach pro-
vides energy-resolving capabilities to the data 
acquisition system, which can be used to spec-
trally profile different materials in vivo at clini-
cally acceptable signal-to-noise (SNR) ratios. 
This chapter is intended to introduce readers to 
the basics of using PCDs for CT imaging and 
their relative advantages, concluding with a case 
report involving a research whole-body PCD-CT 
system.

8.2  Multi-Energy CT Using 
Photon-Counting Detectors

In this section, the working principles of a typical 
PCD-CT system and how it benefits clinical 
imaging are briefly described.

8.2.1  Energy Binning and X-Ray 
Attenuation

The energy resolution of a PCD comes from its 
ability to assign detected X-ray photons to indi-
vidual energy bins. This allows the PCD-CT sys-
tem to sample the X-ray attenuation profile of 
different materials, such as native tissue types 
(fat, muscle, bone), and contrast media, such as 
iodine and gadolinium. One application of 
PCD-CT is K-edge imaging [2], where energy 
thresholds are specified at certain energy levels 
that correspond to the K-edge energy of different 
contrast materials (example, gadolinium with 

K-edge at 50.2  keV, or gold nanoparticles with 
K-edge at 80.7 keV). By placing energy thresh-
olds just below the K-edges of such materials, it 
is possible to measure the K-edge discontinuity 
in subsequent energy bins (Fig. 8.1) to identify 
and quantify the material type and its mass 
density.

8.2.2  Electronic Noise and Artifact 
Reduction

Since PCDs detect X-rays above a certain energy 
threshold, it is possible to set the lowest energy 
threshold just above the electronic noise level of 
the system, thereby reducing streak artifacts 
occurring from electronic noise in the acquired 
data. This property of PCDs allows for dose 
reduction at a specific noise level, or reduced arti-
facts at lower doses. Conversely, due to the lack of 
the ability to set a lower energy threshold in EIDs, 
current commercial CT systems suffer from elec-
tronic noise at low doses or when imaging large 
patients [4]. An extension of this approach is the 
ability to set an energy threshold at a higher 
energy, above which beam hardening is less pro-
nounced [5, 6]. This results in a reduction of 
beam-hardening artifacts in the high- energy bin 
images arising from dense objects such as the 
petrous bones or metal implants. Since not all of 
the detected photons are used, these images 
exhibit relatively higher image noise levels.

8.2.3  High-Resolution Imaging

It is desirable to have a smaller X-ray detector 
pixel element to increase the spatial resolution of 
the CT system. Conventionally, this is achieved 
by reducing the size of the detector pixel. This 
approach is difficult to implement due to 
decreased geometric dose efficiency as the detec-
tors are cut into smaller pixels. This is because a 
finite-width layer of light-reflecting media is 
required between each detector cell in order to 
avoid signal from one pixel spreading into neigh-
boring pixels [7].
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Another approach is to use a dedicated attenu-
ating filter in front of the detector array. This 
ultra-high resolution (UHR) filter [8], typically 
designed in the form of a metallic comb or grid, 
reduces the effective pixel aperture size by block-
ing photons from entering the detector. As a result, 
the total pixel size is reduced, leading to an 
increase in spatial resolution. One of the disad-
vantages of this approach is the dose inefficiency 
due to use of the UHR filter, which blocks X-rays 
that have already passed through the patient.

Reducing the pixel size, whether by making a 
smaller detector pixel or by use of a UHR filter, 
also leads to a decrease in SNR, and additional 
measures such as increasing the acquisition dose 
or using noise reduction algorithms are usually 
warranted.

With PCD technology, it is possible to directly 
design smaller detector pixels, and this is an 
inherent benefit from the semiconductor technol-
ogy and the detector fabrication processes used in 

PCDs. The PCDs do not suffer from fill factor 
limitations of EIDs due to detector septa, and can 
be fabricated to sizes as small as 450 × 450 μm2 
at the detector (250 × 250 μm2 at the isocenter). It 
is to be noted, however, that PCDs suffer from 
non-ideal physical effects such as charge sharing 
[9, 10] at smaller pixel sizes. Hence, the use of 
even smaller detector pixels will degrade the 
spectral resolution of the imaging system if these 
effects are not taken into account. On the other 
hand, larger pixel sizes require dedicated high- 
speed readout electronics to deal with the 
increased per-pixel count rate. That is, it is diffi-
cult for PCDs to handle the high photon flux 
required for clinical CT at detector pixel sizes 
much greater than a few hundred microns. 
Finally, pixel binning can be used to minimize 
charge-sharing effects, and dedicated hardware 
or software-based correction schemes can be 
used to identify and correct charge sharing 
effects.
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Fig. 8.1 Energy-binning scheme for multiple contrast 
materials (iohexol and Gd-DTPA) and native tissue types 
at a 140 kV tube potential. Bins 2 and 3 are placed around 
the K-edges of iodine (33 keV) and gadolinium (50 keV), 
respectively. The K-edge energy of native tissue types 

such as bone is too low (4 keV) to be imaged with the 
clinical X-ray energy range (20–150  keV). The mass 
attenuation values were obtained from the National 
Institute of Standards and Technology (NIST [3]) based 
on ICRU44
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8.2.4  Material Decomposition

Using the spectrally resolved data acquired 
using PCD-CT, it is possible to transform the 
multi- energy CT images into material maps 
representative of specific anatomical and phys-
iological processes. Currently, the spectral 
separation on the research whole-body 
PCD-CT system (Somatom CounT, Siemens 
Healthcare GmbH, Forchheim, Germany) is 
better than non-dual- source, dual-energy sys-
tems and comparable to the newer dual-source, 
dual-energy CT systems [11, 12]. Thus, com-
pared to dual-energy systems with lower spec-
tral separation (kVp switching, dual-layer 
detector, and dual-pass approaches), improve-
ments in material decomposition performance 
can be achieved. The primary goal of material 
decomposition is to locate and differentiate 
material types in vivo (native tissue types and 
contrast media), and quantify their mass densi-
ties. The ability of PCD-CT to capture the 
K-edge information of contrast materials may 
lead to new material decomposition capabili-
ties. One promising application of PCD-CT is 
the ability to locate and quantify the uptake of 
nanoparticles at specific targeted sites of inter-
est. Surface-functionalized nanoparticles with 
antibody conjugation can be tailored to bind 
with certain tissue types (e.g., cancer cells, 
fibrotic collagenous tissue, etc.), and PCD-CT 
has demonstrated quantitative imaging of such 
targeted nanoparticles in small animal studies, 
potentially enabling CT-based molecular imag-
ing [13, 14]. The use of nanoparticles as a 
whole-body CT contrast agent currently faces 
challenges such as effective surface functional-
ization and targeting, in vivo toxicity of heavy 
metals used in nanoparticles, sufficient uptake 
at target site to produce clinically acceptable 
sensitivity and specificity, and contrast dose 
optimization. For the present time, conven-
tional contrast agents based on iodine and gad-
olinium have been largely used in PCD-CT 
research to demonstrate imaging tasks involv-
ing material decomposition [2, 15].

8.3  Whole-Body PCD-CT

Several prototype PCD-CT scanners have been 
reported in the literature, mainly designed as small-
animal or bench-top scanners [13, 16], with limited 
field of view (FOV) size, to  characterize PCD imag-
ing performance and to carry out early-stage pre-
clinical studies involving small animals or excised 
specimens. The world’s first research whole-body 
PCD-CT system (Somatom CounT, Siemens 
Healthcare) capable of performing multi-energy 
imaging at clinical dose rates and dose levels is cur-
rently installed at three sites—Mayo Clinic (USA), 
the National Institutes of Health (USA), and the 
German Cancer Research Center (Germany).

The whole-body PCD-CT scanner is a modified 
second-generation dual-source scanner (Somatom 
Definition Flash, Siemens Healthcare). One of the 
two X-ray sources is coupled to a cadmium tellu-
ride PCD array with a 27.5-cm FOV at scan isocen-
ter. The second source is coupled to a conventional 
EID array with a native FOV of 50 cm at scan iso-
center as shown in Fig. 8.2. The PCD FOV is suf-

Fig. 8.2 Whole body research PCD-CT system. The 
A-tube is coupled to a conventional energy-integrating 
detector (EID) array, while the B-tube is coupled to a 
photon-counting detector (PCD) array. Note the reduction 
in the scan FOV for PCD (inner orange circle, 27.5 cm) 
relative to EID (outer blue circle, 50 cm)
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ficient to scan head and extremities without data 
truncation. When scanning the thoracic, abdomi-
nal, and pelvic regions (cross- sectional diameters 
>27.5 cm), an additional low- dose scan (known as 
the data completion scan) from the EID system is 
required to correct the data truncation occurring 
from PCD subsystem’s limited FOV [17].

The PCD-CT scanner offers four data acquisi-
tion modes, which are based on the number of 
energy thresholds available and the mode’s spa-
tial resolution. The four acquisition modes are: 
(i) Macro mode, (ii) Chess mode, (iii) Sharp 
mode, and (iv) Ultra-high resolution (UHR) 
mode. The differences are described in Table 8.1.

Several reports have been published evaluating 
the benefits of each of the above-mentioned acqui-
sition modes. Yu et  al. [18] reported the conven-
tional CT imaging performance of the whole- body 
PCD-CT system involving the Macro and Chess 
modes. The results revealed that PCD-CT Macro 
and Chess mode images exhibit enhanced iodine 
contrast than EID-based conventional CT images 
due to the equal weighting applied to all detected 
photons, which allows a more efficient retrieval of 
low-energy X-ray information compared to EID 
CT systems. This leads to improved image con-
trast. The PCD-CT system also provides a 
slightly  improved longitudinal spatial resolution 
due to the smaller detector pixel size compared to 
conventional CT, while the in-plane spatial resolu-
tion remained identical between the two systems. 

Leng et al. [19] reported the benefits of the UHR 
and Sharp modes, namely a substantial improve-
ment in the spatial resolution (in-plane and longitu-
dinal) relative to the Chess and Macro modes. 
Additionally, noise-matched images were achiev-
able with PCD-based high- resolution imaging at 
50% lower dose compared to conventional EID-
based high-resolution (UHR filter-based) imaging.

8.4  Preclinical Neurological 
Applications of PCD-CT

Clinical use of conventional dual-energy CT sys-
tems has demonstrated improved contrast enhance-
ment and quantitative material discrimination [20] 
than conventional single-energy CT.  Between 
2015 and 2017, research studies involving the 
whole-body PCD-CT have demonstrated reduced 
blooming effects from bone, reduced beam-hard-
ening artifacts using high- energy acquisitions, and 
improved temporal bone imaging using high-reso-
lution PCD-CT. A preliminary list of neuroimag-
ing tasks for which PCD CT demonstrated 
improved imaging performance is given below.

8.4.1  Temporal Bone Imaging

One of the challenges in temporal bone CT imag-
ing is the detection of malleus head and incus 

Table 8.1 PCD-CT acquisition modes available on the whole-body research PCD-CT system and their properties

Mode Collimation Detector pixel size
No. of energy 
thresholds Description

Macro 32 × 0.50 mm 0.90 mm (0.50 mm at 
isocenter)

2 Dual-energy mode with comparable 
resolution to conventional CT.

Chess 32 × 0.50 mm 0.90 mm (0.50 mm at 
isocenter)

4 Interleaved Chess pattern to extend 
spectral capability to four thresholds

UHR 32 × 0.25 mm 0.45 mm (0.25 mm at 
isocenter)

2 Ultra-high resolution mode for dose- 
efficient scanning at increased spatial 
resolution

Sharp 48 × 0.25 mm 0.45 mm (0.25 mm at 
isocenter) for lower energy 
threshold
0.90 mm (0.50 mm at 
isocenter) for high-energy 
threshold

2 Hybrid mode, with one threshold suited 
for high-resolution imaging, and another 
at standard resolution
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body, and the stapes superstructure; this requires 
ultra-high resolution capabilities from the imaging 
system. As described earlier, conventional 
approaches toward achieving better spatial resolu-
tion for temporal bone imaging are dose inefficient 
due to the use of a septa between detectors or an 
X-ray blocking UHR filter in front of the detec-
tors. PCD-CT-based UHR imaging of the tempo-
ral bone can approximately yield a 50% dose 
reduction at equivalent levels of image noise rela-
tive to EID-CT-based UHR imaging, as demon-
strated by Leng et al. [19] using anthropomorphic 
phantom and cadaveric temporal bone specimens.

8.4.2  Head and Neck CT 
Angiography

The improvements in iodine contrast-to-noise ratio 
from PCD-CT [21] could benefit contrast- enhanced 
procedures such as angiography. Angiography of 
the head and neck, in particular, deals with assess-
ing small to moderately sized blood vessels and the 
ultra-high-resolution modes of the PCD-CT sys-
tem could yield better anatomical delineation and 
contrast differentiation. The high-resolution modes 
of the conventional EID CT are typically limited to 
bone imaging, and are not routinely employed for 
angiography applications. PCD-CT offers the abil-
ity to provide improved iodine contrast at ultra-
high spatial resolution.

Symons et  al. [22] demonstrated the use of 
PCD-CT for head and neck CT angiography to 
exploit the improved iodine contrast resolution 
and quantitative multi-material discrimination 
capabilities of the PCD-CT system. Image quality 
was scored in patient images obtained using the 
PCD-CT system based on image noise and arti-
facts, and delineation of segments in the internal 
carotid artery, vertebral artery, basilar artery, and 
cerebral artery. In comparison to EID-CT, 
PCD-CT showed significantly higher scores over-
all for delineating petrous and cavernous seg-
ments of the internal carotid artery, foraminal and 
atlantic segments of the vertebral artery, and all 
the three segments (anterior, posterior, and mid-

dle) of the cerebral artery. This was facilitated by 
the improved iodine contrast and lower subjective 
image noise demonstrated by the PCD-CT.

8.4.3  Spine Imaging

One of the major benefits of PCD-CT for spine 
imaging comes from its ability to reduce metal 
artifacts arising from dense metal spine hardware 
using high-energy bin images. Beam hardening 
occurs when soft X-rays (low-energy X-rays) are 
removed from the primary beam, causing beam 
hardening (meaning only the high-energy hard 
X-rays remain in the beam). This causes the 
mean energy of the polychromatic beam to shift 
toward higher X-ray energy. The high-energy 
X-rays can penetrate dense objects better than 
soft X-rays, and undergo lesser beam hardening, 
consequently showing lesser beam hardening 
artifacts (streaking). Zhou et al. [6, 23] reported 
the use of high energy PCD-CT images to reduce 
metal artifacts in phantom experiments,  and in 
patients with metal hardware. It was found that 
the PCD-CT approach using a [75–140] keV bin 
showed substantial reduction in artifacts com-
pared to the full spectrum image, which was sim-
ilar to EID-based images.

8.5  Conclusions and Outlook

The studies described in this chapter demonstrate 
the potential benefits of PCD-CT for neuroimag-
ing applications. Dose-efficient high-resolution 
CT and multi-energy acquisition for accurate 
quantitative material discrimination using tech-
niques such as K-edge imaging could be consid-
ered as the primary benefits of the next-generation 
CT systems involving PCDs. In particular, 
 neuroimaging tasks could benefit from improved 
contrast for CTA applications, reduced noise or 
reduced dose for temporal bone imaging, and 
reduced metal artifacts for imaging tasks involv-
ing metal implants. Multi-energy data from 
PCD-CT can be processed using conventional 
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dual-energy post-processing techniques to yield 
additional diagnostic information, or could lead 
to the development of new tools and techniques 
to process multi-energy PCD-CT images. Due to 
the limited availability of research whole body 
PCD-CT systems, additional studies are required 
prior to widespread clinical use, as well as the 
development of large-scale manufacturing tech-
niques. Nonetheless, PCD-CT technology con-
tinues to rapidly evolve and initial results from 
the current research scanners clearly demonstrate 
the benefits of PCD-CT for diagnostic imaging.

8.6  Clinical Case 

After IRB approval and written-informed con-
sent, a 39-year-old male was scanned using the 
whole-body PCD-CT system at our institution. 
The PCD-CT non-contrast head scan was per-
formed using the Sharp mode head protocol at 
140 kV, 200 mAs, 0.5 s rotation time, and energy 
thresholds set to 25 and 75 keV. The CTDIvol for 
the exam was 55 mGy, matching the dose of the 
clinical scan performed on an EID CT scanner 
(Somatom Force, Siemens Healthcare) for tempo-
ral bone imaging. PCD-CT images were recon-
structed using weighted-filtered back projection 

[24] (WFBP) using a high-resolution kernel U70f 
(Fig. 8.3). The EID-CT images were reconstructed 
using WFBP and ADMIRE (strength-2) using a 
high-resolution U73u kernel.
Image analysis revealed that the PCD-UHR 
reconstructions exhibited lower image noise for 
the same volume CT dose index (CTDIvol) com-
pared to the conventional EID-UHR images, as 
was expected due to the absence of the grid/
comb UHR filter on the PCD system. The 
PCD-CT image (WFBP) showed lower noise 
than the WFBP and ADMIRE (iterative recon-
struction package from Siemens Healthcare) 
images from the conventional EID-UHR scan. 
The EID images showed a subtle increase in 
image sharpness, which was due to the availabil-
ity of a smaller focal spot size and a flying focal 
spot on the EID system (such features are not yet 
available on the research PCD-CT system). 
Using the equation described by Leng et al. [19], 
the reduction in image noise between the two 
systems can be used instead to lower the PCD-CT 
dose, while achieving the same noise as the 
EID-CT system. For a noise difference of 40% 
between PCD (WFBP) and EID (WFBP), as 
shown in Fig. 8.3, matched image noise could be 
achieved on the two systems by reducing the 
PCD-CT dose by 64%.

Fig. 8.3 Head CT scan reconstructions of 140 kV PCD- 
UHR (Sharp mode) using U70f (WFBP kernel), and con-
ventional EID-based UHR at 120 kV reconstructed using 

Ur73u kernel (WFBP and ADMIRE-2). Reconstruction 
FOV = 275 mm, image matrix size = 1024×1024, display 
[W/L] = [2800/600] HU
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9.1  Introduction

Magnetic resonance imaging (MRI) is a widely 
used tomographic technique with numerous 
applications in all domains of medical diag-
nostics, animal research, and material science. 
Its popularity is due to the absence of ionizing 
radiation, which allows MRI to be used with-
out “dose” restrictions for patients and healthy 
volunteers of any age, as well as to the excep-
tional variety of contrasts achievable with this 
technique. MRI is based on the phenomenon of 
nuclear magnetic resonance (NMR) in which 
magnetic moments of certain nuclei, above 
all the ubiquitous hydrogen (1H), placed in a 
strong magnetic field interact with weak elec-
tromagnetic pulses and generate a radio-fre-
quency signal. The richness of MRI contrasts 
is related to the sensitivity of this phenomenon 
to the physical and chemical properties of the 
neighboring tissue. The NMR signal depends 
on the structure and dynamics of molecules 
containing the observed nuclei, the presence 
of paramagnetic ions, the viscosity, diffusion, 
and flow of the tissue—all these properties are 
reflected by the MR image intensity or even 
quantifiable in absolute units. Consequently, in 
addition to morphology, MRI provides further 
important biomedical information such as accu-
mulation of fat, demyelination, orientation of 
myocytes and white matter axons, vasculariza-
tion of tumors, cortical function-related blood 
oxygenation, vascular reactivity, cellular integ-
rity, and blood flow.

9.2  History

The idea to use NMR for tomographic imag-
ing was proposed in 1973 by Paul Lauterbur 
[1] of the Stony Brook University, New  York, 
USA, and, independently, by Sir Peter Mansfield 
of The University of Nottingham, UK [2]. 
They were jointly awarded the Nobel Prize in 
Physiology and Medicine for this achievement 
in 2003. “NMR imaging” remained the matter 
of academic research in several laboratories until 
the construction of first clinical MRI scanners 
in the 1980s. Both inventors have significantly 
contributed to the development of MRI through-
out their further career: Lauterbur advanced 
relaxation- based contrast mechanisms, three-
dimensional reconstruction, and spectroscopic 
imaging; Mansfield improved numerous techni-
cal aspects from slice selection to the design of 
gradient coils, and, above all ultrafast imaging. 
His famous Echo Planar Imaging (EPI) method, 
demonstrated as early as 1977, is being used 
on all high- end scanners today with only minor 
modifications [3]. Another Nobel Prize laureate, 
Richard Ernst of the ETH Zurich, Switzerland, 
inventor of two- dimensional NMR spectroscopy, 
a technique that visualizes molecular bonds in 
form of two- dimensional maps, translated this 
idea to MRI in 1975 and laid the foundations 
of Fourier transform- based image reconstruc-
tion used by today’s scanners [4]. Further, Nobel 
Prize Laureates related to the NMR field were 
Otto Stern, Isidor I.  Rabi, Edward M.  Purcell, 
Felix Bloch, and Kurt Wüthrich.
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Further milestones in the early MRI history 
originate from several academic centers. The 
“spin-warp” method proposed in Aberdeen, UK, 
in 1980 introduced basic building blocks of all 
modern MRI sequences: The readout- and phase- 
encoding gradient pulses [5]. Groups in Göttingen 
and, later, in Würzburg, Germany developed the 
“fast low-angle shot” or FLASH imaging 
sequence based on gradient echoes, allowing 
images to be acquired in a few seconds instead of 
usual minutes needed for spin-echo sequences at 
the time [6]. Juergen Hennig in Freiburg, 
Germany proposed a similar acceleration of the 
spin-echo sequence by finding the way to com-
bine the known Carr–Purcell echo train with 
phase encoding gradients [7]. Interestingly, an 
incredible step in the development of fast MRI 
was made by two theoretical papers, published 
independently by Ljunggren [8] and Twieg [9] in 
1983, who imported the now basic notion of 
k-space from diffraction physics to MRI. This not 
only explained existing approaches, such as spin- 
warp or EPI in simpler terms, but opened a door 
to the optimization of scanning strategy and 
resulted in “non-Cartesian” methods such as the 
spiral scan, the approach pioneered by Albert 
Macovski and colleagues in Stanford, USA [10, 
11]. Beyond the work on image-generation 
schemes, research of the 1980s focused on the 
information contents of an MR image. Paul 
Callaghan of Massey University, New Zeeland 
[12, 13], developed foundations of the now flour-
ishing diffusion MRI [14], and extended the dif-
fraction formalism to “q-space” [15], the domain 
reciprocal to molecular displacements. Together 
with the seminal work on diffusion anisotropy at 
the NIH in Bethesda, USA [16], this has led to 
the spectacular results of brain connectivity 
imaging we appreciate today. Further decisive 
steps on the way to today’s variety of MR image 
types include works of PR Moran at the University 
of Illinois, Urbana–Champaign, USA on flow 
quantification [17], DB Plewes in Toronto and R 
Muthupillai at the Mayo Clinic, Rochester, USA 
on MR elastography [18], and M Haacke in 

Detroit, USA and JR Reichenbach, Jena, 
Germany on magnetic susceptibility mapping 
[19]. An interesting mathematical aspect was 
common to these new methods: the attention shift 
from the magnitude of an MRI image to its so far 
neglected phase as the source of information.

The turn of the century brought another impor-
tant achievement in the quest for new information 
sources in MRI, which has revolutionized its fur-
ther practice. At that time, the technology of par-
allel signal detection by a receiver coil array [20], 
proposed in early 1990 by PB Roemer, GE R&D 
Niskayuna, USA was coming into use on clinical 
systems. The advantage of a higher signal-to- 
noise ratio provided by reduced distance of the 
coil array to the body (as compared to single vol-
ume “birdcage” coils mostly used) was mitigated 
by the side effect of uneven image intensity. The 
idea proposed independently by DK Sodickson at 
Harvard, USA and, in a more general form, by 
Klaas Paul Pruessmann and colleagues at the 
ETH Zurich, Switzerland was to turn the “prob-
lem” of limited spatial sensitivity of array coils 
into a source information that is complementary 
to what is provided by field gradients and allows 
a reduction of scanning time [21, 22]. While 
Sodickson’s original SMASH (simultaneous 
acquisition of spatial harmonics) required the 
array coils in a linear arrangement to mimic mod-
ulations produced by the action of field gradients, 
Pruessmann’s SENSE (sensitivity encoding) 
could work with any coil profile arrangement, as 
long as it represents an invertible algebraic prob-
lem. Shortly later, MA Griswold and the new 
generation of MRI scientists in Würzburg, 
Germany proposed GRAPPA (GeneRalized 
Autocalibrating Partially Parallel Acquisition) 
[23], which allowed the tricky measurement of 
the coil sensitivities to be avoided by a k-space 
data interpolation based on a few additional 
“autocalibration” signals, but constrains the 
acceleration factor to integers. What is now called 
parallel MRI and implemented by different ven-
dors as SENSE, GRAPPA, or ASSET has become 
a standard feature of all MRI scanners, which 
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now contain tens of receiver channels, dedicated 
array coils for different parts of the body, and 
allow up to tenfold reduction of scan time com-
pared to what was common in early 1990s.

The next opportunity for MR imaging–speed 
increase came from the rapidly evolving domain 
of signal compression. Its basic idea is that an 
image or a dynamic series of images typically 
contains much less information than one could 
judge by the number of pixels and frames. Parts 
of the image outside of the body are “black,” 
extended regions of identical tissue have similar 
intensity, and parts of the image do not change 
from frame to frame, e.g., in a heart cycle movie 
[24]. Consequently, a properly chosen mathemat-
ical transform of the image will have only a lim-
ited number of “sparse” signal points on a 
negligible background, allowing the image to be 
derived from a correspondingly limited amount 
of MRI data. This approach, known as sparse 
MRI or compressed-sensing MRI, initiated by M 
Lustig, D Donoho, and JM Pauly of Stanford 
University in 2007, triggered a huge wave of 
research, which is just making its way to clinical 
MRI practice [25].

Almost half a century after Lauterbur’s and 
Mansfield’s invention, the technology and meth-
odology of MRI does not stop advancing. The 
present decade has witnessed an incredible prog-
ress in the engineering of superconducting mag-
nets, with 23  Tesla (T) becoming available for 
animal and 10 T for human research [26]. Small-
scale magnets for animal MRI, and, since 
recently, even a whole-body clinical 1.5 T sys-
tem are offered with only minimum amount of 
cryogen (liquid helium) making MRI cheaper to 
install and maintain. Magnetic field gradients, 
the strength of which is decisive for the scanning 
speed and quality of diffusion MRI reach 
300  mT/m on dedicated research systems and 
80  mT/m on commercial scanners, while 
10  mT/m was considered standard in the early 
days of clinical MRI. Scanner hardware is being 
extended by optical tracking devices allowing 
microscopic image resolution despite patient 

motion, and by field monitoring sensors, which 
compensate the effects of respiration, heartbeat, 
and hardware instability. Tissues long consid-
ered MRI-invisible, such as bones, teeth, and 
lungs are being imaged with new sequences, and 
new quantitative methods are being proposed 
that provide parameter maps rather than just 
“weighted” images to allow absolute quantita-
tive assessment of diseases, lesion grade, and 
therapy effects.

9.3  Principles of MRI

9.3.1  The Signal

The underlying principle of MRI is the fact, that 
most atomic nuclei, in particular 1H (proton; 
the nucleus of hydrogen atom present in high 
quantity of water-containing living organisms), 
possess a magnetic moment linked to their spin. 
The latter is a quantum mechanical property 
similar to angular momentum. Due to this link-
ing, spins placed in the magnetic field do not 
simply get aligned with it by magnetic torque 
(as the needle of a compass within the Earth’s 
magnetic field). Instead, spins rotate around the 
field direction with an angular velocity that is 
proportional to the torque, and thus to the field 
strength. This motion, called Larmor preces-
sion, allows us to receive a signal in a conduct-
ing loop (or coil) placed close to the object. 
Precessing nuclear magnetization (net magnetic 
moment of all nuclei) generates an alternating 
voltage in the coil by means of electromagnetic 
induction, in the same way as a rotating magnet 
does in a dynamo. What is essential for MRI is 
the linear relation between the angular veloc-
ity of the nuclear precession (and the frequency 
of the signal) and the strength of the magnetic 
field (B0):

Angular velocity 2 signal frequency 0= =π γ× B

The constant γ is the gyromagnetic ratio 
characteristic of the nucleus. For 1H, the gyro-
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magnetic ratio gives a signal frequency of 
42.6 MHz/T. Thus, the resonance signals are situ-
ated in the range of radio waves in the field range 
available for human MRI. Frequencies of other 
nuclei are lower.

9.3.2  Excitation

Outside of the magnet, spins in the human body 
point in random directions and the net nuclear 
magnetization is zero. After the positioning in the 
magnet, the spins become polarized, i.e., predom-
inantly oriented along the field in a process called 
longitudinal relaxation, which we will discuss 
again when talking about image contrast. The 
nuclear magnetization is created, but does not yet 
induce signal, since it is parallel to the magnetic 
field B0 (Fig. 9.1a). An external action is needed 
to “excite” the spins, i.e., to tip the magnetization 
from this “equilibrium” orientation and trigger 
the Larmor precession. Intuition tells us that an 
additional field component transverse to the main 
field is necessary for that. However, since only 
a weak field can rapidly be generated, a static 
transverse field would hardly change the direc-
tion of the effective magnetic field. The magneti-
zation would start precession around this slightly 
tilted field but never reach a significant tip angle 
(Fig. 9.1b). What is needed is a transverse field 
that oscillates in concert with the Larmor pre-
cession. Figure  9.1c shows a simplified case, 
where B1 (as we call this field) jumps between 
two opposite directions (back and forth once per 
Larmor precession period). This progressively 
opens the angle between the magnetization vector 
and the effective field, and eventually brings the 
magnetization to a useful tilt. In practice, the B1 
field is applied in a rotating manner, making the 
excitation most effective (shortest time to reach a 
desired angle with a given B1 amplitude). In that 
case, the end of the magnetization vector follows 
a spiral pathway, as shown in Fig. 9.1d. To pro-
duce the rotating field, a current pulse with a fre-

quency equal to the resonance frequency must be 
sent to the “transmission coil,” which may also be 
used to receive the signal from the whole body. 
Since the NMR resonance frequency is typically 
in the radio wave range, pulses used to tip the 
nuclear magnetization in MRI are called “radio-
frequency (RF) pulses” and are characterized by 
the “tip angle” (a.k.a. flip-angle) they produce. 
For example, a “90° RF pulse” rotates the mag-
netization from the z-direction (by convention, 
the direction of the B0 field) to the x–y plane and 
produces maximum induction effect and highest 
signal. The phase of the RF pulse determines the 
direction of the rotation axis.

9.3.3  Spatial Encoding

To obtain an image of the object emitting the res-
onance signal, a mechanism is needed that makes 
the signal dependent on the distribution of spins 
in space. This so-called spatial encoding of the 
signal is achieved in MRI by two means: gradi-
ents of the magnetic field, and local sensitivity of 
the receiving coils.

The magnetic field gradients in three orthogo-
nal directions are produced by a set of three gra-
dient coils, an additional electromagnet placed 
inside the main magnet bore. It is the rapid 
switching of strong currents in these coils and 
their interaction with the main field that produces 
vibrations and the typical intense sound during 
MRI examinations. The principle of using field 
gradients to localize a single point-like signal 
source is simple. With the x-gradient on, the field 
linearly changes with the x-position of the source 
and so does the resonance frequency, which can 
easily be measured. Two more signals with y- 
and z-gradients would allow a three-dimensional 
localization. With real objects, such as the human 
body, which contains a continuum of sources, the 
necessary number of signals and the duration of 
the scan depend on the required field of view and 
resolution of the image.
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The receive coils used by an MRI system are, 
basically, of two types: volume coils, which 
gather the signal from the entire body (within the 
coil), and arrays of local coils. The latter provides 
a better signal-to-noise ratio because they may be 
placed closer to the patient. Array coils also pro-
vide information about the position of signal 
sources because signals induced in different ele-
ments depend on their distance and angular rela-
tion to the source. Parallel MRI techniques such 
as SENSE or GRAPPA use this information to 
reduce the number of gradient-encoding steps 
and accelerate the scan.

The way an MRI image can be derived from 
array signals sampled in the presence of mag-
netic field gradients can be seen as a linear 
encoding and decoding process. Each signal 
sample is a sum of unknown magnetization vec-
tors of all pixels. These pixel magnetizations 

contribute to the signal differently, because they 
may point in different directions due to the action 
of gradients (Fig. 9.2 left, middle), and may be 
differently scaled due to position-dependent sen-
sitivity of the coils (Fig.  9.2 right). In math 
terms, unknown complex pixel values (with real 
and imaginary parts describing x- and y-compo-
nents of the magnetization) are summed up after 
being modulated by a complex “encoding func-
tion” (with the magnitude given by coil sensitiv-
ity, and the phase by Larmor precession under 
the influence of gradients). Thus, each signal 
sample from each array coil gives us a linear 
equation with as many unknowns as there are 
pixels to reconstruct. We need at least the same 
number of equations with different sets of coef-
ficients, i.e., with different encoding functions to 
“decode” the unknown pixels by solving a large 
set of linear equations.
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Fig. 9.1 Magnetic resonance. A strong magnetic field 
(vector B0) polarizes the nuclear spins and creates the 
nuclear magnetization (M), which is originally oriented 
with the field (a). An attempt to use a small static transverse 
field component (B1) to tip the magnetization fails, because 
the precession along a slightly tilted axis has very little effect 
(b). Instead, a transverse field that toggles between opposite 
directions “in resonance” with the nuclear precession would 
flip the magnetization, because the angle between the effec-
tive field and the magnetization is progressively growing (c). 

In practice, radio- frequency excitation pulses produced by 
an MRI system generate a rotating transverse field, which 
tips the magnetization faster, along a spiral pathway (d). 
After the RF pulse, the magnetization vector keeps precess-
ing around B0 and induces a radio-frequency signal in a 
receiving coil (e). Relaxation exponentially reduces the 
transverse magnetization (and the signal) while letting the 
longitudinal M component return to the initial value. For 
clarity, the proportion of B0 to B1 has been reduced several 
thousand times with respect to a real situation
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The contribution of magnetic field gradients to 
the spatial encoding is quite particular and gives 
MRI an enlightening analogy with optics. When a 
gradient is switched on, the spins, originally all 
pointing in the same direction after being excited, 
start precessing with an angular speed that changes 
linearly in the gradient direction. After a while, the 
phase of the magnetization (i.e., its direction in the 
x–y plane) is modulated by a planar wave (as we 
have seen in Fig.  9.2 middle). A signal sample 
taken at this time point represents the integral of 
the object modulated by a planar wave, i.e., the 
value of the Fourier transform of the object at the 
point in the Fourier domain (k-space) given by the 
modulation’s wave vector. What an optical lens 
produces at the focal plane, the Fourier representa-
tion of the object, MRI provides numerically point 
by point by sampling the resonance signal in the 
presence of time- dependent gradients.

9.3.4  Data Sampling

MRI methods differ by the trajectory along 
which the Fourier space is traversed (and sam-
pled), called k-space trajectories. A trajectory 
always starts in the origin of k-space, since the 
object is not yet modulated after the excitation. 

Then, most methods sample the k-space on a set 
of parallel lines, with a new signal excitation 
needed for each line. This arrangement enables 
the fastest reconstruction, because the samples 
are arranged on a rectangular (Cartesian) grid. 
However, longer, non-Cartesian trajectories, like 
the zigzag line used in EPI, or spirals, are also 
used in fast MRI sequences, since they allow 
gathering all the necessary data with one or a few 
excitations only.

In so-called spin-echo MRI sequences, trajec-
tories may also contain point-symmetric opera-
tions (jumps from k to −k) produced by 
“refocusing” radiofrequency pulses, which flip 
the phase of the magnetization. A simple trajec-
tory example is shown in Fig. 9.3 together with 
the corresponding plot of gradients amplitudes. 
The relation between the two is straightforward: 
the gradient is the speed in k-space, and the gradi-
ent slew rate—the acceleration. The range and 
the density of a k-space trajectory are dictated by 
the properties of the Fourier transformation, 
which are illustrated in Fig. 9.4. The range deter-
mines the resolution: the size of the smallest 
detail discernable in the image is proportional to 
the inverse of the k-space range. The density 
determines the field of view. Too high distances 
between k-space samples may lead to folding of 

GRADIENT COIL SENSITIVITY

SIGNAL
SAMPLE

y

x

Fig. 9.2 Spatial encoding. After the excitation, all magne-
tization vectors within the object point in one direction in 
the plane transverse to the magnetic field (left). To obtain 
an image of the object, we have to figure out the magneti-
zation strength in each pixel. For that purpose, the reso-
nance signal, which is given by the sum of all pixel 
magnetizations, has to be measured with different modula-
tions of these unknown vectors, to give enough equations 

to solve. Such modulations are produced with a magnetic 
field gradient, which leads to a position- dependent preces-
sion speed and modulates the phase (direction) of the mag-
netization (middle), and with local receiver coils which 
scale the signal contribution of magnetization vectors 
depending on their distance (right). In this schematic pic-
ture, the field gradient was applied towards left-up direc-
tion and the coil was placed on the right
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Fig. 9.3 Scanning of the Fourier domain with gradients. 
During an MRI scan, the signal is excited with an RF 
pulse and measured in the presence of field gradients (a). 
Signal samples give us values of the object’s Fourier 
transform at different points in k-space. As time evolves, 
the current k-space position is moving with a speed 

defined by the x- and y-gradient components. Different 
k-space points correspond to different modulations of the 
nuclear magnetization (as shown for the four selected 
points along the trajectory) and describe the contribution 
of corresponding spatial frequencies to the image (b)

a b c d

Fig. 9.4 Properties of the k-space. The magnitude value 
of an MRI data matrix is shown as a “k-space image” in 
logarithmic scale in the upper row, and “real space” 
images calculated from different parts of it by the two- 
dimensional Fourier transform are shown beneath (a). A 
reduction of the horizontal k-space range to central 25% 
results in a strong smoothing of the image in the horizon-
tal direction (b). Reconstruction from the complementary 
outer k-space enhances the edges that were previously 

smoothed out (c). Thus, for a higher precision (resolution) 
of the resulting image, a higher k-space range has to be 
sampled, which makes the scan time longer. An attempt to 
reduce the scan time by skipping every other sample (d) 
result in an aliasing (folding) artifact, because the sam-
pling density becomes lower than needed for the size of 
the object. The purpose of parallel MRI is to avoid such 
artifacts (even for higher under-sampling factors) using 
the additional information provided by a receiver array
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parts of the body into false image locations. The 
idea of parallel MRI is to accelerate scanning by 
a reduction of k-space density and to avoid the 
folding artifacts using the information provided 
by the array sensitivity in the image reconstruc-
tion procedure. In terms of linear encoding, 
reduction of k-space density takes away some 
encoding equations from our set, and the solution 
becomes ambiguous. Using the array information 
introduces new equations that compensate this 
information loss.

9.4  MRI Pulse Sequences

During a scan, the MRI system generates mul-
tiple RF and gradient pulses to excite the signal 
and to produce its spatial encoding. The order 
of these events is called an “MRI sequence.” 
There is a huge variety of sequences available 
on MRI systems from various manufacturers, 
but most of them can be related to the few basic 
examples listed here and represented together 
with their k-space trajectories in Figs.  9.5 
and 9.6.

9.4.1  Gradient Echo

Gradient echo (GRE), also known as FLASH or 
FFE (fast field echo), uses one RF pulse and one 
acquisition period (repetition time) per k-space 
line. Gradient pulses on two channels (GX and GY 
in Fig. 9.5) are turned on for a while to bring the 
trajectory to the line’s start point, and then only 
one gradient is kept (GX in our case) to make the 
line traversal while the signal is acquired. This 
gradient channel is usually labeled “readout” or 
“frequency encoding,” while the other compo-
nent, which has to be incremented stepwise to 
reach different lines, is called “phase encoding.” 
This relates to the fact that the corresponding 
coordinates of a point source would determine 
the frequency and the phase of the signal, respec-

tively. An additional pulse called a “spoiler” is 
added on any channel after the acquisition to 
bring the trajectory far away from the center of 
k-space and make the signal vanish before the 
next RF excitation (otherwise interference arti-
facts could appear). Another post-acquisition 
pulse, the “rewinder,” compensates the action of 
the phase-encoding pulse to make the trajectory 
end point always the same (and to avoid another 
type of artifacts). The name “gradient echo” orig-
inates from the form of the signal that is seen on 
the central k-space line—starting from zero and 
reaching a peak when the k = 0 point is crossed. 
Like in all two-dimensional sequences, the gradi-
ent channel orthogonal to the image plane (here, 
GZ) is turned on during the RF pulses, which are 
shaped to contain a narrow and sharply delimited 
frequency band, to select the signal from a thin 
slice.

9.4.1.1  Balanced Gradient Echo
Balanced gradient echo, a.k.a. true FISP (fast 
imaging with steady precession) or balanced 
SSFP (steady-state free precession) is the ver-
sion of GRE where, instead of being “spoiled 
away,” the trajectory is purposely brought back 
to the center by compensation pulses on all gradi-
ent channels, and the RF pulses follow a 0–180° 
phase cycle to tip the magnetization back and 
forth. This minimizes the impact of the sequence 
on the spins and provides excellent signal with 
minimum repetition times (TR), a feature making 
this sequence popular in cardiac MRI. However, 
the balancing makes the image highly sensitive 
to magnetic field (in-)homogeneity. When this is 
insufficiently corrected by the system’s “shim-
ming coils” (yet another electromagnet present 
in every MRI system), black bands appear in the 
image.

9.4.1.2  Spoiled Gradient Echo
Spoiled gradient echo is identical with its origi-
nal variant except for a special phase cycle of 
the RF pulses, which makes contributions from 
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Fig. 9.5 Basic MRI sequences and their k-space trajectories 
for a scan in the x–y plane. GRE with all typical elements of 
an MRI sequence: readout gradient (Gx) forming echo sig-
nals, a variable phase encoding pulse (Gy) that places these 
echoes on different k-space lines, and the phase-encoding 
“rewinder” (second pulse of Gy) together with a spoiler (last 
pulse of Gx) that shift the trajectory to the same distant point 
after each echo (a); Balanced SSFP: the trajectory always 
ends at the origin of the k-space (b); Spin Echo: the second 
RF pulse (refocusing) inverts the k-space position (c), Radial 

scan: phase encoding is replaced by a rotation of the readout 
gradient making all trajectory sections cross the k = 0 point 
(d), and UTE: radial scanning with half-echo acquisitions, 
which provides the shortest time between the excitation and 
the k = 0 sample (echo time, TE) (e). All RF pulses have a 
frequency- selective shape and are played out in the presence 
of the z-gradient to generate the signal from a slice. 
Additional pulses of the z-gradient are needed to compen-
sate spin precession during the RF pulse, depending on the 
sequence and pulse shape

F. Hennel et al.



105

previously excited signals cancel each other and 
leaves only the “fresh” signal produced by tip-
ping the relaxed longitudinal magnetization. 
This makes the image weighted by T1, the lon-
gitudinal relaxation time, parameter describ-
ing how rapidly the magnetization reaches 
the equilibrium state after tipping by an RF 
pulse. Maximum signal for a given TR and T1 
is reached when the tip angle of the RF pulse 
equals the Ernst angle, arccos(exp(−TR/T1)), 
which is the best compromise between using 
most of the existing magnetization and leaving 
enough of it for the next excitation. RF spoiling 
is often implemented as an option of the gradi-
ent echo (called, e.g., T1 enhancement) rather 
than an extra sequence. It should be noted that 
without RF spoiling, GRE with short repetition 
time does not provide the T1 contrast despite 

the “spoiler” gradient, since parts of previously 
excited signal are still present.

9.4.2  Spin Echo

Spin echo (SE), which includes an additional 
RF pulse to invert the spin phase and to flip the 
k-space trajectory with respect to the center. This 
flip also compensates the precession of the spins 
due to magnetic field deviations caused by the 
object’s magnetic susceptibility, which leads to 
signal “dephasing” around air-filled spaces and 
veins in GRE. This sequence has to run with rela-
tively long repetition times to avoid spin satura-
tion by the high flip angle RF pulses and requires 
long scan times. For this reason, it is used mostly 
in combination with fast sampling strategies 
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Fig. 9.6 Fast MRI 
methods which are 
capable of acquiring the 
full two-dimensional 
data with a single 
excitation: Fast spin 
echo (FSE, a), 
Echo-planar imaging 
(EPI, b), and the spiral 
scan (c). These methods 
can also be used in 
“multi-shot” mode with 
interleaved trajectories
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such as echo planar imaging and fast spin echo 
described below.

9.4.3  Fast Spin Echo

Fast spin echo (FSE), originally known as 
RARE (rapid acquisition with relaxation 
enhancement), also implemented as TSE (turbo 
spin echo), is an extension of the spin-echo 
sequence in which further echoes are generated 
by a train of refocusing RF pulses and each echo 
is used to sample another k-space line. Both 
spin-echo variants are sensitive to the lifetime of 
the transverse magnetization, which disappears 
due to spin interactions and cannot be refocused 
forever. This process is quantified by a param-
eter called T2—the transverse relaxation time, 
which is of the order of a few to hundreds of 
milliseconds in soft tissues. The T2 sensitivity 
or the T2-weighting of the image is controlled 
by the sequence parameter TE, the echo time, 
the duration between the excitation and the cen-
tral echo. Since spin-echo sequences require a 
long repetition time to let the spins relax after 
high tip-angle RF pulses, FSE with its signifi-
cant acceleration (one typically takes 10–20 
echoes per sequence) has almost completely 
replaced the simple spin echo in T2-weighted 
imaging (Fig. 9.7).

9.4.4  Echo Planar Imaging

Echo planar imaging (EPI), as mentioned above, 
uses only one RF excitation-pulse to sample all 
k-space lines. It is usually implemented with 
gradient echo and spin echo variants, the for-
mer most prominently used for functional brain 
imaging (fMRI) and the latter combined with 
diffusion sensitizing gradients. A characteristic 
feature of EPI is a strong displacement of the fat 
signal (when it is not suppressed, see contrast 
modules below) and image distortions caused 
by magnetic field inhomogeneity. This is due 
to a relatively slow progression through k-space 
along the s-shaped trajectory, which converts 

small frequency offsets to “fast” k-space modu-
lations and big pixel shifts. This effect can be 
reduced by parallel imaging—skipping k-space 
lines, the trajectory progresses faster—and by 
acquisitions with interleaved or band-wise seg-
mented trajectories—splitting the scan to a few 
shots. Interleaved EPI based on an “FSE” echo 
train is known as GRASE.

9.4.5  Spiral Scan

Spiral scans are ultrafast sequences following the 
principle of EPI (2d-information taken with one 
excitation), but using a more efficient trajectory. 
Spirals are equally sensitive to field inhomogene-
ity as EPI, but the related effect (blurring instead 
of distortions) cannot be corrected by simple 
post- processing of images. Due to the additional 
computation burden (needed also to incorporate 
array information), spiral MRI has still not made 
its way to clinical routine, although this is cer-
tainly only a matter of time.

Fig. 9.7 Example of a fast spin echo T2-weighted image 
with an echo train length of 16 and a repetition time of 8 s. 
The acquisition time is 3.43 min and would increase to 
52.5 min for an equivalent spin echo acquisition
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9.4.6  Radial Scan

Radial acquisition is a variant of the gradient echo 
in which, instead of phase-encoding, the readout 
gradient is rotated from shot to shot leading to a 
k-space sampling on a bunch of lines crossing k = 0. 
This method is also known as projection imaging, 
because, mathematically, sampling the k-space on 
a central line is equivalent to taking a projection 
of the object at a corresponding angle (as used in 
CT imaging). The repetition of the central k-space 
sample in all projections allows monitoring of sig-
nal changes due to, e.g., respiration or heartbeat. 
For this reason, radial GRE is often used in cardiac 
MRI where it allows the “retrospective gating,” i.e., 
sorting the dynamic data along the cardiac cycle 
without the need of ECG recording. EPI can also 
be used to accelerate radial scanning. This is called 
PROPELLER, as the trajectory resembles an air-
plane propeller turning around the k-space center.

9.4.7  Ultrashort Echo Time

UTE (ultrashort echo time) is a radial scan based 
on radii starting in the k-space center. The lack of 
the initial “flyback” gradient pulse allows reach-
ing TE below a millisecond and observing sig-
nals from tissues of very short T2, such as bones 
and tendons.

9.4.8  Contrast Options

Each MRI sequence can be combined with one or 
more preparation modules that set the longitudi-
nal magnetization in a particular way to determine 
the image contents and contrast. Combination of 
such “prep” modules with GRE is often made in a 
segmented manner (one prep sequence followed 
by an acquisition segment with several gradient 
echoes) to preserve the ability of this sequence 
to run with short TR. In three-dimensional scans, 
this strategy is known as MP-RAGE (magnetiza-
tion-prepared rapid acquisition gradient echo) or 
TFE (turbo field echo). Most common prepara-
tion modules and other MRI contrast options are:

• Fat suppression. A frequency selective pulse 
transmitted at the resonance frequency of 1H 
nuclei in lipids, which is lower than that of 
water by 3.5  ppm due to the chemical shift, 
tips the fat magnetization by 90° and destroys 
its z-component just before the excitation. This 
module is particularly needed for EPI where 
the unsuppressed fat appears with a strong 
displacement due to the mentioned chemical 
shift. Some scanners offer fat suppression by 
an inversion pulse (which needs more time 
but is more robust) and by spectral spatially 
selective excitation RF pulses. The DIXON 
method, enabling the reconstruction of water-
only and fat-only images, was also introduced 
in clinical routine to improve the homogeneity 
of the fat suppression in regions with inhomo-
geneous magnetic fields (Fig. 9.8).

• Saturation slabs. A series of selective pulses 
applied in the presence of a gradient can sup-
press the magnetization (of fat and water) in a 
selected slab. This module typically comes 
with a graphic interface letting the slabs be 
oriented and displaced. It is used to limit the 
“size” of the object to the declared FOV and to 
avoid folding, flow, or breathing and other 
motion artifacts (Fig. 9.9).

• Inversion. The equilibrium magnetization can 
be inverted by a 180° RF (inversion-)pulse to 
enhance the T1 sensitivity. The contrast 
strongly depends on the inversion–recovery 
time (delay between the inversion and the 
excitation, called TI or TIR). In brain imaging, 
TI is usually set so that the cerebrospinal fluid 
(which has longest T1) recovers to zero and 
appears black in the image, while the white 
and gray matter show up “white” and “gray.” 
The inversion module is often combined with 
three-dimensional segmented GRE (as MP- 
RAGE or MDEFT) for T1-weighted imaging, 
and with the T2-weighted FSE (combination 
called FLAIR, fluid-attenuated inversion 
recovery), to avoid masking of brain lesions 
by a strong CSF signal (Fig. 9.10).

• Arterial spin labeling (ASL). This module 
uses the sensitivity of RF excitation to motion 
and selectively inverts the magnetization in 
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Fig. 9.8 The Dixon method consists in calculating, from 
the complex in-phase (top left panel) and the out-of/
opposed- phase (top right panel) images, the fat-only (bot-
tom left panel) and the water-only (bottom right panel) 
images. In this example of dissection of the right internal 

carotid artery, the Dixon method allows a homogeneous 
fat suppression and, in the water-only image, the blood 
vessel hematoma is clearly visible as a hyperintense lesion 
with the characteristic “crescent moon” shape (arrow)

F. Hennel et al.



109

the blood flowing through the arteries to an 
organ in order to visualize (or quantify) its 
perfusion, most prominently, in the carotids to 
study brain perfusion. The evaluation requires 
comparing at least two images acquired with 
and without arterial blood spin inversion. The 
subtraction of the two contrasts is proportional 
to the flow. To avoid misinterpretation of 
ASL’s cerebral blood flow estimation, a multi 
delay acquisition is mandatory, especially in 
children.

• Flow compensation. An option rather than a 
prep module, flow compensation introduces 

additional gradient pulses to the sequence to 
make the signal phase independent on flow 
velocity. This reduces artifacts caused by pul-
sations in arteries at a price of increased TE 
and TR.

• Phase-contrast angiography (PCA). On the 
other hand, instead of compensating phase 
error due to velocity, one can use it to resolve 
flow speed. Based on the same notion as flow 
compensation (sensitizing the MRI sequence 
to flow using a bipolar gradient and compar-
ing complex images with different phase sen-
sitivity to flow), one can selectively show 
vessels and calculate quantitative velocity 
maps. From this time- (over the heartbeat) and 
space-resolve velocity map, flow can be 
tracked using streamline reconstruction or 
other flow visualization methods (Fig. 9.11).

• Time-of-flight (TOF) angiography. Flowing 
blood is visualized by a flow-compensated 
GRE sequence with short TR and high excita-
tion flip angles (15–25°). Static spins are satu-
rated and their signal is reduced, while “fresh” 
blood flowing into the imaging plane gener-
ates a much stronger signal. A good fat satura-
tion, a homogeneous signal reconstruction 
(e.g., CLEAR on Philips or prescan normalize 
on Siemens), and a (over the slice profile) 
ramped flip angle are of primordial impor-
tance to have a uniform representation of the 
vascular tree and a good suppression of the 
background. Higher B0 field strength, com-
press sensing and sparse reconstructions, 
magnetization transfer contrast enhancements 
are some of the advanced possibilities to even 
further improve the resolution of TOF angiog-
raphy. TOF 3D MIP reconstructions can be 
used for planning high-resolution 2D trough- 
plan phase contrast angiography and, based on 
a flow model, to quantify the blood flow within 
one particular vessel (Fig. 9.12).

Fig. 9.9 In this T1-weighted sagittal TSE image of the 
thoracic spine, the signal from the anterior thorax has 
been saturated using a saturation slab (in orange), to avoid 
breathing artifacts to fold on the spine. The phase- 
encoding direction is chosen, to shorten the acquisition 
time, as anterior–posterior
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• Diffusion weighting. More than a prep mod-
ule, this is a modification of the spin-echo 
sequence in which two or more strong gradi-
ent pulses are applied in a manner that makes 
them “transparent” for static spins, but atten-
uates the signal when spins randomly change 
position due to Brownian motion. In the sim-
plest case, these are two identical pulses on 
both sides of the refocusing RF pulse. By 
applying diffusion gradients in multiple 
 directions, diffusion tensor imaging (DTI) 
can be performed to observe processes affect-
ing tissue anisotropy. Diffusion gradients 
introduce an extreme sensitivity of the signal 
phase to patient motion, which makes this 
type of contrast available with single-shot 
sequences such as EPI and spiral. Clinically 
introduced for its higher resolution and the 
reduction of distortion due to B0 inhomoge-
neity, diffusion weighting multi-shot MRI is 
sensitive to inter- shot phase fluctuations due 
to patient motion. Research on field and 
motion monitoring shall avoid the need for 

Fig. 9.10 Inversion recovery fast gradient echo 
T1-weighted 3D acquisition with isotropic resolution of 
0.6 mm acquired in less than 6 min. Contrast agent was 

used to enhance blood signal. Right: inversion recovery 
T2-weighted 3D TSE (SPACE). In both images, the cere-
brospinal fluid signal is suppressed

Fig. 9.11 Streamline reconstruction (using GT Flow, 
Gyrotools, Zurich, Switzerland) from phase-contrast 
angiography of the carotid bifurcation and jugular vein 
obtained from a 7-T MRI with a custom-made anatomy- 
shaped surface coil array

F. Hennel et al.



111

the reacquisition of the shots compromised 
by motion.

• BOLD (blood oxygenation-level dependent) 
contrast is produced by setting a long TE value 
(usually, 30  ms at 3  T) in the gradient-echo 
EPI sequence, and thus does not require addi-
tional sequence modules. The resulting depen-
dence of signal intensity on the effective 
transverse relaxation time (T2*), which varies 
with oxygen contents in hemoglobin, makes 
this sequence popular for functional imaging 
of the brain (fMRI) and the measurement of 
cerebrovascular reactivity. Multi-echo and 
simultaneous multi-slice acquisitions improve 
the quality of the data.

• Susceptibility contrast. Again, a processing 
option rather than sequence module, suscepti-
bility contrast, or quantification is based on 
evaluation of the phase of GRE images with 
long TE, such as those used for BOLD scans. 
Image phase depends on local field offsets 
caused by magnetic susceptibility changes at 
tissue interfaces and reveals its structural 
changes, concentration of iron, hemoglobin, 
calcium, and others.

• MT (magnetization transfer). A series of 
long, frequency-selective RF pulses centered 
far away from water resonance is applied 
before the signal excitation. Theses pulses lead 
to saturation (nulling of the z- magnetization) 
of protons in macromolecules and water 
molecules bound to cell membranes because 

their resonance lines are much broader than 
of those in free water. However, due to the 
exchange of protons with free water, partial 
saturation of free water may take place giv-
ing an image contrast dependent on tissue 
microstructure.

9.5  MR Safety

9.5.1  Overview

The MR environment poses several potential 
risks and hazards to patients and staff of various 
background sharing the responsibility to operate 
the MR unit in a safe way. In general, MR is very 
safe and several 100 Mio diagnostic studies have 
been performed safely up to now—but there have 
also been several severe incidents. The key chal-
lenges arise from the different electromagnetic 
fields (static magnetic field, time-varying gradi-
ent field, and RF field), the acoustic noise, and in 
certain cases also the contrast agents needed for 
MR diagnosis.

All staff working in an MR unit need a high 
level of knowledge about the intrinsic risks of 
the MR technology and their contraindications. 
First, the main parts of the MR scanner will be 
described, since those will be the source of the 
potential interactions. The potential interactions 
with the human without any implant, but also 
with passive and active implants will be dis-

Fig. 9.12 Clinical TOF angiography of an internal 
carotid artery occlusion (arrow) and its coronal MIP 
reconstruction, where the position of the axial slice is 

shown. This 3-min acquisition is short enough to avoid 
motion artifacts common in stroke-patients. The protec-
tive role of the circle of Willis is clearly visible
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cussed in the following section. The MR opera-
tors should understand the basic interactions 
with the goal to prevent any potential risks to 
patients and co-works and increase the confi-
dence in their work.

MR safety does not differ whether we do 
brain, heart, or lower extremity imaging. The 
likelihood for certain implants may be different, 
and cardiac imaging may need additional stress 
medication, but if a patient has a certain implant 
the same care must be taken independent the 
heart, the liver, or the spine is imaged.

9.5.2  MR System

An MR system is made up of a strong magnet, 
three gradient coils, and an RF transmit and 
receive coils. The RF transmit coil can be one 
coil or several independent ones. MR scanning 
is controlled by one or multiple computer, which 
controls the gradient and RF amplifiers. The sig-
nal from the RF coils will be amplified and digi-
tized by dedicated hardware and reconstructed 
by a computer which sends the images to the 

operator console. An overview of an MR system 
is given in Fig. 9.13.

The strong main magnetic field is needed to 
align the nuclear spins (commonly the hydrogen 
proton) with the magnetic field. Common clinical 
systems have a field strength of 1.5  T or 
3 T. Worldwide, 1.5 T is still most common, but 
in some regions, 3  T MR systems are already 
more present. 3 T may also be preferred in neuro-
radiology, whereas for imaging the thorax, a 
1.5 T system may be favored. First 7 T MR scan-
ners are approved for clinical use, but clinical and 
economic benefits have to be further proven. 
There exist also several MR systems with lower 
field strength and partly also different main mag-
netic field orientations.

The 3 T field is about 60,000× the earth’s mag-
netic field (0.05 mT). Most magnets use supercon-
ductive coils to produce the magnetic field. Very 
low field (<0.5 T) permanent magnets and resis-
tive electromagnets exist. Superconductive mag-
nets are always on field and use liquid helium to 
keep the conductor superconductive. Removing 
the magnetic field in a controlled way requires a 
few hours and can only be done by experts from 

Gradient
Amplifier

RF
Amplifier

Fig. 9.13 Schematic buildup of an MR system: Blue: 
Magnet for the main magnetic field, green: gradient field 
(only z and y-direction shown) with gradient amplifier, 
red: RF body coil with RF amplifier, brown: acquired sig-

nal, yellow: real-time computer performing the MR 
experiment and receiving the MR signal, orange: recon-
struction computer, gray: host computer
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the manufacturer. The fast way (emergency situ-
ations) to remove the magnetic field is quench-
ing. The energy of the magnetic field will be 
converted in heat and vaporize the liquid helium. 
Repairing the system needs several hundred liters 
of liquid helium and takes a few days. In 2018, 
the first 1.5  T full-body magnet with less than 
10 L of liquid helium was presented. This magnet 
will not lose any helium even in case of a quench.

The gradient fields are used for the spatial local-
ization. The three gradient coils are assumed to 
modulate linearly the z-magnetization along the 
three space directions. The gradient will be turned 
on and off within less than a millisecond. The 
strongest gradient values are not in the center of the 
images, but in the periphery of the maximum FOV 
(typically about 30–50 cm from the isocenter of the 
MR system). The gradients are only on during 
measurements and are the source of the typical 
knocking noise generated during an MR scan.

The RF field is used to excite the nuclear spin. 
In clinical practice, only the hydrogen proton is 
of relevance. The resonance frequency for the 
hydrogen proton is 42 MHz per Tesla, e.g. for the 
clinical MR system, in the frequency range used 
for FM radio broadcasting. However, the trans-
mitted power of the RF coils is much higher 
(peak power of up to 25 kW) and needs to be con-
trolled to avoid any negative effects on the 
patient. For RF transmission commonly the built-
 in RF body coil is used. In some cases, a head or 
a knee transmit–receive coil may be available. 
The RF field pulses are only transmitted during 
the MR measurements. The transmit coils should 
not be confused with the commonly used receive- 
only RF coils.

The receive-only coils are used to acquire and 
amplify the signal and exist for various body 
regions. Receive-only coils cannot transmit RF 
energy, however if inappropriately used (not con-
nected to the system, not closed, wrong oriented, 
etc.) it can concentrate RF energy from the trans-
mit coil and lead to RF burns.

The digitized MR signal will together with its 
labels be sent to a computer to be reconstructed. 
Beside various signal corrections due to hard-
ware limitations, Fourier transformation in all 
image dimensions will be performed. The final 

images will be sent to the host computer for fur-
ther evaluations.

9.5.3  Potential Safety Risks 
of the Electromagnetic Fields

Each of the three electromagnetic fields may pose 
safety risks. There are risks even for patients with-
out implants. Additional risk may be introduced 
by passive implants. In case of active implants, 
further risk needs to be taken into account. The 
potential risks are summarized in Table 9.1.

Table 9.1 The table summarizes all interactions from the 
three electromagnetic fields of an MR system on a patient 
which may have a device implanted

Electromagnetic 
field Potential safety risks
Main magnetic 
field
Always on
Typical range 
for clinical use:
0.1–7 T
Most common:
1.5 and 3 T

•  Magnetic force and torque
  –  ferromagnetic implants or 

objects in or on the patient
  –  ferromagnetic objects/tools 

(e.g. bed, oxygen tank, tools, 
medical equipment, etc.)

•  Damage or interference with 
active implants

•  Dynamic torque due to eddy 
currents

•  Damage of magnetic storage 
device, cards, watches etc.

•  Magnetohydrodynamic effect
Gradient field
Only in use 
during scanning
Typical range 
for clinical use:
<100 mT/m and 
per axis
<200 mT/m/ms 
per axis

•  Noise
•  Peripheral nerve stimulation
•  Cardiac stimulation
•  Induced voltages in implants
•  Damage or interference with 

active implants
•  Heating of larger conductive 

surfaces (e.g., ICD cases).
•  Vibration (combined effect 

gradients and static magnetic 
field)

RF field
Only in use 
during scanning
42 MHz/T for 
hydrogen
<25 kW peak

•  RF heating
  –  next to conductive implants
  –  wires or coils on the body 

surface
  –  bore contact
  –  skin to skin contact
•  Damage or interference with 

active implants
•  Interference with electronic 

devices in the magnet room
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9.5.3.1  Main Magnetic Field: 
Magnetic Force and Torque

As of today, three known cases of fatal accidents 
related to magnetic force and torque have been 
reported. In 1992 during preparation and mov-
ing into an MR system a patient with an aneu-
rysm clip died. [27] Two incidents with oxygen 
tanks were published in newspapers: July 2001 
a 6-year old boy died in New  York, USA and 
in January 2018 a man in Mumbai, India. The 
forces acting on ferromagnetic materials can be 
over 100× larger than the gravitational force. 
Such a projectile can speed up to over 50 km/h 
within less than 2 m! Magnetic forces are highest 
where the field changes most (at the entrance of 
the magnet) whereas torque is highest at the high-
est magnetic fields (around the isocenter of the 
magnet). At a distance of 3–4 m from an active 
shielded 1.5 T or 3 T magnet (the commonly used 
magnets) magnetic forces and torque are negli-
gible. But moving 1 m closer to the magnet and 
a ferromagnetic device will be strongly attracted 
into the magnet. Therefore, it has to be prevented 
that any ferromagnetic object or device enters 
the magnet room. Only devices (like intravenous 
pole, monitoring devices, etc.) which are tested 
by the manufacturer (or by a safety responsible 
person of the unit) and are labeled are allowed 
to enter the room. Some devices (e.g., MR con-
ditional syringe pumps or ventilation systems) 
may enter the magnet room, but are requested 
to stay outside a certain field (e.g., 50  mT). In 
such cases, it is recommended that field lines are 
marked on the floor (e.g., the 20 mT line). Some 
devices have a built-in field sensor and alarm to 
prevent unintended movement into higher fields.

Ferromagnetic fragments in the eye, near 
larger nerves and blood vessels, and other critical 
organs should be regarded as an absolute contra-
indication for MRI, since magnetic force and 
torque could lead to injuries of those nerves, ves-
sels, and organs.

All persons and equipment need to be screened 
for ferromagnetic materials. Technical devices 
like magnet sensors, for example as metal detec-

tor gate around the door of the magnet room, can 
help to detect potentially dangerous items. 
However, technical screening systems should not 
replace the screening by well-educated staff. To 
evaluate the potential ferromagnetic content of a 
device or object, a strong handheld magnet may 
be used. The presence of any attraction indicates 
the risk of magnetic forces in the magnet room. 
However, it has to be taken into account that a 
handheld magnet will only screen for material 
that can be approached by the magnet by less 
than a few centimeter, whereas the main mag-
netic field of the MR system will act on any fer-
romagnetic object!

9.5.3.2  Main Magnetic Field: Damage 
Due to the Strong Magnetic 
Field

Strong magnetic fields can delete data on credit 
cards, magnetic data storage devices, etc. Some 
types of magnets used to hold implants/devices in 
place (like used in cochlear implants or magnets 
to hold dental implants) can be demagnetized 
by the strong magnetic field of the MR system. 
Watches can be damaged if approached to close 
to the magnet. Damage of an active implant is 
also possible.

9.5.3.3  Main Magnetic Field: 
Interaction with Active 
Implants

Implants like pacemakers and implantable car-
dioverter defibrillators (ICDs) include sensors 
to measure the magnetic field. Above 1  mT 
(10 Gauss) they may switch to an asynchronous 
mode to be more robust against electromagnetic 
noise. However, mechanical magnet sensors do 
not work as intended above 0.2 T [28]. In ICDs, 
this may be of special concern since the trans-
former to generate the high voltages for a shock 
will not work and during charging of the ICD the 
battery will be shortened. Besides emptying the 
battery and heating and in worst case damage the 
device, the patient is also not protected by the 
device during the time in the magnet.
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9.5.3.4  Main Magnetic Field: Dynamic 
Torque Due to Eddy Currents

Fast rotation of larger metallic devices will be 
slowed down in the magnetic field due to Eddy 
currents. This is pronounced in larger plates and 
longer rods. Faster rotation will lead to higher 
torque effects. Due to space restriction in the 
classical cylindrical MR magnets, fast rotations 
are very restricted. The effects were discussed for 
the influencing mechanical heart valve [29]. At 
field strength up to 3  T the effects of dynamic 
torque on valves are not clinically significant.

9.5.3.5  Main Magnetic Field: 
Magnetohydrodynamic 
Effects

Any moving conductive liquid in a magnetic field 
may lead to charge separation. In humans with-
out implants, these voltages may be a limitation 
at very high fields (>10 T). In the currently used 
fields, no adverse effects are known from the mag-
netohydrodynamic effect. However, the voltages 
are visible in the surface ECG. The alteration of 
the measured ECG may limit the diagnostic value 
of the ECG, since analysis of the ST segment is 
potentially unreliable. The alteration of the ECG 
will increase with magnetic field strength.

9.5.3.6  Gradient Field: Noise
The noise levels of current MR system may reach 
120 dB(A) [30] which can lead to rise in hear-
ing thresholds if no sufficient hearing protections 
are used. Therefore, hearing protection should 
be mandatory for all persons laying in the MR 
system. Earplugs together with headphones are 
preferable, since earplugs can easily be placed 
inadequately. Ear protections are also required for 
unconscious patient but also for all persons stay-
ing in the magnet room during MR examinations.

9.5.3.7  Gradient Field: Peripheral 
and Cardiac Nerve Stimulation

Fast-switching gradients can stimulate nerves. 
Stimulation of cardiac nerves needs 5–10 times 
stronger gradients compared to peripheral nerves 
[31]. Clinical MR systems may allow peripheral 

nerve stimulations, but cardiac stimulation must 
be prevented. In case of electrically conductive 
implants reaching into the heart (e.g., pacemaker 
leads), the likelihood of cardiac stimulation may 
be increased and a limitation of the gradient slew 
rate may be needed.

9.5.3.8  Gradient Field: Induced 
Voltages in Implants

Longer implants may theoretically increase the 
nerve stimulations. If an abandoned lead is not 
well isolated at the connector side (side where the 
device is located), this could lead to a stimulation 
of the heart. Since abandon leads are labeled as MR 
unsafe, mainly because high RF heating cannot be 
excluded, increased likelihood of cardiac stimula-
tion would only be of importance for off- label use.

9.5.3.9  Gradient Field and RF Field: 
Damage or Interference 
with Active Implants

The induced currents in leads may influence the 
sensing of active implants. Higher voltages may 
theoretically destroy electronic components of 
the implants. Such effects must be evaluated by 
the device manufacturer during labeling of the 
active implant. In case of off-label use, dedicated 
monitoring of the patient prior, during, and after 
the intervention may be required.

9.5.3.10  Gradient Field: Heating 
of Larger Conductive 
Surfaces and Vibrations

Patients with larger implants (e.g., hip cups) may 
feel vibrations of the implants. With very gradient- 
intensive sequences heating of larger cases due to 
gradients may no longer be negligible [32].

9.5.4  Potential Safety Risks 
Due to Contrast Agents 
and Medication

9.5.4.1  Contrast Agent
Gadolinium-based contrast agents have an excel-
lent safety profile; however, their intravenous 
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administration is associated with risks which the 
MR operators need to be familiar. The adminis-
tration of linear gadolinium-based contrast agents 
is related to the severe nephrogenic systemic 
fibrosis (NSF). The risk of NSF is increased in 
patients with impaired renal function. Special 
care must be taken in infants [33] and patients 
with an eGFR <30 mL/min/1.73 m2 and patients 
with an acute kidney injury. If one or more doses 
of gadolinium-based contrast agent of the group 
with the strongest association to NFS is admin-
istered to a patient with an eGFR <30  mL/
min/1.73 m2, they have a 1–7% chance of devel-
oping NFS.  Administer high dose >0.1  mmol/
kg or multiple single doses over months to years 
will increase the risk. This statement and fur-
ther detailed discussions on contrast media can 
be found online from the ACR committee on 
drugs and contrast media (American College of 
Radiology (version 10.3) 2018 [34].

In short: Gadolinium-based contrast agents 
are placed in three groups based on their risk to 
induce NSF. Group I includes the contrast agent 
with the highest number of cases of NSF, group II 
those with non or only a few unconfounded cases 
of NSF, and group III where only limited data are 
available, but for which few, if any unconfounded 
cases of NSF have been reported. For all risk 
groups for NSF contrast agents from group II are 
recommended and in some cases contrast agents 
from group I are contraindicated. In Europe, the 
use of the multipurpose linear GBCAs (Omniscan, 
OptiMark, Magnevist, MultiHance) is no longer 
allowed. The following linear GBCA is only 
allowed for special indications: Primovist and 
MultiHance for delayed liver imaging only and 
Magnevist 2 mmol/L for intra-articular use. For 
patients under dialysis a contrast-enhanced MR 
should be performed shortly before the next 
hemodialysis.

2015 FDA issued a safety announcement 
regarding the deposition of gadolinium in the glo-
bus pallidus and dentate nuclei in patients under-
going multiple contrast-enhanced MRIs even in 

patients with normal renal functions [35, 36]. 
Gadolinium concentrations visible in MR could 
be found for group I contrast agents. However, in 
biopsy at a factor 1000 lower concentrations, also 
contrast agents from group II could be found. 
However, these depositions have up to now no 
known adverse clinical implications.

9.5.4.2  Stress Medication, Sedation, 
Intensive Care Patients

Special care has to be taken regarding applica-
tion systems of other required medications. For 
instance, infusion pols may only enter the MR 
room if those are MR conditional for the intended 
MR system. Patients needing monitoring can 
only be scanned if special MR conditional moni-
toring systems will be used.

Medication with interaction on the thermo-
regulatory system may need to limit the Specific 
Absorption Rate (SAR) to normal operating 
mode to limit the power deposition in the patient.

9.5.5  Other Potential Safety Risks 
Including Liquid Helium

Liquid helium: current MR systems still have 
more than 1000  L of liquid helium around 
the superconductive windings of the mag-
net. First 1.5  T arrived with only a few liters 
of liquid helium. The main danger of liquid 
helium is the very low temperature of ~4  k 
or  −  269  °C.  Helium is nontoxic, colorless, 
odorless, tasteless, and inert. But it may replace 
oxygen and therefore, too much helium in a 
room may be dangerous.

Helium: In case of a quench of the magnet 
helium gas may get into the magnet room, visi-
ble by the mist of condensed water in the mix-
ture of air and cold helium gas. Since helium is 
lighter than air, the oxygen concentration is still 
highest near the floor. However, during a quench 
most of the helium should escape through the 
quench pipe to the outside of the building. In 
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case of a blockage of the quench pipe an over-
pressure inside the building may damage the 
building.

High voltage: Inside the MR system and the 
equipment high voltages and currents are flow-
ing. In case of a broken or removed cover, the 
MR system should not be used until checked and 
repaired by a trained service engineer.

Choking hazard: Any person lying in the MR 
scanner must remove any removable object from 
the mouth to avoid choking hazard. E.g. remov-
able dents, chewing gums, sweets, etc.

9.5.6  MR Safety Labels for Medical 
Devices

Important: Not only implants near the imaging 
region, but all implants in a patient have to be 
checked for MR safety.

The implant manufacturers are responsible 
for MR safety testing of their implantable 
devices. For the definition of compatibility of an 
implant with MR, in 1997 the FDA developed 
the terms “MR safe” and “MR compatible.” In 
2005, the American Society for Testing and 
Materials International (ASTM) together with 
FDA developed a new set of terms: “MR safe,” 
“MR conditional,” and “MR unsafe” which are 
still valid. Implants which are tested before 
2005 may still use the old labels, which were 
less strict. The old “MR safe” is comparable to 
the current “MR conditional.” However, the pic-
tograms shown in Table  9.2 are only valid for 
the new definition.

9.5.7  Passive Implants

It is strongly recommended to find out the ven-
dor and type of all implants in the patients. Only 
in this case it can be possible to search for the 
label of the given implants and restrict the MR 

sequence to the value provided in the MR condi-
tional label.

This is the only way to avoid off-label scan-
ning implants. However, in clinical practice, 
patients may not know the details of their 
implants or MR safety tests may not be available 
for the given implant. Not to scan a patient with 
implants with unknown MR safety labels would 

Table 9.2 Current terminology used for labeling of 
implants (ASTM F2503-13)

MR safe An item that poses 
no known hazards 
resulting from 
exposure to any 
MR environment.
MR safe items are 
composed of 
materials that are 
electrically 
nonconductive, 
nonmetallic, and 
nonmagnetic

 
or

MR 
conditional

An item with 
demonstrated 
safety in the MR 
environment within 
defined conditions. 
At a minimum, 
address the 
conditions of the 
static magnetic 
field, the switched 
gradient magnetic 
field, and the 
radio-frequency 
fields. Additional 
conditions, 
including specific 
configurations of 
the item, may be 
required

MR unsafe An item which 
poses unacceptable 
risks to the patient, 
medical staff, or 
other persons 
within the MR 
environment
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exclude a larger portion of the population from 
the benefits of MR.

If the details of an implant are unknown, a risk 
to benefit evaluation may help to find out if an 
MR investigation should be performed. For pas-
sive implants the following points may help to 
find potential risks:

 – Force and torque effects: most of the implants 
are made out of non-ferromagnetic stainless 
steel or titanium alloys. However, it can never 
be excluded that older, current but also future 
implants may include ferromagnetic materi-
als. If an implant is well fixated to a bone (like 
most of the orthopedic implants) or other tis-
sues (like stents), or huge forces act on the 
implants outside MRI (like the blood pressure 
on cardiac valves), the magnetic forces would 
be only a limited risk. On the other hand, if an 
implant is only fixated to a blood vessel (like 
in case of an aneurysm clip), ferromagnetic 
materials might pose a high risk and such 
implants should only be imaged with MR if 
the details on vendor, model, and MR safety 
status are known.

 – Gradients: the risk of gradients is of less inter-
est for passive implants. In case of long 
implants, ending in the heart, cardiac stimula-
tions could not be excluded.

 – RF heating: longer implants >5 cm may lead 
to reasonable RF heating and tissue damage 
cannot be excluded. Cooling from blood per-
fusion and blood flow may strongly reduce 
the risk. The risk is higher if the implant lays 
inside the RF transmit coil and near to the 
bore wall. If the implant is outside the RF 
transmit coil (in case of the RF body coil 
>40  cm out of the isocenter) the heating 
effects are strongly reduced. E.g. in case of a 
head examination, any implant in hip or 
lower regions are not expected to produce 
critical heating, whereas a long implant 
(e.g., a Kirschner wire) in the upper arm may 
still be critical. If high heating cannot be 
excluded but the investigation would have a 
high benefit, reducing SAR will also reduce 
the temperature increase at the endings of 
the implant. Reducing the SAR by a factor 

of 2 will also reduce the temperature increase 
by a factor 2.

General guidelines for scanning certain 
types of implants will not be provided in this 
chapter. Such information is available in the 
guidance document on MR safe practices from 
the ACR [37].

One risk of such overviews is, that nobody can 
know if tomorrow a company brings a new device 
on the market, which includes a strong magnet or 
is ferromagnetic and would be MR unsafe. The 
MR staff has still to be critical during the screen-
ing of patients.

At the other side of the time line, there are his-
torical implants that are hazardous for patients 
during an MR examination. There was, for exam-
ple, a valve from Edwards Lifesciences (USA) 
with a ferromagnetic sphere as valve. It was 
labeled as MR unsafe, but some of those under-
went MR at 1.5  T without any adverse events. 
Most likely there are no more patients with that 
valve implanted. Even a higher risk is an aneu-
rism clip. It cannot be excluded that after 2000 
still ferromagnetic aneurism clips were implanted. 
The percentage of ferromagnetic aneurism clips 
may be small, but the outcome can be fatal if a 
patient with such a device will be imaged. 
Therefore, in case of an unknown aneurism clip 
the risk to benefit ratio is high and should not 
allow such patients to enter the magnet room.

9.5.8  Active Implants

Over the last years, great progress with MR con-
ditional active implants was made. However, still 
a large number of MR unsafe active implants are 
implanted. Depending on the device, the manu-
facturer and model name may not be sufficient 
enough to decide if a patient with such a device 
may undergo an MR investigation: the serial 
number of the device may be needed as well.

In addition, most of the active implants need 
special programming/setup, emptying of the 
medication tank, etc. before safe scanning is pos-
sible. Therefore, patients with active implants 
need special care prior to MR investigation, 
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which needs to be planned. Preferably the refer-
ring physician (or the specialist responsible for 
the active device) should fill out a form with the 
important information on the device and, if avail-
able, connected leads. This information will then 
be used to find the MR safety label and the condi-
tions under which the patient can be scanned. If 
the restriction can be fulfilled, an appointment 
will be made for the MR investigation and, if 
needed, before and afterward for the reprogram-
ming of the device. Monitoring of the patient for 
the time the device is switched to the MR mode 
might be required, since the device may no lon-
ger deliver a therapy [38]. In case the compatibil-
ity of the implant with the MR scan is unknown, 
the examination cannot be performed.

If MR conditional labels are followed care-
fully, patients with those implants may be 
scanned safely. Active implants which are not 
labeled are more demanding. For pacemaker and 
ICD patients, there exist guidelines and restric-
tions under which also unlabeled pacing systems 
may be scanned [38, 39]. However, MR should 
be limited to MR scans with a high clinical ben-
efit, since the potential risk is higher during off- 
label use. Patients have to be informed that the 
MR investigation is off-label with their implant.

For cochlear implants, the implanted magnet 
may pose a problem. Some devices use magnets, 
which can be demagnetized in a 1.5 T or higher 
magnetic field. Such devices should not be 
scanned, since it would request a surgical proce-
dure to replace the magnet after been placed in an 
MR unit. If the magnet is not destroyed by the 
magnetic field, the strong force and torque effects 
may lead to a rotation of the holding magnet. A 
bandage, if well placed, may reduce this risk. 
Current and future developments are moving in 
the direction of MRI-compatible devices, some 
of which are already available on the market.

Medication pumps may show various interac-
tions with the MR environment. There exist 
pumps on the market, which may release the 
whole content of the reservoir to the patient due 
to the electromagnetic fields of the MR system. 
If this is a potential risk of the pump, MR is only 
allowed with an empty tank. Other systems may 
stop to function under the strong magnetic field 

and some even for several hours after the 
MR. The administration of the medication in a 
different way needs to be planned and the patient 
has to be monitored until the device is working 
as intended.

It is strongly recommended to scan only active 
implanted systems if the device and electrodes 
are known and a label from the manufacturer is 
available. For pacemaker and ICD devices not 
tested for MRI, consensus papers [38, 39] are 
available to scan such devices off-label. However, 
there is additional expertise needed.

9.5.9  Site Planning

Site planning and site restrictions are important 
to prevent dangerous situations due to strong 
electromagnetic fields of an MR system. Well 
accepted is the four zones model presented in the 
ACR Guidance Document on MR Safe Practices 
[37].

Zone I is the public zone outside the MR cen-
ter. It is freely accessible to the general public.

Zone II is the reception area of the MR center 
where patients are under supervision of the MR 
staff. It includes the waiting area for the 
unscreened patients and screening and changing 
of the clothes takes place in here.

Zone III includes the waiting area for the 
screened patients after changing clothes. Zone III 
should be physically restricted from general pub-
lic access. Only MR personal should have free 
access to zone III. Other staff like cleaning, tech-
nical, or security staff should only get free access 
after proper education and training.

Zone IV is the magnet room and other rooms 
through which the 5 Gauss line goes. The door(s) 
of the magnet room should be continuously and 
directly controlled by MR personnel. Within 
zone IV any medical interventions are only 
allowed by appropriately trained and certified 
MR personnel. In case of an emergency situation, 
the patient must be moved out of the magnet 
room by the MR staff. External emergency per-
sonal is not allowed to enter the magnet room. 
Quenching the (superconductive) magnet is nor-
mally not advised in cases of medical emergency, 
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but the person needing care must be taken outside 
zone IV before emergency treatment.

Site planning should avoid any direct connec-
tion from zone I or II to zone IV.

In addition to the screening of all patients 
before entering zone III and IV, also staff mem-
bers need to be informed that they may not be 
allowed to enter zone IV with active and, in some 
cases, also with passive implants. It is recom-
mended that all staff members fill out a (reduced) 
MR safety questionnaire before getting access to 
the controlled area. The status must be reevalu-
ated after any medical interventions where 
implants were left in the body or in case of injury 
with metal fragments.

Pregnant staff may in some countries be 
restricted to enter the magnet room by law after 
informing their employer (e.g., Switzerland has a 
static magnetic field limit of 40 mT for pregnant 
employees). In other countries, pregnant workers 
may still enter the magnet room but special atten-
tion shall be paid to pregnant workers (Directive 
2013/35/EU of the European Parliament and the 
Council).

Inside zone IV only MR conditional devices 
are allowed. MR conditional monitoring devices, 
syringe pumps, contrast agent injector, anesthetic 
equipment, etc. are only allowed to be brought 
into the magnet room if the restrictions from the 
manufacturer can be followed. It is highly recom-
mended to label such devices and mention limita-
tionsv (like up to which field they are allowed) on 
that label.

9.5.10  Training

The safe operation of an MR center can only 
be guaranteed if all staff with access to the MR 
center is well trained. One person with deep 
knowledge in MR safety should be assigned as 
responsible person for MR safety.

All persons with access to the MR center 
should have followed a basic training to know the 
risks of an MR device and be able to operate 
safely in the MR environment. The basic training 
will not allow to perform any screening of other 

persons nor rallow other persons access to the 
MR environment.

Only after following an extended training MR 
staff is allowed to perform screening of patients 
or volunteers or allow any person not trained for 
MR safety access to the controlled area.

Depending on the local guidelines and laws, 
specific training may be recommended, including 
the documentation of the trainings.

There are various courses available from MR 
safety companies and organizations.

9.5.11  Conclusion

MR is one of the safest diagnostic procedures 
if staff is well trained and patients are carefully 
screened by experienced staff.
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MOTSA Multiple overlapping thin slab 
acquisition

MRA Magnetic resonance angiogra-
phy

MT Magnetization transfer
Non-CE Non-contrast enhanced
PASL Pulsed arterial spin labelling
PC Phase contrast (angiography)
pCASL Pseudocontinuous arterial spin 

labelling
PET Positron emission tomography
PLD Post-labelling delay
RF Radiofrequency (pulse)
SAR Specific absorption rate
SNR Signal-to-noise ratio
SPECT Single-photon emission tomog-

raphy
TE Echo time
TOF Time-of-flight (angiography)
TONE Tilted optimized non-saturating 

excitation
TR Repetition time
TSE Turbo spin echo
VENC Velocity encoding (parameter)
VS-ASL Velocity selective arterial spin 

labelling
VW Vessel wall (imaging)

10.1  Introduction

Historically, X-ray digital subtracted angiogra-
phy has long dominated vascular imaging. Due 
to the risks associated with ionizing radiation, 
catheterization and iodine contrast administra-
tion, the last 20 years have seen a shift towards 
MR imaging, augmented by improvements made 
in MR software and hardware. At present day, 
MR angiography (MRA) has proven to be a 
safe and non-invasive vascular imaging method, 
which provides images similar to those obtained 
by classical catheter angiography.

Several techniques are available for 
MRA.  These MR methods can be divided into 
two broad categories, depending on whether they 
produce dark blood or bright blood and are hence 
called “dark blood imaging” and “bright blood 
imaging” techniques respectively.

In dark blood imaging techniques, the signal 
of flowing blood is suppressed, and the signal of 
stationary, while the surrounding tissue is main-
tained, thus rendering the vessels black. Dark 
blood techniques are especially useful when the 
focus of interest is not the vessel lumen, but the 
vessel wall, and this technique will be discussed 
in the section on vessel wall imaging.

Bright blood imaging refers to MRA tech-
niques, which enhance the signal intensity of 
blood, with or without suppression of the sig-
nal intensity of stationary tissue. Bright blood 
imaging can be further subdivided into contrast-
enhanced (CE) MRA and non-contrast-enhanced 
(non-CE) MRA.  CE-MRA relies on the para-
magnetic properties of an intravenously injected 
gadolinium- based contrast agent, which shortens 
the T1-relaxation time of blood and renders the 
lumen of the blood vessels bright on T1-weighted 
sequences. Non-CE MRA on the other hand relies 
entirely on the intrinsic MR properties of flowing 
blood. Several variations are possible and only 
those techniques that are relevant to the field of 
neuroradiology will be discussed in this chapter: 
time-of-flight (TOF) MRA, phase-contrast (PC) 
MRA, arterial spin labelling (ASL) MRA and ves-
sel wall (VW) imaging. We will conclude with an 
overview of clinical applications and a case [1, 2].

10.2  Bright Blood Imaging

Bright blood imaging can be sub-divided into 
contrast-enhanced (CE) and non-contrast 
enhanced (non-CE) angiographic techniques.

Following its introduction in 1994 by Prince [3], 
CE-MRA was quickly adopted by the radiologic 
community to perform MR angiography of practi-
cally all anatomic regions. Although non- CE MRA 
techniques such as TOF-MRA and PCA-MRA 
are historically older and were already in use at 
the time, they were hampered by long-acquisition 
times, low-resolution and low signal-to-noise ratio 
(SNR). Hence, they were trumped by CE-MRA 
due to its superior imaging quality and speed.

The last decade has seen a resurgence of 
non- CE MRA techniques, however. Historically, 
Japan played a pivotal role in the initial develop-
ment of modern non-CE MRA techniques, due to 
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the high cost of gadolinium-based contrast agents 
relative to clinical MRI reimbursement by the 
Japanese government. Globally, safety- related 
motivations, such as avoidance of gadolinium- 
based allergic reactions and nephrogenic sys-
temic fibrosis, raised questions about the use of 
gadolinium- based contrast agents and stimulated 
the search for alternatives. Beyond cost-saving 
and safety-issues, equally important factors stim-
ulating non-CE MRA development were techni-
cal advancements in MR hardware and software, 
such as the use of multichannel receiver coil 
arrays, the higher field strength of increasingly 
prevalent 3  T scanners and the application of 
parallel imaging techniques. The combination of 
these technical improvements led to a reduction 
in scan time and an increase in SNR and resolu-
tion of non-CE MRA techniques, making non-
CE MRA feasible for routine clinical use [1, 4].

10.2.1  Contrast-Enhanced MR 
Angiography

CE-MRA is based on the T1-shortening effect 
of intravenous gadolinium. The signal intensity 
is dependent on the intraluminal concentration of 
gadolinium during acquisition time. This tech-
nique has long been the method of choice for vas-
cular imaging due to its high signal-to-noise ratio, 
spatial resolution, and because it is less sensitive 
to flow-related artefacts, such as velocity, flow 
direction and turbulence, compared to non- CE 
MRA. The acquisition parameters repetition time 
(TR) and echo time (TE) in CE MRA should be 
made as short as possible to optimize the spatial 
and temporal resolution. Optimal MRA requires 
image acquisition at the peak concentration of 
intraluminal gadolinium in the region of interest 
and thus the greatest disadvantage is the restricted 
acquisition time, which is determined by the first 
passage of the peak contrast bolus. Correct timing 
of peak bolus arrival is of paramount importance 
for optimal CE-MRA.  Gadolinium is usually 
injected in a peripheral vein through a catheter. 
The typical dose of injected gadolinium che-
late is 0.1 mmol/kg body weight at an injection 
rate of 1.5–2 mL/s, by hand or by an automatic 
injector. An average- sized patient with normal 

renal function receives 20 mL of contrast during 
8–12 s. The goal is to acquire images at the time 
of highest bolus concentration. Several methods 
for adequate bolus timing are available: test bolus 
timing, fluoroscopic triggering and time-resolved 
imaging. Other disadvantages of CE MRA are 
the high cost of gadolinium, the possibility of 
adverse reactions to gadolinium, and misjudge-
ment of peak bolus arrival. Early or late acqui-
sition timing will result in inadequate contrast 
enhancement or contamination of venous struc-
tures and interfere with image interpretation. A 
failed acquisition timing cannot be repeated, due 
to the presence of contrast contamination [4, 5].

10.2.2  Time-of-Flight Angiography

Time-of-flight (TOF) MR angiography is the 
oldest and most commonly used non-CE MRA 
technique in intracranial vessel imaging. TOF 
imaging is based on the difference in magneti-
zation between stationary and flowing protons. 
TOF MRA uses repetitive RF pulses to the region 
of interest to reduce the signal of stationary tis-
sues, while inflowing, unsuppressed protons will 
result in a high signal. Repeated RF excitation 
of a section (slice or slab) saturates stationary 
spins causing their longitudinal magnetization 
to approach a low steady-state value, resulting in 
low signal intensity. Inflowing blood entering the 
section has not been subjected to these RF pulses, 
however, and arrives with full longitudinal mag-
netization. When these unsaturated protons are 
subject to a set of RF-pulse, the signal these pro-
tons generate is significantly higher than that of 
the stationary tissue within the slab [6].

Contrast between the stationary background 
tissue and inflowing blood is mainly dependent 
on repetition time and flip angles. The longer the 
repetition time, the more inflow of intraluminal 
protons and the higher the intraluminal signal 
intensity. Shorter repetition times are associated 
with stronger suppression of stationary tissue, 
but slow-flowing spins can also be suppressed. 
Concerning flip angles, usually moderate-to- 
large flip angles between 25° and 60° are used. 
High flip angles will lead to more suppression of 
stationary tissue and higher signal from  inflowing 
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arterial protons. Intrinsic factors influencing the 
vascular signal are flow velocity (faster flow 
gives higher signal intensity), and the length and 
orientation of the vessel (the vascular signal will 
be higher if the slice is perpendicular to the axis 
of the vessel due to the shorter distance of travel 
of the spins within the slice volume). Therefore, 
when possible, imaging plane selection should be 
perpendicular to the vessel of interest.

TOF MRA is a gradient-recalled echo (GRE) 
sequence and can be acquired with 2D or 3D 
methods. In 2D acquisition, multiple thin slices 
are obtained in a sequential order. In 3D acquisi-
tion, an entire volume or slab is excited, and 3D 
TOF data can then be segmented into the desired 
section thickness for display. The main advantage 
of the 2D technique is higher sensitivity to slow 
flow (shorter travel of the moving spins into the 
slice), and the possibility to use higher flip angles, 
resulting in better stationary tissue saturation. The 
main drawback is the poor through plane spa-
tial resolution due to the thickness of the slice. 
For 3D TOF imaging, flow must be maintained 
at a certain velocity to avoid saturation effects. 
To selectively visualize arterial or venous flow, 
presaturation bands can be applied upstream to 
the selected slice (arterial suppression to detect 
venous flow) or downstream to the selected 
slice (venous suppression). In our centre, we use 
3D-TOF for evaluation of intracranial arteries and 
2D-TOF for evaluation of intracranial veins.

Limitations of TOF MRA are signal loss due 
to spin dephasing, spin saturation and patient 
motion because of the long acquisition time 
(Fig.  10.1). Spin dephasing typically occurs 
when flow is turbulent or complex (stenoses) 
and can lead to overestimation of stenoses. Spin 
dephasing also occurs in vessels near tissues with 
short T1 relaxation times, such as fat and sub-
acute haemorrhage. Spin saturation occurs when 
the flow is too slow and/or the vessel of interest 
is oriented parallel to the slice plane. A typical 
example of spin saturation is the so-called trans-
verse sinus flow gaps (Fig. 10.2), absence of flow 
signal in the transverse sinus, which is frequently 
observed on venous 2D-TOF angiography.

Multiple techniques are clinically available 
to diminish dephasing and saturation artefacts. 

Magnetization transfer (MT) pre-pulses are usu-
ally applied to further suppress signal of station-
ary background tissue and improve visualization 
of intracranial vessels. Multiple overlapping thin 
slab acquisition (MOTSA) will reduce spin satu-
ration due to sequential acquisition of several 
overlapping 3D volumes at the cost of longer 
acquisition time. Tilted optimized non-saturating 
excitation (TONE) uses progressively higher flip 
angles further into the slab to counter saturation 
of intraluminal blood at the end of the slab, due to 
repetitive RF pulses to achieve background satu-
ration [1, 4, 7, 8].

10.2.3  Phase-Contrast Imaging

Phase-contrast (PC) MRA has lost ground in 
vascular imaging due to the availability of bet-
ter alternatives. The greatest disadvantage is the 
generally long acquisition time and therefore PC 
MRA is used for specific intracranial applica-
tions only such as angiograms in complex flow 
vascular malformations, for cerebrospinal fluid 
measurements and venous angiograms.

PC-MRA technique is a gradient echo tech-
nique and is based on the different effect of a 
bipolar phase-encoding gradient to stationary and 
moving spins. If a bipolar gradient is applied to a 
stationary spin, the net phase shift will be 0. When 
a bipolar gradient is applied to a moving spin, the 
net phase shift will be proportional to the veloc-
ity of the spin. The voxel intensity will reflect the 
absolute velocity of the spins in the voxel, and thus 
will always be positive, independent of the direc-
tion. Unfortunately, dephasing also occurs due to 
background field inhomogeneities and these can-
not be distinguished from dephasing due to veloc-
ity. Therefore, a second toggled bipolar gradient 
is applied, reversing the order of the encoding 
gradient lobes, and the paired data are subtracted. 
The moving spins will cumulate dephasings in the 
opposite direction, while dephasing of spins due 
to field inhomogeneities will be identical for both 
acquisitions and disappear in subtraction.

To depict velocity in all spatial directions, 
acquisitions need to be repeated with bipolar 
gradients along the three different axes (x, y, z). 
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a b

Fig. 10.1 Axial 3D-TOF MRA (a) and axial CE T1–WI 
(b) in a patient with an occipital AVM. Panel (a) shows 
flow artefacts centrally in the draining vein and a little 
haziness of the inner vessel wall due to motion artefacts. 

Panel (b) shows the patency of the draining vein and a 
sharp delineation of the vessel wall. Note the patency of 
the sagittal sinus in (b)

a b

Fig. 10.2 2D-TOF MRA with MIP reconstruction (a) 
shows absent flow in the left transverse sinus (white 
arrows). CT venography (b), 2 days prior, shows the 

patency of the left transverse sinus (white arrows). This 
phenomenon is called the transverse sinus flow gap
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Hence, we theoretically need six different acqui-
sitions. Methods using four acquisitions have 
been developed to reduce scanning time. An 
additional acquisition without a bipolar gradient 
serves as a reference. Images acquired with bipo-
lar gradients are summed to visualize flow in all 
directions, and then subtracted from the reference 
image without bipolar gradient, so that only ves-
sels are depicted.

A velocity-encoding (VENC) parameter 
should be selected before each PC-MRA.  This 
pre-set parameter is measured in centimetre/sec-
ond. As we are only interested in each acquisi-
tion in a certain velocity measurement (arterial, 
venous or CSF) and not in other moving spins in 
the same voxel, a preselected value will encom-
pass the measurable phase shifts. A VENC of 
50–80  cm/s is applicable for arterial imaging, 
whereas venous and sinus flow ranges around 
20 cm/s. Careful selection of the VENC value is 
needed as velocities higher than the preselected 
value will not be measured or misrepresented in 
the image. Velocities much lower than the prese-
lected value will not be measured and vessels will 
not be visible.

The advantage of PC MRA compared to an 
inflow-based technique, such as TOF, is the abil-
ity to directly measure flowing blood within 
the slice, as it is based on measuring velocity, 
whereas flow-dependent techniques require blood 
to flow into the slice to be visible (Fig. 10.3). As 
the imaging time of PC-MRA is usually 1.5–2 
times the imaging time of TOF- MRA, the use 
of PC-MRA is useful in certain clinical settings 
such as venous angiogram, the evaluation of the 
direction of flow in complex arteriovenous mal-
formations (AVM) or in subclavian steal phe-
nomenon [4, 9–11].

10.2.4  Arterial Spin Labelling

Arterial spin labelling (ASL) is an MRA technique 
to evaluate perfusion of the brain parenchyma 
based on inflowing blood, without administration 
of contrast. Traditional and established radio-
logical and nuclear medicine techniques, such as 

single-photon emission tomography (SPECT), 
positron emission tomography (PET), perfusion-
 CT and dynamic susceptibility contrast (DSC)–
MRI measure perfusion by dynamic imaging of 
the passage of an exogenous contrast, such as a 
radioactive isotope, or iodine- or gadolinium- 
based contrast agents. Conversely, ASL is based 
on magnetically labelled endogenous water mol-
ecules as a tracer to estimate perfusion.

The aim of ASL, in contradistinction to other 
perfusion techniques, is not the evaluation of 
macrovascular blood flow, but rather to provide 
a quantitative or qualitative evaluation of tissue 
perfusion. Tissue perfusion refers to the delivery 
of oxygen and nutrients to the tissue of interest 
by means of blood flow and takes place along 
the entire length of the capillary bed. The main 
physiological parameter that is measured with 
ASL is cerebral blood flow (CBF), which deter-
mines the delivery rate of oxygen and nutrients to 
the capillary bed and is expressed as the volume 
of blood per volume of tissue per minute (mL 
100 g−1 min−1).

ASL starts with reference images of the 
region of interest. Next, upstream arterial blood 

Fig. 10.3 Phase-contrast MRA shows a small AVM in 
the right masseter muscle. The enlarged facial artery 
(white arrow) is the feeding vessel
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is labelled by the inversion or saturation of mag-
netization along the z-axis of blood water mol-
ecules in the feeding arteries. Labelling is less 
efficient with a saturation pulse compared to an 
inversion pulse. The arterial labelled spins are 
given time to pass the capillaries and diffuse into 
the brain parenchyma: the so-called post-label-
ling delay (PLD). The PLD is dependent on the 
distance of spin labelling and blood flow veloc-
ity and is chosen in such a way that imaging is 
performed at the time of exchange of water mol-
ecules with tissue magnetization. After the PLD, 
acquisitions of the region of interest are made. 
The tagged spins will alter the local magnetiza-
tion and change the longitudinal magnetization. 
Perfusion images are achieved by subtracting 
images acquired after arterial labelling from 
images before labelling and thus subtract the 
signal of arterial labelled images from static 
background images. The subtracted images con-
tain the information of local CBF.  The delay 
between tagging and acquisition should not be 
too long, as longer delays result in more mag-
netization relaxation and thus less difference 
between the control images [12].

There are four main variants of proton label-
ling: continuous labelling (CASL), pulsed 
labelling (PASL), pseudocontinuous labelling 
(pCASL) and velocity-selective arterial spin 
labelling (VS-ASL).

PASL uses very short RF pulses (5–20  ms) 
over large labelling zones to invert a thick slab 
(10–15  cm) of spins proximal to the imaging 
plane [13].

CASL uses long and continuous RF pulses 
(2–4 s) in combination with a slice-selective gra-
dient to invert the arterial magnetization in a nar-
row slice of spins adjacent to the imaging plane. 
This is done in a continuous manner while the 
spins flow from the tagging plane into the imag-
ing plane. Although CASL provides higher perfu-
sion contrast than other types of labelling, it has 
two major drawbacks: the long duration of the 
inversion pulse (1) induces magnetization trans-
fer (MT) effects and (2) deposits large amounts of 
energy into the patient, resulting in a high-specific 
absorption rate (SAR). On the other hand, CASL 

is associated with considerable MT effects. The 
MT effects correspond to the partial saturation 
of macromolecules and a reduction in the signal 
from the free water in the studied volume [13, 14].

In response to these limitations, pCASL was 
developed to mimic the tagging mechanism of 
CASL without the inherent drawbacks. This is 
accomplished by a train of discrete RF pulses 
together with a gradient pulse applied between 
two consecutive RF pulses. This way, it is pos-
sible to attain near-continuous labelling with 
high efficiency, but without the hardware require-
ments, and less RF power deposition and magne-
tization transfer effect of CASL [15].

PASL, CASL and pCASL are all based on the 
proximal labelling of the arterial magnetization 
followed by acquisition of images in the region 
of interest after a certain delay (PLD). The main 
problem of these techniques is the finite arterial 
transit time between labelling and imaging. In 
VS-ASL, arterial spins are labelled everywhere 
(including in the region of interest) based purely 
on flow velocity. This eliminates the effect of the 
transit delay time necessary for the labelled blood 
to reach a region of interest. A velocity-selective 
tag pulse saturates or inverts blood above a cut- 
off velocity (Vc), and data are acquired only from 
spins with velocity below Vc. In this manner, only 
spins that decelerate through the cut-off veloc-
ity Vc during the inflow time TI will be observed 
and the signal will be proportional to CBF.  As 
VS-ASL is (theoretically) inherently insensi-
tive to transit delays, it should be the method of 
choice for pathologies, such as stroke, where col-
lateral or slow flow may otherwise result in long 
transit delays and grossly incorrect CBF mea-
surements. It may have more utility in the context 
of slow flow and/or collateral flow conditions. 
However, the low SNR of ASL is exacerbated in 
VS-ASL, since spins are labelled by saturation 
pulses instead of inversion pulses.

Arterial spin labelling is clinically used in 
patients with stroke. Recent studies show prom-
ising data on new indications of ASL MRA: 
dementia, tumour perfusion, arteriovenous fistula, 
neuropsychiatric diseases and HIV- associated 
neurocognitive impairment [13, 16, 17].
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10.3  Dark Blood Imaging

The previously described MRA techniques 
(CE-MRA, TOF and PCA) are used to investigate 
abnormalities of the vessel lumen but are gener-
ally not useful for the characterization of vessel 
wall abnormalities and non-stenotic lesions. As 
a specific sequence to visualize the vessel wall 
(VW) has not yet been developed, VW imaging 
is mainly achieved by adjusting the parameters 
of conventional imaging techniques. To acquire 
diagnostic images, a high SNR and a high spa-
tial resolution are required. Suppression of signal 
from flowing blood and CSF, multiplanar acqui-
sitions in 2D or 3D and different tissue weight-
ings are crucial for adequate VW imaging.

To achieve VW imaging with an acceptable 
image quality and within a reasonable scanning 
time, a field strength of at least 3  T is needed. 
As 7  T systems are mainly used for research 
purposes, we will further discuss parameters for 
3  T systems. For optimal delineation and visu-
alization of the vessel wall, intraluminal blood 
needs to be suppressed, as well as the signal of 
surrounding structures, mainly CSF. Most intra-
cranial VW imaging sequences rely on the intrin-
sic “dark blood” properties of 3D turbo- spin 
echo (TSE) pulse sequences with low-flip- angle 
refocusing pulses. Dark blood is achieved by the 
intravoxel dephasing of flowing blood, which is 
most effective with low-flip-angle refocusing 
pulses. Preparation pulses, such as double inver-
sion recovery, are a less effective alternative for 
flowing blood suppression. Delay alternating with 
nutation for tailored excitation (DANTE) is a rela-
tively new technique, which achieves better CSF 
suppression and shorter acquisition time [18, 19].

Based on histopathological studies, intracra-
nial wall thickness is known to measure between 
0.2–0.4 mm for the distal internal carotid artery 
and between 0.2 and 0.3 mm for the middle cere-
bral artery and the basilar artery. This means that 
theoretically a 0.18-mm isotropic voxel size is 
necessary for adequate measurements and inter-
pretation of the intracranial VW, which would 
considerably increase acquisition time and result 
in a time-consuming sequence if visualization 
of all intracranial vessels is desired. In daily 

clinical practice, voxel sizes of 0.4  ×  0.4  mm2 
to 0.9  ×  0.9  mm2 are used, as VW imaging in 
clinical practice is usually targeted at relatively 
large lesions in the proximal segments of the 
intracranial vessels. In our institution, we per-
form VW imaging on a 3  T system (Siemens, 
Magnetom Prisma, Erlangen Germany). For 
a 2D sequence, we use a SE with voxel size of 
2.0 × 0.7 × 0.7 mm, with a duration of 5–7 min. 
For a 3D sequence, we usually use a SPACE with 
voxel size of 0.9 × 0.9 × 0.9 mm for whole brain. 
With these parameters, we achieve a reasonable 
balance between spatial resolution and SNR. As 
intracranial VW imaging is achieved adjusting 
parameters of conventional imaging techniques, 
all contrast weightings can be achieved. Ideally, 
we should use all frequently used weightings (T1, 
T2 and PD) to assess the vessel wall. However, 
this would be time-consuming and is not feasi-
ble in daily practice. We usually limit our VW 
images to T1–WI before and after administra-
tion of intravenous contrast. To reduce scanning 
time, some institutions only acquire post-contrast 
vessel wall images. However, this can lead to 
misinterpretation of intramural hematomas or 
dissections. Depending on the specific clinical 
setting, sequences with isotropic or anisotropic 
voxels can be used. Sequences with isotropic vox-
els are more appropriate for multiplanar assess-
ment and are preferred for screening purposes. 
Sequences with anisotropic voxels are associ-
ated with a very high in-plane spatial resolution 
and detailed assessment of the VW, but have a 
larger through-plane voxel size, so smaller VW 
lesions will be subjected to partial volume effect. 
In daily practice, conventional MR sequences 
with isotropic VW-images can be used to screen 
for VW lesions. In patients with  follow- up of 
a known VW lesion, SNR can be increased by 
using anisotropic sequences [18, 20].

10.4  Clinical Applications

In this paragraph, we will discuss the preferred 
imaging technique for the most frequent clini-
cal settings. A distinction will be made between 
intracranial and extracranial imaging. The main 
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indication for imaging of the extracranial brain 
supplying arteries is evaluation of stenosis and 
dissection. Indications for intracranial vascular 
imaging include stroke, aneurysm, vascular mal-
formations (arteriovenous malformations and 
dural arteriovenous fistulas), cerebral venous 
thrombosis and vasculitis.

10.4.1  Extracranial Neurovascular 
Imaging

10.4.1.1  Carotid Artery Stenosis
Although digital subtraction angiography is still 
considered the gold standard for imaging evalua-
tion of carotid artery stenosis, this is an invasive 
examination and not without risks. MRA pro-
vides a safe alternative for direct stenosis evalu-
ation. This can be done by using TOF-MRA or 
with CE-MRA.  Contrary to CT-angiography, 
MRA is not hampered by the presence of calci-
fications and even extensive calcifications do not 
cause difficulties in stenosis evaluation.

Traditionally MRA of the carotids was 
performed by TOF MRA, both with 2D and 
3D-techniques. As described previously, 2D-TOF 
angiography is more sensitive for the detection of 
slow flow, making the technique sensitive in dis-
tinguishing slow flow from occlusions. 3D-TOF 
on the other hand has a higher spatial resolution, 
a greater SNR, and a lower sensitivity for flow 
voids due to the smaller voxel size and shorter 
TE.  Furthermore, the degree of stenosis can 
be measured according to the North American 
Symptomatic Carotid Endarterectomy Trial 
(NASCET) or the European Carotid Surgery 
Trial (ECST) criteria [21, 22].

After the introduction of CE-MRA, CE-MRA 
quickly replaced TOF MRA for carotid evalu-
ation in many centres. Although some authors 
insist that TOF MRA remains the most sensitive 
method for carotid stenosis evaluation, the main 
advantage of CE-MRA is the limitation of arte-
facts compared to flow-based MRA techniques, 
such as intravoxel dephasing due to turbulent flow 
or saturation effects [23]. Moreover, the shorter 
acquisition time of CE-MRA limits the motion 
artefacts that cause degradation of images. In 

our centre, carotid stenosis evaluation is stan-
dard performed by CE-MRA, and TOF MRA is 
reserved for patients with contra- indications to 
Gadolinium.

10.4.1.2  Cervical Artery Dissection
CT angiography is often the first imaging study 
performed for patients in whom a cervical 
(carotid or vertebral) artery dissection is sus-
pected. MRI offers the additional benefit of being 
able to directly visualize the mural hematoma, 
with a sensitivity and specificity that is supe-
rior to that of CT. MRA is therefore the exami-
nation of choice if cervical artery dissection is 
suspected and CTA findings are equivocal. MRI 
has the additional benefit of being able to detect 
the cerebral ischemic consequences of a cervi-
cal artery dissection when present. In case MRA 
is performed to rule out cervical artery dissec-
tion, it is essential to include fat-saturated non-
contrast enhanced T1-weighted sequences to the 
imaging protocol to detect a possible intramural 
hematoma. Caution is advised, as intramural 
hematomas generally are iso-intense in the acute 
phase and become hyperintense on T1-weighted 
imaging only about 7 days after the acute event. 
Repeat imaging is advised in case of equivocal 
findings.

10.4.2  Intracranial Neurovascular 
Imaging

10.4.2.1  Stroke
The role of MRI is limited in stroke patients 
in the acute setting, as most patients undergo 
non- contrast enhanced CT of the brain, with 
or  without CT angiography and CT perfusion 
depending on the context and therapeutic impli-
cations. Exceptionally, MRI of the brain is per-
formed in certain patients, such as patients with 
a wake-up stroke with inconspicuous CT find-
ings to rule out a FLAIR–diffusion mismatch, in 
which case patients can be still be considered eli-
gible for intravenous thrombolysis, or in patients 
with severe contra-indications to iodine contrast 
media. In these patients, intracranial neurovascu-
lar imaging is performed with 3D-TOF angiogra-
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phy to rule out high-grade intracranial stenoses 
(Fig. 10.4) or occlusions. When perfusion imag-
ing is required, DCE-MRI (Fig. 10.5) or ASL can 
be performed (Fig. 10.6).

10.4.2.2  Cerebral Aneurysms
In patients with acute subarachnoid haemor-
rhage, vascular imaging is usually performed 
with CT angiography. Aneurysm screening, for 
instance in patients with autosomal dominant 
polycystic kidney disease, can be performed on 
MRI with 3D-TOF MRA. Follow-up of endovas-
cularly treated (coiling) aneurysms is usually per-
formed out with MRI to rule out recanalization or 
rest perfusion. For follow-up of endovascularly 
treated aneurysms we use a 3D-TOF sequence 
with a smaller voxel size (0.4 × 0.4 × 0.5 mm) 

at our centre to improve the SNR at the cost of 
longer acquisition time. Sometimes additional 
CE MRA is needed for optimal delineation of a 
complex aneurysm (Fig.  10.7). VW imaging in 
the follow-up of aneurysms has recently gained 
ground in literature, as contrast enhancement of 
the aneurysm wall is considered a differentia-
tion sign between stable and unstable aneurysms 
(Fig. 10.8). The exact role of VW imaging in the 
decision algorithm to decide upon elective aneu-
rysm treatment is still unclear.

10.4.2.3  Vascular Malformations
Different imaging protocols are possible in 
patients with vascular malformations, especially 
arteriovenous malformations (AVM) (Fig. 10.9) 
and dural arteriovenous fistulas (dAVF) 
(Fig. 10.10). At our centre, a 3D-TOF is included 
to each MRI protocol for evaluation of an AVM or 
dAVF. In AVMs 3D-TOF MRI nicely depicts the 
feeding arteries and nidus of the AVM (Fig. 10.9). 
Due to arteriovenous shunting, a bright signal is 
generally present in the enlarged draining veins 
(Figs. 10.10 and 10.11). PC-MRA can be consid-
ered in complex AVMs to better depict slow flow 
or visualize in-plane flow (Fig. 10.3). We usually 
add a 3D magnetization- prepared rapid gradient-
echo (MPRAGE) T1 after intravenous contrast 
administration for optimal visualization of the 
draining veins and exclude complications, such 
as thrombosis of the draining veins (Figs. 10.1, 
10.7 and 10.9).

Fig. 10.4 3D reconstruction of a 3D-TOF shows a high- 
grade stenosis in M1 segment of the left middle cerebral 
artery (white arrow)

a b c d

Fig. 10.5 CE perfusion MRA, of the same patient as in 
Fig.  10.4, with parametric maps of MTT (a), TTP (b), 
CBV (c) and CBF (d). Panels (a) and (b) show a pro-
longed MTT and TTP in the vascular territory of the left 

middle cerebral artery compared with the right side. 
Panels (c) and (d) show a symmetrical CBV and CBF sug-
gestive for compensated flow due to collateral flow
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10.4.2.4  Cerebral Venous Thrombosis
Cerebral venous thrombosis can be a difficult diag-
nosis, both clinically and radiologically. When MR 
imaging is performed, several radiological strate-
gies are possible. First of all, a thrombus in a dural 

sinus or cortical vein is often associated with sig-
nal abnormalities in the dural sinuses on standard 
sequences such as T1-, T2-, diffusion- and/or GRE-
T2* images. Signal characteristics vary depending 
on the sequence and the age of the thrombus how-

a b

c d

Fig. 10.6 MRA of a patient presenting with an acute 
stroke with severe renal impairment. Axial diffusion- 
weighted imaging (DWI) (a and b) shows pathologic dif-
fusion restriction in the vascular territory of the left 
anterior cerebral artery. ASL perfusion CBF maps (c and 

d) shows a reduced blood flow in the vascular territory of 
the left anterior cerebral artery compared with right. 
3D-TOF MRA (not shown) showed no proximal vessel 
occlusion, so the patient was treated conservatively
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ever, and the resulting imaging appearance can be 
confusing and not diagnostic. For adequate evalu-
ation of the patency of the dural sinuses or cortical 

veins, dedicated venous imaging is hence required. 
For that purpose, a 2D-TOF angiography can be 
performed. As 2D-TOF is susceptible to saturation 
artefacts, it is advised to acquire 2D-TOF images 
in the coronal plane, perpendicular to the  superior 
sagittal sinus. This has the disadvantage that both 
transverse sinuses are visualized “in plane,” how-
ever. Hypoplasia of one or both transverse sinuses 
is a frequent occurrence in the general population 
and the combination of slow venous flow and in-
plane visualization on a coronal 2D-TOF can give 
rise to a “transverse sinus” gap, resulting in diag-
nostic uncertainty (Fig.  10.2). There are several 
options to deal with this situation, such as inspec-
tion of the standard MRI sequences and the stack 
of contiguous 2D-TOF slices, on which subtle flow 
can often be seen, despite a “gap” being present 
on 3D-MIP reconstructions (Fig. 10.12). Another 
option is to repeat 2D-TOF in a plane perpendic-
ular to the transverse sinuses (for instance in the 
sagittal plane). A third option is to perform a 3D 
MPRAGE T1 after intravenous contrast adminis-
tration (Fig.  10.12). The conundrum here is that 

a b c

Fig. 10.7 3D cinematic reconstructions of a 3D 
MPRAGE T1 WI (a) shows an overview of a large AVM 
centred in the left temporal lobe. Oblique 3D TOF recon-
structions (b) illustrates an endovascular treated flow 

aneurysm on the tip of the basilar artery with a residual 
neck. In the posterior part there is a small haziness visible 
(circle). High-resolution CE T1–WI (c) clearly demon-
strates the residual neck to be larger than shown in (b)

Fig. 10.8 Axial CE T1–WI.  A patient with a large, 
endovascular- treated aneurysm (white arrow) shows dif-
fuse enhancement of the vessel wall (blue arrows)
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a b

Fig. 10.9 3D reconstruction of a 3D TOF MRA (a) 
shows a hypertrophic posterior cerebral artery (white 
arrow) and the enlarged draining vein into the sinus rectus 

(blue arrow). Axial CE T1–WI (b) clearly shows the intra-
ventricular location of the AVM

a b

Fig. 10.10 3D reconstruction of a 3D TOF MRA (a) 
shows an overview of an extensive type IV dural fistula of 
the left cerebellar tentorium. (b) Axial 3D TOF MRA 

demonstrates the arterial flow in the enlarged tortuous 
draining veins (white arrows)
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a b

Fig. 10.11 Sagittal (a) and 3D (b) reconstruction of a 3D TOF MRA shows a high flow vein of Galen aneurysmal 
malformation

a b

c d

Fig. 10.12 MIP reconstruction of 2D TOF venography 
(a), phase contrast venography (b), 3D MPRAGE T1–WI 
after administration of gadolinium (c and d). MIP recon-
struction of a patient with a superior sagittal sinus thrombo-
sis (white arrows). (b) clearly shows a better spatial 
resolution than (a). Note the patency of the anterior portion 

of the sagittal sinus (blue arrow) in (b) and (c) whereas 
there is no flow visible in (a), which gives a more realistic 
idea of the full extent of the thrombosis in (b) and (c). Due 
to arterial contamination, the venous drainage overview is 
lost in (c). The full extent of the thrombosis (white arrows) 
is clearly depicted on the mid-sagittal CE T1 images in (d)
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subacute thrombus can be spontaneous hyperin-
tense, so you always need T1–WI before contrast 
(Fig. 10.13). Another pitfall is a chronic organized 
dural thrombus can be contrast-enhancing and 
remain undetected after gadolinium administra-
tion, however, many patients undergoing MRI 
do so because there is a suspicion of an acute or 
subacute CVT.  Gadolinium is contra-indicated 
in pregnant patients, however, a patient group in 
which exclusion of CVT is frequently required. 
PC-MRA can also be performed for evaluation of 
the dural sinuses (Fig. 10.12) [8].

10.4.2.5  Vasculitis
Intracranial vasculitis is a rare condition and 
imaging appearances as well as calibre of 

involved vessels varies considerably depending 
on the type of vasculitis. For a general evalua-
tion of the intracranial arteries 3D-TOF angiog-
raphy is performed. To cover the entire cranium, 
including small peripheral arteries, two slabs can 
be placed on the hemicranium. In case of vessel 
wall irregularities, it is important to differenti-
ate vasculitis from atherosclerosis or (depending 
on exact appearance and clinical context) pseu-
dovasculitis (reversible cerebral vasoconstric-
tion syndrome). In these situations, dedicated 
contrast- enhanced VW imaging can be consid-
ered, as vasculitis is associated with vessel wall 
inflammation and contrast enhancement, while 
atherosclerosis and reversible cerebral vasocon-
striction syndrome generally are not.

a b

Fig. 10.13 Sagittal reconstruction of a 3D MPRAGE 
T1–WI after administration of gadolinium (a) and sagittal 
T1–WI (b). Image with contrast (a) shows a hyperintense 
signal in the straight sinus (white arrows) and the superior 
sagittal sinus (blue arrow). Image without contrast (b) 
shows a spontaneous hyperintense signal in the straight 

sinus and a hypointense signal in the superior sagittal 
sinus. This is a pitfall case: the spontaneous hyperintense 
aspect of the thrombosis can be misinterpreted as contrast 
enhancement and thus patency of the vessel. It is therefore 
important to compare pre- and post-contrast images 
carefully
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Fig. 10.15 3D reconstruction of a 3D-TOF MRA of the 
same patient shows a 3D overview of the chronic occlu-
sion of the right middle cerebral artery, the puff of smoke- 
like appearance (white circle) and the patency of the 
cerebral bypass (white arrow)

a b c

Fig. 10.14 Axial 3D-TOF MRA of a patient with 
Moyamoya disease. Image (a) shows the chronic occlu-
sion of the right cerebral artery (white arrow). Image (b) 
illustrates tiny abnormal intracranial collateral vessel net-

works (white circle), similar to the so-called puff of smoke 
on angiography. Image (c) demonstrates flow in the super-
ficial temporal artery to middle cerebral artery bypass 
(white arrow)

10.5  Clinical Case

We conclude with a case of a 58-year-old female 
patient with a known Moyamoya disease. She 
is known to have a chronic occlusion of the 
right middle cerebral artery (Figs.  10.14 and 
10.15). She was treated with a superficial tem-
poral artery to middle cerebral artery bypass 
(Figs. 10.14 and 10.15). As she is in regular fol-
low-up, we try to minimize the contrast admin-
istration and use ASL to evaluate for perfusion 
(Fig. 10.16).
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11.1  Introduction

The role of the biologic process known as perfu-
sion, or blood flow, in the human body is to main-
tain sufficient delivery of vital nutrients, such as 
oxygen, to most organs. Moreover, perfusion is 
an effective regulator of body temperature and 
plays a part in the removal of metabolic waste. 
Cerebrovascular disease and a wide range of cen-
tral nervous system (CNS) pathologies are recog-
nized by irregular or insufficient blood flow or 
vascularization, making perfusion an essential 
target for MR-based diagnostic monitoring. 
Some pathological processes of the CNS such as 
inflammation and neoplasms are also character-
ized by increased capillary permeability and the 
possibility of quantifying the degree of pathology- 
induced transcapillary “leakiness” to a given 
tracer is an additional and important opportunity 
for MRI. To this end, MRI techniques to measure 

perfusion and permeability-related metrics will 
be the focus of this chapter.

The term “perfusion-weighted” MRI (pMRI) 
is commonly used to collectively describe MRI 
techniques that measure both perfusion- and 
permeability- related parameters, in spite of the 
fact that tissue perfusion and transcapillary per-
meability are separate physiological processes 
that may or may not be interdependent. 
Figure  11.1 gives a schematic overview of the 
three different MRI perfusion techniques covered 
in this chapter; dynamic susceptibility contrast 
(DSC)-MRI, dynamic contrast-enhanced (DCE)-
MRI, and arterial spin labeling (ASL)-
MRI. Whereas, DSC and DCE are based on the 
use of an exogenous (externally administered) 
contrast agent (CA), ASL makes use of magneti-
cally labeled blood as an endogenous tracer. The 
general tracer kinetic model valid for all three 
techniques is shown in Fig. 11.2. Here, a bolus of 

‘Perfusion
weighted’ MRI

(pMRI)

Exogenous
tracer

(Gd-agents)

DSC-MRI

T2-w pMRI

Vp, F, MTT (Tmax) Ktrans, Ve,Vp, (F) F

DCE-MRI

T1-w pMRI
ASL

Endogenous tracer
(magnetically
labeled blood)

Fig. 11.1 Schematic 
overview of the three 
perfusion MRI 
techniques; dynamic 
susceptibility contrast 
(DSC)-MRI, dynamic 
contrast-enhanced 
(DCE)-–MRI and 
arterial spin labeling 
(ASL). See text for 
details of the different 
techniques and the 
parameters that are 
accessible for each 
method
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tracer1 arrives (and is possibly measured) on the 
arterial side of the tissue. The measured signal 
intensity will change in response to the transient 
presence of the tracer in tissue and the objective 
of pMRI is to relate the measurable tracer induced 
signal response to relevant hemodynamic proper-
ties of tissue.

11.2  Technical Background

11.2.1  Physical Principles of DSC 
and DCE

As seen from Fig. 11.2, both DSC and DCE are 
“dynamic contrast-enhanced” MRI procedures in 
that the change in tissue signal is measured in 
response to a (rapid) injection of a CA bolus. The 
difference between the two techniques is deter-
mined by which contrast mechanism is utilized. 
As the name indicates, DSC-based MRI tech-
niques exploit the magnetic susceptibility effect of 
tissue, which is a particularly striking phenome-
non observed in T2

∗/T2-weighted imaging tech-
niques [1]. When exposed to a magnetic field, 
susceptibility is a dimensionless constant for a 
given medium describing the level of magnetiza-
tion induced in the tissue and local  variations in 

1 ‘Tracer’ will be used here as the general term for any 
agent used to induce a temporal MRI signal change in 
tissue.

tissue susceptibility is a major contributor to 
in  vivo T2/T2

∗-relaxation.2 Injected as a rapid 
bolus, paramagnetic gadolinium (Gd)-based 
agents in current clinical use can dramatically 
modify the local magnetization, thereby increas-
ing the T2-relaxation rate of the tissue, resulting in 
a temporal loss of MR signal [2]. The susceptibil-
ity effect induced by paramagnetic agents is “long 
range,” meaning that it also induces T2-relaxation 
in tissues outside the compartment where the agent 
is present, which is usually the intravascular com-
partment in the CNS. Contrary to the susceptibility 
effect, T1-relaxation is induced by the interaction 
between free water end the paramagnetic center of 
Gd agents are “short range” and will thus mainly 
affect intravascular protons in regions with intact 
blood–brain barrier (BBB). If the BBB is intact, 
the T1 effect is therefore much weaker in the brain 
compared to the susceptibility-induced relaxation 
effect [3]. The situation is, however, dramatically 
changed in areas of BBB breakdown. Once the CA 
extravasates, a much larger proportion of tissue 
water will have direct access to the Gd agent, caus-
ing a sharp increase in T1-relaxation enhancement. 

2 The term ‘T2
∗-relaxation’ here refers to the effective 

transverse relaxation rate in a gradient echo sequence 
where static inhomogeneities are not refocussed; in con-
trast to T2-relaxation where static dephasing is eliminated 
by use of refocusing RF-pulses. For simplicity, the term 
‘T2-relaxation’ will be used to describe both effects, 
unless the difference between the two effects is explicitly 
addressed.

measured tissue response

capillaries

Efflux of
Tracer

Tracer Delivery

[rfH]-H2O (ASL)
Gd-agents (DSC/DCE)

Brain tissue (Restricted) exchange

Fig. 11.2 General 
tracer kinetic model 
valid for all three 
modalities, DCS-MRI, 
DCE-MRI, and ASL
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T1-based MRI is therefore very sensitive to detect-
ing areas of disrupted BBB, and is thus also well 
established as a “static” contrast- enhanced MRI 
technique. Mainly for historical reasons, T1-
weighted pMRI is referred to as “dynamic con-
trast-enhanced” MRI, although the term is equally 
valid for DSC- MRI.  Interestingly, T2-relaxation 
may be proportionally reduced once the agent 
extravasates due to more homogeneous CA distri-
bution within a given voxel, reducing local 
susceptibility- induced field variations. DSC there-
fore has a less well-defined CA dose–response in 
areas of disrupted BBB, which may result in 
ambiguous dose–response once CA extravasation 
takes place. In DSC, the unwanted effects of CA 
extravasation therefore need to be corrected for, 
and different methods are available for this pur-
pose [4].

Figure 11.3 shows a sample case where both 
DSC and DCE were acquired in the same glio-
blastoma patient. Note the striking difference in 
DCE signal response in unaffected brain versus 
tumor, reflecting the dramatic increase in CA 
induced T1-relaxation once the agent extrava-
sates. The difference in DSC response between 
the two regions is less dramatic; mainly reflecting 
increased blood volume in tumor versus unaf-
fected tissue.

11.2.2  From MR Signal to Tracer 
Concentration

Kinetic modeling refers to the process of fitting 
the measured tracer induced signal response to a 
mathematical model thought to represent the 
pharmacokinetic distribution of the tracer in tis-
sue. The kinetic models rely on the dynamic 
tracer concentrations in tissue and blood to be 
known, which pose challenges in MRI as this is 
inherently not a quantitative imaging technique. 
This is particularly challenging in DSC and DCE 
where a Gd–chelate is used, affecting both T1 and 
T2-relaxation to varying degrees. Therefore, to 
convert the measured signal response to Gd con-
centration, several assumptions must be made 
regarding the relative contribution of the different 
relaxation mechanisms and how they affect the 
measured signal response.

In DSC, heavily T2- or T2
∗-weighted echo- 

planar imaging (EPI) sequences are used, 
assumed to be insensitive to the concurrent T1-
relaxation effect of the CA [5]. By further assum-
ing a mono-exponential relationship between 
measured signal and T2-relaxation it can be 
shown that the relationship between measured 
signal change and corresponding change in tracer 
concentration C(t) is given by:

DSC-MRI

DCE-MRI

Unaffected brain

Tumor

b ca

Fig. 11.3 DSC-MRI (top) and DCE-MRI sample case 
from a patient with glioblastoma with pre-contrast (a) 
peak response (b) and late response (c) for the respective 
sequences. The green curves show the signal response in 

apparent normal brain tissue contralateral to the tumor 
and the red curves show the response in tumor. Note the 
striking difference in signal response in normal tissue ver-
sus tumor for the DCE-MRI sequence
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where loge is the natural logarithm, S(t) is the mea-
sured dynamic signal response, S(0) represents the 
initial MR signal before the CA bolus arrives in 
the tissue of interest. ΔR2(t) is the time-dependent 
change transverse relaxation rate (1/T2) due to the 
tracer, TE is the echo time, and k is an unknown 
proportionality constant which is usually assumed 
to be unity and independent of tissue structure. Of 
note, T2- and T2

∗-weighted EPI sequences have 
distinctly different dose- response to microvascular 
structure and by simultaneous acquisition of both 
SE- and GRE-EPI images by use of double echo 
techniques, novel information about microvascu-
lar structure and function can be obtained [6, 7].

In DCE, T2-relaxation is assumed to be negli-
gible so that the dynamic signal change is only 
due to tracer induced T1-relaxation. Spoiled 
gradient- echo (SPGR) sequences are most com-
monly used, enabling combination of strong T1-
weighting, 2D or 3D acquisition, and relatively 
high temporal and spatial resolution. Assuming 
negligible T2 effects, the signal behavior of SPGR 
sequences is given by [8]:
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where M is a factor depending on proton density 
and system-specific scaling factors, α is the flip 
angle, TR is the repetition time, and R1(t) is the 
time-dependent T1-relaxation rate. It can be 
shown that the T1-relaxation rate can then be 
obtained from the ratio of measured S(t) to the 
pre-contrast S(0) according to the expression [9]:
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where S(t) and S(0) are the measured signal 
intensities at time t and pre-contrast, respectively 
and SI(0) is the calculated pre-contrast intensity 
obtained from Eq. (11.2) using the baseline 
relaxation rate R1(0). Contrary to the situation in 
DSC, the pre-contrast relaxation rate is therefore 
needed in DCE to convert the measured SI to 
corresponding R1-relaxation rate. Pixel-wise 
estimation of R1(0) requires a separate acquisi-
tion, and different sequences are available for 
quantitative T1-mapping [10, 11]. The need for 
T1-mapping adds extra complexity to the DCE 
experiment and some studies advocate that a 
fixed R1(0) value may be used without significant 
loss of accuracy in parameter estimation [12]. 
Another simplification used is to assume a linear 
dose- response, which theoretically is the limit-
ing condition for the SPGR sequence when 
TR ≪ T1 combined with a 90° flip angle. When 
these conditions are violated, a linear approxi-
mation will tend to underestimate high CA 
concentrations.

11.2.3  Physical Principles of ASL

Contrary to DSC and DCE, ASL is a completely 
noninvasive and infinitely repeatable method 
where magnetically labeled blood water protons 
act as an endogenous, freely diffusable tracer. 
ASL is performed by labeling inflowing arterial 
blood water protons with radiofrequency (RF) 
irradiation immediately prior to entering the tis-
sue of interest. For brain ASL, blood water pro-
tons are labeled by applying RF pulses to the 
precerebral arteries of the neck, thereby inverting 
the magnetization of the inflowing blood water 
protons. After labeling for a certain period of 
time—the labeling duration (LD)—there is a 
critical short period of waiting time—the postla-
beling delay (PLD)—the inflow time before the 
labeled protons reach the brain parenchyma and 
the brain is imaged. The resulting images contain 
signal from static water protons in the imaging 
region as well as magnetically labeled water pro-
tons from the labeling procedure in the neck. In 
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addition to images that have been prepared with 
ASL, unlabeled images are acquired as well. The 
signal difference between labeled and control 
images is proportional to the amount of magneti-
zation inverted and delivered to the tissue and 
hence scales directly with tissue perfusion. The 
signal difference between a label- and control 
image is very small—of the order of 1–2%—and 
the labeling process must therefore be repeated 
many times to obtain sufficient signal-to-noise 
(SNR) to enable robust estimation of regional 
brain perfusion from the ASL signal (Fig. 11.4). 
The ASL procedure can be divided into two dis-
tinct phases; (1) the labeling procedure, generat-
ing the label–control conditions and (2) the 
readout procedure whereby images are created 
where subtle intensity differences between label 
and control images reflect perfusion. Many dif-
ferent labeling and readout approaches have been 
proposed and used but a recent white (consensus) 
paper recommends that the labeling technique 
referred to as pseudo-continuous ASL (PCASL) 
should be the preferred method, combined with a 
volumetric (3D) readout sequence [13]. 
Alternatively, a faster multi-slice 2D EPI-based 

readout can be used. Since ASL is a subtraction 
technique, it is inherently very sensitive to 
motion, and the motion sensitivity can be reduced 
by suppression of static background signal using 
additional inversion pulses during the preparation 
phase. More homogeneous background suppres-
sion can be obtained with a 3D readout compared 
to multi-slice readout. Also, 3D sequences gener-
ally give higher SNR combined with less sensi-
tivity to susceptibility artifacts compared to the 
alternative 2D EPI readout scheme.

11.2.4  Tracer Kinetic Modeling

Tracer kinetic modeling here refers to the con-
cept of fitting measured dose–response data to a 
given mathematical model assumed to describe 
the kinetic behavior of the tracer in tissue and 
blood. A correct choice and implementation of 
kinetic model are therefore a critical step to con-
vert the measured pixel-wise dose–response to 
physiologically meaningful parameters. The gen-
eral tracer kinetic principle depicted in Fig. 11.2 
can be subdivided into three main models used in 

‘label’

X 5->100

subtract

Perfusion weighted
image

‘control’

Fig. 11.4 The generic ASL perfusion image generation 
process. A magnetization “labeled” image is created by 
selective inversion of blood water in the feeding arteries, 
which will affect the signal in the “readout” images 
acquired in the brain. A control image is needed with 

identical readout to the labeled image but with no RF 
inversion. The label and control images are subtracted and 
the procedure is repeated multiple times to obtain suffi-
cient signal-to-noise ratio in the resulting perfusion- 
weighted image
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MRI (Fig.  11.5) where the choice of model 
depends on the property of the tracer used and the 
objectives of the analysis.

11.2.5  Model-Free Analysis

The term “model-free” reflects the fact that the 
model makes no explicit assumptions about the 
internal structure of the tissue compartments 
where the tracer response is measured. This may 
appear to be a dubious assumption, but in tissues 
with intact BBB one can assume current 
Gd-agents to be purely intravascular so that the 
dose–response reflects only the intravascular 
properties of tissue. As shown in Fig. 11.5 top, 
tissue hemodynamics can then be described in 
terms of plasma flow (Fp), the intravascular vol-
ume fraction of tracer distribution in tissue (vp), 
and the average time it takes the tracer molecules 
to traverse the tissue from the arterial inlet to the 
venous outlet; referred to as the mean transit 
time, MTT.  The central volume principle [14] 
then describes the following relationship:

 
v Fp p= •MTT

 (11.4)

In terms of the measured dynamic dose–
response it can be shown that vp is also given by 
the area under the tissue concentration–time 
curve, C(t), normalized to the area under the arte-
rial curve:

 
v K

C t dt

C t dtp

a

=
ò ( )
ò ( )  

(11.5)

where K is a scaling factor depending on tissue 
density and blood hematocrit [15] and Ca(t) is the 
concentration–time curve in a feeding artery; 
referred to as the arterial input function (AIF). In 
the neuro pMRI literature, the terms cerebral 
blood volume (CBV) and cerebral blood flow 
(CBF) are commonly used for vp and Fp, 
respectively.

Estimation of CBF and MTT requires more 
complex analysis involving the concept of the tis-
sue residue function, R(t). The tissue residue 
function can be thought of as a probability func-
tion describing the amount of tracer instanta-
neously present at the tissue arterial input at time 

Fp

V, MTT

DSC = ‘model-free’ analysis:
No modelling of internal tissue structure

DCE='model-based' analysis:
Assume separate internal compartments and
restricted inter-compartemental tracer
exchange

ASL = ‘model-free’ analysis:
Assume ‘freely diffusable’ tracer with no restriction
between compartements

Fp

Fp Fp FpFp

Ve

Vp

Ve

Vp

Vi

Fig. 11.5 Models as assumptions for kinetic analysis of the respective pMRI techniques. See text for details
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zero (R(0)  =  1) still present in tissue at time t 
[16]. The residue function reflects the underlying 
tissue hemodynamic properties without being 
influences by procedure specific parameters like 
tracer injection speed/dose and tracer dispersion 
from injection site to tissue of interest. As such, it 
provides a more objective, and potentially quan-
titative estimate of tissue hemodynamic proper-
ties. To estimate R(t) from the measured dynamic 
concentration–time signal, a mathematical opera-
tion referred to as deconvolution is required, and 
it can be shown that the relationship between Fp 
and R(t) is given by:

 

C t K F C t

K F C t R t d
t

( ) = Ä ( )

= -( ) ( )ò

•

• •

p a

p a

0

t t  
(11.6)

where ⊗ is the convolution operator and K is the 
constant from Eq. (11.5).

From Eq. (11.6) it is then possible to estimate 
R(t) and Fp from measured C(t) and Ca(t) using 
established deconvolution methods [16]. In prac-
tice, deconvolution provides estimates of the 
scaled residue function H(t) = K·Fp·R(t) so that Fp 
is obtained from the peak height of H(t). Of 
importance is that the peak value of H(t) (Hmax) 
does not need to occur at t = 0 and the time at 
Hmax, commonly referred to as Tmax, is an impor-
tant clinical parameter in that elevated Tmax values 
are associated with cerebrovascular pathology 
[17]. The residue function has the same number 
of time points as the acquired dynamic data and 
is estimated without any assumptions about its 
shape, beyond the fact that it must be monoto-
nously decreasing function of time (at t > Tmax). 
Regardless of shape, provided the tracer remains 
in the intravascular space, the mean transit time is 
given by:

 MTT = ò ( )R t dt  (11.7)

MTT, being the transit time of the tracer 
through the tissue vascular space, is also a sensi-
tive marker for cerebrovascular pathology [17]. It 
should be noted that MTT can be estimated either 
from the ratio vp/Fp [Eqs. (11.5) and (11.6)] or 
from the area under the R(t) curve [Eq. (11.7)]. 

Similarly, vp can be determined either from Eq. 
(11.5) or from the central volume theorem vp = Fp 
• MTT, obtained directly from the area under the 
scaled residue function.

It should finally be stressed that the above 
analysis explicitly assumes that the tracer remains 
in the intravascular tissue compartment for the 
duration of the measurement period. Tracer 
extravasation will affect the shape as well as the 
physiological interpretation of the residue func-
tion; and a model-based analysis will then be 
required for correct interpretation, as discussed in 
the next section.

11.2.6  Model-Based Analysis

A model-free analysis approach becomes harder 
to interpret in situations where the tracer extrava-
sates from the plasma compartment to the extra-
vascular extracellular space (EES). In this 
situation, the residue function reflects a combina-
tion of two kinetic processes; both the capillary 
transit time and the transit time associated with 
the transfer of tracer between the two compart-
ments. Under these conditions, a model-based 
analysis approach is more appropriate where 
explicit assumptions are made about the internal 
structure of the tissue and about the rate at which 
the tracer is transferred between the different tis-
sue compartments. All existing CAs in clinical 
use for neuroimaging are water-soluble low- 
molecular weight Gd agents which are distrib-
uted in plasma or in the EES in areas of BBB 
breakdown. A two-compartment model, as shown 
in Fig.  11.5 bottom left is therefore the most 
appropriate kinetic model to use to describe the 
general tissue distribution of these agents in the 
brain; not limited to the intact BBB condition 
[18]. The two- compartment exchange model then 
has four model parameters; Fp, vp, the volume 
fraction (ve) of the EES, and the rate of tracer flux 
from the plasma- to the interstitial compartment, 
Ktrans. The reflux rate constant kep is by mass bal-
ance given by kep = Ktrans/ve. Although a full two- 
compartment analysis is technically possible, 
stable four-parameter estimations are generally 
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challenging given the typical image quality and 
temporal resolution obtainable with current 
DCE-MRI methods [18]. Simplified models are 
thus commonly used, aiming at obtaining more 
stable estimates of the main parameter of interest. 
The extended Tofts models (ETM) are currently 
the most commonly used model in DCE- 
MRI. The ETM results from the assumption of 
weakly vascularized (low vp) and highly perfused 
(high Fp) tissues, which can be shown to lead to 
the following expression [18]:

C t K C t v C t
K

v( ) = Ä ( ) + ( )
-

trans
a p ae

trans

e  (11.8)

It follows that Fp cannot be estimated from the 
ETM, but it generally provides more stable esti-
mates of the other kinetic parameters compared 
to the full four-parameter model. A further sim-
plification can be obtained by assuming tracer 
reflux to negligible during the observation period 

so that k
K

vep

trans

e

= » 0. This assumption enables 

Eq. (11.8) to be reformulated to a linear form, 
also referred to as a Patlak plot, and Ktrans and vp 
can then be estimated from robust linear regres-
sion analysis. The Patlak model is particularly 
useful when attempting estimation of very low 
Ktrans values; for instance, in multiple sclerosis or 
neurodegenerative disease [19].

11.2.7  Freely Diffusible Tracer 
Analysis

In ASL, magnetically labeled blood water protons 
are used as the tracer, which is well approximated 
as a freely diffusible tracer (Fig. 11.5 bottom right) 
with rapid distribution to all tissue compartments in 
the brain. Kinetic modeling of the ASL signal fol-
lows the same theory as that of DSC-MRI, but with 
the important difference that most current ASL 
approaches only measures the effect of the tracer in 
the brain at a single point in time, given by the PLD 
parameter [13]. It can then be shown that, for the 
recommended PCASL approach [13], perfusion is 
given by the following expression [20]:
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(11.9)

where CBF is perfusion in units of mL/100 g/
min, λ is the blood/brain partition coefficient in 
mL/g, SIcontrol and SIlabel are the voxel-wise sig-
nal intensities in the control- and label image, 
respectively. T1blood is the longitudinal relaxation 
time of blood, α is the labeling efficiency, SIPD is 
the voxel-wise proton density (fully relaxed sig-
nal). PLD and LD are the post labeling delay 
and labeling duration, as previously described. 
A similar expression can be derived for pulsed 
ASL [13].

It should be noted that standard ASL in cur-
rent use is not “time-resolved” in the sense that 
we are able to dynamically measure the effect of 
the labeled water in tissue. The choice of PLD is 
therefore critical. It needs to be long enough for 
the labeled blood to reach the brain parenchyma 
but not so long that the labeling effect has decayed 
due to T1-relaxation of the inverted spins. The 
population-averaged optimal PLD increases with 
age, and the recommended PLD for pediatric and 
adult clinical populations is 1.5–2 s [13]. If the 
true PLD is outside the normal range—as can be 
the case in many cervical and intracranial vascu-
lar conditions as well as in states of reduced car-
diac output—using a “recommended PLD value” 
may give images that appear underperfused and 
false diagnosis may ensue [21]. Alternative multi- 
PLD ASL approaches exist, enabling time- 
resolved analysis of the tissue transit of the 
labeled magnetization, providing improved 
 perfusion quantification independent of arterial 
arrival time (AAT) [13].

The single time-point assessment of ASL fur-
ther limits the number of hemodynamic parame-
ters which can be assessed, and CBV and MTT 
cannot be estimated from single time-point ASL 
techniques. The major strength of ASL is, how-
ever, that the method has a greater potential for 
quantification since the difference between the 
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label and control signal can be directly related to 
CBF without the need for complex mathematical 
deconvolution with an arterial input function. 
The accuracy of the CBF estimates obtained with 
ASL is still dependent on several parameters 
which are not always easily measurable.

11.2.8  Descriptive Analysis

In both DSC- and DCE-MRI estimation of the 
AIF is required for (semi-) quantitative analysis 
of perfusion and permeability related metrics. 
For both modalities, AIF determination is a major 
challenge due to limited spatial resolution and, in 
the case of DSC, susceptibility-induced temporal 
and spatial distortions of the vessels as well as 
nonlinear intravascular dose–response [22, 23]. 
Lack of inter- and intra-patient reproducibility of 
AIF is currently a major limitation for clinical 
acceptance of both DSC- and DCE-derive quan-
titative metrics, and consequently the use of 
descriptive parameters not requiring AIF deter-
mination is commonly used in clinical practice. 
In DSC-MRI, relative CBV (rCBV) is often esti-
mated from the area under the tissue response 
curve without normalizing to the AIF. The result-
ing rCBV can then be used to assess regional dif-
ferences in the same image, or for relative 
intra- and inter-patient comparisons by normal-
izing rCBV maps to a standardized mean rCBV 
value of selected tissue, such as white matter. 
This is a particularly widespread practice in brain 
tumor diagnostics [24]. Further, time from bolus 
arrival to peak enhancement measured from the 
tissue response curve (TTP) has value in predict-
ing infarct growth in acute stroke patients with 
comparable diagnostic accuracy to the AIF- 
dependent parameter Tmax [17]. In DCE, the ini-
tial area under the tissue response curve (iAUC), 
typically measured for the initial 120  s has 
reported clinical value e.g. in glioma treatment 
response assessment [25]. In ASL, percent or 
absolute difference between label and control 
images can be used as a measure of relative per-
fusion in cases where the different parameters 
needed for quantification cannot be obtained [Eq. 
(11.9)].

Despite the reported diagnostic value of cer-
tain descriptive parameters, these methods have 
obvious shortcomings in terms of biological 
interpretation, inter-patient reproducibility, and 
variability. There is therefore a continuing effort 
to develop better methods for robust and repro-
ducible estimates of quantitative perfusion and 
permeability- related biomarkers. Initiatives such 
as the Quantitative Imaging Biomarker Alliance 
(www.rsna.org/QIBA/) aim at providing guide-
lines and standardized test procedures for quanti-
tative imaging biomarker performance studies so 
results between studies and institutions can be 
compared, contrasted, or combined [26].

11.3  Current Clinical Applications

Unlike non-imaging modalities, radiographic 
biomarkers can capture the formidable spatial 
heterogeneity of a CNS lesion noninvasively and 
thereby identify aggressive regions that drive dis-
ease progression and resist treatment [27]. 
Alternative approaches such as tissue sampling 
require invasive surgery to collect biologic mate-
rial and is therefore not an acceptable option in 
many conditions, and not compatible with 
repeated measurements in humans. Moreover, 
blood sampling, liquid biopsies that detect circu-
lating pathologic cells, does not reveal their spa-
tial origin [28]. In contrast, imaging allows for 
repeated assessments with minimal side effects. 
This is especially true for MRI that, with its high 
spatial resolution and sensitivity, and nonionizing 
nature, is the modality of choice for in  vivo 
assessment of status and progression in most 
CNS diseases.

In this chapter, we discuss some of the recent 
advances in perfusion imaging for clinical use, 
with focus on its current main target, CNS can-
cers, but also cerebrovascular and neurodegener-
ative disease. With some historical background, 
extensively documented in previous reviews, this 
chapter will rather shed light on recent reports. 
The large body of work available reflects the 
technique’s clinical utility, ranging from the 
small sample, explorative studies forming a plat-
form for further research, to the large cohort, 
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multicenter trials using proven biomarkers to 
monitor therapy response.

11.4  CNS Cancers

11.4.1  Presurgical Characterization 
of Gliomas

Presurgical characterization of gliomas was early 
defined as a target of DSC-MRI [29]. Because of 
the increase in capillary density associated with 
tumor angiogenesis, CBV is well established as a 
parameter to grade CNS tumors according to 
their level of micro-vascularity and thus malig-
nancy [30]. In general, increased and heteroge-
neous levels of CBV, often attributed to abnormal 
signal recovery following the bolus passage, cor-
respond to aggressive tumors of higher grades 
per the World Health Organization (WHO) clas-
sification standard (grades I–IV) [31, 32]. Used 
with caution [33], the technique may also help 
form treatment decision-making by prognostic 
estimates of survival. Similar to grading, patients 
with shorter survival are identified by higher 
microvascular density (represented by CBV) and 
abnormal and heterogeneous hemodynamic pro-
file [34–36].

Moreover, with the advent of available and 
affordable tools for genomic mapping of sampled 
tissue, efforts now also focus on the added value 
of perfusion for stratifying genetic signatures. 
For example, reports now suggest glioblastoma 
patients with elevated levels of CBV are associ-
ated with epidermal growth factor receptor 
(EGFR) gene amplification and un-methylated 
6-methylguanine-DNA methyltransferase 
(MGMT) status [37].

With these advances of potential clinical 
value, the question rather becomes whether DSC- 
MRI may also have discriminative power to iden-
tify presurgical vascular features that are unique 
for glioma types, grades, or genetic profiles. 
While accelerated DSC-MRI acquisitions show 
promise, still, available tools for clinical use 
today are limited in terms of spatial resolution 
and by its T2-dominance, as well as for reliable 
measures of vessel permeability. To this end, a 

reasonable alternative is to take advantage of the 
full potential of a clinical MRI exam. Multi- 
parametric MRI, combining complementary 
information from anatomical data and functional 
measures of diffusion, permeability (by DCE- 
MRI) and perfusion (by DSC-MRI), may better 
identify tumor types [38–40] and quantify tissue 
compartments both within- and outside the tumor 
bed [41]. The argument for a multi-parametric 
approach is further strengthened by the advent of 
automatic and computer-aided segmentation and 
classification tools [42, 43].

Compared to DSC-MRI, considerable fewer 
clinical studies have been performed using DCE- 
MRI in brain tumors. However, existing results 
both confirm and supplement the results from 
DSC-MRI. The volume transfer constant, Ktrans is 
the DCE-derived parameter most often reported 
in the literature. Although elevated CBV mea-
sured by DCE (vp) is associated with glioma 
malignancy, elevated Ktrans is the parameter most 
consistently associated with high-grade gliomas 
[44, 45]. A challenge when using DCE in glioma 
grading is that BBB damage is needed for mea-
surement of meaningful Ktrans values [46]. 
However, histogram analysis from whole tumor 
regions of interest defined from FLAIR and T2-
weighted images have shown increasing values 
of Ktrans, as well as vp and ve with increasing glio-
mas grade [45]. DCE has also shown promise as 
a preoperative prognostic marker in gliomas 
whereby elevated Ktrans and vp values have been 
associated with reduced overall survival [47, 48]. 
Further, the value of Ktrans in non-enhancing 
lesions with high T2-weighted signal in preopera-
tive MRI of glioblastoma patients has shown 
promise to predict progression 2  months after 
treatment [49].

The role of ASL in glioma characterization is 
currently less clear, but some studies suggest 
similar performance of ASL and DSC-MRI in 
glioma grading [50, 51], with the potential advan-
tage of ASL of being less sensitive to 
susceptibility- induced distortions [52]. Although 
the noninvasive nature of ASL is a clear general 
advantage of this technique, most tumor imaging 
protocols rely on CA-enhanced structural imag-
ing to assess structural pathoanatomy and tumor 
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growth. The addition of a DSC-MRI acquisition 
during CA administration is therefore less of an 
issue in this patient group. ASL may be an impor-
tant alternative to DSC-MRI in cases where the 
use of Gd-based CAs should be limited, such as 
in patients with reduced kidney function, pediat-
ric populations, and in patients where repeated 
imaging procedures are expected or warranted.

11.4.2  Differential Diagnoses 
and Non-Gliomas

The limitations of MRI-based contrast enhance-
ment as a biomarker for CNS tumor characteriza-
tion are easily recognized in malignant lesions. 
The majority of aggressive and rapidly proliferat-
ing tumors are identified by tortuous and perme-
able vessel structures with substantial 
enhancement on anatomical T1-weighted MRIs. 
pMRI therefore sheds new light on the vascular 
features of a range of tumors in vivo. For exam-
ple, explorative analyses of DSC in adult medul-
loblastoma show CBV levels similar to that of 
normal-appearing tissue and with considerable 
vessel permeability. Additionally, DSC shows its 
value as a tool in differentiation of both diffuse 
and high-grade gliomas from primary CNS lym-
phomas (PCNSLs) [53, 54]. With proper CA 
leakage correction methods (accounting for both 
T1 and T2

∗ effects), the perfusion signature and 
blood volume level of PCNSL are generally 
lower, while the vessel permeability is reported 
higher, compared to that of high-grade diffuse 
gliomas [55, 56]. In a recent meta-analysis, DSC- 
MRI showed higher discriminative power than 
alternative approaches by DCE-MRI or ASL 
[53]. Interestingly, DSC-MRI can also be used to 
separate PCNSL from CNS infections and malig-
nant tumors that may present similar enhance-
ment patterns [57]. Toxoplasmosis lesions are 
identified by very similar blood volume levels to 
that of reference tissue, PCNSL is generally 
twice as high, while the levels of glioblastomas 
and metastatic lesions are usually several times 
higher [58, 59].

The vascular properties of a metastasis in the 
CNS can be quite different from that of a primary 

brain tumor. While a solitary metastasis may 
resemble a glioblastoma by contrast enhance-
ment alone, studies using DSC-MRI of the peri- 
tumoral zone suggest that the microvascular 
densities (as represented by CBV) of both high- 
and low-grade diffuse gliomas are several times 
higher than that of metastases, while the mean 
diffusivity is lower [60, 61].

Earlier work has shown increased permeability 
in PCNSL compared to gliomas and brain metas-
tasis [62]. This has been reproduced using DCE-
MRI in differentiation of PCNSL, glioblastoma, 
and metastasis [63, 64]. Here Ktrans was twice as 
high in PCNSL compared to both glioblastoma 
and metastasis. No difference was seen between 
the latter tumor types. Similar results were seen in 
ve. Differentiation of gliomas and metastasis seems 
more elusive using DCE-MRI [65]. Additionally, 
DCE-MRI might be helpful when trying to sepa-
rate infective from neoplastic brain lesions. In a 
study with both DSC-MRI and DCE-MRI, Ktrans 
and ve were increased in infective disease and 
found to be superior to rCBV and rCBF from 
DSC-MRI for differentiation of pathologies [66].

The use of ASL in brain tumor imaging for 
differential diagnosis indicates a high correlation 
between areas of increased CBF as measured 
with ASL and increased CBV as measured with 
DSC perfusion imaging in a range of conditions 
[52, 67].

11.4.2.1  Radiation Therapy 
Monitoring

Identifying the imaging characteristics of a grow-
ing CNS tumor from those caused by treatment- 
related changes is a formidable and daunting task 
for any physician. With the dismal survival prog-
nosis of most CNS cancers, biomarkers of early 
response are critical to differentiate patients 
responding to therapy from those patients who 
only suffer the side effects. Based primarily on 
CA enhancement on anatomical MRI, radiation 
therapy in CNS disease is monitored using con-
sensus guidelines formulated by the Response 
Assessment in Neuro-Oncology (RANO) work-
ing group [68–70].

Unfortunately, as accepted by the RANO 
authors, all image-based cancer diagnosis criteria 
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are challenged by high heterogeneity within-, and 
between, disease subtypes for both treatment 
response and time to progression [68, 71]. 
Treatment-induced contrast enhancement, termed 
pseudoprogression, often mimics true tumor pro-
gression [72]. Unlike true tumor progression, 
however, CA enhancement changes from radio-
therapy typically reverse after a few weeks or 
months without any change in therapy. 
Pseudoprogression appears in as much as 30% of 
patients with intra-axial brain tumors [68, 72], 
and up to a year of follow-up examinations may 
be required to confirm radionecrosis on conven-
tional MRI [73].

DSC-MRI may potentially identify certain 
glioblastoma patients with sufficient perfusion 
and vascular efficacy to respond to, and sustain 
radiation therapy and hence observe prolonged 
progression-free survival [74]. A large body of 
evidence now also shows that DSC-MRI is an 
early identifier of tumor recurrence by levels of 
elevated perfusion and CBV compared to the 
transient enhancement patterns in lesions of 
radiation- related nature [75–78]. Interestingly, in 
contrast, a recent study showed that increased 
levels of rCBV were a positive indicator of 
progression- free survival in children with diffuse 
infiltrating pontine gliomas and that the apparent 
increase in blood volume following radiation 
should therefore not be mistaken for tumor pro-
gression in this patient group [79]. Furthermore, 
perfusion changes are not just observed in the 
lesion area, but a recent study also suggests both 
rCBV and rCBF increase in healthy tissue, with a 
maximum response in gray matter at doses of 
5–10  Gy following stereotactic radiosurgery of 
brain metastases [80]. This type of observation is 
important as it may help develop measures to 
limit neurologic deficits and other complications 
following radiation therapy.

Still, use of DSC-MRI for clinical radiation 
therapy monitoring is in its infancy and currently 
limited by a lack of consensus guidelines across 
imaging platforms and institutions [100, 109].

In DCE-MRI, Ktrans and vp have been shown to 
be elevated in patients with progressive glioblas-
toma compared to those with pseudoprogression 
[81]. Similar results were seen in a prospective 

study, where Ktrans and ve were significantly ele-
vated in progressive disease compared to pseudo-
progression in glioblastoma patients [82]. This 
indicates that the BBB damage in tumor progres-
sion is different than the inflammatory change in 
pseudoprogression. This difference is sometimes 
distinguishable using contrast-enhanced T1-
weighted imaging but sensitivity and specificity 
are low [83]. In a recent meta-analysis study 
including 28 studies, it was concluded that both 
DCE- and DSC-MRI show good differentiation 
power between viable tumor and treatment- 
induced changes in individual studies. However, 
the relevant threshold values varied significantly 
between studies and better sequence and protocol 
standardization is needed before data can be reli-
ably compared between studies and institutions 
[84]. The provided clinical case shows a sample 
case from a chemoradiotherapy treatment moni-
toring study where both DSC- and DCE-MRI 
were acquired, indicating the value of obtaining 
both rCBV and Ktrans information in distinguish-
ing tumor progression from treatment-induced 
pseudoprogression.

Concerning ASL, it may also be used as an 
alternative approach for distinguishing tumor 
recurrence from treatment effects [85, 86]. With 
the recent increased focus on limiting the use of 
Gd-based CAs in repeated measurements and 
monitoring, ASL may well receive a more promi-
nent role in serial follow-up MRI of treatment 
response.

11.4.3  Targeted Therapies

The growing range of targeted therapeutic options 
also effectively makes response assessments by 
RANO challenging, either by the decrease in 
MRI-based contrast enhancement from remodel-
ing of the vessel wall after antiangiogenic ther-
apy, or contradistinctively, the increase in 
contrast enhancement associated with the appar-
ent inflammatory response of immunotherapy 
[87–89]. With bevacizumab in particular, a 
humanized monoclonal antibody that targets vas-
cular endothelial-derived growth factor (VEGF), 
DSC-MRI already has a long history of use. 
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Collectively, results indicate a reduction, or a 
gradient towards normalization, of abnormal 
blood volume levels (by rCBV) in malignant gli-
omas on follow-up MRIs after treatment with 
antiangiogenic drugs [6, 90, 91]. Vascular nor-
malization by DSC-MRI is also shown using 
other immunotherapeutic drugs [92, 93].

Ktrans has also been used to monitor the effect of 
antiangiogenic therapy. In metastatic brain tumors 
from breast cancer a significant reduction in Ktrans 
already 1 h after complete administration of beva-
cizumab was observed; increasing further at 24 h 
and 21  days after administration [94]. The 
observed reduction in Ktrans is thought to reflect 
vascular normalization and has been proposed to 
enhance the efficacy of chemotherapy. A similar 
vascular normalization was observed in recurrent 
glioblastoma patients receiving antiangiogenic 
therapy and a greater reduction in Ktrans 1 day after 
treatment was seen in patients with increased over-
all survival and progression-free survival [90].

What qualifies as the optimal response mea-
sure by DSC-MRI or DCE-MRI in antiangio-
genic and anti-vascular therapy remains a topic 
of much research and debate, probably in large 
owing to a lack of standardization of image 
acquisition, analysis, and interpretation [95–97]. 
Ongoing efforts now focus on incorporating 
immune-related mechanisms in the updated 
immunotherapy Response Assessment for Neuro- 
Oncology (iRANO) criteria [98]. The iRANO 
criteria put more weight to neurologic status and 
effectively prolong the time needed to identify 
disease progression, allowing patients who expe-
rience image-based, but not neurologic decline, 
to continue treatment [99]. Here, DSC-MRI and 
DCE-MRI may add value by distinguishing 
immune-related changes from true tumor pro-
gression based on the vascular biology driving 
the two processes.

11.5  Cerebrovascular Disease

11.5.1  Stroke

MRI is a well-established modality for stroke 
imaging and diagnosis. While currently lacking 

the speed and accessibility of a CT exam, MRI is 
an important supplement due to its sensitivity 
[100]. Because of its long history of use, consen-
sus guidelines for MRI-based research, and thus 
subsequent clinical use, are now available owing 
to a series of dedicated imaging roadmaps [101–
103]. The underlying philosophy of this approach 
is that only patients with reversible ischemia will 
benefit from reperfusion therapy, and that imag-
ing may identify these patients. Ideally, diagnosis 
of acute stroke and therapy response should 
include multiple MRI time points [102]. For all 
time points, the MRI examination should include 
MR diffusion, an MR angiogram of intracranial 
arteries, gradient-echo based DSC-MRI, and ana-
tomical T2-fluid attenuated inversion recovery 
(FLAIR) [104]. Recently, thrombectomy up to 
24 h after onset of stroke has been proved safe in 
selected patients based on perfusion imaging or 
small infarction core compared to the neurologi-
cal deficit [105]. Two methods to assess the area 
for potential salvage therapy in MRI exist. A dif-
fusion/FLAIR mismatch has been proposed as a 
marker for potential salvage tissue due to delay 
of FLAIR changes in acute stroke. Perfusion 
imaging offers a more advanced method to pre-
dict potential saveable tissue. This area, denoted 
the penumbra, was originally set as a probabilis-
tic measure of the mismatch between the region 
of impaired perfusion (usually by MTT or TTP) 
and the ischemic core [106, 107]. The definitions 
and interpretations of the terms mismatch and 
penumbra, however, have since been revised 
repeatedly [103, 108], in part because alternative 
measures by PET indicate that MRI-based mea-
sures of perfusion may miscalculate or overesti-
mate the area at risk, while diffusion may 
underestimate the corresponding ischemic core 
[109, 110]. Therefore, rather than chasing the 
exact volume of the penumbra, focus is turned 
toward so-called non-favorable perfusion pat-
terns on the baseline MRIs (Fig. 11.6). Here, an 
impaired tissue volume of more than 100  mL 
with prolonged Tmax values (usually above 6–8 s) 
is indicative of patients likely to observe paren-
chymal hemorrhages and poor response to reper-
fusion therapy [108, 109, 111]. Another 
interesting parameter for the tissue at risk is asso-
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ciated with metabolic consumption of oxygen. 
Here, rCBV is used in combination with multi- 
echo quantitative T2 and T2

∗-mapping to derive 
measures of the cerebral metabolic rate of oxy-
gen (CMRO2) based on differences in deoxyhe-
moglobin concentrations in blood [112]. For 
stroke, CMRO2 is reported decreased in diffusion- 
restricted tissue, while normal in perfusion- 
impaired tissue, suggesting a shoulder-like 
pattern where suddenly the feeding vasculature 
following a stroke becomes incapable of deliver-
ing sufficient nutrients to central tissue regions 
[112]. Similar approaches suggest a carefully 
selected threshold for metabolic oxygen con-
sumption may further help delineate the ischemic 
penumbra [113].

While the real added value of MRI on patient 
management and outcome is still in question 
[108, 114], clinical imaging of acute stroke by 
DSC continues to show promise and is integral in 
the imperative transfer from research-based 
method development to user-friendly clinical 
routine [115].

DCE-MRI is considerably less used in stroke 
imaging compared to DSC-MRI due to generally 
lower temporal resolution and lower intravascu-
lar CA sensitivity, as discussed in Sect. 11.1. 

DCE does, however, have a role in the assess-
ment of stroke-induced changes in BBB integrity. 
A gradual increase in BBB permeability has been 
observed in ischemic stroke patients with a peak 
at 6–48 h after stroke onset and a detectable BBB 
leakage at 90  h [116]. Further studies are war-
ranted for evaluation of Ktrans as a predictor for 
type of future cerebrovascular events. DCE in 
established atherosclerotic disease looks to be an 
important tool to evaluate therapy effect and as a 
marker of plaque vulnerability.

In the evaluation of ischemic stroke, ASL 
again has the reserve role compared to DSC, 
called upon when contrast agent injections are 
contraindicated. ASL in acute stroke shows 
decreased perfusion in tissue distal to an arterial 
occlusion and increased signal within cortical 
vessels before the occlusion due to sluggish or 
collateral blood flow. When opting for ASL, it 
can be used to identify the penumbra in acute 
stroke and regions with low poststroke CBF val-
ues have been shown to be consistent with regions 
of DSC hypoperfusion [117–120]. If opting for 
ASL in stroke imaging, it must be borne in mind 
that using a single-PLD approach carries the risk 
of quantification errors due to prolonged Tmax 
often seen in stroke. From this reason, a multi- 

a b c

Fig. 11.6 Acute ischemic stroke in an elderly patient in 
the territory of the left middle cerebral artery. Diffusion- 
weighted imaging (a, b) with the b1000 image (a) and the 
corresponding ADC map (b) demonstrates areas of 
restricted diffusion in the left insular region and in the left 
temporal lobe. DSC-MRI perfusion shows a markedly 

larger area of prolonged time to peak (TTP) (c) affecting 
almost the whole vascular territory of the left middle cere-
bral artery. This case reveals a mismatch between DWI 
with the ischemic core of the infarct and the tissue at risk 
shown in the TTP. These findings suggest that this patient 
may benefit from further reperfusion therapy
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PLD (time-resolved) approach may be a better 
technique, which will result in prolonged scan 
times and inherent trade-off against signal-to- 
noise [121].

11.5.2  Neurodegenerative Disease

Neurovascular dysfunction from unbalance in 
cerebral perfusion, abnormal capillary morphol-
ogy, impaired oxygen delivery, and reduced neu-
ronal activity constitute the early stages of 
neurodegenerative disease [122]. The complex 
vascular profiles associated with Alzheimer’s dis-
ease (AD) makes perfusion-based MRI a promis-
ing vehicle for diagnosis and detection of early 
signs of disease. Clinical use of both DSC- and 
DCE-MRI in the diagnostic workup in neurode-
generative disease is however limited at present 
and positron emission tomography (PET) is cur-
rently the preferred modality both for assessment 
of dysmetabolism and accumulation of amyloid 
plaques. As a research tool, DSC-MRI shows 
promise as a tool supporting the capillary dys-
function hypothesis of AD [123]. Here, compared 
to healthy controls, patients with AD and mild 
cognitive impairment show impaired perfusion 
patterns in large parts of the cerebral cortex, 
including temporal, parietal, and frontal lobes 
[124, 125]. Moreover, DSC is used to identify 
increased relative capillary transit time heteroge-
neity in patients, a measure coupled to the appar-
ent oxygen extraction fraction [126].

Beyond perfusion-related analysis, measure-
ments of subtle alterations in BBB permeability 
in neurodegenerative disease have also gained 
momentum over the last 10  years due to better 
DCE-MRI methods. In early AD, increased per-
meability has been reported in gray matter com-
pared to healthy controls, with a correlation 
between increase in permeability and reduction 
in cognitive performance [127]. Similar associa-
tions have been observed in vascular cognitive 
impairment [128].

ASL has been proposed as an alternative to 
DSC-MRI and fluorodeoxyglucose (FDG)–PET 
to assess characteristic hypoperfusion patterns in 

the cerebral cortices. The main benefit of this is 
that ASL may easily be added to the structural 
MRI examination—the cornerstone in dementia 
evaluations—at a low incremental cost and with-
out the addition of a CA injection. In patients 
with dementia spectrum disorders, ASL exhibits 
hypoperfusion patterns that are similar to hypo-
metabolism patterns seen with FDG-PET [129], 
but the change toward using ASL as the preferred 
method for measuring this hypoperfusion has yet 
to come.

11.5.3  Demyelinating Disease

Early signs of multiple sclerosis (MS) include 
increased BBB leakage and reduced perfusion 
anomalies [130]. In MS and other demyelination 
diseases contrast-enhanced MRI and contrast 
enhancement are used to support or supplement 
clinical diagnosis [131]. Repeated MRI studies in 
the early 1990s showed that contrast-enhancing 
lesions were associated with acute inflammation 
in autopsy materials, and non-enhancing T2-
weighted lesions associated with chronic changes 
[132]. MS was one of the very early target appli-
cations of DCE-MRI where the concept of quan-
titative assessment of BBB permeability and 
leakage space was formalized by Tofts and 
Kermode [133] and independently by Larsson 
and coworkers [134] in the early 1990s. Today, 
characterization of contrast-enhancing lesions is 
a cornerstone in the evaluation of active MS dis-
ease. Different enhancing patterns can be 
observed and DCE enables investigation beyond 
the binary (enhancing non-enhancing) evalua-
tion. Recently it was shown by DCE that ring- 
enhancing lesions enhance centrifugally and 
become nodular in more than 80% and nearly 
nodular in the remaining cases [135]. This sug-
gests that a single post-contrast-enhancing T1-
weighted image only yields a crude 
characterization of active MS plaques.

Using more complex compartmental model-
ing in DCE-MRI; both CBV and CBF and per-
meability was shown to be increased in enhancing 
lesions compared to non-enhancing lesions, 
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attributed to active inflammation [136]. 
Perfusion-related changes in MS have also been 
reported using DSC-based methods. Several 
studies using DSC suggest consistent reduction 
in rCBF in both cortical and white matter lesions 
in patients with relapsing–remitting and newly 
diagnosed MS, respectively [137, 138]. The pic-
ture for rCBV and MTT however, is not as clear, 
and may indicate that perfusion patterns are 
dependent on disease heterogeneity and activity 
[139]. This finding is corroborated by work sug-
gesting patients with highly active and rapidly 
progressive cerebral inflammatory lesions depict 
higher rCBF and rCBV [140], as well as increased 
capillary flow heterogeneity [141], compared to 
low-inflammatory, stable patients. Moreover, 
rCBV in cerebral inflammation is also associated 
with reduced working and secondary verbal 
memory [142].

Increased permeability by DCE-MRI has also 
been measured in normal-appearing white matter 
(NAWM) and thalamic gray matter in MS 
patients compared to healthy controls [143]. 
Here, immunomodulatory treatment and recent 
relapse were also found to be significant predic-
tors of permeability in MS lesions and periven-
tricular NAWM.  The observed alterations in 
perfusion and permeability in normal-appearing 
tissue in MS patients are, however, subtle and at 
the limit of detection with current DCE-based 
methods as reflected in the absence of detectable 
change in other studies [144].

11.6  Future Directions

MRI development is historically technology 
driven. For advanced techniques like pMRI, stan-
dardization, rather than available technology is 
likely to be the limiting factor for widespread 
clinical utility. To this end, standardization initia-
tives like those initiated by QIBA (www.rsna.org/
QIBA) and ASFNR (www.asfnr.org) will be 
important drivers for widespread clinical accep-
tance of new quantitative neuroimaging biomark-
ers. In addition to protocol and acquisition 

standardization, there is a strong need for better 
standardization of image processing and analysis 
tools.

Still, we observe some important technologi-
cal developments that may have a big impact on 
potential applications in the near future. The 
rapid advance seen in acquisition parallelization 
[145] and sparse sampling techniques [146] will 
enable improved kinetic modeling of pathophysi-
ology with higher spatial–temporal resolution 
combined with whole-brain coverage. We predict 
more use of contrast-enhanced acquisition tech-
niques, combining multiple contrasts (T1, T2, T2

∗) 
in a single acquisition thereby significantly 
increasing the range of microvascular properties 
accessible by MRI.

As shown in Table 11.1, ASL is currently the 
least established perfusion MRI technique, based 
on published clinical results. We believe that ASL 
will gain more widespread clinical acceptance 
because of better standardization between ven-
dors. We will likely see better time-resolved 
approaches overcoming the current limitation of 
single PLD methods where variations in arterial 
transit times introduce significant uncertainty in 
the resulting perfusion values. More efficient 
labeling techniques will also move the ASL tech-
nique forward by reducing scan time without sac-
rificing image quality.

These technical advances, combined with 
improved standardization, hold promise for bet-
ter pMRI-based diagnostic tools for clinical use 
across all the different indications discussed in 
this chapter and beyond.

Table 11.1 Overview of the clinical use of the different 
pMRI techniques based upon amount of published mate-
rial and current clinical utility

DSC-MRI DCE-MRI ASL
Tumor ↑↑↑ ↑↑↑ ↑
Stroke ↑↑ ↑a ↑
Neurodegenerative 
disease

↑ ↑ ↑↑

Demyelinating disease ↑ ↑↑
aAtherosclerotic imaging
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11.7  Clinical Case
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Images obtained in a 58-year-old male included 
in a prospective study of MRI imaging markers 
during standard radiochemotherapy (RCT) treat-
ment in patients with high-grade gliomas. 
Relative cerebral volume (rCBV) maps from 
DSC-MRI and volume transfer constant (Ktrans) 
maps from DCE-MRI were generated. The 
images to the left were taken the day before the 
RCT start. The T1w post-contrast series show 
some contrast enhancement with surrounding 
edema. Ktrans in the contrast-enhancing area shows 
homogenous leakage in tumor rim. rCBV in 
tumor is similar to that of gray matter. Images 
taken 2  weeks after radiation therapy (RT) end 
(8  weeks after pretreatment scans) show an 
increase in the contrast-enhancing area. The Ktrans 
values in tumor are mostly unchanged from base-
line but a small area of increased leakage is noted 
toward the midline. rCBV is not elevated. At 

6  months post-RT, a small contrast-enhancing 
nodule is still present. Ktrans in the nodule is 
unchanged and there is still no increased 
rCBV. At the 1-year control after start of RCT, a 
large increase in contrast enhancement is seen. 
There are increased edema and a midline shift. 
The patient reported slight fatigue but no clear 
clinical deterioration. Interestingly, the Ktrans val-
ues are still not increased compared to the values 
from the first examination. Similarly, no increase 
in rCBV is seen. However, due to the increase in 
contrast enhancement, midline shift, and late 
onset of these changes, a new surgery was sched-
uled. The biopsy from the surgery showed 
changes from radiation necrosis. No signs of 
tumor recurrence were seen. This shows the 
 possible utility of perfusion imaging for differen-
tiation of treatment-induced pseudoprogression 
from recurrent tumor.
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12.1  Introduction

Susceptibility-weighted imaging (SWI) is a 
magnetic resonance imaging (MRI) technique 
that utilizes the intrinsic differences of mag-

netic susceptibility between various tissues to 
produce a specific contrast on MR images [1–
4]. Since the inception of magnetic resonance 
imaging, creation of contrast on MR images has 
been one of its cornerstones by exploiting the 
influence of different physical quantities on sig-
nal formation. Physical quantities or parame-
ters typically used for contrast generation in 
MRI include, among others, spin density, longi-
tudinal and transverse relaxation time con-
stants, diffusion, perfusion, flow, chemical 
shift, or spin exchange. Magnetic susceptibility, 

J. R. Reichenbach (*) 
Medical Physics Group, Department of Diagnostic 
and Interventional Radiology, University Hospital 
Jena—Friedrich-Schiller-University, Jena, Germany
e-mail: juergen.reichenbach@med.uni-jena.de

12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48419-4_12&domain=pdf
https://doi.org/10.1007/978-3-030-48419-4_12#DOI
mailto:juergen.reichenbach@med.uni-jena.de


166

which can be considered a “response quantity,” 
characterizes the degree of a substance or tissue 
to become magnetized when exposed to an 
external magnetic field. Often perceived to be a 
nuisance due to signal loss and image distor-
tions it can induce on MR images [5], magnetic 
susceptibility has only relatively lately been 
transformed into a useful source of intrinsic tis-
sue image contrast. SWI, as a particular form of 
susceptibility-based imaging, uses local phase 
or MR frequency information derived from gra-
dient-echo imaging with typically relatively 
long echo times to enhance contrast of various 
susceptibility sources in combination with the 
corresponding magnitude information, thus 
facilitating diagnostic interpretation. Due to its 
fast-growing applications with respect to high-
lighting tissue structures and compounds, 
which otherwise may be difficult to detect by 
conventional MRI methods, it has meanwhile 
become an integral part of MR neuroimaging 
protocols [6–9]. Since the first description of 
the method in 1997 [10], SWI has proven useful 
in a variety of clinical applications, including 
high-resolution MR venography, imaging hem-
orrhages from trauma, visualization of blood 
products (e.g., hemosiderin, ferritin) and vascu-
larization of tumors, or assessment of iron 
deposits and calcifications in the brain—to 
name but a few [3, 11–14]. Today, all major 
providers of MRI scanners have susceptibility-
based sequences in their portfolio that run 
under their own brand names. While Siemens 
Healthineers and GE Healthcare call it SWI and 
SWAN (susceptibility-weighted angiography), 
respectively, Philips offers it under the acronym 
SWIp (SWI phase), Hitachi Healthcare under 
BSI (Blood Sensitive Imaging), and Canon 
Medical Systems under the name FIBB (flow- 
insensitive black blood).

The aim of this chapter is to provide a back-
ground of the SWI method, to review the current 
research and clinical applications, and to describe 
some of the limitations and potential future direc-
tions of the technique.

12.2  Physical and Technical 
Background

Placing a material sample into an external mag-
netic field will magnetize it, i.e. the sample 
acquires a macroscopic magnetic dipole moment 
m that can be represented as an integral over a 
microscopic magnetization density M(r), which 
may vary spatially in the sample. Often the rela-
tionship between the magnetization M and the 
external magnetic field is linear (as for isotropic, 
non-ferromagnetic materials), and the dimen-
sionless proportionality factor is referred to as the 
magnetic susceptibility χ of the material:

 M H= ×c  (12.1)

The induced magnetization produces an addi-
tional magnetic field that affects the evolution of 
the magnetic resonance signals. Figure 12.1 illus-
trates the impressive range of magnetic suscepti-
bilities for the different material classes, classified 
as diamagnetic (negative susceptibilities), para-
magnetic (small positive susceptibilities), and 
ferromagnetic (large positive susceptibilities) 
materials, together with a depiction of the much 
smaller range of susceptibilities encompassing 
mainly biological soft tissues. Susceptibility val-
ues of most human tissues are diamagnetic rang-
ing from about −7 to −11 ppm (1 ppm (parts per 
million) = 10−6) [15, 16].

Putting a sample with a finite magnetic sus-
ceptibility into an external magnetic field gener-
ally modifies the field, both inside and outside the 
sample, where this modification is in addition a 
function of the geometry of the object [17]. It is 
these changes of the field induced by the tissues 
due to their underlying associated magnetic sus-
ceptibility distributions and the local susceptibil-
ity differences between them that are then picked 
up by the phase images of gradient echo-based 
sequences in MRI and utilized in SWI to obtain 
important anatomical and physiological informa-
tion about vessels and tissues or anatomical 
structures. The phase shift Δϕ induced at loca-
tion r at echo time TE can be written as
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where γ is the gyromagnetic ratio (for protons), 
ΔB represents the local field deviation, Δχ is the 
difference of the local magnetic susceptibility of 
the tissue of interest from its surroundings, B0 is 
the field strength, and g is a geometric factor 
characterizing the object.

Diamagnetic materials, such as water or calci-
fications, tend to weaken the external magnetic 
field resulting in a negative phase shift for a left- 
handed coordinate system, whereas paramag-
netic substances, such as deoxygenated 
hemoglobin in the blood, hemorrhagic degrada-
tion products or ferritin, which is the storage 
form of iron, slightly amplify the external mag-
netic field and produce a positive phase shift in 
case of said coordinate system. Indeed, and 
besides the geometry and orientation of the object 
with respect to the main static magnetic field and 
the size of the object relative to the imaging 
voxel, the actual sign of the phase shift for a 
given MRI system and a given material or tissue 

(i.e., diamagnetic or paramagnetic) may be ven-
dor dependent and can be affected by technical 
details of the hardware or the gradient polarity 
during readout as well as possible sign modifica-
tions occurring during processing of the sampled 
MR signals [18]. It is thus advisable to check the 
sign convention of one’s own scanner when inter-
preting the phase information [6]. Apart from 
these rather technical remarks, Fig.  12.2 illus-
trates the impressive wealth of information asso-
ciated with the small local susceptibility 
differences between brain tissues that can be 
brought to light on an in  vivo high-resolution 
phase image of a gradient-echo sequence, as 
compared to a stained brain slice with similar 
anatomical position.

12.2.1  Data Acquisition

Most commonly, SWI employs a three- 
dimensional fully velocity compensated gradient 
echo sequence with high spatial resolution on the 
order of 1 mm and higher, i.e. with submillimeter 
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Fig. 12.1 Diagram of magnetic susceptibilities (suscep-
tibility spectrum). The upper logarithmic scale displays 
the full range of susceptibility values, extending from 
superconductors (χ  =  −1) to ferromagnetic materials 
(χ  =  106 and larger). The lower scale is a linear scale 

encompassing the substantially narrowed range of mag-
netic susceptibilities for biological soft tissues and other 
substances. (Adapted from Schenck [15] with permission 
by the publisher)
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voxel dimensions [1, 2, 4, 10, 19]. Data can be 
captured with single-echo or multi-echo 
sequences [20, 21], the former being well-suited 
to visualize veins, while the latter provides more 
flexibility in the choice of echo time and are 
superior for imaging stroke, cerebral micro-
bleeds, or other structures that may include a 
range of magnetic susceptibilities values. Longer 
echo times increase the sensitivity to resolve 
smaller susceptibilities differences between tis-
sues, but at the same time induce more phase 
aliasing and signal loss due to increased  
T2

* -weighting, while shorter echo times are rec-
ommended for higher susceptibilities, such as tis-
sues or structures with high iron content or veins 
containing deoxyhemoglobin. Other sequence 
parameters, e.g., echo time, flip angle, spatial 
resolution or readout bandwidth, can be tuned to 
the specific imaging application or adjusted to 
optimize signal-to-noise ratio (SNR) or phase 
dispersion across a voxel. For instance, non- 
isotropic resolution is beneficial for SWI, espe-

cially to obtain good vessel contrast [22, 23]. A 
detailed overview of suitable imaging parameters 
for SWI at different field strengths can be found 
in [4, 24, 25].

Acquiring more than one gradient echo with 
the same sequence not only allows adjustment of 
the image contrast due to susceptibility effects 
but also the collection of complete MR angio-
graphic data (i.e., arterial information) together 
with SWI data (i.e., venous information) simulta-
neously in a single scan [22, 26, 27]. Figure 12.3 
shows intensity projections of such a dual-echo 
ToF–SWI scan, where the first echo (time-of- 
flight (ToF) echo) utilizes the inflow of unsatu-
rated (arterial) spins into the acquisition volume 
and the second echo is tailored for displaying the 
venous vasculature [28]. Advantages of such 
dual- or multi-echo data acquisitions include no 
time penalty for the short echo data set, intrinsic 
co-registration of the data sets, and improved dif-
ferentiation between veins and thrombi on the 
SWI and arterial angiograms, respectively.

Fig. 12.2 (Left) In vivo phase image of a gradient echo 
sequence (7 T, spatial resolution 360 μm × 360 μm × 600 μm) 
reflecting anatomical details in the brain due to susceptibil-

ity differences between the tissues. (Right) Stained brain 
tissue slice. (Courtesy of Prof. C.  Redies, Institute of 
Anatomy I, University Hospital Jena)
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12.2.2  Data Processing

The standard post-processing pipeline for SWI 
is schematically summarized in Fig. 12.4. After 
coil combination and background phase 
removal by applying, e.g., a homodyne high-
pass filter to the initial raw phase image, phase 
data are converted to a phase mask using a spe-
cial weighting function, which is then multi-

plied with the corresponding magnitude data to 
improve the contrast between the tissue struc-
tures. Conventionally, this weighting function 
either scales negative phase values linearly 
between 1 and 0 and sets positive values to 
unity (right-handed coordinate system) or 
scales positive phase values linearly between 1 
and 0 and sets negative values to unity (left-
handed coordinate-system):

Fig. 12.3 Dual-echo ToF–SWI at 3 T with the following 
sequence parameters: TE1/TE2/TR/α/BW1/
BW2  =  3.42  ms/25  ms/42  ms/20° TONE-pulse/271  Hz/
px/78  Hz/px; acquisition time 24:23  min:s; voxel size 
0:43 mm × 0:43 mm × 1:2 mm; matrix 512 × 352 × 44; 
three slabs with an overlapping factor of 20.45%; 75% 
partial Fourier acquisition in phase and slice-encoding 

direction. (Left) Maximum intensity projection (MIP) 
across the whole volume of the first echo in transverse 
view. (Right) Minimum intensity projection (mIP) of 
transverse susceptibility-weighted images over 13.2 mm 
of the same volume obtained from the second echo of the 
TOF–SWI sequence. (Adapted from Deistung [28])
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The first set of equations accentuates voxels 
with a negative phase, whereas the second set of 
equations accentuates voxels with a positive 
phase. Multiplying the phase mask with the mag-
nitude image will thus create lower values for 
negative phase voxels and increase the contrast 
relative to voxels with nonnegative phase values 
in the first case, whereas in the second case lower 
magnitude signal values will be created for posi-
tive phase voxels with the resulting contrast 
increase relative to voxels with negative phase 
values. In addition to such linear scaling, further 
phase masks have been proposed, including sig-
moid masks [29], triangular masks [30], exponen-
tial masks [31], or other nonlinear masks [32].

Typically, fourfold multiplication of the phase 
mask with the corresponding magnitude image is 
applied to produce a novel type of hybrid contrast 
and to yield good contrast-to-noise ratio (CNR) 
for, e.g., venous vessels [1, 33]. A minimum 

intensity projection (mIP) over adjacent contigu-
ous slices further improves contrast and may 
facilitate detection of pathologies or continuity of 
the venous system.

12.2.3  Field Strength

SWI greatly benefits from field strength as the 
induced phase or frequency shifts not only 
depend on the susceptibility differences Δχ 
between tissues but also on the static magnetic 
field B0 [34–36]. In addition to the gain in SNR 
and susceptibility related T2

*  contrast at higher 
magnetic field strength, frequency shifts increase 
linearly with field strength (Eq.  12.2) which, 
when taken all together, dramatically improves 
CNR (see Fig. 12.2). Due to larger phase shifts 
and faster dephasing (shorter T2

*  relaxation times 
compared to lower field strengths), high or ultra-

MRI scan

k-space

FFT
multichannel
combination

magnitude
images

SWI mIP display

phase
images

phase
unwrapping

background
phase removal

phase
masking

Fig. 12.4 Flow chart of the post-processing steps applied 
in SWI.  In the standard SWI-processing scheme, phase 
unwrapping and background field removal are performed 

simultaneously by using homodyne filtering. (Adapted 
from Deistung [28])
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high field (UHF) allows for the use of shorter 
echo times and in turn shorter repetition times, 
resulting in shorter scan times [37]. This saving 
in scan time can be used to acquire images with 
higher spatial resolution. Specifically, excellent 
vascular mapping can be performed at 7 T [34, 
38–41], when compared with 1.5 or 3 T [36], and 
the concept of SWI gives rise to completely new 
contrast possibilities at 7 T [42].

12.3  Clinical Applications

The areas of clinical application for SWI have 
grown over the years and include, among others, 
the imaging of venous blood in acute or chronic 
ischemia, the visualization of the vascularization, 
hemorrhage and calcification of tumors, or the 
identification of iron deposition in neurodegener-
ative diseases. SWI has been shown to be particu-
larly useful in imaging trauma, but is also of great 
value in the characterization of low flow occult, 
vascular malformations, cerebral micro- bleeds, or 
intracranial calcifications. In the following, some 
of these applications are discussed and summa-
rized. For a comprehensive overview, see [3].

12.3.1  Stroke Imaging

SWI complements the imaging management of 
stroke patients [43], and is used to detect arterial 
thrombi [44, 45] or hemorrhages in the infarct 
area. It also serves to identify brain areas with 
impaired perfusion due to the presence of asym-
metric hypointense cortical veins in the ischemic 
territory [12, 46–48], to visualize older micro-
bleeds as an indicator of the vulnerability of the 
vascular system [49], or to assess the likelihood 
of a hemorrhagic transformation [50, 51]. 
Consequently, SWI has been recommended for 
inclusion in protocols for the evaluation of acute 
stroke [52, 53].

In addition to the extent of the diffusion–per-
fusion mismatch, the exact location of the throm-
bus is prognostically and therapeutically relevant. 
Diffusion and perfusion imaging is routinely 
applied to identify the area affected by ischemic 

stroke, whereas for an exact localization of the 
intravascular thromboembolus, a time-of-flight 
(TOF) MR angiography is performed. In some 
cases, however, it may be challenging to identify 
the thrombus, particularly in downstream distal 
vascular branches. In this regard, SWI has been 
shown to be superior to TOF MR angiography in 
determining the location of the thromboembolus 
in form of hypo-intense signals within occluded 
arteries [44, 54, 55], which is also known as the 
susceptibility vessel sign (SVS) [43, 56].

Furthermore, SWI is a useful MRI sequence 
for the diagnosis of cerebral amyloid angiopathy 
(CAA) [57]. This disorder is characterized by an 
accumulation of amyloid deposits in the wall of 
intracranial vessels, which might result in numer-
ous tiny cerebral microhemorrhages and eventu-
ally in lobar intracerebral hemorrhage. 
Microhemorrhages in CAA are particularly 
found in the cortico-subcortical region of the 
brain and are typically sparing the centrally 
located basal ganglia and the pons [58, 59]. This 
periphery dominated topographical distribution 
of microhemorrhages is in contrast to the more 
centrally located microhemorrhages which is 
described as a typical pattern in patients with 
hypertensive microangiopathy due to an elevated 
systemic blood pressure. Predominant locations 
of hypertension-associated microhemorrhages 
are the basal ganglia, the pons, and the cerebellar 
hemispheres [60, 61].

12.3.2  Tumor Imaging

Regarding tumor imaging, SWI plays an impor-
tant role in the detection, grading, and staging of 
cerebral tumors [62–65]. Its sensitivity in delin-
eating tumor vessels, the internal architecture of 
the tumors, or the detection of hemorrhage has 
been shown to be superior compared to conven-
tional MRI sequences, including T1, contrast- 
enhanced T1, T2, T2

* , FLAIR, PD-weighted, and 
diffusion-weighted imaging (DWI) [9, 66–68] 
(Figs.  12.5 and 12.6). High-pass-filtered phase 
images, for instance, can better depict intra- 
tumoral calcification in oligodendrogliomas than 
conventional MR images [69].
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Due to the pronounced heterogeneity of some 
brain tumors, histopathology may not always 
bring forth a definite diagnosis. In such cases, a 
complementary SWI can provide further valu-
able information on tumor grading [70, 71]. 
Particularly, the so-called intra-tumoral suscepti-
bility signal (ITTS), which refers to linear or dot- 
like areas of low signal within the tumor, with or 
without conglomeration, seen on non-contrast 
enhanced SWI, appears to be a promising marker 
for the grading of gliomas [72] or the differentia-

tion between glioblastoma and primary CNS 
lymphoma [73]. Since the morphological pat-
terns of ITSS have been shown to correlate with 
the degree of neo-angiogenesis, necrosis, and 
CBV, ITSS supports assessment of tumor grade 
and is an important indicator during surveillance 
of tumor progression or malignant transforma-
tion [64, 72]. Contrast-enhanced SWI (CE-SWI) 
has shown improved delineation of the highly 
vascularized peripheral tumoral invasion zone in 
high-grade glioma, offering more information by 

Fig. 12.5 Glioblastoma multiforme. Contrast-enhanced 
T1-weighted image (left) and SWI images of the tumor 
(middle and right). Whereas the T1-weighted, contrast- 
enhanced image only shows some peripheral enhance-
ment, the SWI images clearly show large veins at the 
periphery of the tumor as well as interior vessels. In addi-

tion, they also show the edema surrounding the tumor. 
(Adapted from Reichenbach JR and Haacke EM.  High- 
resolution BOLD venographic imaging: a window into 
brain function. NMR in Biomedicine 2001;14:452–467, 
reproduced with permission)

Fig. 12.6 Metastatic CNS neuroblastoma. 4-year-old 
patient with neuroblastoma stage 4 and metastases in 
liver, lung, and bone. T1-weighted spin-echo image (left) 
shows a prominent lesion frontal right. After administra-

tion of contrast agent, demarcation of multiple, dissemi-
nated lesions (middle). The SWI image shows pronounced 
susceptibility effects due to multiple hemorrhages
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delineating additional contrast-induced phase 
shifts [63, 74].

Furthermore, SWI has relevance in the dis-
tinction between brain abscesses and necrotic 
glioblastomas [75] and the classification of dif-
ferent types of brain metastases [76].

12.3.3  Traumatic Brain Injury (TBI)

Traumatic brain injury (TBI) is a heterogeneous 
pathology that usually results from a violent blow 
or jolt to the head. Often it is associated with 
(micro)hemorrhages that result from injuries of 
small vessels, particularly in patients with diffuse 
axonal injury (DAI) of major white matter tracts, 
at the junction of gray and white matter [77]. 
Characteristic for DAI is punctuate hemorrhages 
in the deep subcortical white matter, which are 
not routinely visible on CT or on the images of 
conventional MRI sequences, and whose pres-
ence and location appear to correlate with spe-
cific neuropsychological deficits [78–81].

SWI has demonstrated greater sensitivity than 
CT and conventional MRI techniques in the 
detection of such trauma-related (micro)hemor-
rhages (Fig.  12.7) [82–84]. Furthermore, as 
shown by a recent study in mild TBI patients, the 
presence of microbleeds detected by SWI was 
associated with worse cognitive outcome and 
persistent post-concussion syndrome, while DTI 
was not predictive of neuropsychological out-
come in the acute phase [85]. SWI has particu-
larly helped to better understand the different 
kinds of distribution of hemorrhages in trauma as 
well as to assess their persistence during follow-
 up. It also facilitates detection of otherwise invis-
ible brain injuries that may help to explain the 
impairment of the patient and potentially predict 
outcome. This is of particular interest in coma-
tose patients for whom it may sometimes be chal-
lenging to understand their acute condition based 
on conventional imaging findings, while SWI is 
able to identify the location of the hemorrhages 
(e.g., brain stem) that might then explain why the 
patient remains in a coma.

Fig. 12.7 Traumatic brain injury (TBI). A 62-year-old 
patient with severe contusion. Due to its high sensitivity 
against paramagnetic blood breakdown products, the 

extent of the hemorrhage can be better assessed with SWI 
(right) compared to images of a conventional gradient- 
echo sequence (left)
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12.3.4  Vascular Malformation

The sensitivity of SWI for deoxyhemoglobin 
makes it superior for detecting and monitoring 
many slow-flow vascular malformations [86, 87], 
such as venous anomalies, cavernous malforma-
tions, telangiectasias, or the subtle changes in the 
brain associated with the Sturge–Weber syn-
drome [88].

The potential of SWI for improved detection 
of small vein abnormalities in Sturge–Weber  
syndrome, which is a rare congenital neuro- 
cutaneous disorder, typically manifested in 
children and eventually causing atrophy and cal-
cifications, was demonstrated first in an infant 
whose initial conventional MRI, including con-
trast agent administration, revealed no definite 
abnormalities, whereas SWI detected abnormal 
transmedullary veins [89]. Characteristic features 
of the disease include abnormal gyral calcifica-
tions, abnormal deep venous collateral, and 
impaired venous outflow as well as unilateral 
hemispheric involvement.

Developmental venous anomalies (DVA), also 
known as cerebral venous angiomas or cerebral 
venous malformations, are the most common 
cerebral vascular malformation found on autopsy 
studies, and they are often encountered as inci-
dental findings on neuroimaging studies [90]. 
Often invisible with conventional imaging, 
although sometimes better seen with contrast 
agent administration, they are very pronounced 
on SWI, thus obviating the need for contrast- 
enhanced MRI sequences [91].

As regards cerebral cavernous malformations 
(CCM), which are low-flow focal vascular 
abnormalities, histologically characterized as 
closely packed thin-walled vessels filled with 
blood at different stages of thrombosis, recent 
work demonstrated superior sensitivity of SWI 
in detecting the familial form of the disease, 
compared to conventional T2-weighted spin-
echo and T2

* -weighted gradient- echo MR 
sequences [92, 93]. More specifically, SWI was 
able to identify two different SWI patterns in the 
CCM-associated cerebral venous angioarchitec-

ture that occur in the sporadic or familial form of 
the disease [94]. Image characteristics of cortical 
cavernous malformations include their popcorn-
like appearance due to calcification and bleeding 
as well as their hypointense rim caused by the 
presence of hemosiderin.

12.3.5  Multiple Sclerosis (MS)

Multiple sclerosis (MS) is the most common 
inflammatory demyelinating disease of the cen-
tral nervous system (CNS). Its radiological hall-
marks are focal demyelinated hyperintense white 
matter (WM) lesions on T2-weighted MRI; how-
ever, diffuse changes of the non-lesional WM 
have been reported as well, as detected by proton 
MR spectroscopy [95], magnetization transfer 
ratio, myelin water imaging [96], or R2

* -mapping 
in combination with diffusion tensor imaging 
(DTI). Susceptibility-weighted imaging (SWI) 
has demonstrated high sensitivity for detecting 
iron-containing tissue and small veins due to 
their paramagnetic properties. With respect to the 
latter, SWI has gained in importance in MS due 
to its ability to visualize small veins within MS 
lesions [97–99]. Several studies showed that a 
substantial proportion (>40%) of MS lesions 
contain a central vein [100–102].

Application of contrast-enhanced SWI with 
gadolinium-based agents may facilitate the detec-
tion of central veins that may otherwise not be 
visible with the same SWI sequence acquired 
before CM injection [103], but may be also ben-
eficial in detecting blood–brain barrier dysfunc-
tion in MS plaques, as demonstrated in a recent 
study [104].

Investigation of the iron content in the basal 
ganglia, pulvinar, and thalamus in patients with 
MS revealed a clear separation between healthy 
subjects and patients based on phase analyses of 
SWI data [105, 106]. In a group of 122 healthy 
volunteers 13% and in 52 patients with MS 65% 
showed an iron-weighting factor larger than three 
standard deviations from the normal mean. The 
results for patients under 40  years were even 
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more impressive. In these groups, only 1% of 
healthy volunteers, but 67% of patients with 
relapsing-remitting MS (RRMS) showed abnor-
mally high levels of iron.

Ultrahigh field (7 T) SWI appears quite prom-
ising for assessing multiple sclerosis due to the 
increased signal intensity and enhanced suscepti-
bility effects [107] and has gained increasing 
attention in recent years [108–111].

12.3.6  Neurodegenerative Disorders

Increased iron levels in the CNS beyond deposi-
tion with normal aging are encountered in a vari-
ety of neurodegenerative diseases [112], such as 
Alzheimer’s disease (AD) [113–116], Parkinson’s 
disease (PD) [117–119], multiple sclerosis (MS) 
[120], amyotrophic lateral sclerosis (ALS) [121, 
122], Huntington’s disease [123], and Friedreich’s 
ataxia [124]. Iron accumulation affects mainly the 
basal ganglia regions, such as globus pallidus (GP) 
and substantia nigra (SN), but can also occur in 
other regions such as the cortex and cerebellum.

Due to its exquisite sensitivity to iron- 
containing paramagnetic compounds, SWI is 
well suited for in vivo detection and analysis and 
may help to predict disease progression and treat-
ment outcome [125–129]. More recently, the loss 
of the so-called swallow-tail sign in the substan-
tia nigra has been proposed as a diagnostic 
marker of Parkinson’s disease, which raised the 
question whether this sign can be reliably 
detected with SWI [130]. Subsequent work 
revealed that the work-up of early-stage parkin-
sonism based on the swallow-tail sign requires an 
optimized high-resolution SWI protocol [131] 
and that ultrahigh field investigations are advan-
tageous in terms of reliability [132–134].

12.3.7  Calcifications

Diamagnetic compounds, such as bone minerals 
or dystrophic calcifications, lead to signal drop-
out on magnitude images of SWI. However, these 

compounds can be differentiated by their oppo-
site appearance on phase images when compared 
to paramagnetic compounds [135]. As stated 
before, it is thus advisable to set a reference for 
interpreting the phase image by comparing an 
area of known calcification, such as the pineal 
gland or the choroid plexus, with the diamagnetic 
lesion in question.

Several studies indicated that SWI can play 
a pivotal role in the detection of intracranial 
calcifications and chronic microbleeds as well 
as in resolving ambiguity in their diagnosis 
[136–139]. In the assessment of brain tumors, 
calcification is considered to be a very impor-
tant indicator [140, 141], as the differential 
diagnosis may be confined to those lesions 
that often have intratumoral calcification, such 
as oligodendrogliomas, craniopharyngiomas, 
meningiomas, pineal gland tumors, and epen-
dymomas [69, 142].

Extensive calcifications of the basal ganglia, as 
observed, for example, in the case of Fahr’s dis-
ease, a well-defined rare neurodegenerative disease 
characterized by idiopathic bilateral symmetric 
extensive striopallidodentate calcifications, are 
well recognized on SWI images [143–145].

The results of a recent meta-analysis [146] on 
the diagnostic performance of susceptibility- 
based MRI for the detection of calcifications in 
brain and body soft tissues suggest that SWI is a 
reliable method for detecting calcifications with 
an accuracy close to CT.

12.4  Practical Considerations 
and Limitations

Despite its technical robustness, there are a few 
issues that should be kept in mind when applying 
SWI. Because the phase information is essential, 
it is important to reconstruct phase properly from 
the complex MRI data. Since the phase of MR 
data is only defined within a 2π-range, aliasing 
occurs when phase exceeds 2π, which produces 
so-called phase wraps. Since the original phase is 
corrected by removing spatially slowly varying 
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phase effects during the SWI processing, the 
resulting phase information may incorrectly 
reflect the susceptibility of the material or lesion, 
and the processing may even remove some of the 
physiologically or pathophysiologically relevant 
phase information from larger anatomic struc-
tures. In such cases, it may be helpful to examine 
the phase in the periphery of the lesion to draw 
corresponding conclusions about the sign of the 
susceptibility.

In standard SWI processing, the low spatial 
frequencies of the bulk phase shifts are removed 
by applying a homodyne high-pass filter, which 
works by dividing the original complex image by 
a low-pass Fourier-filtered image at a specific 
cutoff frequency of a fixed size Hamming or 
Hann window. The kernel size of the homodyne 
filter is typically restricted to 64 × 64 (in case of 
a 512  ×  512 matrix acquired) to avoid adverse 
effects.

Unwanted or confounding artifacts on SWI 
images may be associated with air/bone-tissue 
interfaces, such as areas adjacent to the tempo-
ral bone and sinuses [147], as well as uncom-
pensated blood flow, which may cause remnant 
flow- induced phase components [22]. In addi-
tion, the blooming artifact, a useful sign for 
detecting sources of field inhomogeneity, may 
sometimes lead to extreme tissue signal cancel-
lation and loss of anatomical borders. Moreover, 
it should also be considered that the nonlocal 
phase effects in SWI and phase images depend 
on the geometry of the susceptibility source. 
Comparison of phase between subjects can thus 
be problematic due to this dependency, which 
may become particularly troublesome when 
trying, for instance, to relate the phase directly 
to the iron content. Inferring nonheme iron con-
tent from an assignment of a given phase change 
in a specific tissue may be misleading as it 
neglects, besides geometry, the possibility that 

part of this phase shift may also stem from 
heme iron. Parts of these problems are over-
come by quantitative susceptibility mapping 
(see below).

Another issue regarding the venous contrast 
associated with SWI scans is anesthesia. Initial 
evidence of poor visualization of venous anat-
omy was reported in pediatric patients under 
anesthesia (2–3% sevoflurane in oxygen) [148], 
which was attributed to slight decreases of the 
regional oxygen extraction fraction (rOEF) 
induced by the anesthetic compared to awake 
patients. In a subsequent study encompassing 
108 SWI pediatric examinations with different 
depth of anesthesia (propofol, 150–300  μg/kg/
min) [149], it was concluded that the source for 
the venous contrast variations were most likely 
CBF changes induced by the anesthesia. Apart 
from this and along more general lines, excep-
tional flow conditions should thus be kept in 
mind when interpreting SW images in patients 
with unusual findings [150].

In clinical applications of SWI it is often tac-
itly assumed that blood products of all ages show 
a hypointense image signal due to the presence of 
paramagnetic deoxyhemoglobin and hemoglobin 
degradation products, such as hemosiderin. As 
pointed out recently [151], a commonly encoun-
tered example of a “T1 shine through” effect on 
SWI is a central hyperintense signal in late sub-
acute intracerebral hematoma [152] due to the 
presence of a high concentration of methemoglo-
bin at the center of the hematoma. This may 
indeed result in a remarkable SWI hyperintensity 
due to T1-relaxivity effects which, if properly 
taken into account, may, however, be also used to 
advantage in diagnoses.

One significant limitation of SWI is, as 
already mentioned, the fact that the magnetic 
field patterns reflected in phase images and 
caused by the local susceptibility distributions 
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are nonlocal in nature. Consequently, phase pat-
terns do not necessarily reflect the local anatom-
ical structures correctly, and the resulting 
contrast seen on the phase images may further-
more depend on the orientation of the object or 
anatomic structure in relation to the main mag-
netic field. Caution should therefore be exer-
cised when relating phase contrast to brain 
anatomy or assessment of lesions. A more 
recently developed method to overcome this 
limitation is quantitative susceptibility mapping 
(QSM), which also utilizes phase information, 
but additionally solves the magnetic field to sus-
ceptibility source inverse problem and generates 
a three-dimensional susceptibility distribution 
(Fig. 12.8) [153].

12.5  Future Directions 
and Summary

Quantitative susceptibility mapping (QSM) is 
certainly the most important and promising 
development that evolved more recently from 
SWI. As stated, QSM aims to recover the sus-
ceptibility distribution of human tissue from the 
measured local field that can mathematically be 
described by a convolution of the susceptibility 
distribution with the magnetic field generated by 
a magnetic unit dipole. This inverse problem, 
however, is ill-posed due to the presence of zeros 
on a cone in the Fourier representation of the 
unit dipole kernel. Several methods have been 
developed over the years to overcome this prob-

Fig. 12.8 Quantitative susceptibility mapping (QSM). 
Maps of the susceptibility distribution in the human brain 
in sagittal (left) and transverse view (right). The maps 
were calculated by solving the intricate inverse problem 
of deriving the magnetic susceptibility of brain tissue 
from the measured phase distribution acquired with 

gradient- echo-based sequences. Bright areas and struc-
tures on these maps correspond to more paramagnetic 
brain areas, such as venous vessels or iron-laden parts of 
the basal ganglia, whereas more hypodense areas indicate 
more diamagnetic tissues, such as white matter structures
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lem and to mitigate the associated artifacts in the 
reconstructed susceptibility maps, which rely 
either on repeated measurements of the object 
after having been rotated with respect to the 
magnetic field and combining data [154] or, in 
case of single orientation imaging, on direct and 
fast k-space thresholding [155–157], or iterative 
image-space based regularization methods 
[158–163]. With regularization one seeks to 
incorporate a priori knowledge into the solution 
process, such as, e.g., amount or type of noise, 
smoothness or sparsity of the solution, or restric-
tions on the values the solution may take on, 
which requires the choice of one or more regu-
larization parameters. For recent reviews of 
QSM, see [21, 24, 164–166].

QSM was rapidly adopted by the MRI research 
community and consistently applied to the same 
clinical fields of application as SWI and beyond. 
This transition from qualitative SWI to quantita-
tive susceptibility mapping appeared more or less 
seamless since the input data of SWI and QSM are 
both based on gradient-echo acquisitions and can 
be used in both reconstructions. In this context, 
interesting approaches have been proposed to use 
susceptibility maps to generate masks that are 
used to create so-called true susceptibility- 
weighted images (tSWI) that overcome the prob-
lems of the phase dependence on the orientation 
and geometry or shape of the object [167–169], 
and at the same time allow, for example, quantita-
tive analysis of iron content or oxygen saturation 
in venous vessels. Efforts have now been made to 
integrate QSM into the clinical setting for clinical 
and neurosurgical purposes on a larger scale in a 
wide range of pathophysiological conditions, 
including glioma, ischemic stroke, and multiple 
sclerosis [170–172].

One of the newest and most dynamic devel-
opments is the application of deep learning 
algorithms to replace conventional iterative 
methods for solving the inverse problem of 
QSM and directly invert the magnetic dipole 
kernel convolution by training a deep convolu-
tional neural network [173–175]. The use of 
deep learning approaches has also been pro-
posed in the case of SWI in connection with the 
detection of cerebral microbleeds [176] as well 
as vein segmentation [177].

Since SWI and QSM require relatively long 
echo times to accrue sufficient phase contrast, the 
acquisition times of the 3D gradient echo acqui-
sition are typically also long. This, in turn, may 
lead to major motion artifacts, less patient com-
pliance, or even patient anxiety. Recent research 
work indicates that highly accelerated 3D imag-
ing with wave–CAIPI sequences (controlled 
aliasing in parallel imaging) [178] or simultane-
ous time-interleaved multislice (STIMS) echo- 
shift techniques [179] may lift this limitation 
while providing comparable performance in 
diagnosing clinical pathologies [180].

In summary, susceptibility-weighted imaging 
(SWI) has matured into an indispensable neuroim-
aging technique that has become well- established 
and provides clinically useful and unique informa-
tion that is complementary to conventional MRI 
sequences. Through post- processed quantitative 
susceptibility mapping (QSM), SWI sequences 
allow the quantification of magnetic susceptibilities 
and overcome intrinsic limitations of SWI.  Thus, 
magnetic susceptibility has gained an important 
place in neuroimaging, providing substantial and 
unique insight into normal brain tissue and its dis-
eased conditions by allowing to evaluate com-
pounds that alter the magnetic field in the brain.
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Fig. 12.9 Traumatic brain injury (TBI). Images from a 
16-year-old patient involved in a motor vehicle accident 
show large hemorrhagic contusions in the frontal lobes on 
CT (upper left), T1-weighted image (upper right), T2- 
weighted image (lower left), and SWI (lower right). 

Widespread traumatic micro-hemorrhages throughout the 
gray–white matter junction and corpus callosum are only 
visible on SWI. (Courtesy of Dr. Karen A.  Tong, Loma 
Linda University Health, Loma Linda, CA 92354, USA)

12.6  Clinical Case (Fig. 12.9)
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13.1  Introduction

Diffusion-weighted imaging (DWI) has revolu-
tionized neuroimaging in the last two decades, as 
the first neuroimaging technique introduced into 
clinical practice that offers insight into physio-
logical properties of tissue. In particular, DWI 
provided significant practical advantage in neu-
roimaging of ischaemic stroke, intracranial infec-
tions, as well as certain brain and head and neck 
tumours. In this chapter, we briefly consider the 
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technical background to DWI, the current clinical 
applications of basic DWI techniques and the 
common pitfalls seen in clinical practice. 
Advanced DWI techniques and diffusion tensor 
imaging are discussed separately.

13.2  Background

13.2.1  Diffusion and Brownian 
Motion

Diffusion is the process by which particles move 
from an area of high concentration to an area of 
low concentration without bulk mixing. In 1855, 
Adolf Fick, a German physician and physiolo-
gist, demonstrated that the movement of particles 
was proportional to the concentration gradient 
and a diffusion gradient. Fick suggested that 
when the concentration gradient was removed 
there should be no further diffusion.

Earlier, in 1827, Scottish Botanist Robert 
Brown investigated the fertilization of pollen 
grains suspended in water with microscopy. 
Brown observed that the pollen particles moved 
in a random zigzag path (Fig. 13.1), a phenome-
non which became known as Brownian motion.

Almost a century later, Albert Einstein, in his 
PhD thesis in 1905, quantitatively linked 
Brownian motion, the random motion of parti-
cles, with the process of diffusion. Brownian 
motion varies with the kinetic energy of the par-
ticle, dependent on the mass and temperature of 
the diffusing particles, as well as the viscosity of 

the surrounding material. The random path is 
caused by collision with other molecules. At 
higher temperatures and in more viscous environ-
ments particles diffuse faster. Einstein quantified 
this as a linear relationship related to time and the 
diffusion coefficient and successfully demon-
strated that, contrary to Fick’s model, even if 
there is no concentration gradient, particles con-
tinue to display this random walk due to 
self-diffusivity.

13.2.2  Imaging Diffusion In Vivo 
with MRI

Measurement of diffusion in vivo relies on mea-
suring movement of water molecules. The major-
ity of body mass is attributable to water, which 
constitutes around three-quarters of body weight 
at birth to 60% of total body weight in an adult. 
The total body water is distributed in different 
compartments—65% of body water is intracellu-
lar and 35% is extracellular in (1) interstitial 
spaces (between cells), (2) transcellular spaces 
(epithelial lined spaces, e.g. ventricles) and (3) 
intravascular spaces (blood and lymph vessels). 
Water molecules are prevented from diffusing 
freely between intracellular and extracellular 
compartments by the cell membrane, and intracel-
lularly by cytoplasm and organelles. Pathological 
processes in the brain can alter the cellular archi-
tecture, cellular density or water content in local-
ized areas causing changes in water diffusion. So 
how do we image diffusion in vivo with MR?

Fig. 13.1 Brownian 
motion—the random 
path of a particle
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13.2.3  Pulsed Gradient Spin Echo

Measurement of diffusion of water molecules 
relies on attenuation of MRI signal in moving 
spins due to dephasing, first described by Erwin 
Hahn in the 1950s. In early experiments on mea-
suring diffusion, Carr and Purcell used constant 
gradient applied throughout the spin-echo 
sequence [1]. In 1965 Stejskal and Tanner intro-
duced pulsed gradient spin echo (PGSE) sequence 
in which constant field gradient was replaced by 
two matched pulses applied on each side of the 
refocusing pulse [2]. The significant advantage of 
this approach is that diffusion encoding gradients 
are only applied for a short time, and do not inter-
fere with slice selection or readout process. 
Stejskal and Tanner sequence remains the most 
widely used method today. The PGSE sequence 
is demonstrated in Fig.  13.2. The stages of a 
PGSE sequence are:

 1. An initial diffusion gradient (G1) is applied 
between the initial 90° pulse and the 180° 
refocusing pulse which induces spin dephas-

ing and results in phase shift dependent on the 
position of the spin along the gradient.

 2. A second diffusion gradient (G2) is applied 
after the 180° refocusing pulse. The gradient 
is of the same strength and direction as G1 
but since the spins have been flipped by the 
180° refocusing pulse, it acts to reverse the 
dephasing effect of G1. In a stationary mole-
cule, the dephasing caused by G1 is fully 
countered by G2 and the net dephasing is 
zero. A diffusing molecule will move between 
the application of G1 and G2 and will be sub-
ject to different gradient strengths. As a result, 
the phase changes caused by G1 and G2 will 
be different and will not cancel each other, 
resulting in a net phase change and signal 
loss. Maximum phase changes will be seen in 
molecules moving along the direction of the 
gradients, while molecules moving perpen-
dicular to the gradients will not experience a 
net phase change. It is important to note that 
as the diffusion process happens universally 
in all  water- containing tissues, most areas in 
the image will show diffusion-related signal 

90º

RF

Gradient

Signal Echo

TE

∆

δ δ

180º

G1 G2

Fig. 13.2 PGSE pulse sequence. RF radiofrequency pulse, G diffusion weighting gradient, δ gradient pulse width, 
Δ gradient pulse separation, TE echo time
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drop out; on this background, structures with 
restricted diffusion will demonstrate relative 
high signal.

13.2.4  b Values

The degree of diffusion weighting in a PGSE 
sequence is characterized quantitatively with a b 
value, which is dependent on G—diffusion gradi-
ent strength, δ—diffusion gradient pulse width 
and Δ—gradient pulse separation. Higher b val-
ues result in higher diffusion weighting. Images 
are acquired after the application of gradients 
with one or more different b values, and a b0 map 
obtained without the gradient, which provides a 
T2 weighted image used for comparison with the 
diffusion images.

As mentioned above, PGSE sequence is sensi-
tive to movement of water occurring along the 
direction of the gradient. To accurately measure 
diffusion in space, images are acquired for each b 
value in at least three perpendicular directions 
(often referred to as ‘source’ images) and the data 
are averaged for each voxel (to produce a ‘trace’ 
or ‘isotropic’ image). Routine DWI images are 
usually obtained using one b value (typically 
1000 or 1500 s mm−2) and three encoding gradi-
ent directions. Multiple b values and multiple 
directions can be used in DTI and advanced dif-
fusion methods.

13.2.5  T2 Shine Through and T2 
Blackout

The PGSE sequence is very useful for imaging 
diffusion in  vivo, although care must be taken 
when interpreting images, as the signal is not 
only diffusion weighted but also T2 weighted. To 
achieve a typical b value of 1000 s mm−2, rela-
tively long gradient pulse durations are required, 
forcing a relatively long TE (which is at least 
double the gradient pulse duration) resulting in 
T2 weighting to DWI images. This T2 weighting 
can lead to false positives due to T2 shine through, 
where tissues with a long T2 appear bright on 
DWI (Fig. 13.3) even though diffusion may not 

be restricted. Conversely, tissues with very short 
T2 may show dark signal on DWI (T2 blackout), 
which does not reflect increased diffusivity 
(Fig. 13.3).

13.2.6  ADC Maps

In order to distinguish restricted diffusion from 
T2 shine through, a quantitative measurement of 
the apparent diffusion coefficient (ADC) can be 
made. Using source images with different b val-
ues the diffusivity or ADC can be calculated for 
each voxel independent of T2 and the values dis-
played as a parametric ADC map. The measure-
ment is described as the ‘apparent’ diffusion 
coefficient because in addition to intrinsic prop-
erties of the diffusing particles, it takes into 
account restrictions to free movement resulting 
from the presence of cell membranes and other 
intracellular structures, bulk flow, patient motion 
and averaging of diffusivity measurement over a 
whole voxel.

Tissue with true restricted diffusion will have 
high signal on DWI and low signal on ADC map 
confirming the low diffusion coefficient 
(Fig. 13.3a). T2 shine through due to high intrin-
sic T2 will appear as high signal on DWI but nor-
mal or increased signal on ADC map (Fig. 13.3b). 
Similarly, in T2 blackout, regions may appear 
normal or darker than normal parenchyma on 
DWI imaging due to very low T2 (Fig.  13.3c). 
The ADC values may be inaccurate in this 
situation.

13.2.7  Signal Readout

The high sensitivity of DWI to small movements 
of water molecules also means that DWI is sensi-
tive to artefact from patient motion and the acqui-
sition needs to be fast enough to minimize this 
effect. The most commonly used technique for 
signal readout in DWI is echo-planar imaging 
(EPI)—a rapid spin-echo technique, which after 
the initial 180° refocussing radiofrequency pulse 
uses rapid oscillations of the frequency gradient 
to acquire multiple echoes. The entire image can 
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Fig. 13.3 T2, DWI and ADC maps in (a) true restricted 
diffusion, (b) T2 shine through and (c) T2 blackout. (a) 
An example of bilateral large vessel territory infarcts with 
restricted diffusion—the abnormal regions demonstrate 
high T2, high DWI, and low ADC signal (confirming 
restricted diffusion). (b) An example of shine through 
phenomenon in low-grade glioma in the left anterior tem-

poral lobe with high T2 and slightly elevated DWI signal; 
ADC is also elevated indicating that this is not true 
restricted diffusion but T2 shine through. (c) An example 
of T2 blackout phenomenon in a large parietal intracere-
bral haematoma; note low DWI signal with corresponding 
low T2 and ADC
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be obtained after a single radiofrequency excita-
tion (single-shot EPI) or several excitations 
(multi-shot EPI). The speed of EPI comes at the 
expense of increased susceptibility to field inho-
mogeneities and resulting artefacts [3]. Such 
inhomogeneities occur in particular at air–bone 
interfaces, e.g. paranasal sinuses and mastoid air 
cells, leading to image distortion and linear areas 
of apparently increased DWI. There are certain 
clinical situations where the clinical region of 
interest is contained within susceptible areas (e.g. 
imaging of cholesteatoma within the temporal 
bone close to the mastoid air cells). In order to 
overcome these susceptibility effects, alternative 
non-EPI acquisition methods can be utilized [4], 
e.g. fast spin-echo (where refocusing RF pulses 
are repeated during the echo train within a single 
TR). The trade-off of reduced susceptibility to 
field inhomogeneities is a longer scan time and 
hence increased susceptibility to motion artefact.

13.3  Clinical Applications

13.3.1  Ischaemic Stroke

13.3.1.1  Diagnosis
Stroke is the second most common cause of death 
worldwide and the third most common cause of 
disability [5]. Eighty percent of strokes are isch-
emic in origin. The sensitivity of DWI in diag-
nosing acute ischemic stroke is superior to CT 
(100% vs. 55% in the first 6 h [6]) and it can be 

helpful in assessing timing of the infarct 
(Table 13.1) [7].

In the acute setting (day 0–7), cerebral isch-
aemia causes restricted diffusion and a corre-
sponding increase in DWI signal and decrease in 
ADC values, which occurs as early as 30  min 
post ictus [8] (Figs. 13.3a and 13.4).

There are multiple mechanisms underlying 
these changes. Several theories suggest that 
there is a relative shift of water molecules from 
the extracellular space to the intracellular space 
(where diffusion is restricted due to organelles), 
e.g. due to a decrease in intracellular ATP lead-
ing to failure of Na–K–ATPase and hence a loss 
of the ionic gradients driving water out of cells 
[9]. There is also an increase in cell volume with 
resulting reduction of extracellular space [10] 
(Fig.  13.5b). In the subacute period, the ADC 
values return to normal (ADC pseudonormal-
ization) (around day 5–7), likely due to a rela-
tive shift of fluid from the intracellular to 
extracellular compartment secondary to increas-
ing vasogenic oedema mediated by inflamma-
tory mediators. The DWI remains hyperintense, 
despite the normalization of ADC, as T2 effects 
predominate with high T2 signal due to oedema 
[11]. In the chronic stages, neuronal death and 
encephalomalacia allow enhanced diffusion rel-
ative to healthy brain tissue and the ADC values 
increase. The resulting DWI signal is a combi-
nation of ADC and T2 contributions and may be 
low or normal depending on their relative 
effects.

Table 13.1 Timing of DWI and ADC changes in stroke
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Fig. 13.4 Examples of (a) cortical, (b) lacunar and (c) 
pontine infarcts. Note typical hyperintensity on FLAIR 
(T2 with fluid attenuation) with high signal on DWI and 

low ADC values in the (a) right precentral gyrus, (b) left 
corona radiata and (c) pons
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13.3.1.2  Guiding Treatment with DWI
Treatment of acute icheamic stroke improved 
dramatically when it was demonstrated that 
reperfusion therapy (thrombolysis or mechanical 
thrombectomy) within the initial hours of symp-
tom onset could reduce morbidity and mortality 
[12]. The principle underlying current reperfu-
sion therapy is to salvage the ischemic penumbra 
of potentially viable tissue surrounding the cen-
tral core of irreversibly damaged necrotic tissue 
[13]. DWI estimates the size of the central core of 
necrosis and there is evidence to suggest that a 
larger initial area of DWI change correlates with 
worse outcomes [14, 15], which can however be 
improved by intravenous thrombolysis [16] or 
mechanical thrombectomy [17].

Comparison of DWI volume with area of 
reduced perfusion estimates the size of ischaemic 
penumbra (ischaemic but not infarcted tissue at 
risk which can be salvaged by reperfusion). The 
degree of perfusion—diffusion mismatch can 
help decide which patients should receive ther-
apy (the greater the mismatch, the greater the 
potential gain from reperfusion) [18].

13.3.2  Brain Abscess/Infection 
Imaging

Pyogenic brain abscesses usually manifest as 
ring-enhancing lesions with surrounding oedema, 
a radiological picture similar to high-grade pri-
mary neoplasm or metastasis. Characteristically, 

abscesses demonstrate a central region of 
restricted diffusion with high DWI and low ADC 
signal intensity [19] due to pus containing cellu-
lar components, debris and fibrinogen (Fig. 13.6). 
DWI is invaluable in differentiating abscess from 
necrotic tumour with a high specificity (91%) 
and sensitivity (93%) [19]. Furthermore, treat-
ment response can be monitored using DWI, as 
with successful treatment the DWI signal inten-
sity becomes low and the ADC becomes high. 
Areas with sustained high DWI signal and low 
ADC correspond accurately to re-accumulation 
of pus within the abscess [20]. Variable DWI sig-
nal is seen in fungal, toxoplasmosis [21] and 
tuberculosis [22] abscesses and careful correla-
tion with clinical findings and additional neuro-
imaging findings are required.

Subdural empyemas are collections of pus in 
the subdural space and are rare, serious compli-
cations of meningitis, otitis media or sinusitis, 
typically affecting children [23]. The differential 
for subdural collection in these patients is subdu-
ral empyema and reactive subdural hygroma, 
where damage to the arachnoid layer allows CSF 
leak into the subdural space. DWI can be helpful 
in differentiating these pathologies as empyema 
demonstrates restricted diffusion with high DWI 
and low ADC compared with reactive hygroma, 
which has low DWI and high ADC [24]. This is 
important clinically as management of reactive 
hygroma is often conservative whilst empyema 
requires aggressive medical and/or surgical man-
agement [25].

a cb

Fig. 13.5 (a) Normal and restricted diffusion due to (b) cellular swelling, e.g. in ischaemic stroke and (c) increased 
cellularity, e.g. in tumour
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13.3.3  Brain Tumour Imaging

Despite advances in neuroimaging, brain tumours 
can be difficult to accurately diagnose on imag-
ing—both in staging and differentiation from 
other pathologies.

We have discussed above how abscess can be 
differentiated from tumour based on the centre 
demonstrating restricted diffusion. Some tumours 
may demonstrate restricted diffusion in the solid 
component (e.g. in the wall of the cyst) due to 
high cellularity (see below) but usually lack 
restricted diffusion in the centre of the cystic 
component (Fig. 13.7).

High tumour cellularity causes restricted dif-
fusion through a relative reduction in extracel-
lular space due to increased cell density and 
higher nuclear to cytoplasmic ratio (see 
Fig. 13.5c). Thus, solid lesions with a high cel-
lular density demonstrate increased restricted 
diffusion [26]. This may be clinically useful, e.g. 
in characterizing meningiomas, where higher 
grade atypical meningiomas have greater 
restricted diffusion [27] aiding in planning the 
extent of surgery and adjuvant therapies. In other 
solid highly cellular tumours such as lymphoma 
(Fig. 13.7) or medulloblastoma, ADC measure-

ments can aid diagnosis and monitoring treat-
ment response [28–30].

Similarly, differences in DWI signal due to 
degree of cellularity can help characterize the 
type of metastasis. Highly cellular neuroendo-
crine tumours and poorly differentiated adeno-
carcinomas tend to be hyperintense on DWI (with 
low ADC value) compared with well- 
differentiated adenocarcinomas, which are 
hypointense on DWI with high ADC values [31].

In serial monitoring of patients with high- 
grade primary tumours or metastases treated with 
radiotherapy DWI can assist in differentiating 
recurrent tumour from radiation necrosis, which 
both appear as a new ring-enhancing lesions with 
mass effect, and are undistinguishable on con-
ventional imaging. Lower ADC ratios favour the 
diagnosis of tumour recurrence rather than radia-
tion necrosis [32].

13.3.4  Epidermoid Cyst 
and Cholesteatoma

Some lesions characteristically demonstrate 
restricted diffusion due to the content of keratin 
and stratified epithelial cells. These include 

T1+Contrast DWI ADC

Fig. 13.6 An example of a right thalamic abscess. The central core of the ring-enhancing lesion demonstrates high 
DWI and low ADC in keeping with restricted diffusion due to pus content
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 epidermoid cysts (intracranial, extra-axial) and 
cholesteatomas (extracranial), which are histo-
logically identical but differentiated according to 
their location [33].

Epidermoid cysts are benign ectodermal 
lesions, most often seen in the cerebellopontine 
angle, and may appear similar on conventional 
imaging to an arachnoid cyst, with high signal on 
T2 and lack of enhancement. Presence of 
restricted diffusion can accurately distinguish 
epidermoid cyst from arachnoid cyst with a sen-
sitivity and specificity of 100% [34] (Fig. 13.8).

Cholesteatomas are enlarging cystic masses of 
keratinizing stratified squamous epithelium sur-
rounding keratin/cholesterol debris. Ninety-eight 
percent are acquired and occur in the middle ear or 

temporal bone—particularly the mastoid and 
petrous apex, 2% are congenital. As cholesteato-
mas are histologically similar to epidermoid 
tumours, they demonstrate restricted diffusion. If 
left untreated, middle ear cholesteatoma can lead to 
destruction of the ossicles resulting in an acquired 
conductive hearing loss. Diagnosis is generally 
made with examination of the eardrum with otos-
copy and high-resolution CT of the petrous–tem-
poral bone to demonstrate bone involvement. 
However, in situations where there is diagnostic 
uncertainty (e.g. with cholesteatoma that cannot be 
visualized clinically), MRI can be used to detect 
these lesions with high specificity and sensitivity 
[35]. MRI is also very useful in suspected recur-
rence after surgery (Fig.  13.9). As mentioned 
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Fig. 13.7 Examples of restricted diffusion in brain 
tumours—(a) primary central nervous system lymphoma 
(PCNSL) and (b) glioblastoma multiforme (GBM). (a) 
Homogenously enhancing lesion involving the splenium 
of the corpus callosum histologically confirmed as 
PCNSL; restricted diffusion is a typical imaging feature 

of these tumours due to high cellularity. (b) GBM usually 
appears as a ring-enhancing lesion which may be similar 
to abscess; it may display restricted diffusion in the 
peripheral solid component—this should not be confused 
with restricted diffusion in an abscess, in which high DWI 
signal is seen in the pus-filled central cavity (Fig. 13.6)
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T2 DWI ADC

Fig. 13.8 Right cerebellopontine angle epidermoid cyst showing high signal on T2 and restricted diffusion (high DWI 
and low ADC)

T2 DWI

Fig. 13.9 Recurrent right middle ear cholesteatoma in a patient with previous mastoidectomy. There is a focus of high 
DWI signal within the right mastoidectomy cavity demonstrating recurrent disease
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above, imaging of the petrous bone is best per-
formed with non-EPI DWI methods which are less 
prone to geometric distortion and artefacts [4].

13.4  Clinical Case

13.4.1  History

Fifty-two-year-old woman presented to ED with 
rapidly progressing confusion and twitching 
movements. This was on a background of a 
fourth-month history of sensation of disequilib-
rium, diplopia, blurring of vision, slow speech 
and disorientation. There was no past medical, 
social or family history of note.

13.4.2  Examination

Examination revealed wide-based ataxic gait, 
past pointing, diplopia looking to the extreme 
left, as well as cognitive impairment with word- 
finding difficulty.

13.4.3  Imaging

Imaging findings are shown in (Fig. 13.10).

13.4.4  Discussion

CJD is a spongiform encephalopathy where prion 
proteins accumulate within the brain and cause 
early neurodegenerative disease, which manifests 
with rapidly progressive dementia, psychiatric 
symptoms and cerebellar symptoms. There are 
four main subtypes of CJD sporadic (the most 
common affecting 85%), variant, familial and iat-
rogenic [36]. Althought there is some overlap 
between MRI imaging patterns of different sub-
types of the disease, the pattern shown here is 
suggestive of variant CJD [37]. DWI is very use-
ful in diagnosis as DWI signal change is fairly 
sensitive in CJD [38] and can precede the onset 
of clinical symptoms [39]. Furthermore, the most 
likely differential diagnosis for CJD is autoim-
mune encephalitis, which does not cause signifi-
cant restricted diffusion [40].

FLAIR DWI ADC

Fig. 13.10 MRI of the patient demonstrates symmetrical 
bilateral increased FLAIR, increased DWI and reduced 
ADC (restricted diffusion) within the caudate, lentiform 
nucleus and bilateral thalami suggestive of Creutzfeld–

Jakob disease (CJD). The FLAIR and DWI demonstrate 
the ‘double hockey stick sign’ with hyperintense signal 
involving bilateral pulvinar and dorsomedial thalamic 
nuclei
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14.1  Diffusion Tensor Imaging 
(DTI)

14.1.1  Principles of DTI

Diffusion tensor imaging (DTI) has been exten-
sively used in human brain research since the 
1990s [1]. DTI explores the random micro- 
movements of water molecules inside the tissue. 
The diffusion of water in biological tissues is 
restricted by a multitude of microscopic struc-
tural features such as cell membranes and macro-
molecules. By measuring the degree of water 
diffusion in multiple directions and mathematical 
modelling as a tensor, DTI can be used to probe 
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tissue microstructure in  vivo and demonstrate 
neuronal alterations, primarily in white matter 
(WM), which may not be visible with conven-
tional imaging [2].

DTI models the diffusional displacement of 
water molecules with a three-dimensional 
Gaussian distribution to provide insight into the 
microscopic environment of the water molecules 
within a tissue [2, 3]. The mathematical model of 
the tensor that describes the diffusion process can 
be visually represented by an ellipsoid with three 
axes determined by the eigenvectors (Fig. 14.1). 
The long axis represents the predominant direc-
tion of diffusion in each voxel (with a corre-
sponding magnitude given by the eigenvalue λ1) 
and the two short axes represent directions with 
more restricted diffusion (eigenvalues λ2 and λ3).

The eigenvalues can yield many quantitative 
measurements that can be used to evaluate cer-
tain tissue physiological states [2, 4]. Fractional 
anisotropy (FA) is the most widely used measure 
of anisotropy and indicates the degree of direc-
tionality of diffusion within a voxel. FA values 
vary from 0, indicating fully isotropic diffusion 
(e.g. cerebrospinal fluid, CSF), to 1  in a com-
pletely anisotropic condition. FA can be consid-
ered a normalised variance of the eigenvalues. It 
is a summary measure of microstructural integ-
rity that is extremely sensitive to microstructural 
changes but less specific to the type of change, so 
the use of additional DTI parameters is highly 
recommended [3, 5].

The average of the three eigenvalues yields 
mean diffusivity (MD) and corresponds to the 
directionally averaged magnitude of water dif-
fusion that tends to increase in WM disruption. 
For example, the MD increases and FA 
decreases in the presence of extracellular 
oedema, whereas the MD decreases and FA 
increases when there are high-grade tumours 
[6]. In the case of axonal fibre degeneration and 
myelin breakdown, the MD increases, and FA 
decreases [7]. Any other disruption of parallel 
water motion along the WM tracts from other 
causes such as trauma, infection and inflamma-
tion can result in increased MD and decreased 
FA.  The utility of DTI is however limited 
because it has been shown these parameters can 
be affected by many other pathophysiological 
changes [2].

The mean diffusivity can be decomposed 
into axial diffusivity (AD), the eigenvalue cor-
responding to the long axis, and radial diffusiv-
ity (RD), the average of the other two 
eigenvalues. AD and RD measure the rate of 
water motion parallel and perpendicular, 
respectively, to the predominant direction of 
diffusion within a voxel. RD has been consid-
ered to be a myelin marker as it may increase 
when there is damage to or loss of myelin while 
AD has been considered a marker of axonal 
injury and may decrease when there is axonal 
injury [2, 5]. However, this is an overly simplis-
tic representation that may not hold depending 
on the tissue microstructure [8].

14.1.2  How DTI Images are Acquired

Diffusion-weighting is achieved by applying 
diffusion- sensitising gradients during the MR 
pulse sequence that results in a signal loss whose 
magnitude depends on the degree of water diffu-
sion in the direction of the applied gradient. 
When these gradients are applied with numerous 
different directions, the three-dimensional direc-
tional dependence of the rate of diffusion in tis-
sues can be sampled [3].

One of the most important factors is the num-
ber of diffusion-encoding gradient directions 

Isotropic Anisotropic

y y

x x

z z

λ3 λ2

λ1

Increasing FA

Fig. 14.1 In CSF, water diffusion is isotropic whereas in 
WM it is anisotropic and can be represented by an ellip-
soid. FA ranges from 0, when diffusion is isotropic, to 1, 
representing completely anisotropic diffusion. Typical 
values in WM are ~0.7
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used. As the symmetric diffusion tensor has six 
unique elements, a minimum of six diffusion- 
weighted images with diffusion determined along 
non-collinear axes and one image without diffu-
sion weighting is needed. Initial studies, there-
fore, used few directions (to minimise scan time) 
but it was subsequently shown that a larger num-
ber of acquisitions is necessary to obtain reliable 
unbiased estimates of DTI parameters that are 
robust to noise [9].

Typical voxel dimensions are 2.0–2.5 mm iso-
tropic at 1.5  and 3  T with a scan duration that 
varies according to the acquisition scheme and 
sequence. The echo-planar imaging sequences 
used to acquire DTI can distort air–bone inter-
faces, such as the orbitofrontal cortex, temporal 
pole and brain stem and therefore it is important 
to remember these limitations when interpreting 
DTI data [4, 10].

14.1.3  How DTI Imaging Is Displayed

DTI can be visualised by displaying a scalar 
quantity, such as FA or MD (Fig. 14.2), or by dis-
playing the main eigenvector direction using a 
colour-coding scheme known as directional 
encoding colour (DEC) [11]. DEC represents the 
orientation of the major eigenvector using the 
following colour scheme: red for left–right, green 
for anterior-posterior and blue for superior–infe-
rior. For example, if the main eigenvector points 
mostly left/right, then the colour will be primar-
ily red but otherwise, the colour will be a mixture 
of red, green and blue depending on the magni-
tudes of the components in each direction. FA 
can be used to modulate the brightness of the 
colours and enhance information from the WM 
and suppress visualisation from outside 
(Fig. 14.2, top middle).

FA Tensor

RD MD

AD

Fig. 14.2 Representation of scalar parameters derived from a DTI acquisition (FA, AD, RD, MD) and DEC of the 
direction of the predominant eigenvector. (Adapted from [3] under CC BY-NC 4.0 licence)
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14.1.4  How DTI Images are Analysed

In clinical practice and research, it might be impor-
tant to assess the integrity of WM tracts at a spe-
cific location or globally within the whole brain. 
There are various approaches to the statistical 
quantification of DTI parameters. The most com-
mon methods are region of interest (ROI)-based 
analysis, tract-based spatial statistics (TBSS) and 
voxel-based morphometry (VBM), each with their 
respective advantages and disadvantages [2]. It is 
very important to understand that significant varia-
tion may exist between study findings obtained 
using different analysis techniques. Even when 
data acquisition methods are the same, signifi-
cantly different values have been obtained follow-
ing the use of different analysis techniques.

ROI-based approaches analyse voxels within 
selected anatomically defined structures. They 
may find small differences not apparent on 
whole-brain analyses. ROIs are typically manu-
ally delineated, which is time-consuming and 
ineffective as the sample size increases. ROIs can 
also be achieved by semi-automated segmenta-
tion, which is less subjective and time- consuming 
but may be subject to errors depending on the 
methods employed [12].

TBSS and VBM are whole-brain analysis 
techniques for comparing DTI parameters 
between different groups or their correlation with 
clinical variables. VBM uses spatial normalisa-
tion to align each brain to a group template and 
smoothing to minimise the effects of registration 
errors and allow statistical assumptions about the 
distribution of data. Group comparisons are made 
on a voxel-wise basis and then corrected for mul-
tiple comparisons [13].

TBSS was developed to study the core of 
WM tracts by projecting each subject’s diffu-
sion data onto a common skeleton and mini-
mises any registration inaccuracies [14]. The 
resulting maps require no smoothing and group-
wise analyses are performed similarly to 
VBM. The major limitation of TBSS is that it 
cannot detect variation in the periphery of WM 
fibres (or indeed grey matter [GM]), as it is not 
included in the analysis.

Information from the diffusion tensor can also 
be used to reconstruct fibre pathways and this 

technique is known as tractography. Tractography 
non-invasively maps neuronal fibres by succes-
sively piecing together estimates of fibre path-
ways using the direction of maximum diffusion 
within each voxel. Both deterministic and proba-
bilistic tractography algorithms are available that 
start from a point or region in the brain (seed) and 
trace connections [12, 15].

Deterministic approaches generate streamlines 
from the seed region using the estimated fibre ori-
entation step-by-step in each voxel and terminate 
at pre-specified criteria such as a large change in 
direction or low FA.  Using prior anatomical 
knowledge of WM tracts, inclusion and exclusion 
regions can be specified to improve the results. 
However, factors such as crossing or branching 
fibres, acquisition noise, artefacts and patient 
movement can create uncertainty in the estimated 
direction. Probabilistic algorithms aim to com-
pensate for these problems by generating multiple 
possible streamlines from each voxel in the seed 
region that incorporate this uncertainty [15].

14.1.5  DTI Limitations

It is important to understand that DTI measure-
ments are not direct representations of brain anat-
omy or axons but a model that may be improved 
to more accurately represent complex tissue 
architecture. Therefore, this factor must be con-
sidered when using DTI in clinical practice [12].

DTI limitations derived from acquisition 
include poor spatial resolution, inaccuracies 
introduced by low signal-to-noise ratio and dis-
tortions from magnetic susceptibility that can 
cause misregistration with anatomical images [3, 
4, 12]. New techniques have been developed to 
improve the quality of DTI images [5], including 
reduction of field of view (FOV), smaller slice 
thickness and acquisition in the axial plane.

DTI assumes a single diffusion process fol-
lowing a Gaussian distribution within each voxel 
and represents an overly simplistic view of tissue 
microstructure [2, 3]. In biological tissue, the 
environments are not homogenous due to the 
presence of complex cellular microstructure and 
DTI cannot resolve multiple crossing fibres or 
geometries such as fanning fibres as only a single 
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fibre population is modelled in each voxel. More 
advanced models of diffusion such as high angu-
lar resolution diffusion imaging (HARDI), diffu-
sion kurtosis imaging [16] and diffusion spectrum 
imaging (DSI) have been developed to address 
these problems [17].

14.2  Clinical Applications

DTI has been used to demonstrate abnormalities 
in a variety of brain disorders, including stroke, 
multiple sclerosis, dyslexia and epilepsy, and is 
becoming a part of many routine clinical proto-
cols. Owing to the technical challenges of the 
small cross-sectional area and relatively large 
voxel dimensions, DTI is used much less com-
monly in the clinical assessment of the spinal 
cord [18]. Diffusion anisotropy is not a unique 
property of neural tissue and has been observed 
in other tissues; however, in this chapter, we con-
centrate on brain tissue.

14.2.1  DTI in the Developing Brain

Brain development is a dynamic and evolving 
process particularly during the prenatal period 
and the first two years after birth. During these 
stages, cognitive and motor function develops, as 
well as many neurodevelopmental disorders. 
Asynchronous myelin maturation starts late in 
embryonic development, peaks during the first 
year of life and continues through to the end of 
adolescence. DTI has been used for anatomical 
studies, to investigate changes in WM at different 

stages of brain development and to understand 
neurocognitive development and brain abnormal-
ities in early life [19].

DTI can track the maturation of WM tracts 
as the brain develops. In normal growth and 
development, the brain water content decreases 
with maturation as axonal membranes become 
more densely packed, and restriction of water 
motion increases. The WM of the neonate’s 
brain has an MD value almost twice that of the 
fully myelinated brain, which decreases with 
maturation, while FA is relatively low and 
increases steadily with maturation [20]. The 
whole-brain volume nearly quadruples between 
birth and 5 years of age.

DTI studies have enabled the visualisation of 
subtle structures of the foetal brain from 
18  weeks’ gestational age. WM maturation 
appears to evolve from the inner to outer layers 
and from anterior to posterior. It is also non- 
linear, with the maximum degrees of change 
detected in the majority of tracts by 5 years of 
age. Many of the major WM fibres such as 
peduncles, internal capsules, corticospinal tract 
and the composite dorsal brainstem tract are vis-
ible on the DEC maps of new-borns. Major tracts 
such as the inferior longitudinal fasciculi become 
apparent around 3 months of age. DTI tractogra-
phy can demonstrate the absence of right–left 
commissural crossing fibres, as well as the pres-
ence of large heterotopic intra-hemispheric 
fibres along the medial and superior walls of the 
lateral ventricles, which are oriented in the ante-
rior–posterior direction (Fig. 14.3) [5].

The development of WM can be divided into 
three stages using DTI parameters [21]. In the 

Fig. 14.3 (a) Coronal T2-weighted image demonstrates third ventricle communicating superiorly with the interhemi-
spheric cistern, and the presence of Probst bundles (arrows), (b) and (c) Probst bundles, white matter fibres that would 
normally cross the corpus callosum and instead run parallel can be reconstructed using DTI tractography
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first stage, progressive fibre organisation occurs, 
high FA is observed, and it can be due to an 
increase in AD and a decrease in RD. In the sec-
ond stage, membrane density increases due to the 
proliferation of glial cells and oligodendrocytes, 
but WM development is isotropic. Therefore, a 
reduction in MD but no effect on FA is observed. 
In the last stage, the maturation of WM results in 
an increase in FA and a decrease in RD and MD 
[22]. Cortical development is not homogeneous 
throughout the brain and shows considerable 
regional differences, with anisotropy decreasing 
first in the pre-central cortex, followed by the 
occipital and frontal cortices.

DTI is also useful for assessing perinatal brain 
injuries such as perinatal arterial stroke and 
hypoxic-ischaemic encephalopathy in the term- 
born infant. The pre-term brain is susceptible to 
injury from ischaemic, haemorrhagic, 
 inflammatory and infective insults. DTI studies 
have observed lower FA in the centrum semi-
ovale, frontal WM and genu of the corpus callo-
sum compared to age- and sex-matched term-born 
controls [20, 22]. The most immature infants, 
born before 28 weeks post-menstrual age (PMA), 
displayed further reductions in FA at term and 
suggests that cortical microstructure in the pre- 
term brain differs from that of healthy term con-
trols. Studies have shown that DTI can 
successfully predict hemiparesis in ex-preterm 
infants by detecting asymmetric corticospinal 
tract disruption at the level of the periventricular 
WM that is not apparent on conventional MRI. In 
addition, tractography has also demonstrated dis-
rupted thalamocortical connectivity at sites dis-
tant from the initial infarct in unilateral 
periventricular haemorrhagic infarction [22].

In summary, DTI can provide valuable infor-
mation on alterations in the underlying tissue 
microstructure during brain development and in 
perinatal brain injury. It can be used as an imag-
ing biomarker to assess the efficacy of treatment 
and as a surrogate measure of subsequent perfor-
mance. More advanced DTI techniques are 
beginning to be employed to assess the infant 
brain and may improve our understanding of the 
impact of prematurity or perinatal brain injury on 
subsequent axonal and neuronal development 

and thereby help inform decisions about future 
therapeutic targets.

14.2.2  Multiple Sclerosis (MS)

MS is an inflammatory disease of the central ner-
vous system (CNS), consisting of the brain and 
the spinal cord. It causes gradual destruction of 
the myelin sheath, leading to axonal injury and 
neuronal cell death. The clinical course and neu-
ropathology of MS vary between individuals, so 
diagnosis and complete understanding of the dis-
ease remains challenging. Conventional MRI 
provides little information on tissue integrity, the 
severity of the injury and its later recovery [23]. 
DTI provides a greater dynamic range of infor-
mation on WM microarchitecture and disorgan-
isation both within lesions as well as within the 
WM that appears normal on conventional MRI 
scans. MS lesions typically show increased MD 
and decreased FA that correlate with axonal 
structural and myelin destruction [7, 23].

DTI parameters have been used to differenti-
ate acute and chronic lesions [23]. In chronic 
lesions where diffusion is least restricted, MD is 
very high and FA very low. FA values are rela-
tively low in enhancing lesions compared with 
non-enhancing lesions, but the MD does not 
show any correlation with the presence of 
enhancement. Increased RD values have been 
detected in focal T2-weighted lesions and 
normal- appearing WM (NAWM). A relative 
increase in AD values has also been detected in 
lesional fibres and this is consistent with 
Wallerian degeneration [7, 24].

DTI changes have been detected in the NAWM 
prior to the appearance of new lesions. Many 
studies have shown significant DTI changes in 
the NAWM of patients with MS compared to 
control subjects [22]. Patients who were early in 
the course of MS had significant DTI abnormali-
ties in the corpus callosum, basal ganglia and 
other regions that appeared normal on conven-
tional MRI [24]. Another study has shown the 
relationship between increased FA in normal- 
appearing grey matter, decreased GM volume 
and clinical disability in patients with MS [7].
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Several studies have shown that DTI parame-
ters are significantly different in the optic nerve 
of patients with MS compared to healthy controls 
[25]. This may indicate optic nerve damage in 
terms of demyelination and axonal degradation 
after optic neuritis in MS. Longitudinal follow-
 up of up to one year after acute optic neuritis 
showed reduced AD at the beginning, which 
increased to normal levels over time. FA values 
were normal at the onset but decreased over time. 
It was suggested that these findings may show 
demyelination and axonal loss at the onset but 
possible reorganisation processes over time. DTI, 
at least to a certain extent, can detect and quantify 
these processes and could be used as a marker of 
the degenerative changes in the chronic state 
after optic neuritis. However, it is essential to rec-
ognise that DTI is not reliable in regions of fibre 
crossings and may show very low FA values in 
these regions. In addition, DTI parameters cannot 
differentiate axonal disruption from demyelin-
ation or focal tissue oedema, as frequently seen 
in MS [23]. Therefore, any given voxel might 
contain varying amounts of cells that could be 
normal and damaged axons and free space due to 
vasogenic oedema.

Fibre tractography may also be helpful to 
assess changes in WM tract course and integrity 
in MS. Fewer fibre tracts are generated in  loca-
tions with lesions than contralateral NAWM [26]. 
However, it is vital to understand that the number 
of fibres created also depends on the selected FA 
and angle of trajectory thresholds. Furthermore, 
tractography is susceptible to artefacts and may 
lack anatomical accuracy especially when ana-
tomical changes occur due to disease such as 
atrophy of the ventricles.

DTI represents a very sensitive and potentially 
useful marker of tissue integrity in the clinical 
evaluation of MS, but several limitations still hin-
der its use in routine clinical diagnostics of 
MS. In addition, the heterogeneity of MS lesions 
and partial volume contamination of adjacent 
structures renders it technically difficult to obtain 
high-quality images. Therefore, a more accurate 
method that reflects the complexities of MS 
pathology has to be developed. Nonetheless, 
recent technical developments in image post- 

processing have increased the reliability of DTI 
tractography in evaluating neural fibre integrity 
and acute inflammatory injury in relapsing- 
remitting MS to chronic degeneration in primary 
and secondary progressive MS. However, further 
studies are needed to validate these findings and 
to fully understand the clinical potential and 
implications of DTI in MS.

14.2.3  Neurosurgical Planning

DTI is a powerful tool for neurosurgical use and 
has made the most profound impact by providing 
valuable anatomic information for surgical plan-
ning. DTI fibre tractography combined with 
structural MRI is used for pre-surgical planning 
and intra-operative guidance. DTI allows the 
visualisation of structures such as the corticospi-
nal tract, optic radiations and arcuate fasciculus 
to permit maximum surgical resection while min-
imising damage to these critical white matter 
tracts connecting eloquent cortex [27–29].

DTI has been used in the resection of both 
low- and high-grade gliomas [30]. The first study 
that introduced the possible neurosurgical use of 
DTI was in 2001 [27]. A year later, another study 
suggested DTI as a possible avenue of research 
after analysing 103 patients with gliomas treated 
with resection guided by direct stimulation [30]. 
Within the following 2 years, several groups 
began investigating the integrity of DTI and sub-
sequently its use in tumour resection.

A randomised study showed a significantly 
decreased incidence of postoperative motor defi-
cits (from 33% to 15%) in patients with brain 
tumour with motor tract involvement when pre-
operative DTI scans were utilised in the intra- 
operative navigational system [31]. In the 
high-grade tumour subgroup, median survival 
increased significantly from 14  months to 
21 months with the intraoperative use of preop-
erative DTI. Many studies and experimental data 
have suggested that preoperative DTI improves 
surgical outcomes for patients with a brain 
tumour, but that DTI should be used with caution 
because it only suggests where large-bundle WM 
tracts are likely to be located (Fig. 14.4) [28].
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Fig. 14.4 Preoperative DTI images show a close rela-
tionship of deep structures with the tumour in a 40-year- 
old patient with left-sided diffuse astrocytoma and focal 
seizures. (a) 3D view of tumour (blue/purple) and arcuate 
fasciculus (yellow) projected on cerebral cortex, (b) the 
same shown on T2-weighted FLAIR MRI, (c) the cingu-

late fasciculi projected on a coronal T1-weighted MRI, 
(d) the pyramidal tracts projected on a coronal 
T2-weighted FLAIR MRI, (e) the left inferior fronto- 
occipital fasciculus is disrupted by the tumour, (f) the left 
uncinate fasciculus is displaced by the tumour. 
(Reproduced from [38] with permission)
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Another important problem is that brain shift 
may occur during surgery, especially when peri- 
tumoural oedema is present [28]. One possible 
approach to overcoming this problem is to make 
full use of the neuroimaging data by continu-
ously comparing pre and updated intraoperative 
images acquired during surgery [32].

Tractography is also valuable for epilepsy sur-
gery. Anterior temporal lobe resection (ATLR) is 
a well-established treatment for patients with 
drug-resistant epilepsy but 50% to 90% of 
patients who undergo ATLR develop a postopera-
tive visual field defect due to injury to the most 
anterior part of the optic radiation, Meyer’s loop 
(ML) [33]. ML is located in the anterior temporal 
lobe, adjacent to other WM pathways, and it can-
not be visually identified by the human eye or by 
conventional imaging techniques. DTI is helpful 
in delineating the optic radiation before ATLR to 
assess the risk of developing a visual field defect 
[29, 33, 34] as well as for intraoperative use to 
avoid injury to ML [35, 36] where correction for 
brain shift can be made.

Tractography can evaluate other functional 
pathways pre-surgically including language 
tracts in patients undergoing ATLR for predicting 
language deficits [19, 30]. The use of pre- and 
post-operative tractography for language func-
tion improves the preservation of language tracts 
in patients and prevents post-operative language 
deficits [37]. In patients with high-grade glioma, 
it was possible to attain satisfactory resection 
while conserving or improving the preoperative 
neurologic status [30, 37].

In summary, DTI methods have the potential 
to be integrated effectively with other neuroim-
aging modalities in the planning of neurosurgery. 
It may be employed to avoid injury to the WM 

tracts connecting eloquent cortical regions. 
However, only small trials have examined the 
potential benefit of DTI guidance in addition to 
conventional imaging. Therefore, further research 
is required to demonstrate the effectiveness of 
DTI techniques.

14.3  Conclusions

DTI is an increasingly studied imaging modal-
ity that enables the quantitative evaluation of 
the human brain structure and the visualisation 
of WM anatomy in vivo. Owing to the complex 
anatomy of the human brain, DTI has found 
many uses in brain research and treatments. 
DTI is a promising modality for the study and 
analysis of brain development, the evaluation 
and understanding of MS and effective plan-
ning for neurosurgery. DTI can be acquired eas-
ily and quickly on most scanners so is clinically 
applicable. However, it employs a simplistic 
model of tissue microstructure with assump-
tions that may not be valid in biological 
systems.

More advanced models of diffusion such as 
diffusion kurtosis imaging (DKI) and diffusion 
spectrum imaging (DSI) have been developed. 
DKI is an extension of DTI that quantifies devia-
tions from Gaussian diffusion. It is proposed as 
being highly sensitive to microstructural changes 
in tissues with the potential for early diagnosis of 
diseases such as Alzheimer’s and epilepsy. 
Nevertheless, it is clear that DTI provides impor-
tant information about the biological property of 
various WM pathways, and the end-user should 
appreciate the sources of error from DTI to derive 
the most useful conclusions.

14 Diffusion Tensor Imaging
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14.4  Clinical Case (Fig. 14.5)
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15.1  Introduction

Diffusion-weighted imaging (DWI) signal inten-
sity relies on the Brownian motion of water mol-
ecules within the brain tissue. Diffusion Tensor 
Imaging (DTI) is an extension of the DWI tech-
nique and measures not only the average diffu-
sion coefficient within the tissue, but also the 

directionality of water diffusion. Despite the 
wide-spread adoption of DWI and DTI for clini-
cal use, the underlying diffusion model is limited 
as it assumes a simplified Gaussian model for 
water diffusion distribution. More advanced dif-
fusion imaging models are being put forward to 
better represent the underlying nature of the tis-
sue microstructure.

In probability theory, the Gaussian distribu-
tion is a normative distribution of a given popula-
tion that takes the form of a bell curve. DWI and 
DTI assume that the probability for a water 
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 molecule to travel a certain distance over time 
follows a Gaussian distribution, which is really 
only true if water molecules diffuse uniformly in 
an isotropic fashion, as in the case of a bucket of 
water (Fig. 15.1). In real tissue with complex cel-
lular structures, water molecules are more likely 
to move through a highly heterogeneous environ-
ment leading to a deviation from the assumed 
Gaussian model (Fig.  15.1). Diffusion Kurtosis 
Imaging (DKI) is a recently developed diffusion 
technique that attempts to address this property 
of water diffusion by modeling the deviation 
from the Gaussian distribution to more appropri-
ately capture the true nature of the tissue micro-
environment. In probability theory and statistics, 
kurtosis is a measure of skewness of the shape of 
a probability distribution, which reflects the devi-
ation of a given distribution from the normal 
Gaussian distribution. With the extra kurtosis 
term in the model, DKI can better capture the 
non-Gaussian diffusion behavior, which has been 
shown to reflect tissue microstructure and may be 
an important imaging marker for tissue heteroge-
neity [1]. A classic example is offered by the 
original inventor of the DKI method [2], who 
provides a contrasting example between the 
apparent diffusion coefficient and apparent diffu-
sion kurtosis maps of phantoms with sucrose 
solutions (sucrose concentrations ranging from 
5% to 25%) in comparison to pureed asparagus. 

While the diffusion coefficients are similar in 
pureed asparagus versus sucrose solutions, the 
diffusion kurtosis parameter is able to capture the 
unique and independent feature associated with 
pureed asparagus that is reflective of a higher 
degree of structural complexity.

DKI has advantages over DTI because of its 
higher sensitivity to tissue heterogeneity, not only 
in white matter regions but also in regions with iso-
tropic diffusion (e.g. gray matter, tumor) where 
DTI lacks sensitivity. In diseased brain tissue, dif-
fusion kurtosis could change due to cytotoxic 
edema, reactive gliosis, alterations in cell packing 
geometry, changes in cell membranes, or change in 
cell size distribution resulting from cell necrosis 
[3–5]. Since there is a growing interest in using 
DKI in various clinical applications, the goal of this 
chapter is to give the readers a physics background 
of the DKI method, review the current research and 
clinical applications, and describe the limitation 
and potential future directions of the technique.

15.2  Technical Background

15.2.1  Model

In typical diffusion models (e.g. DWI or DTI), 
the diffusion-weighted signal decay follows a 
mono-exponential function (Eq. 15.1). With S(b) 
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being the diffusion-weighted signal along a cer-
tain direction with certain b-value, and S0 the 
non-diffusion weighted signal, the natural log of 
signal attenuation ln(S(b)/S0) is related to the 
diffusion- weighting factor b in a manner that is 
related to the apparent diffusion coefficient, D. In 
the DKI model, this relationship is extended by 
including a higher-order b2 term, where the diffu-
sion kurtosis, K, describes the deviation of the 
model from the original Gaussian model 
(Eq. 15.2).
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Figure 15.2 shows the measured diffusion- 
weighted signal in the corpus callosum using a 
b-value from 0 to 2600 s/mm2 fitted with the dif-
fusion model (green line) and the kurtosis model 
(black line). Clinically, a b-value of 800–1200 s/
mm2 is routinely used to obtain diffusion- 
weighted images. In this range (DTI acquisition 
range) water diffusion still largely approximates 
Gaussian diffusion and therefore is well modeled 

by the classic model (Eq. 15.1). When stronger 
b-values are used (b of 2000–2500  s/mm2) the 
diffusion-weighted signal deviates from the 
Gaussian model as the imaging technique 
becomes increasingly sensitive to shorter molec-
ular distances and hence becomes more and more 
sensitive to heterogeneous water diffusion barri-
ers from various cellular structures. The DKI 
model compared to the standard Gaussian model 
better captures such signal behavior. Although 
mathematically kurtosis can be either positive or 
negative, multi-compartment diffusion models 
and empirical evidence indicate that kurtosis is 
always non-negative (K ≥ 0) [6]. Higher kurtosis 
values reflect increased deviation from Gaussian 
distribution implying that water diffusion has to 
navigate through tissue microenvironment that is 
more and more complex.

15.2.2  Diffusion Kurtosis Imaging 
Parameters

The diffusion model presented in Eqs. (15.1) 
and (15.2) describes the DW signal when diffu-
sion weighting is applied in a certain direction. 
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Fig. 15.2 Diffusion- 
weighted signal 
attenuation ln(S(b)/S0) 
measured in the corpus 
callosum (blue circles) 
clearly shows deviation 
from the linear diffusion 
fitting (green line) 
beyond b-value of 
1000 s/mm2 and is well 
fitted with the kurtosis 
model (black line). DKI 
acquisition ranges need 
to extend the maximum 
b-value to 2000–2500 s/
mm2. DKI diffusion 
kurtosis imaging
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As diffusion is directional, the diffusion kurto-
sis also varies across different directions of dif-
fusion and is dependent on the direction the 
diffusion weighting is applied. In DTI, which 
uses the Gaussian model, the directional diffu-
sion profile is captured by a diffusion tensor (a 
second order tensor) and is often presented as a 
diffusion ellipsoid, with the principle axis point-
ing along the direction where diffusion is least 
restricted, and other two directions aligning 
within a plane radial to the principle diffusion 
axis. Similarly, the directional kurtosis is cap-
tured by a diffusion kurtosis tensor (a fourth 
order tensor) and has a far more complex pro-
file. While the characteristics of a full kurtosis 
tensor is a topic of research exploration, the 
most commonly used DKI parameters are those 
related to the diffusion tensor. Analogous to the 
DTI parameters that include mean diffusivity 
(MD or ADC), fractional anisotropy (FA), axial 
diffusivity (AD) and radial diffusivity (RD), the 
commonly used DKI parameters include the 
unit less quantities of mean kurtosis (MK), kur-

tosis fractional anisotropy (FAK), axial kurtosis 
(AK) and radial kurtosis (RK). Figure  15.3 
shows a simplified visual depiction diffusion 
kurtosis distribution, where it is shaped like a 
pancake, in relation to the diffusion ellipsoid. 
Figure 15.3 also shows various parametric maps 
using the DKI reconstruction (see next section) 
in a coronal brain section. Kurtosis increases as 
water diffusion deviates more and more from 
the Gaussian distribution, and typically this is 
the case when the underlying complexity of the 
tissue microstructure increases. White matter 
has higher kurtosis than gray matter due to the 
more complex axonal and myelin structure. 
Lower kurtosis along the axial direction (AK) is 
reflective of increased water diffusion along the 
principle diffusion direction and the least devia-
tion from Gaussian distribution. High RK cor-
responds to highly restricted diffusion along the 
radial direction of the axon, where also the most 
tissue complexity comes into play. FAK is simi-
lar to FA, which measures the degree of anisot-
ropy in the kurtosis distribution.

Fig. 15.3 Simplified diffusion kurtosis distribution cor-
responds to the diffusion ellipsoid, and typical DKI maps 
in a coronal slice of brain along with the T1w MRI image. 
Gray bar shows range of diffusion coefficient (MD, AD, 
RD) from 0 to 2 × 10−3 mm2/s, range of kurtosis (MK, AK, 

RK) from 0 to 2, and range of FA and FAK from 0 to 0.7. 
MD mean diffusivity, AD axial diffusivity, RD radial dif-
fusivity, MK mean kurtosis, AK axial kurtosis, RK radial 
kurtosis, FA fractional anisotropy, FAK kurtosis fractional 
anisotropy
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15.2.3  DKI Reconstruction

DKI reconstruction involves estimating both the 
diffusion tensor (DT) and the kurtosis tensor 
(KT) [7]. The full DKI equation as compared to 
the full DTI equation is the addition of the second 
term with b2.
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where Dij is an element of the second order DT D, 
Kijkl is an element of the fourth order KT W. MD 
is the mean diffusivity MD  =  Trace(D)/3. 
g =  (g1, g2, g3) is the unit-vector direction of the 
diffusion gradient. S(g, b) is the diffusion- 
weighted signal at a particular b value with direc-
tion g. The apparent diffusion coefficient Dapp(g) 
and apparent kurtosis Kapp(g) for any direction g 
can then be calculated from:
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Following data fitting for both DT and KT, 
all DTI related parameters (MD, FA, AD, RD, 
etc.) can be generated by the standard DTI 
equations from the estimated diffusion tensor, 
with the principle axes defined by the eigenvec-
tors of the DT (v1, v2, v3) (Fig. 15.3). Kurtosis 
values along (v1, v2, v3) and kurtosis parameters 
can be calculated based on Eq. (15.5) analo-
gous to DTI parameters using the following 
equations:
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It should be noted that the KT, unlike DT, is 
not defined just by an ellipsoidal profile. Even 
though DWI with only three arbitrary orthogonal 
diffusion directions can fully define the MD 
(Trace(D) is rotationally invariant, and so is MD), 
the mean kurtosis is not uniquely determined by 
simply averaging K’s along only three orthogonal 
directions. An example of tensor shapes for KT 
and DT is shown in Fig. 15.4. More accurate esti-
mate for MK and RK are only available when the 
full KT is available, and are estimated by averag-
ing the Kapp’s on the whole sphere (for MK), and 
Kapp’s on all radial directions to the DT (for RK). 
Explicit formulas through surface integral can be 
found in Jensen and Helpern [9].

15.2.4  Fiber Tracking Using DKI

DKI addresses another limitation of the DTI in 
that DTI only assumes a single tensor structure 
within an imaging voxel, which fails when there 
is fiber crossing or fiber kissing within a given 
voxel. Typically, DTI imaging voxel is 2–3 mm 
isotropic. Given this, the 3 × 3 diffusion tensor is 
only able to model the diffusion distribution 
within the voxel as a single ellipsoid. The diffu-
sion kurtosis tensor, being a fourth-order tensor 
of dimension 3 × 3 × 3 × 3, is able to model more 
complex diffusion distribution [10]. Figure 15.4 
shows an example of diffusion tensor (DT) and 
kurtosis tensor (KT), as well as the Orientation 
Distribution Function based on DKI (DKI-ODF) 
geometries from four real brain voxels [8]. In 
these cases, the first two rows represent a region 
with a single fiber direction (corpus callosum and 
internal capsule), where the DT and KT geome-
try corresponds to the diagram in Fig. 15.4. The 
third and fourth row shows region (corpus callo-
sum and pontocerebellar) with at least two fibers 
crossing. In these cases, DT fails to provide cor-
rect fiber direction, while the KT provides an 
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indication of the more complex geometry, and 
DKI allows profiling of crossing fibers (DKI- 
ODF). Nevertheless, it should be noted that if the 
sole purpose of diffusion imaging is for fiber 
tracking, then Higher Angular Resolution 

Diffusion Imaging (HARDI) type of acquisition 
should be performed with more diffusion direc-
tions, and Q-Ball reconstruction [11, 12] or even 
Diffusion Spectrum Imaging (DSI) methods [13, 
14] should be considered.

a

e

i

m

b

f

j

n

c

g

k
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d

h
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p

Fig. 15.4 Geometries of DT (panels b, f, j, and n), KT 
(panels c, g, k, and o) and DKI-ODF (panels d, h, l, and p) 
extracted from real data of a representative subject. 
Geometries are extracted from four regions of interest 
defined on the FA map (panel a, e, i and m), which is 
color-coded according to the direction of the larger princi-
pal DT eigenvector (red, blue and green correspond to 
right-left, inferior–superior and posterior–anterior, 
respectively). Top panels show the geometries extracted 
from voxels corresponding to well-aligned corpus callo-

sum fibers (panels b, c, and d) and ascending fibers (f, g, 
and h), while the bottom panels display the geometries for 
voxels where ascending fibers are known to cross with 
corpus callosum (panels j, k, and l) and pontocerebellar 
fibers (panels n, o, and p). Blue lines on each panel repre-
sent the fiber direction estimates obtained from each 
geometry. DT diffusion tensor, DKI-ODF diffusion kurto-
sis imaging—orientation distribution function. (Figure 
adapted from Neto Henriques et al. [8])
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15.3  Clinical Applications

15.3.1  Ischemia and Stroke

Diffusion MRI has been the most reliable neuro-
imaging technique to assess acute and subacute 
ischemic stroke. Restricted diffusion is often 
used to identify severely damaged infarction core 
and the surrounding ischemic region. However, 
the extent of the tissue damage within the DWI 
lesion can be quite heterogeneous, leading to an 
investigation into more advanced identification 
of potentially salvageable ischemic brain tissue, 
especially after reperfusion. Using a rodent 
model of transient middle cerebral artery occlu-
sion (MCAO), Hui et  al. [3] and Cheung et  al. 
[15] both reported a mismatch in the MD deter-
mined lesion and the MK determined lesion, 
where the hypo-intense region in MD determined 
lesion is larger than the hyper-intensity seen in 
the MK determined lesion. It should be noted that 
the common areas determined by MD and MK 
deficits did not show any recovery while the mis-
match areas for the two parameters demonstrated 
recovery after reperfusion. Cheung et al. contrib-
ute the MD decrease following the acute stroke to 
cytotoxic edema, while the MK increases to the 
“intracellular tortuosity and viscosity changes 
subsequent to breakdown of cytoskeletal struc-
tures and swelling of mitochondria, likely indi-
cating more severe tissue damage”. The notion 
that MD lesion is always larger than MK lesion, 
and MK is able to better define salvageable tissue 
compared to MD has been further validated by 
Wang et al. [16] and Lu et al. [17] through experi-
mental acute stroke model, where they found sig-
nificantly lower pH value in the MK lesion 
compared to the MD/MK mismatch area, indicat-
ing that MK lesion may be more specific to 
infarction core. Differentiation between the kur-
tosis vs. DWI determined lesions have also been 
reported in acute infarction in patients, wherein a 
study of 37 patients imaged within 24  h and 
1 month after symptom onset, a better correlation 
of acute stage kurtosis lesion size with 
1-month T2-weighted images was observed [18]. 
Furthermore, the study reported the detection of a 
larger number of acute small kurtosis lesions than 

DWI lesions. While animal models suggest that 
the MD/MK mismatch disappears within 48  h 
after stroke onset [15], Guo et al. [19] reported 
persisting MD/MK mismatch in subacute isch-
emic stroke, where a significantly larger MD/MK 
mismatched area was found in stroke patients 
with neurological deterioration than those with-
out, indicating the sensitivity of MK to the het-
erogeneity presumably from inflammation in 
ischemic lesions.

15.3.2  Glioma Grading

Gliomas are the most common type of intra-axial 
brain tumors. They are heterogeneous in nature, 
and the grading of gliomas is based on tumor cel-
lularity, mitosis, neovascularity, and necrosis. 
Adequate grading of gliomas prior to treatment is 
considered the most important task in predicting 
treatment response and outcome. DWI and DTI 
have been applied to better characterize gliomas 
and to identify the infiltration zones, but common 
DTI parameters such as MD or FA have offered 
inconclusive results among glioma grades. 
Generally speaking, water diffusion inversely 
correlates with tumor cellularity, with restricted 
diffusion reflective of tightly packed tumor cells 
[20]. FA is less useful in characterizing gliomas 
due to the relatively low anisotropic diffusion 
profile within the tumor [21]. Raab et al. [22] and 
Van Cauter et al. [23] first reported the utility of 
using DKI to aid in the grading of gliomas where 
high MK is associated with high-grade tumors. 
High kurtosis value in tumors is thought to be 
associated with the intra-voxel heterogeneity 
resulting from tumor invasion, increased tumor 
cellularity, necrosis, hemorrhage, and endothelial 
proliferation. Figure  15.5 shows example MD 
and MK maps in three representative subjects 
with Grades II–IV gliomas, where one can 
 appreciate the additional contrast offered in the 
MK map, differentiating gliomas grades [24]. In 
a study of 74 consecutive patients with histopa-
thology confirmed gliomas of grade II, III, IV, 
Jiang et  al. [25] showed that kurtosis metrics 
were most strongly correlated with cellular pro-
liferation of gliomas through Ki-67 labeling 
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index (Ki-67 LI). Meta-analysis of the diagnostic 
accuracy of DKI in glioma grade discrimination 
(high vs. low grade) reported 0.85 (95% CI: 0.74, 
0.92) sensitivity and 0.92 (95% CI: 0.82, 0.96) 
specificity [26]. Given the high sensitivity and 
specificity afforded by DKI it is quite likely that 
this technique will find applications in determin-
ing lower- grade gliomas, and also may play a sig-
nificant role in characterizing other types of 
tumors.

15.3.3  Traumatic Brain Injury (TBI)

Traumatic brain injury (TBI) is a leading cause of 
death and also leads to lifelong disability through-
out developed nations. The primary injury is typi-
cally the sudden acceleration, deceleration, and/or 
rotational forces, yet the secondary injury could 

be widespread degeneration of neurons and glial 
cells in the months or years following the initial 
impact. A big challenge in TBI management is the 
lack of diagnostic sensitivity in conventional 
imaging tools (CT or conventional MRI) in detect-
ing subtle changes in structural and functional 
integrity within the brain. DTI has been a popular 
tool in probing the diffuse axonal injury following 
TBI.  Reduced FA, indicative of disrupted white 
matter where conventional MR methods have 
found to be occult, has been shown to be a sensi-
tive parameter associated with the cognitive out-
come even in mild TBI [27–29]. DKI has been 
shown to be effective in detecting microstructure 
changes not only in white matter but also in gray 
matter regions. In a rodent model of CCI (con-
trolled cortical impact) method of experimental 
injury, increased MK was found in the normal-
appearing contra-lateral cortex associated with 

T2w MD MK MD MK

Grade II

Grade III

Grade IV

Fig. 15.5 MD and MK parametric maps shown for repre-
sentative subjects from grades II, III, and IV.  Tumor 
regions are hand marked. Row-wise: Grade II (30-year- 
old male subject having astrocytoma); Grade III (25-year- 
old male subject having anaplastic astrocytoma); Grade 
IV (21-year-old male subject having glioblastoma). 

Column-wise a T2-weighted images for a single slice and 
corresponding MD, MK maps; zoomed tumor region of 
MD and MK maps (tumor regions marked were zoomed 
to show the visual heterogeneity differences between 
grades). MD mean diffusivity, MK mean kurtosis. (Figure 
adapted from Raja et al. [24])
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increased glial activity and possibly inflammation 
sub-acutely following TBI [5]. Similar findings of 
increased MK were observed in the hippocampus 
in a rodent model of blast TBI [30], along with 
increased choline level (measured by MR spec-
troscopy), indicating membrane break down, and 
significant microglial activation and neurodegen-
eration. What makes this more relevant is that 
conventional MR was unable to detect such tissue 
damage. In both studies, although changes in MD 
and FA were observed, they were non-significant, 
indicating DKI may offer additional sensitivity to 
detect the subtle injury from TBI.

Reduced MK values are more often reported in 
human TBI studies at a delayed phase post- injury, 
suggesting loss of cellular structures, axonal break-
down, membrane leakage, and perhaps even persis-
tent inflammation. Grossman et al. found reduced 
MK in the thalamus in mild TBI patients to be 
associated with cognitive impairment on 1-year 
post-TBI.  Longitudinal studies in mild TBI in 
patients indicate that increase in MK and the kurto-
sis along the radial direction (RK) from 1 month to 
6  months post-injury correlates with cognitive 
recovery in the thalamus, internal capsule, and cor-
pus callosum [31]. Figure 15.6 shows DKI maps of 
two representative severe TBI patients, where one 
can appreciate different contrast offered by the MK 
map, as opposed to MD and FA maps. It should be 
noted that the utility of DTI is limited to the white 
matter, whereas DKI extends the use of diffusion- 
based techniques to probe both white matter and 
gray matter as well. Together these techniques are 
likely to provide insights into the complex changes 
in brain tissue following brain injury and may 
prove to be useful imaging markers for both the 
diagnosis and long-term prognosis following TBI.

15.3.4  Multiple Sclerosis (MS)

MS is the most common cause of non-traumatic 
disability in young adults. A hallmark of MS is 
the white matter degeneration that involves 
inflammation, demyelination, axonal loss, 
edema, and demyelination. DTI has been popu-

lar in evaluating MS due to its sensitivity in 
detecting white matter integrity changes where 
decreased FA and increased MD are commonly 
associated with white matter deterioration. 
More specifically, the radial diffusivity (RD, the 
diffusion perpendicular to the axon direction) is 
thought to directly link to myelin integrity 
where RD increases during myelin break down 
[32]. Multiple compartment diffusion models 
suggest that diffusion kurtosis may be more sen-
sitive than the simple diffusion coefficient to 
changes in the water exchange rate between two 
compartments [9], therefore RK may be more 
sensitive than RD in detecting changes to myelin 
integrity and intra- and extra-axonal water 
exchange rate. Yoshida et al. [33] first reported 
decreased MK as a more sensitive marker in MS 
patients compared to controls in normal-appear-
ing white matter. Based on the DKI model, 
Fieremans et al. [34] derived a more microstruc-
tural and pathological specific white matter 
model to describe intra- and extra- axonal water 
diffusion property. In a rodent model of cupri-
zone induced demyelination and spontaneous 
remyelination, Guglielmetti et  al. [35] showed 
histology proof of microgliosis associated with 
increased MK and RK during the acute inflam-
matory demyelination phase; and axonal water 
fraction (AWF) decrease associated with the 
spontaneous remyelination. They also reported 
strongly decreased intra-axonal diffusivity (Da) 
in cuprizone treated animal possibly due to axo-
nal swelling or beading as a result of severe 
microglial activation and myelin breakdown. 
Using the same model, de Kouchkovsky et  al. 
[36] reported MD and radial extra-axonal diffu-
sivity increase along with FA, AWF, Da decrease 
in MS patients compared to control subjects 
within the corpus callosum. AWF was also 
found to be significantly correlated with the 
expanded disability status scale score, indicat-
ing that the white matter model may provide a 
more pathologically specific and clinically 
meaningful index in detecting changes in nor-
mal-appearing white matter in MS patients. On 
the other hand, due to the increased sensitivity 
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of DKI to gray matter microstructure changes, 
reduced MK has been reported in MS patients 
both in the spinal cord gray matter [37, 38] and 
in the cortical gray matter [39], both of which 
correlated with cognitive deficits.

15.3.5  Other Neurodegenerative 
Disorders (Alzheimer’s 
Disease, Parkinson Disease)

DKI has also been applied to other neurological 
disorders, where increasing MK is related to 
increased microstructural complexity resulting 
from increased glial activity and inflammation, 
and decreased kurtosis values are attributed to 
neuronal loss. Falangola et  al. [40] and Gong 
et al. [41] both reported decreased MK and RK 
in Alzheimer’s disease (AD) patients, possibly 
due to loss of neuron cell bodies, synapses, and 
dendrites. Struyfs et al. [42] found MK and MD 
being more sensitive than FA to detect differ-
ences between both MCI/AD and controls and 
suggested that DKI may offer early biomarkers 
for AD diagnosis complementing DTI. In a mice 
model of AD where the development of 
amyloid-β (Aβ) plaque was studied, which was 
thought to contribute to AD development, Praet 
et al. [43] observed a high correlation between 
the DK metrics (MK, AK, RK, and FA) and 
Aβ-induced pathology and neuroinflammation. 
They conclude that the combined metrics of DT 
and DK are better able of differentiating AD 
from MCI.

As a more sensitive tool to study gray matter 
microstructure changes, Wang et al. [44] investi-
gated the usage of DKI in detecting pathological 
changes in basal ganglia region in patients with 
idiopathic Parkinson disease (PD) and found sig-
nificantly increased MK in the absence of MD/
FA changes in PD patients in the putamen and 
substantia nigra (SN). MK in the ipsilateral SN 
was also found to have the highest diagnostic per-
formance in this group of early to middle stage 

PD patients. As the region with most pathologic 
changes in PD patients, Zhang et al. [45, 46] also 
found increased MK in the SN along with reduced 
FA in PD patients. MK in SN was shown to have 
higher diagnostic accuracy, and correlated with 
PD symptom progression score measured with 
Hoehn–Yahr scale and unified Parkinson’s dis-
ease rating scale (UPDRS), therefore has the 
potential to be a sensitive marker for early diag-
nosis and disease evaluation in PD.  Studies of 
white matter changes in PD mostly reported MK 
and FA reduction that involved multiple brain 
regions [47, 48], and MK showed a wider extent 
of white matter abnormality including unique 
regions such as posterior corona radiate and 
superior longitudinal fascicle. Authors suggest 
the reduction of MK and FA could reflect white 
matter alterations caused by Lewy-related pathol-
ogy, which is a hallmark for PD. Khairnar et al. 
[49, 50] offered pathological evidence for DKI 
parameters changes using an α-Synuclein (α-Syn) 
overexpressing transgenic TNWT-61 mice 
model, as α-Synuclein (α-Syn) is a major con-
stituent of Lewy bodies. Khairnar et al. reported 
a positive correlation of α-Syn accumulation with 
increased kurtosis values (MK, AK, RK) and 
decreased diffusivity values (MD, AD, RD) in the 
thalamus. In a follow-up study to evaluate diffu-
sivity and kurtosis parameters in detecting early 
stage of α-Syn accumulation-induced micro-
structural changes in young TNWT-61 mice, 
Khairnar et al. [51] found early MK increase in 
the striatum and thalamus in 3mo TNWT-61 mice 
without accompanying DTI parameter changes, 
supporting the notion that MK changes are sensi-
tive to the accumulation of α-Syn or Lewy body- 
like structures. At 6 months, increased MK was 
found in the SN, along with significant white 
matter changes, suggesting that “α-Syn 
accumulation- associated changes start in the gray 
matter and later progress to the white matter”. 
Taken together DKI parameters may serve as a 
useful imaging marker to differentiate those 
patients that may progress to PD.

J. Zhuo and R. P. Gullapalli



225

15.4  Practical Considerations 
and Limitations

There are some considerations with applying 
DKI in a clinical setting. DKI acquisition is lon-
ger in comparison to DTI acquisition. At least 2 
non-zero b-values and 15 diffusion directions are 
required for full tensor estimation [52], and a 
typical DKI acquisition is about 7–10 min long 
(b-value of 1000, 2000–2500 s/mm2 at 30 diffu-
sion directions, 2.7 mm isotropic resolution and a 
b0 volume). The increased image acquisition time 
needs to be carefully considered, as long acquisi-
tion times are prone to increased motion artifact. 
Scan time reduction may be possible particularly 
if the only interest is to estimate MK parameters. 
This can be possible with the use of just one b0 
and two non-zero b-values, with three directions 
at the b = 1000 s/mm2 level and nine directions at 
b  =  2000–2500  s/mm2 [53] in which case, the 
acquisition time can be as little as 2–3  min. It 
should be noted that both the diffusion tensor 
parameters and kurtosis tensor parameters can be 
reconstructed using the same data.

The choice of b-values is critical in estimating 
both the MD (AD, RD) and MK (AK, RK) param-
eters due to the non-monoexponential behavior of 
the diffusion-weighted signal as the sequence is 
made sensitive to shorter diffusion sentence 
through the use of higher b-values (Fig. 15.2). If 
the maximum b-value is too small, then the acqui-
sition is sensitive only to diffusion over larger dis-
tances where the diffusion attenuation remains 
largely monoexponential. Therefore, performing 
kurtosis experiments using low b- values will result 
in erroneous/unreliable estimates and should be 
avoided. However on the other hand, if the maxi-
mum b-value is too high then the DKI model may 
expect the signal to actually increase with 
increased b-value (Eq. 15.2 is a quadratic equation 
of b so the DKI signal curve will be a concave 
one), which can never be true. So, a well-balanced 
use of b-values that stay within a range relevant to 
tissue properties is important, and this depends on 
the diffusion coefficient within a given anatomy of 
interest or pathology of interest. Most literature 

supports the use of a b-value that is about twice 
that is used in DTI studies (b-value = 1000 s/mm2) 
and is around 2000–2500 s/mm2 for the brain [9, 
54]. Different pathology may lead to different 
choices of maximum b-values.

Higher b-value needed in DKI also leads to 
higher signal attenuation, and therefore to have 
enough signal, DKI acquisitions use slightly 
larger voxel size (~3  mm) than DTI (~2  mm), 
leading to reduced spatial resolution. The conse-
quence of lost spatial resolution is the inability to 
identify smaller lesions. However, with the 
advent of new acquisition hardware, such as mul-
tiple channel RF-coil receivers and simultaneous 
multi-slice acquisition [55, 56], the spatial reso-
lution will increase and acquisition times will be 
further reduced in the future.

15.5  Summary and Future 
Directions

DKI is a promising technique that expands the 
utility of diffusion-weighted imaging and diffu-
sion tensor imaging by providing information on 
the status of microstructural changes within the 
tissue. Diffusion kurtosis metrics are unique and 
are independent of other diffusion imaging met-
rics and are believed to be generally proportional 
to tissue heterogeneity and complexity. Increased 
MK may indicate more densely packed cells, 
glial proliferation, which generally increases the 
cellular complexity. Decreased MK may indicate 
loss of cellular structure, white matter integrity, 
cell membrane, and myelin sheath. More impor-
tantly, DKI allows higher sensitivity than DTI in 
detecting microstructure changes within regions 
of isotropic diffusions, such as cortex, basal gan-
glia, or thalamus. Furthermore, fiber tracking 
based on the kurtosis tensor distribution allows 
for the differentiation of crossing fibers. It is 
quite likely that in the future DKI will find 
increased utility in understanding various disease 
processes and will provide complementary infor-
mation to the information that is obtained from 
standard DTI methods.
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15.6  Clinical Case (Fig. 15.6)

FLAIR MD

FA MK

FA MKb
a

Fig. 15.6 DKI maps of representative TBI patients. (a) 
30 years old male with admission GCS 4 with multiple 
symptoms and cognitive deficits at 1 month. Homogeneous 
FLAIR lesion area shows both high and low diffusion 
components. Restricted diffusion region has a low MK 
center and high MK margin (possibly glial scar). (b) 

22 years old male with admission GCS 7 recovered from 
injury with declined cognitive function and post- 
concussive symptoms at chronic stage post-injury, despite 
no visible. MK map showed an apparent loss of white 
matter structure. DKI diffusion kurtosis imaging, GCS 
Glasgow Coma Scale, MK mean kurtosis
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16.1  Introduction

While diffusion MRI has become a pillar of clini-
cal MRI, especially in the field of neurological dis-
orders, there is another subfield of diffusion MRI 
which is gaining popularity after a long sleep 
period: Intravoxel incoherent motion (IVIM) MRI 
allows tissue microcirculation (perfusion) to be 

investigated in addition to tissue microstructure 
(from molecular diffusion) [1–3]. Perfusion imag-
ing, as permitted with IVIM MRI, provides valu-
able information on neoangiogenesis, 
microvascular heterogeneity, on treatment efficacy 
of chemo- or radiotherapy, effectiveness of antian-
giogenic drugs, and vascular targeting agents on 
brain tumors. The main reason for this “wake up” 
[4] is that vast progress has been made in MRI 
scanner hardware and sequence developments, 
satisfying the signal:noise ratio hungry IVIM 
method. Another reason is that IVIM MRI does 
not involve contrast agents, serving as an interest-
ing alternative to perfusion MRI in some patients 
with contraindications for contrast agents, such as 
patients with renal failure at risk for nephrogenic 
systemic fibrosis (NSF). Recently, an accumula-
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tion of gadolinium deposits in the brain or other 
organs in patients having received multiple injec-
tions of contrast agents has been demonstrated [5, 
6]. The IVIM method, thus, appears particularly 
appealing for patients requiring multiple MRI 
scans, as well as for children or pregnant patients.

16.2  Principles of IVIM MRI

The IVIM concept was introduced in 1986 
together with the foundation of diffusion MRI 
(DWI) [1, 2], as it was realized that flow of blood 
in capillaries (perfusion) would mimic a diffu-
sion process and impact diffusion MRI measure-
ments, although molecular diffusion and blood 
microcirculation refer to two completely differ-
ent physical phenomena taking place at very dif-
ferent spatial and temporal scales. Apparent 
motion randomness for perfusion results from the 
geometry of the vessel network where blood cir-
culates, under the hypothesis that the microvas-

cular network can be modeled by a series of 
straight segments randomly oriented in space. 
Hence, the motion of blood water molecules in 
the network, flowing from one capillary segment 
to the next can be seen as a pseudo-diffusion pro-
cess. Given the mean capillary segment length 
and blood velocity in the network, one may esti-
mate using Einstein’s diffusion equation this 
pseudo-diffusion coefficient to be around 
10−2 mm2/s, just about 10 times the true diffusion 
coefficient on water in brain tissue so that diffu-
sion and perfusion-driven pseudo-diffusion can 
be disentangled. In practice, because the fraction 
of the flowing blood is usually small (a few per-
centage) compared to the overall tissue water 
content, the perfusion-driven IVIM effect appears 
as a small deviation visible at low b values 
(parameter used to quantify the intrinsic degree 
of diffusion-weighting of a DWI sequence [1, 2]) 
on top of the overall tissue diffusion-driven DWI 
signal decay. More precisely, the IVIM/DWI sig-
nal attenuation, S(b)/S(0), has been modeled as:

 S b S f bD f F bD( ) ( ) = -( ) + -( ) -( )*/ exp0 1 diff  (16.1)

where S(b) and S(0) are the DWI signals acquired 
at b and b = 0, respectively, f is the flowing blood 
fraction (sometimes also called fp), D∗ the 
pseudo-diffusion coefficient ascribed to blood 
random microcirculation (including the water 
diffusion coefficient in blood), and D the water 
diffusion coefficient in the tissue. Fdiff(−bD) is 
also often modeled as a monoexponential decay, 
exp(−bD), assuming “free” (Gaussian) diffusion 
in tissues, resulting for Eq. (16.1) is the classical 
“biexponential model” [2] (Fig.  16.1). Many 
recent studies have pointed out, however, the 
non-Gaussian nature of diffusion in tissues, and 
more sophisticated models have been proposed 
to better describe diffusion in tissues [7, 8].

16.3  Processing of IVIM Data

A popular marker of DWI is the apparent diffu-
sion coefficient, ADC, which is calculated from 
signals S(b) and S(0) as ln[S(b)/S(0)]/b. In the 

presence of perfusion-driven IVIM effects, the 
ADC is higher than the perfusion-free ADC. This 
difference is mostly seen when using small val-
ues for b. As f is usually small, one has 
ADC ~ D + f/b, and f simply appears as the (neg-
ative) intercept of the diffusion component of the 
signal decay in log plots with b values. Based on 
this observation, the flowing blood fraction, f, 
can be estimated just by using 3b values [2], an 
approach which has gained popularity, as it 
 minimizes acquisition times. However, D∗ cannot 
be estimated with this simplistic approach. 
Another, more comprehensive and accurate 
approach is to acquire multiple DWI images with 
a range of b values covering “low” b values 
(0–200  s/mm2) to provide perfusion sensitivity 
and “high” b values (from 200 s/mm2 to ideally 
above 2000 s/mm2 to include non-Gaussian dif-
fusion effects) to account for tissue diffusion. 
The signals from those images can then be fitted 
with the model of Eq. (16.1) to give estimates of 
f, D∗ and D. Although fitting can be performed in 
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one step, it is often preferred to split the fitting 
process in two steps to relieve the pressure on 
signal:noise ratio, considering that the IVIM 
components become negligible at some point 
when b increases (as D∗ is much higher than D), 
typically around 200–400 s/mm2 in the brain. The 
DWI signal at high b values is first fitted to esti-
mate D. Then, the residual signal obtained after 
removing the diffusion component of the DWI 
signal at low b values is fitted to extract f and D∗.

Given the small size of f (typically 1–4% in 
the normal brain) an accurate estimation of 
perfusion- driven parameters requires, however, 
great care in data treatment. Any error in han-
dling the tissue diffusion component of the signal 
will have deleterious effects on IVIM parameter 
estimates which could be either largely over- or 

underestimated. A first pitfall is to neglect non- 
Gaussian diffusion effects which result from the 
hindrance of water diffusion in tissue by many 
obstacles (cell membranes, fibers, etc.) in link 
with their microstructure. In the presence of non- 
Gaussian diffusion, a simple monoexponential 
model cannot be used for Fdiff in Eq. (16.1) and 
one has to resort to more sophisticated models, 
out of the scope of this introductory review [7, 8]. 
Fitting the curved diffusion signal attenuation 
with a monoexpontial model will systematically 
put the fitted diffusion signal decay too low, 
resulting in an overestimation of f and D∗. 
Another source of error in the mishandling of the 
noise in DWI signals especially at high b values. 
Signal of MRI images is magnitude reconstructed 
resulting in a Rician noise distribution, as the 
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Fig. 16.1 Perfusion-driven and diffusion signal attenua-
tion. (Figure reprinted with permission from [7]). Left: 
The natural logarithm of the signal attenuation shows a 
triple curvature. At low b values (<200 s/mm2) the curva-
ture results from IVIM (blood microcirculation) effects. 
At very high b values the signal remains above a “noise 
floor” which produces a curvature which needs to be 
removed before signal analysis. The curvature visible at 
high b values after noise correction (deviation from the 
straight green line expected for free diffusion) is produced 

by hindrance effects (notably from membranes) which 
make diffusion non-Gaussian. Right: As the IVIM effect 
is usually small, more images are often acquired at low b 
values than for diffusion at high b values. However, it may 
be difficult to visually qualify the goodness of the diffu-
sion and IVIM fits using the standard attenuation plot 
(ln(S) as a function of b value, as in the left plot). An 
attractive alternative would be to plot S as a function of 
ln(b) to visually exaggerate the contribution of IVIM 
effects at very low b values
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 signal cannot go to 0  in the presence of noise. 
Rician noise is difficult to correct, especially 
when using phased-array MRI coils and parallel 
imaging, as noise patterns are different across 
space. Rician noise effects lead to an underesti-
mation of IVIM effects, with f becoming some-
times “negative” [8]. It is thus particularly 
important to correct for this noise bias all IVIM 
MRI data, especially when using high b values. 
Several methods have been proposed to correct 
for those noise effects, however, this would be 
out of scope for this chapter.

The brain tissue itself adds another layer of 
complexity, especially for its white matter where 
water diffusion is anisotropic: Water diffusion is 
faster along the white matter tracks than perpen-
dicularly to them. This anisotropy effect is han-
dled and exploited by the diffusion tensor 
imaging (DTI) framework [9] to provide power-
ful markers of white matter integrity (such as the 
fractional anisotropy) and 3D images of brain 
connections. However, diffusion anisotropy 
effects represent another source of error, as arti-
factual IVIM effects may appear. Even in the 
absence of perfusion, tissue diffusion anisotropy 
results in nonzero f values, mimicking perfusion, 
when Eq. (16.1) is used. Furthermore, this arti-
factual IVIM effect looks anisotropic, with the f 
values depending on the measurement directions. 
This bias can be mitigated when taking the geo-
metric mean of the DWI signals over specific 
acquisition directions before using Eq. (16.1).

16.4  IVIM and Classical Perfusion

One strength of IVIM MRI is that no tracer or con-
trast agent is used. Hence, it remains to be seen 
whether a bridge can be established between the 
IVIM parameters, f and D∗, and those which have 
been used with classical perfusion measurements 
[10–12], based on the delivery of tracers, as with 
PET or SPECT, or other MRI methods used to 
estimate tissue perfusion (arterial spin labeling or 
ASL, contrast-enhanced MRI). Classical perfu-
sion parameters are, for instance, the cerebral 
blood volume, CBV, the cerebral blood flow, CBF, 
and the mean transit time, MTT. It can be shown 
than, under some hypotheses, one has [12] 

f = CBV/fw, MTT = Ll/6D∗ and CBF = (6fw/Ll)fD∗, 
where fw is the MRI-visible water content fraction, 
L the total capillary length (from artery to vein) 
and l the mean capillary segment length. In short, 
the element bridging the classical perfusion and 
IVIM parameters is the capillary network geome-
try, and more especially two specific lengths char-
acterizing this network: the capillary segment 
length and the total capillary length. Those quanti-
ties are constant for a given tissue, so that relative 
perfusion or blood flow can potentially be esti-
mated from the product D∗f. Furthermore, the 
mean transit time could also be evaluated (at least 
in a relative manner) from D∗ without the need to 
estimate an arterial “input function”, which is not 
a trivial methodological issue, and without the 
confound of the inclusion of the transit time of 
blood in the large feeding vessels.

In any case, the flowing blood fraction, f, 
appears correlated with vessel density [13, 14], 
and recent studies have shown a correlation 
between f and CBV (cerebral blood volume) 
derived from DSC (dynamic susceptibility con-
trast) MRI in gliomas [15, 16]. But other studies 
have failed to observe such a correlation [17]. 
One also has to keep in mind that IVIM imaging 
has a differential sensitivity to vessel sizes, 
according to the range of b values which are used, 
but is sensitive to all randomly flowing blood in 
each voxel. Direct comparison with other meth-
ods, such as ASL, is not straightforward, as ASL 
monitors only the transit of blood which has been 
labeled outside of the voxels, while IVIM reflects 
all randomly flowing blood in each voxel.

16.5  Clinical Applications

16.5.1  Ischemic Stroke Imaging

According to the World Health Organization 
(WHO), stroke (cerebrovascular accident) is the 
worldwide second leading cause of death and the 
third leading cause of long-term disability [18]. 
Next to computed tomography (CT), MRI is the 
modality of choice for imaging of ischemic stroke 
in the acute and subacute setting. Conventional 
MRI techniques, such as T1 weighted, T2 weighted, 
susceptibility-weighted imaging or fluid attenuation 
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inversion recovery (FLAIR) sequences and the 
more advanced DWI and perfusion-weighted 
sequences are established and routinely performed 
for the diagnostic workup of stroke patients. An 
increased hindrance in diffusion in DWI allows for 
the identification of brain tissue affected by cyto-
toxic edema, indicating irreversible damaged brain 
tissue and resembling the core of the ischemic 
infarction. Perfusion-weighted imaging (PWI), 
however, allows for the assessment of the perfusion 
of blood within the brain parenchyma. Depending 
on the applied PWI technique, an exogenous (i.e., 
gadolinium in dynamic susceptibility contrast 
(DSC) and dynamic contrast- enhanced (DCE) per-
fusion) or an endogenous contrast agent (i.e., blood 
in arterial spin labeling (ASL) perfusion) is required. 
Classic perfusion parameters are, as above men-
tioned, the cerebral blood volume (CBV), the cere-
bral blood flow (CBF), and the mean transit time 
(MTT). In patients with ischemic stroke, these 
parameters can be used to identify regions of dimin-
ished or reduced blood supply. Combining informa-
tion from DWI and PWI enables a detailed analysis 
of the integrity of cerebral brain tissue in stroke 
imaging. The ischemic core with the irreversible 
damaged tissue can be assessed by DWI, whereas 
the tissue at risk or the salvageable parenchyma can 
be identified with the help of PWI. This concept is 
becoming increasingly important since ischemic 
stroke management (e.g., intravenous thrombolysis 
vs. mechanical thrombectomy) is currently rapidly 
changing and therapeutical decisions are increas-
ingly based on advanced neuroimaging.

IVIM MRI can be applied in acute stroke imag-
ing by using the IVIM perfusion fraction which is 
reduced in the infarcted brain tissue. Federau et al. 
showed, that IVIM perfusion fraction maps allow 
for the visualization of decreased perfusion frac-
tion f in the region of decreased apparent diffusion 
coefficient from DWI and that quantitative analy-
ses reveal a significant decrease in both IVIM per-
fusion fraction f and diffusion coefficient D 
compared with the contralateral cerebral hemi-
sphere [19]. Another study investigated the poten-
tial utility of IVIM in characterizing brain diffusion 
and perfusion properties for clinical stroke. They 
found in 101 patients diagnosed with acute or sub-
acute ischemic stroke, that ADC values in ischemic 
and normal regions significantly positively corre-

lated with D and f from IVIM and that a significant 
correlation was also found between ADC and fD∗ 
in the ischemic region. They concluded that these 
findings may have clinical implications for the use 
of IVIM imaging in the assessment and manage-
ment of acute or subacute stroke patients [20]. 
Furthermore, IVIM perfusion is feasible to mea-
sure the quality of the collateral blood flow in the 
penumbra in hyperacute stroke patients. IVIM f 
was found in a study to be significantly lower in the 
stroke core compared to the healthy contralateral 
brain region. Patients with a penumbra in IVIM 
perfusion had a larger infarct core at baseline, a 
larger infarct growth, and a larger final infarct size 
on follow-up images compared to the patients 
without. All IVIM penumbra perfusion lesions pro-
gressed to infarction despite thrombectomy treat-
ment. From these results, it can be concluded that 
IVIM is a promising tool to assess the quality of the 
collateral blood flow in patients with a hyperacute 
stroke. The penumbra assessed by IVIM MRI may 
be a marker of non-salvageable tissue despite treat-
ment with thrombectomy, suggesting that the IVIM 
penumbra perfusion lesion might be, together with 
the DWI lesion, counted to the stroke core [21].

16.5.2  Brain Tumor Imaging

Both DWI and PWI are helpful tools for the detec-
tion and grading as well as for predicting the 
patient’s prognosis, choosing the optimal treat-
ment, and for follow-up imaging of intracranial 
tumors. Based on quantitative and qualitative 
analysis of ADC images from DWI, the cellularity 
of tumors can be evaluated, with a known correla-
tion between a high tumor cellularity and a higher 
tumor grading [22, 23]. Using imaging parame-
ters from PWI allows to use MRI as a  biomarker 
regarding tumor vascularization, which correlates 
with tumor classification and grading, prognosis 
and can be helpful for response assessment after 
chemo- or radiation therapy [24–26].

IVIM MRI has been shown several promising 
applications in tumor imaging. The parameters 
fmax and Dmin from IVIM are significantly 
higher in glioblastoma (GBM) than in primary 
central nervous system lymphoma (PCNSL) and 
therefore, IVIM-MR imaging noninvasively pro-
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vides useful quantitative information in distin-
guishing between PCNSL and GBM.  Several 
studies have demonstrated the ability of IVIM to 
grade and to further specify gliomas including 
their isocitrate dehydrogenase 1 (IDH1) muta-
tional status by using the diffusion and the perfu-
sion information derived by IVIM imaging 
[27–30]. Furthermore, IVIM can be used as a 
potential biomarker for survival in glioma. In con-
trast-enhancing tumor regions, f and D∗ from 
IVIM correlate with CBF derived from corre-
sponding dynamic susceptibility contrast (DSC) 
perfusion images and moreover can be seen as 
promising biomarkers of survival in newly diag-
nosed glioblastoma [31]. Federau et  al. showed 
that the IVIM perfusion fraction, similarly to max-
imal relative cerebral blood volume from DSC and 
minimal apparent diffusion coefficient from DWI, 
was prognostic for survival in patients with glio-
mas. Besides this, the maximal IVIM perfusion 
fraction and minimal apparent diffusion coeffi-
cient performed similarly in predicting survival, 
however, both slightly outperformed maximal rel-
ative cerebral blood volume from DSC [32].

Furthermore, IVIM MRI shows value for the 
peri- and post-therapeutic assessment of intracra-
nial tumors: Tumor progression after bevaci-
zumab treatment was successfully identified by 
decreasing relative D values from IVIM [33] and 
IVIM MRI demonstrated promise in differentiat-
ing recurrent tumor from radiation necrosis for 
brain metastases treated with radiosurgery [34]. 
However, these studies included only a low num-
ber of patients and further studies with larger 
patient cohorts are required for a final validation.

Besides glioma, meningiomas can also be 
assessed by using IVIM MRI: the f value measured 
by IVIM imaging shows a significant correlation 
and an excellent agreement with the histological 
vascular density in meningiomas. This parameter 
can therefore be used as a noninvasive and quanti-
tative imaging measure to directly assess the vol-
ume fraction of capillaries in brain tumors [35].

16.5.3  Other Clinical Applications

Recently, more and more potential applications 
of IVIM MRI in neuroradiology are investi-

gated. Moyamoya disease is a rare cerebrovas-
cular disease that primarily affects children 
and young adults. A study investigated whether 
IVIM could be used to evaluate the hemody-
namic disturbance by comparison with the 
gold-standard 15O-gas positron emission 
tomography (PET) method. A significant cor-
relation between IVIM parameters D∗ and f 
were found to perfusion parameters derided by 
PET. The f values in the white matter were sig-
nificantly higher in symptomatic Moyamoya 
patients than in healthy controls and they con-
cluded that IVIM MRI may be used to investi-
gate the cerebral hemodynamic impairment in 
those patients [36]. This is of particular inter-
est for this often young patient group, since 
IVIM MRI is a noninvasive, radiation-free 
technique, which does not require the adminis-
tration of contrast agents or tracers, which is an 
important advantage of IVIM MRI.

Other recent studies are dealing with the 
investigation of the perfusion and diffusion of 
brain parenchyma by IVIM in patients with cere-
bral small vessel disease [37] or with the predic-
tion of delayed cerebral ischemia and vasospasm 
after aneurysm rupture [38].

In addition to potential applications in the 
brain, several promising studies have been pub-
lished regarding IVIM MRI in the head and 
neck region. Similar to cerebral tumors, it was 
shown, that IVIM MRI successfully allows for 
the differentiation, characterization, and therapy 
monitoring of head and neck neoplasia, such as 
squamous cell carcinomas [39–43]. IVIM is 
feasible to identify metastatic lymph nodes and 
can therefore be used to separate benign from 
malignant lymph nodes. D is significantly 
decreased in malignant lymph nodes reflected 
by increased nuclear-to- cytoplasmic ratio tis-
sue, and D∗ is significantly increased reflected 
by increased blood vessel generation and paren-
chymal perfusion in malignant lymph nodes 
[44].

Another application for IVIM MRI includes 
the assessment of cerebrospinal fluid (CSF) by 
using cardiac-gating, an approach, which might 
provide future opportunities to further investigate 
the pathophysiology of various neurological dis-
orders involving altered CSF [45, 46].
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16.6  Clinical Case (Fig. 16.2)

Fig. 16.2 IVIM in tumor imaging. Glioblastoma located 
in the right cerebral hemisphere in a middle-aged woman. 
(a) Axial T1-weighted post-contrast MRI, (b) dynamic 
susceptibility contrast (DSC) MRI perfusion with cerebral 
blood volume map (CBV), and (c) IVIM f. T1 weighted 

imaging demonstrates the tumor as a hypointense area 
with a faint contrast enhancement (circle). IVIM f corre-
lates well with hyperperfused tumor components in the 
perfusion CBV map (arrows). (Case courtesy of PD Dr. 
Christian Federau)

References

 1. Le Bihan D, et al. MR imaging of intravoxel incoher-
ent motions: application to diffusion and perfusion in 
neurologic disorders. Radiology. 1986;161(2):401–7.

 2. Le Bihan D, et  al. Separation of diffusion and per-
fusion in intravoxel incoherent motion MR imaging. 
Radiology. 1988;168(2):497–505.

 3. Le Bihan D.  Magnetic resonance imaging of perfu-
sion. Magn Reson Med. 1990;14(2):283–92.

 4. Le Bihan D.  Intravoxel incoherent motion per-
fusion MR imaging: a wake-up call. Radiology. 
2008;249(3):748–52.

 5. Kanda T, et  al. High signal intensity in the den-
tate nucleus and globus pallidus on unenhanced 
T1-weighted MR images: relationship with increas-
ing cumulative dose of a gadolinium-based contrast 
material. Radiology. 2014;270(3):834–41.

 6. Kanda T, et al. High signal intensity in dentate nucleus 
on unenhanced T1-weighted MR images: association 
with linear versus macrocyclic gadolinium chelate 
administration. Radiology. 2015;275(3):803–9.

 7. Iima M, Le Bihan D.  Clinical intravoxel incoherent 
motion and diffusion MR imaging: past, present, and 
future. Radiology. 2016;278(1):13–32.

 8. Iima M, et  al. Quantitative non-Gaussian diffusion 
and intravoxel incoherent motion magnetic resonance 

imaging: differentiation of malignant and benign 
breast lesions. Investig Radiol. 2015;50(4):205–11.

 9. Basser PJ, Mattiello J, LeBihan D.  MR diffu-
sion tensor spectroscopy and imaging. Biophys J. 
1994;66(1):259–67.

 10. Zierler K.  Indicator dilution methods for measuring 
blood flow, volume, and other properties of biologi-
cal systems: a brief history and memoir. Ann Biomed 
Eng. 2000;28(8):836–48.

 11. Henkelman RM. Does IVIM measure classical perfu-
sion? Magn Reson Med. 1990;16(3):470–5.

 12. Le Bihan D, Turner R. The capillary network: a link 
between IVIM and classical perfusion. Magn Reson 
Med. 1992;27(1):171–8.

 13. Iima M, et al. Characterization of glioma microcircu-
lation and tissue features using intravoxel incoherent 
motion magnetic resonance imaging in a rat brain 
model. Investig Radiol. 2014;49(7):485–90.

 14. Lee HJ, et  al. Tumor perfusion-related parameter of 
diffusion-weighted magnetic resonance imaging: 
 correlation with histological microvessel density. 
Magn Reson Med. 2014;71(4):1554–8.

 15. Federau C, et al. Perfusion measurement in brain gli-
omas with intravoxel incoherent motion MRI. AJNR 
Am J Neuroradiol. 2014;35(2):256–62.

 16. Kim HS, et al. Histogram analysis of intravoxel inco-
herent motion for differentiating recurrent tumor 
from treatment effect in patients with glioblastoma: 

16 Intravoxel Incoherent Motion (IVIM)



236

initial clinical experience. AJNR Am J Neuroradiol. 
2014;35(3):490–7.

 17. Bisdas S, et  al. Correlative assessment of tumor 
microcirculation using contrast-enhanced perfusion 
MRI and intravoxel incoherent motion diffusion- 
weighted MRI: is there a link between them? NMR 
Biomed. 2014;27(10):1184–91.

 18. WHO methods and data sources for global causes of 
death 2000–2012. Global Health Estimates Technical 
Paper WHO/HIS/HSI/GHE/2014.7. World Health 
Organization; 2014.

 19. Federau C, et al. Intravoxel incoherent motion perfu-
sion imaging in acute stroke: initial clinical experi-
ence. Neuroradiology. 2014;56(8):629–35.

 20. Suo S, et  al. Stroke assessment with intravoxel 
incoherent motion diffusion-weighted MRI.  NMR 
Biomed. 2016;29(3):320–8.

 21. Federau C, et  al. Collateral blood flow measure-
ment with intravoxel incoherent motion perfusion 
imaging in hyperacute brain stroke. Neurology. 
2019;92(21):e2462–71.

 22. Yamasaki F, et  al. Apparent diffusion coefficient 
of human brain tumors at MR imaging. Radiology. 
2005;235(3):985–91.

 23. Sugahara T, et  al. Usefulness of diffusion-weighted 
MRI with echo-planar technique in the evaluation 
of cellularity in gliomas. J Magn Reson Imaging. 
1999;9(1):53–60.

 24. Brandao LA, Shiroishi MS, Law M.  Brain tumors: 
a multimodality approach with diffusion-weighted 
imaging, diffusion tensor imaging, magnetic reso-
nance spectroscopy, dynamic susceptibility con-
trast and dynamic contrast-enhanced magnetic 
resonance imaging. Magn Reson Imaging Clin N Am. 
2013;21(2):199–239.

 25. Law M, et  al. Gliomas: predicting time to progres-
sion or survival with cerebral blood volume mea-
surements at dynamic susceptibility-weighted 
contrast-enhanced perfusion MR imaging. Radiology. 
2008;247(2):490–8.

 26. Suh CH, et  al. Perfusion MRI as a diagnostic bio-
marker for differentiating glioma from brain metas-
tasis: a systematic review and meta-analysis. Eur 
Radiol. 2018;28(9):3819–31.

 27. Wang X, et al. Glioma grading and IDH1 mutational 
status: assessment by intravoxel incoherent motion 
MRI. Clin Radiol. 2019;74(8):651.e7–651.e14.

 28. Togao O, et al. Differentiation of high-grade and low- 
grade diffuse gliomas by intravoxel incoherent motion 
MR imaging. Neuro Oncol. 2016;18(1):132–41.

 29. Shen N, et al. Intravoxel incoherent motion diffusion- 
weighted imaging analysis of diffusion and micro-
perfusion in grading gliomas and comparison 
with arterial spin labeling for evaluation of tumor 
perfusion. J Magn Reson Imaging. 2016;44(3): 
620–32.

 30. Bisdas S, et  al. Intravoxel incoherent motion 
diffusion- weighted MR imaging of gliomas: feasibil-
ity of the method and initial results. Neuroradiology. 
2013;55(10):1189–96.

 31. Puig J, et  al. Intravoxel incoherent motion metrics 
as potential biomarkers for survival in glioblastoma. 
PLoS One. 2016;11(7):e0158887.

 32. Federau C, et  al. IVIM perfusion fraction is prog-
nostic for survival in brain glioma. Clin Neuroradiol. 
2017;27(4):485–92.

 33. Miyoshi F, et  al. Utility of intravoxel incoherent 
motion magnetic resonance imaging and arterial spin 
labeling for recurrent glioma after bevacizumab treat-
ment. Acta Radiol. 2018;59(11):1372–9.

 34. Detsky JS, et  al. Differentiating radiation necrosis 
from tumor progression in brain metastases treated 
with stereotactic radiotherapy: utility of intravoxel 
incoherent motion perfusion MRI and correlation with 
histopathology. J Neuro-Oncol. 2017;134(2):433–41.

 35. Togao O, et  al. Measurement of the perfusion frac-
tion in brain tumors with intravoxel incoherent 
motion MR imaging: validation with histopathologi-
cal vascular density in meningiomas. Br J Radiol. 
2018;91(1085):20170912.

 36. Hara S, et al. Intravoxel incoherent motion perfusion 
in patients with Moyamoya disease: comparison with 
(15)O-gas positron emission tomography. Acta Radiol 
Open. 2019;8(5):2058460119846587.

 37. Wong SM, et al. Simultaneous investigation of micro-
vasculature and parenchyma in cerebral small vessel 
disease using intravoxel incoherent motion imaging. 
Neuroimage Clin. 2017;14:216–21.

 38. Heit JJ, et al. Reduced intravoxel incoherent motion 
microvascular perfusion predicts delayed cerebral 
ischemia and vasospasm after aneurysm rupture. 
Stroke. 2018;49(3):741–5.

 39. Hauser T, et  al. Characterization and therapy moni-
toring of head and neck carcinomas using diffusion- 
imaging- based intravoxel incoherent motion 
parameters-preliminary results. Neuroradiology. 
2013;55(5):527–36.

 40. Sumi M, Nakamura T.  Head and neck tumours: 
combined MRI assessment based on IVIM and TIC 
analyses for the differentiation of tumors of different 
histological types. Eur Radiol. 2014;24(1):223–31.

 41. Fujima N, et al. Prediction of the treatment outcome 
using intravoxel incoherent motion and diffusional 
kurtosis imaging in nasal or sinonasal squamous cell 
carcinoma patients. Eur Radiol. 2017;27(3):956–65.

 42. Ai QY, et  al. Distinguishing early-stage nasopha-
ryngeal carcinoma from benign hyperplasia using 
intravoxel incoherent motion diffusion-weighted 
MRI. Eur Radiol. 2019;29:5627–34.

 43. Sumi M, Nakamura T.  Head and neck tumors: 
assessment of perfusion-related parameters and 
diffusion coefficients based on the intravoxel inco-

D. Le Bihan and S. F.-X. Winklhofer



237

herent motion model. AJNR Am J Neuroradiol. 
2013;34(2):410–6.

 44. Liang L, et  al. Lymph node metastasis in head and 
neck squamous carcinoma: Efficacy of intravoxel 
incoherent motion magnetic resonance imaging for the 
differential diagnosis. Eur J Radiol. 2017;90:159–65.

 45. Becker AS, et  al. Investigation of the pulsatil-
ity of cerebrospinal fluid using cardiac-gated 

Intravoxel Incoherent Motion imaging. NeuroImage. 
2018;169:126–33.

 46. Surer E, et  al. Cardiac-gated intravoxel incoherent 
motion diffusion-weighted magnetic resonance imag-
ing for the investigation of intracranial cerebrospinal 
fluid dynamics in the lateral ventricle: a feasibility 
study. Neuroradiology. 2018;60(4):413–9.

16 Intravoxel Incoherent Motion (IVIM)



239© Springer Nature Switzerland AG 2020 
M. Mannil, S. F.-X. Winklhofer (eds.), Neuroimaging Techniques in Clinical Practice, 
https://doi.org/10.1007/978-3-030-48419-4_17

Magnetic Resonance Spectroscopy

Lucy McGavin and Amoolya Mannava

Contents
17.1  Basic Physics of Proton Spectroscopy  240

17.2  Visible Metabolites  240
17.2.1  Myo-Inositol (mI)  241
17.2.2  Choline (Cho)  242
17.2.3  Creatine (Cr)  242
17.2.4  Glutamate (Glu) and Glutamine (Gln), Gamma- Aminobutyric Acid 

(GABA)  242
17.2.5  N-Acetylaspartate (NAA)  242
17.2.6  Lactate (Lac)  243
17.2.7  Lipids  243

17.3  Acquisition Parameters  243

17.4  Sequences  243
17.4.1  Multivoxel Techniques  244

17.5  Artefacts  244

17.6  Clinical Applications  245

17.7  CNS Neoplasms  245
17.7.1  Role of Proton Spectroscopy in Diagnosis  245
17.7.2  Role of Proton Spectroscopy in Assessing Response to Treatment  246
17.7.3  Role of Proton Spectroscopy in Prognosis  246

17.8  Hypoxic Neuronal Injury  247

17.9  Inborn Errors of Metabolism  247

17.10  Closing Remarks  249

17.11  Clinical Case  249

 References  250

L. McGavin (*) · A. Mannava 
University Hospitals Plymouth, NHS Trust, 
Plymouth, UK 
e-mail: lucy.mcgavin@nhs.net

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48419-4_17&domain=pdf
https://doi.org/10.1007/978-3-030-48419-4_17#DOI
mailto:lucy.mcgavin@nhs.net


240

Abbreviations

GABA Gamma-aminobutyric acid
Gln Glutamine
Glu Glutamate
Lac Lactate
mI Myo-inositol
NAA N-acetylaspartate
PRESS Point-resolved spectroscopy
SNR Signal-to-noise ratio
STEAM Stimulated echo acquisition mode
tCho, Cho Total choline, choline
tCr, Cr Total creatine, creatine
TE Time to echo

17.1  Basic Physics of Proton 
Spectroscopy

Both magnetic resonance imaging (MRI) and 
magnetic resonance spectroscopy (MRS) share a 
common origin from early developments in 
nuclear magnetic resonance (NMR) techniques. 
Nuclei such as hydrogen (1H), carbon (13C), fluo-
rine (19F) and phosphorus (31P), with odd num-
bers of protons, neutrons or both have a net 
circulating nuclear charge which generates a 
magnetic dipole moment and spin. Nuclear mag-
netic resonance results from energy exchange 
and alteration of spin dynamics when these nuclei 
absorb energy from an applied radiofrequency 
pulse. MRI uses the electrical signal resulting 
from this resonance to perform spatial localisa-
tion; MRS analyses the signal for the component 
resonance frequencies derived from different 
molecules within the tissue. The geometry of the 
electron cloud surrounding a hydrogen nucleus 
(electron shielding) as a result of its chemical 
bonding to other atoms influences the magnetic 
field experienced by that hydrogen nucleus; this 
difference in  local microenvironment leads to a 
small difference in resonating frequency termed 
“chemical shift” [1]. By plotting the unique 
chemical shift of molecules containing a hydro-
gen nucleus, proton spectroscopy builds a bio-
chemical profile of tissue. In H-MRS, the focus is 
on molecules other than water which contain pro-

tons. It is necessary to suppress the signal from 
water in order to prevent the signal from these 
molecules from being overwhelmed in amplitude 
(and thus rendered invisible) by the much greater 
signal from water. Due to the low concentrations 
of molecules studied in MRS, the region of inter-
est chosen has a typical spatial resolution of 
1–10 cm3 as compared to 1–10 mm3 for MRI [2].

The chemical shift demonstrated by spectros-
copy is not simply a function of the electron 
shielding effect described above; protons on 
adjacent molecules influence the net magnetisa-
tion experienced by each other and thereby their 
spins. Spins may align in the same or opposite 
directions to each other resulting in a greater or 
lesser net local magnetic field respectively; this 
phenomenon is described as spin–spin splitting 
or J-coupling. As a result, the spectra of certain 
metabolite groups may be represented as a single 
large peak or multiple small peaks clustered 
together as doublets, triplets or multiplets 
depending on their chemical bonding. The methyl 
group of lactate, for instance, produces a doublet 
peak. Oftentimes it is difficult to fully analyse a 
complex splitting pattern [2].

17.2  Visible Metabolites

In vivo spectroscopy is only able to visualise 
small, mobile molecules with concentrations 
≥0.5 μmol/g of tissue [2]. Most neurotransmit-
ters, large, immobile molecules such as proteins, 
phospholipids, nucleic acids and myelin are not 
visualised. Concentrations of the visible metabo-
lites described below are tightly regulated and 
remain constant in healthy tissue. If robust meth-
odology is applied, acquisitions can be repro-
duced such that changes in spectra represent 
purely biochemical changes resulting from 
pathology. At commonly available field strengths 
of 1.5 or 3.0 T, choline (Cho), creatine (Cr) and 
N-acetyl aspartate (NAA) peaks are observed in 
healthy brain tissue at long echo times (e.g. 140 
or 280 ms). At short echo times (e.g. 30 or 35 ms) 
compounds such as glutamate and glutamine 
(Glx), myo-inositol (mI), lipids and some macro-
molecules can also be seen. Metabolites such as 
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lactate, alanine or others may be detectable when 
pathological conditions increase their concentra-
tion [3]. Figure  17.1 illustrates a spectroscopy 
trace in healthy brain tissue. Resonance 
 frequencies corresponding to chemical shift are 
plotted against metabolite concentration. The 
scale of chemical shift on the x-axis decreases 
from left to right. Commonly seen metabolites in 
healthy brain tissue and their metabolic role are 
summarised in Table 17.1.

Chemical shift is field-independent and is 
measured in parts per million (ppm). It is stan-
dardised by using the reference compound tetra-
methylsilane (TMS) for all proton spectroscopy 
[4]. On a reference scale where TMS = 0 ppm, 
water resonates at 4.7  ppm. Thus, even in the 
absence of TMS we can use the reference scale 
where water resonates at 4.7 ppm [5]. By using 
this unified scale, we can compare the concentra-
tions of metabolites in different tissues and on 
different scanners. This allows MR spectroscopy 
to be a quantitative imaging tool.

17.2.1  Myo-Inositol (mI)

Myo-inositol (mI) is a pentose sugar found abun-
dantly in glial cells. It is an osmolyte and also 
participates in hormone receptor mechanisms. 
On short echo sequences, its representative peak 

NAA
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Fig. 17.1 H-MRS spectrum of healthy brain tissue 
obtained with short TE sequence and corresponding MRI 
reference image. Cr2 indicates second peak of Creatine. 
In a normal spectrum, the resonances of metabolites myo- 
inositol, choline, creatine and N-acetylaspartate (NAA) 
are ascending in concentration. The line joining their 

peaks subtends an angle to the x-axis of approximately 
45°, referred to as Hunter’s angle. When this angle is dis-
turbed or the peaks do not make an ascending line, pathol-
ogy is suspected. (Reproduced with permission from 
Ulmer et al. [6])

Table 17.1 Common metabolites seen in a proton 
spectrum

Metabolite
Chemical 
shift (ppm)

Metabolic role/
indication

Water 4.7
Myo-inositol 3.6 Glial cell marker
Choline 3.2 Cell membrane 

turnover
Creatine 3.0, 3.9 Energy metabolism
Glutamate and 
glycine

2.1–2.7, 3.7 Neurotransmitter

NAA 2.0 Neuronal integrity
Lactate 1.3 Anaerobic 

metabolism
Lipids 1.5–0.8 Breakdown of cell 

membranes
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is seen at 3.56  ppm. mI levels are found to be 
negatively correlated with age from foetal life to 
adulthood. Findings in literature are inconsistent 
regarding levels in early adult life; levels are 
shown to increase in the elderly [7]. Myo-inositol 
is thought to be a glial cell marker; its levels are 
elevated in inflammatory and hyperosmolar 
states. Numerous studies and meta-analyses 
report elevated levels associated with low-grade 
glial tumours and Alzheimer’s disease [8–10].

17.2.2  Choline (Cho)

Choline is a precursor of acetylcholine; in proton 
spectroscopy choline is used as an umbrella term 
embracing several soluble components of brain 
myelin and cell membranes such as glycerol 
phosphocholine, phosphocholine and choline. 
Choline resonance is seen at 3.22 ppm. High con-
centrations have been described in young infants 
[7, 11]. During childhood and adolescence, there 
is inconsistency of findings in literature; levels 
appear to increase in the elderly [7]. Higher con-
centrations of choline are found in the frontal 
lobes and in white matter when compared to grey 
matter. High choline levels are found in the cere-
bellum, pons, insular cortex, thalamus and hypo-
thalamus [3, 12].

Being a metabolite of membrane synthesis 
and degradation, choline is often elevated in 
pathologies which result in high membrane turn-
over such as neoplasia, demyelination, inflamma-
tion and gliosis [13].

17.2.3  Creatine (Cr)

Creatine and phosphocreatine act as a surrogate 
for energy metabolism. As it is not possible to 
distinguish clearly the two separate peaks of cre-
atine and phosphocreatine at 1.5 and 3 T they are 
often designated as tCr (total creatine), with reso-
nance at 3.02  ppm. Creatine concentrations 
appear to positively correlate with age during a 
whole life [7]. Cr level is higher in grey matter 
than white matter [3]. Higher levels of Cr are 

reported in the cerebellum compared to parieto- 
occipital cortex and pons [12].

Cr levels are relatively constant and were con-
sidered a good internal standard for comparisons 
with other metabolites. In recent years, however, 
it has been discovered that these peaks change in 
hypoxia, neurodegenerative disease, neuro AIDS 
and some tumours, and may not be as robust a 
standard for comparison as previously assumed 
[14].

17.2.4  Glutamate (Glu) 
and Glutamine (Gln), Gamma- 
Aminobutyric Acid (GABA)

Glutamate and GABA are major excitatory and 
inhibitory neurotransmitters in the brain respec-
tively. Glycine (Gln) is the precursor of Glutamate 
(Glu) [13]. At 1.5 and 3 T, we may not clearly 
distinguish the separate peaks of Glutamine and 
Glutamate and together the spin system is fre-
quently referred to as Glx (Glx  =  Glu  +  Gln) 
resonating between 2.1–2.5 and 2.75 ppm with a 
secondary peak at 3.7 ppm [15]. Several studies 
describe a reduction in Glx in neurodegenerative 
conditions [16, 17], and an increase is described 
in meningiomas [18] and Rett syndrome [19]. 
GABA peaks may overlap with other metabo-
lites, particularly creatine and Glx. Newer spec-
tral editing techniques and filtering methods are 
able to reproducibly isolate the GABA peak [20].

17.2.5  N-Acetylaspartate (NAA)

N-Acetylaspartate is an amino acid precursor for 
neurotransmitter N-acetylaspartylglutamate acid 
(NAAG) and being found almost exclusively in 
neurons, acting as a marker for neuronal health, 
density and viability. It is found in immature oli-
godendrocytes and astrocyte progenitor cells. 
The largest peak in proton spectroscopy is nor-
mally from NAA at 2.02 ppm. It increases in con-
centration during childhood neuronal 
development, plateaus and then decreases with 
ageing [7]. Apart from higher levels in the pons, 
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it has a relatively uniform regional distribution in 
the brain [12].

Decreased NAA is associated with almost all 
neurodegenerative conditions where there is loss 
or injury to neurons [9, 10] or in malignancy 
where healthy neurons are replaced by tumour 
tissue [21]. It is also reduced in hypoxia [22, 23] 
and demyelination [24, 25]. Canavan’s disease is 
an interesting exception, where there is toxic 
accumulation of NAA secondary to a metabolic 
error [26].

17.2.6  Lactate (Lac)

Under normal conditions, lactate concentrations 
within the brain are too low to be detectable. 
Lactate becomes detectable when its concentra-
tions increase as a result of anaerobic metabo-
lism as seen in hypoxic brain tissue [23], certain 
mitochondrial diseases [27] and not infrequently 
in epilepsy [28, 29]. It is observed as a doublet 
resonating at 1.32  ppm. The lactate peak is 
inverted at TE of 144 ms due to spin–spin split-
ting or J-coupling. This can help to distinguish 
lactate resonance from adjacent lipid 
resonances.

17.2.7  Lipids

Lipids are best visualised on short TE acquisi-
tions (≈35 ms) resonating at 0.8–1.5 ppm. Lipids 
result from breakdown of cell membrane and are 
often seen elevated in radiation necrosis [30], 
high-grade tumours [8], metastasis [31], and 
demyelination [32].

17.3  Acquisition Parameters

The pivotal parameter in MRS is time to echo 
(TE). Short TE (TE ≈ 35 ms) provides good sig-
nal and captures metabolites with short TE prop-
erties such as mI and Glx. Proton spectra obtained 
at longer TE (TE of 135–288  ms) have poorer 
SNR but simpler spectra, with flat baselines. A 

TR that is 1–1.5 times T1 relaxation time of 
metabolites is usually chosen [2].

With increasing field strength, baseline noise 
decreases and spectral peaks become more dis-
tinct. Single voxel techniques generally describe 
a voxel of 8 cc at 1.5 T. At a higher field strength 
a smaller voxel size can be used, thereby increas-
ing relative spatial resolution and reducing partial 
volume effects [5].

Peak width is proportional to 1/T2. If the 
voxel contains molecules that shorten T2 such as 
blood breakdown products (hemosiderin), the 
spectral peak will broaden. The presence of bone 
and contrast can also result in susceptibility arte-
facts which degrade the spectra. Voxel placement 
is therefore crucial to the interpretation of spec-
tra. One way to mitigate variations seen with 
development, ageing and brain region, is to 
obtain a second “control” spectrum from a voxel 
placed in the contralateral homologous brain 
region if the pathology is lateralised.

17.4  Sequences

Single voxel techniques: When specific regions 
of the brain need to be studied single voxel tech-
niques are generally preferred. Two widely avail-
able, basic acquisition sequences are stimulated 
echo acquisition mode (STEAM) and point- 
resolved spectroscopy (PRESS) [33].

In a STEAM sequence, three orthogonal 90° 
narrow bandwidth frequency pulses are applied 
in sequence to a single voxel. As a result, four to 
five echoes are generated, one of which is the 
stimulated echo which is used to produce spectra. 
For many years, STEAM was the only MRS 
sequence available that could be done at short TE 
where metabolites such as mI and Glx could be 
observed. Compared to PRESS, STEAM yields a 
lower SNR and has longer acquisition. It also 
does not show the lactate inversion peak at TE 
144  ms. It does, however, minimise chemical 
shift artefacts better [33, 34].

Point-resolved spectroscopy (PRESS) uses a 
90° and 180° pulse followed by a refocusing 180° 
pulse. Each pulse has a slice-selective gradient 
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acquired in sequence in orthogonal gradients 
such that only spins that intersect all three gradi-
ents are refocused to provide echoes for deriving 
spectra. The signal in PRESS depends on pulse 
spacing and TR. It can be used for short or long 
TE and has been popular in clinical use over the 
past decade [35]. Figure  17.2 demonstrates a 
schematic of PRESS and STEAM acquisition 
sequences.

17.4.1  Multivoxel Techniques

CSI (chemical shift imaging) or 3D MRSI (mag-
netic resonance spectroscopic imaging) is excel-
lent for obtaining metabolic maps of large brain 
areas or different parts of a lesion. Tissue is 
imaged in slices and regions of interest (ROI) can 
be subsequently placed. Phase-encoding gradi-
ents are used to divide a slice into a grid of voxels 
and spectra are derived from each of these indi-
vidual voxels. As a result, voxel size is small, but 
SNR can be made comparable to PRESS. Slices 
can be interleaved using parallel imaging tech-
niques to reduce acquisition time [33]. CSI often 
uses colour maps in addition to spectra to repre-
sent metabolic profiles. This enables comparison 
between the anatomical and metabolic extent of a 
disease process. Maps must be correlated with 
respective spectra to identify artefacts e.g. due to 
poor shimming or poor water suppression (see 
below).

17.5  Artefacts

Spectral artefacts are often subtle and difficult to 
detect. Common artefacts encountered in MRS 
are due to motion, eddy currents, inadequate 
shimming or water suppression and spectral 
contamination.

• Poor shimming: The quality of shimming 
often dictates the quality of spectra. First-
order shimming is generally automated while 
secondary shimming is introduced manually if 
needed. Poor shimming leads to peak broad-
ening and increased baseline noise.

• Incomplete water suppression: This can result 
in loss of certain metabolic peaks. Skewing of 
the baseline to the left (i.e. towards water reso-
nance of 4.7  ppm) generally indicates poor 
water suppression [5].

• Chemical shift artefacts: These can lead to 
spatial mis-mapping. Chemical shift artefacts 
are most problematic with single-voxel spec-
tra at higher magnetic fields. The solution is 
often to employ larger bandwidth RF pulses 
and stronger imaging gradients.

• Spectral contamination: In multi-voxel spec-
troscopy, spectral contamination can occur 
such that spatial mis-mapping may extend 
many voxels away from the source. This is 
due to aliasing similar to Gibbs artefact seen 
in MRI.  This effect can be reduced (but not 
completely eliminated) through digital filtering 
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Fig. 17.2 A schematic representation of PRESS and STEAM acquisition sequences. (Reproduced with permission 
from Bertholdo et al. [36])
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techniques and by increasing the number of 
voxels [37, 38].

17.6  Clinical Applications

In the past two decades, there have been numer-
ous studies published describing a wide range of 
neurological applications of MRS.  In order to 
focus on those areas with high-level clinical evi-
dence, a database search was conducted on 
PubMed and Embase from inception up to May 
2018 for the terms: “magnetic resonance spec-
troscopy” OR “proton spectroscopy” OR “meta-
bolic imaging” AND “brain” OR “CNS” OR 
“neurology”. Results were filtered for the follow-
ing types: meta-analyses, systematic reviews and 
phase III, IV clinical trials published in the 
English language.

The resulting 356 articles were screened by 
title, followed by abstract to include 46 articles. 
A further 12 articles referenced in these studies 
were subsequently included. Technical reviews, 
reviews, non-proton spectroscopy, studies focus-
ing on non-CNS carcinoma, single centre studies 
were excluded. Two systematic analysis report-
ing metabolic changes in normal ageing are ref-
erenced in the previous section. We reviewed the 
remaining 56 articles, categorising them into

 (a) clinical applications with a clear role for 
MRS; including CNS neoplasia (12 studies), 
hypoxic ischemic encephalopathy (4 
studies);

 (b) pre-clinical research applications such as 
psychiatric illness (20 studies encompassing 
schizophrenia, bipolar mood disorders and 
major depression), neurodegeneration par-
ticularly Alzheimer’s disease (3 studies), 
chronic hepatitis C infection (1 study), sub-
stance abuse (3 studies) and diabetes mellitus 
(2 studies);

 (c) clinical scenarios with limited evidence or 
equivocal conclusions such as traumatic 
brain injury (3 studies), epilepsy (2 studies), 
migraine (1 study), multiple sclerosis (3 
studies), chronic back pain (1 study) and 
drowning (1 study).

Drawing on this review of literature, we 
describe the application of MRS in answering 
specific questions in clinical management of 
CNS neoplasia and hypoxic neuronal injury. We 
have included a description of the role of MRS in 
management of children with certain inborn 
errors of metabolism. While the evidence basis 
for application is somewhat limited, likely due to 
rarity of conditions, we do observe its utility in 
clinical practice.

17.7  CNS Neoplasms

MRS is most useful in differentiating low- and 
high-grade gliomas [8, 21, 39], and tumour recur-
rence from radiation necrosis [21, 22, 30]. Meta- 
analyses examined its role in distinguishing 
neoplasia from non-neoplastic lesions [21, 40], 
defining tumour extent [21] and in follow-up 
monitoring for progression [41]. It holds promise 
as a method for reliably identifying IDH mutant 
gliomas [42, 43] and pituitary adenomas when 
compared to diagnostic utility of SPECT or PET 
[44] and in differentiating between pseudo-
response and true response following chemother-
apy [45, 46]. Nuclear medicine studies such as 
PET appear superior to MRS for diagnosis of 
CNS lymphoma in HIV patients [47]; MRS does 
not reliably differentiate metastasis from primary 
neoplasia [39].

17.7.1  Role of Proton Spectroscopy 
in Diagnosis

Glial tumours exhibit elevated choline and 
decreased NAA levels corresponding to the 
degree of malignancy [8, 39, 48]. As Cho/NAA 
describes glial cell proliferation this usually 
correlates with tumour infiltration, progression-
free survival and contrast enhancement at recur-
rence in glioblastoma [49]. There is much 
heterogeneity in the literature regarding the 
threshold ratios for Cho/Cr, Cho/NAA and 
NAA/Cr needed to distinguish high- and low-
grade gliomas. Lactate and lipids representing 
anaerobic metabolism and necrosis are often 
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seen with high-grade lesions and indicate a 
worse outcome [21, 50, 51]. Low-grade gliomas 
on the other hand are often associated with 
higher mI levels [13].

Several meta-analyses have established the 
value of in MRS for differentiating high -and 
low-grade gliomas [8, 21, 41]. Wang et al. dem-
onstrated that the choice of Cho/NAA ratio was 
superior to Cho/Cr and NAA/Cr ratios in a 
meta- analysis of 30 studies [8]. Usinskeine 
et al. analysed 83 articles comparing MR met-
rics from relative cerebral blood volume 
(rCBV), normalised ADC and spectroscopic 
ratios of Cho/Cr, Cho/NAA, reporting greatest 
diagnostic accuracy with rCBV and ratios of 
Cho/Cr and Cho/NAA differentiating high- and 
low-grade gliomas. They report a significant 
difference between Cho/Cr and Cho/NAA 
ratios of low- and high-grade gliomas at both 
short and medium TE.  The weighted mean of 
Cho/Cr (short TE), Cho/Cr (medium TE) and 
Cho/NAA ratios in low-grade gliomas were 
found to be 1.46, 1.71 and 2.36 respectively. 
This was significantly lower than weighted 
mean of Cho/Cr (short TE), Cho/Cr (medium 
TE) and Cho/NAA ratios in high-grade gliomas 
which were 2.4, 3.27 and 4.71 respectively 
[39].

Individual studies indicate associative char-
acteristic spectral pattern in specific CNS neo-
plasia, which may provide additional 
information in lesions of uncertain origin. 
Untreated neuroectodermal tumours in children 
often show a taurine increase [13, 32]. Glycine 
increase may be seen in high-grade paediatric 
tumours [27]. Meningiomas and metastasis 
often have raised choline associated with near 
absent NAA [31, 52]. Meningiomas are also 
generally associated with a low mI and may 
exhibit raised alanine [53].

Other contrast-enhancing lesions such as 
abscess and tuberculomas may also exhibit an 
elevated lipid spectrum. Abscesses are often 
associated with elevated amino acids and absent 
NAA, Cho and creatinine [13]. Diffusion- 
weighted imaging (DWI) is better at distinguish-
ing glioma from underactive MS, where MRS 
may provide equivocal results [54].

17.7.2  Role of Proton Spectroscopy 
in Assessing Response 
to Treatment

The pattern of enhancement on imaging is tradi-
tionally used to differentiate tumour recurrence 
from treatment response; recurrence is associated 
with pathological enhancement and response is 
associated with poor enhancement. The use of 
treatments that affect vascular permeability can 
produce patterns that mimic tumour response or 
progression. Cytotoxic therapies including radio-
therapy can cause enhancement which mimics 
progression and is referred to as “pseudoprogres-
sion”. Approximately 30–40% of patients on 
anti-angiogenic agents such as bevacizumab and 
cediranib demonstrate non-enhancing tumour 
progression prior to changes in contrast enhance-
ment [46]. This is termed “pseudoresponse”. 
Recent meta-analyses show that average Cho/Cr 
and Cho/NAA ratios are significantly higher in 
tumour recurrence than in tumour necrosis [30, 
55]. While no absolute threshold is evident in 
available meta-analyses which quantitatively dif-
ferentiated recurrence from radiation necrosis, 
many studies included use Cho/Cr and/or Cho/
NAA >1.71 and/or Cho/Cr >2 with reduced NAA 
as an indication of recurrence [21, 30, 56]. On the 
other hand, necrotic tissue demonstrates elevated 
lactate which marks anaerobic glycolysis and 
elevated lipids. There are a few studies dedicated 
to the diagnostic utility of MRS in pseudo-
response, but no meta-analysis is currently avail-
able supporting it [57].

17.7.3  Role of Proton Spectroscopy 
in Prognosis

The last decade of research, culminating in the 
revised 2016 WHO classification of CNS neopla-
sia, has shown that genetic and histological pro-
files of brain tumours are needed to both direct 
treatment and for prognostication. Isocitrate 
dehydrogenases (IDH) mutations are more fre-
quent in secondary GBM than in the primary 
GBM and have a better prognosis. IDH mutation 
in grade II–IV gliomas are associated with a  better 
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prognosis for survival [42, 58]. IDH mutation 
results in the high accumulation of 2-hydroxy glu-
tarate (2HG), typically two to three orders greater 
than wild-type IDH or healthy tissue. 2HG mole-
cules have multiplets which resonate at 4.02, 2.25 
and 1.9 ppm of which the 2.25 ppm signal is typi-
cally the strongest at 3 T [42]. Prospective longi-
tudinal trials (total of 161 patients) have shown 
that 2-HG peaks can be reliably detected on spec-
troscopy provided that appropriate spectral edit-
ing tools are used [42, 43]. This suggests there 
may be a promising clinical role for MRS in non-
invasive IDH typing of gliomas.

17.8  Hypoxic Neuronal Injury

MRS and DWI are acutely sensitive to hypoxic 
brain injury. Indeed, some of the earliest applica-
tions of spectroscopy were in evaluation of neuro-
nal ischemia. Thayyil et  al. reported that raised 
Lac/NAA had better diagnostic accuracy for 
hypoxic ischaemic encephalopathy (HIE) than 
conventional MRI performed at any time during 
neonatal period, and was the best predictor of a 
poor outcome [23]. They suggest that Lac/NAA 
could be useful in early clinical management deci-
sions and in counselling parents about prognosis.

Monitoring lactate and NAA during therapeu-
tic hypothermia serves as a surrogate to treatment 
efficiency [23]. It may also serve as a surrogate 
end point in clinical trials evaluating new neuro-
protective therapies.

There has been sustained interest in the role of 
MRS in traumatic brain injury (TBI) where prog-
nostication with imaging remains a challenge. 
Brown et  al. reported a significant decrease in 
NAA/Cr ratios and elevated Cho/Cr ratios in TBI 
in the subacute and chronic phases of injury but 
not in the acute phase [59]. Larger studies and 
multicentre trials with robust outcomes are lack-
ing, making it difficult to evaluate clinical utility.

17.9  Inborn Errors of Metabolism

There are a number of relatively rare neurometa-
bolic disorders whose diagnosis and monitoring 
can be improved using MRS. Typically, a genetic 

mutation leads to a block in a metabolic pathway 
resulting in under production of one or more sub-
strates and accumulation of another; the patho-
logical effects may be due to the deficiency or 
toxic accumulation. Clinical presentation is often 
with non-specific symptoms in early life. In some 
disorders, specific treatment options are available 
and when instituted early, can prevent brain dam-
age. Spectroscopy findings in some common 
inborn metabolic disorders are described here.

Maple syrup urine disease (MSUD) is an auto-
somal recessive disorder. A defect in oxidative 
decarboxylation of branched chain keto acids 
(BCKA) results in accumulation of the precursor 
amino acids and their corresponding keto acids, 
in the serum, CSF and urine. The more common, 
severe form of this disease presents in the neo-
nate and if untreated leads to progressive neuro-
logical damage. Variant forms of the disease 
become apparent in childhood, with typically less 
severe symptoms that may only appear during 
times of fasting, stress or illness, but still involve 
neuro-cognitive insult. Earlier diagnosis and 
institution of therapy are critical for optimising 
prognosis. H-MRS demonstrates decreased 
NAA, methyl resonances of branched chain 
amino acids at 0.9 ppm and lactate in acute meta-
bolic decompensation [60]. Cho and mI levels 
may be found elevated. The proton MR spectro-
scopic findings are positive even when structural 
imaging is negative and can be used to evaluate 
the state of disease in MSUD and its response to 
therapy [61].

Urea cycle disorders result in accumulation of 
nitrogenous compounds such as ammonia. 
Infantile Refsum disease is a milder form where 
spectra show increase in Cho and lipids but 
decreased NAA [60].

Mitochondrial disorders are a heterogeneous 
group of disorders, of which Leigh’s disease and 
mitochondrial encephalomyopathy with lactic aci-
dosis and stroke-like episodes (MELAS) are more 
common. Proton spectroscopy in Leigh’s disease 
shows a large increase in lactate with fall in NAA 
[62]. MELAS presents with encephalomyopathy, 
lactic acidosis and stroke-like episodes, typically 
before the age of 30. MRS demonstrates very high 
lactate levels with reduced NAA, glutamate, mI 
and total creatinine in affected areas [27].
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Other, rare leukodystrophies such as Canavan’s 
disease and metabolic errors, such as creatinine 
deficiency and nonketotic hyperglycinaemia, also 
have characteristic spectra to aid diagnosis and 
management. Canavan’s disease for instance 

results in toxic accumulation of NAA leading to 
spongiform leukodystrophy and demonstrates 
characteristic high NAA spectra [63]. Figure 17.3 
demonstrates a typical proton spectrum seen in 
Canavan’s disease.
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Fig. 17.3 Canavan disease. An axial T2-weighted image 
(a) shows abnormal high signal in the thalami, globus pall-
idi, and the entire white matter (white arrows). There is 
relative sparing of the posterior limbs of internal capsules, 
caudate nuclei, and putamina (black arrows). An axial dif-
fusion- weighted image (b) demonstrates uniformly 
restricted diffusion within the abnormal white matter com-
patible with intramyelinic edema (arrows). Spectroscopy 

with TE = 35 ms (c), sampling voxel positioned in the right 
frontal white matter, shows markedly elevated NAA peak at 
2.0 ppm (*), considered pathognomonic of Canavan dis-
ease. Also note that decreased choline (Cho) and creatine 
(Cr) peaks, as well as slightly prominent myo-inositol peak 
(Ins dd1) at 3.54 ppm, labels computer generated. 
(Reproduced with permission from Atsina et al. [64])
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17.10  Closing Remarks

MRS is a useful part of the diagnostic toolkit 
when the operator and reader are aware of its 
shortcomings and sources of potential error. As 
we accumulate more evidence on its clinical role 
it is likely that MRS will be used ever more 
widely in the management of neoplastic, inflam-
matory and degenerative disorders.

The literature to-date has tended to focus on 
defining precise metrics such as metabolite 
thresholds or ratios with which to distinguish 
between different disease states in what are per-
ceived to be clinically useful sensitivities and 
specificities. It is our opinion that the use of 
simplified metrics risks missing a lot of the 
valuable data contained within MR spectra. In 
daily clinical practice, typically the whole spec-
trum is analysed and changes in patterns of 
spectra when compared to healthy brain tissue 
or over the course of a disease is considered. In 
agreement with Alger, we anticipate that the 
increased use of multi-dimensional analysis 
techniques, as embodied in data mining and 
machine learning literature and increased famil-
iarity with biochemical aspects of disease within 
the radiology and neuroscience community will 
help address this issue and augment the clinical 
utility of MRS [66].

17.11  Clinical Case

We describe here the imaging findings of a 
57-year-old lady with the working diagnosis of a 
low-grade primary brain tumour. She had opted 
out of surgical treatment of tumour in view of 
potential neurological insult being greater than 
benefit. She was being monitored annually for 
progression using MRI.  Her initial surveillance 
studies suggested a stable tumour. Her latest sur-
veillance MRI scan demonstrated that the tumour 
had increased in size with local mass effect. 
There was no pathological contrast enhancement. 
As structural MRI findings were equivocal, MRS 
and cerebral perfusion studies were also per-
formed. There were no changes of note in the 
cerebral perfusion imaging. Her MRS, however, 
demonstrated a high Cho/NAA (highest–3.36) 
and Cho/Cr ratios with low NAA/Cr ratio within 
the core of the lesion. There was an associated 
small, insignificant rise in lactate. Proton spectra 
of the patient for corresponding sampling voxel 
placed within the brain lesion are shown in 
Fig. 17.4.

While structural MRI findings were equivo-
cal, and cerebral perfusion studies negative, the 
MRS findings strongly suggested that the low- 
grade glioma had transformed to a high-grade 
lesion leading to a revision of management plan.
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18.1  Principles of Magnetization 
Transfer

The magnetization transfer (MT) phenomenon 
[1] generically is the exchange (or transfer) of 
spin information between protons associated 
with macromolecules and surrounding water. The 
MT effect can be diagrammatically explained 
using a two-pool model, in which protons in tis-
sues are associated with either free water (water 
pool) or semisolid macromolecules (macromo-
lecular pool), which consists of protons bound to 
immobile proteins, large macromolecules, or cel-
lular membranes [2]. The signal observed in con-
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ventional MRI comes from water protons that 
have sufficiently long T2 relaxation times (i.e. 
greater than 10 ms). Water protons have a specific 
resonance frequency (ω0) and a narrow absorp-
tion lineshape (Fig. 18.1). Protons in the macro-
molecular pool are relatively immobile and 
strongly associated with each other, resulting in a 
broad absorption lineshape, and a very short T2 
(in the order of 10 μs), and therefore cannot be 
directly imaged with conventional MRI. However, 
the association and exchange between macromo-
lecular protons and the free water allows the per-
turbation of the macromolecular pool to influence 
the water pool. In MRI, an MT experiment is as 
follows: MT preparation (saturation) is applied to 
selectively saturate the broad-lineshape macro-
molecular protons without directly affecting the 
water protons. The selective saturation of the 
macromolecular protons is exchanged through-
out the semisolid proton pool (spin diffusion) and 
then is exchanged (through dipole–dipole or 
direct chemical exchange) with the surrounding 
water, resulting in an attenuation of the acquired 
MR (water) signal. Importantly, the magnitude of 
the MT effect depends on (1) sequence parame-
ters (pulse power and frequency offset from 
water) and (2) physiological parameters (macro-
molecular-water exchange rate and concentration 
of macromolecules).

There are several methods to perform the MT 
preparation; it is beyond the scope of this chapter 
to discuss all the available methods, and readers 

interested in further details on MT preparation 
techniques are encouraged to consult [3–9]. One 
of the more time-efficient methods to perform 
MT experiments is by using ‘off-resonance’ satu-
ration [10, 11], which is outlined in Fig. 18.1, and 
in short applying an RF pulse to selectively satu-
rate the broad macromolecular resonance (off-
resonance with respect to water) sufficiently, 
minimizing direct water saturation and allowing 
MT to transfer saturation to water. Provided that 
the offset frequency is large enough to avoid 
direct saturation of water, the observed signal 
reduction is the result of MT and driven by mac-
romolecular composition and exchange rate.

Practically, the amount of saturation is 
affected by the amplitude (B1) and the frequency 
offset of the RF pulse (Δω, with respect to 
water). Higher B1 results in greater saturation, 
and thus a greater MT-driven contrast, but satu-
ration power is limited in practice by the Specific 
Absorption Rate (SAR) safety considerations. 
Lower offset frequencies will generate greater 
saturation of the macromolecular pool, but also 
directly saturates the water through the so-called 
direct saturation effect. A practical value for the 
offset frequency that will produce saturation of 
the macromolecular protons while minimizing 
the direct saturation of water protons is typically 
2000 Hz (at Δω = 2000 Hz, <10% direct satura-
tion effect [11]).

It is worth noting that the duration of the MT 
preparation pulses can generally increase the 

Off-resonance
RF pulse

Signal
attenuation

Frequencyω0

MT2)

3)1) Free Water
Macromolecules

Fig. 18.1 The water pool has a narrow spectrum, while 
the macromolecular pool has a broadened line. When a 
radiofrequency (RF) pulse is applied off-resonance (1), it 
will selectively saturate the macromolecular protons with-

out directly affecting the free water protons. This satura-
tion is then transferred to the water protons (2), resulting 
in an observed signal attenuation (3)
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acquisition times, which could be a limitation 
depending on the clinical application. Finally, in 
addition to the method described above, where 
explicit MT preparation pulses are applied in a 
conventional MR sequence, it has also been 
shown that incidental MT contrast can be gener-
ated in many conventional imaging sequences 
[12]. This occurs, for example, in spin echo 
sequences, where the slice-selective excitation 
and refocusing pulses can be considered off- 
resonance pulse for neighboring slices, generat-
ing an implicit MT effect.

18.2  Magnetization Transfer Ratio

The most common approach to characterize the 
MT effect is the MT ratio (MTR), calculated as 
the relative change in intensity from an 
MT-prepared and nonprepared image pair: 
MTR = 1 − S(Δω)/S0, where S(Δω) and S0 are the 
voxel intensities in the presence and absence of 
MT preparation, respectively (Fig.  18.2). The 
MTR combines all of the mechanistic factors 
contributing to the MT effect into a single semi-
quantitative index [13], which is sensitive to mac-
romolecular content. For example, white matter 
(WM) has higher MTR values (mostly due the 
abundance of myelin in these tissues), gray mat-
ter has intermediate MTR values, and the cere-
brospinal fluid (CSF) has a MTR value close to 
zero. In addition, lesions that result in aberrations 
in macromolecular content typically have a dif-
ferent MTR than normal tissues.

Despite its easy implementation and calcula-
tion, MTR is not an intrinsic property of tissue, 
and thus, it is not only determined by the tissue 
itself, but is also sensitive to the pulse sequence 
design, B1 and B0 inhomogeneities, as well as tis-
sue relaxation times, which limits the ability to 
create a standardized MTR metric to define 
pathology. Different off-resonance frequencies 
and different saturation powers generate different 
MTR values and, therefore, MTR cannot readily 
be used to quantitatively study tissue changes 
across sites.

18.3  Quantitative Magnetization 
Transfer

Quantitative MT (qMT) has been developed to 
overcome some of the limitations of MTR. The 
qMT model is still based on MT between water 
and the macromolecular pools [2], and can 
describe the MT effect by quantifying the consti-
tutive parameters instead of a single summary 
MTR value. However, qMT typically utilizes 
multiple saturation offsets and powers to gener-
ate an MT z-spectrum, which is then fit to a 
model. In a two-pool model, the output of qMT 
analysis is as follows: equilibrium magnetization 
of the free water (f) and macromolecular (m) pools 
(M M0 0

f m, ), rates of the magnetization exchange 
between the pools (kfm, kmf), and their relaxation 
times (T1

f, T1
m, T2

f, T2
m). It is important to note that 

these values are intrinsic properties of tissues and 
therefore are independent of the pulse sequence.

MT-prepared non-prepared MTR Map

0 0.7

a b c d
0 0.5

PSR Map

Fig. 18.2 (a) MT-prepared image, (b) nonprepared image, (c) MTR map, (d) PSR map
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Several techniques have been developed to 
estimate qMT-derived indices [4, 8, 9, 14–17]. 
However, robustly estimating all qMT parame-
ters in a particular model necessitates the acquisi-
tion of a large number of data points (i.e. images 
acquired at different offset frequencies and/or 
powers), which results in long acquisition times, 
making it impractical for some clinical applica-
tions. To overcome this limitation, a new method 
to perform a qMT analysis using only a single 
MT acquisition and a reference measurement has 
been recently proposed [18]. In this case, only the 
macromolecular to water pool size ratio 
(PSR m f= M M0 0/ ) is estimated, while using phys-
ically reasonable constraints for the other param-
eters (Fig. 18.2d). The PSR allows straightforward 
biophysical interpretation as an indicator of the 
total macromolecular content in tissues [19]. 
Using this model, improved resolution or reduced 
sensitivity to motion can be achieved in clinical 
scan times, making it a viable approach for the 
study of multiple neurodegenerative disorders.

18.4  Clinical Applications

Since its discovery, several clinical applications 
of MT in the CNS have emerged [13, 20]. MT has 
been shown to be useful for tissue characteriza-
tion, and improving image contrast, with the 
potential to guide differential diagnosis, quantify 
disease severity, and offer insight into prognosis 
and treatment response of different neurological 
conditions. The next paragraphs briefly describe 
some of the current and potential clinical applica-
tions of MT imaging.

18.4.1  Magnetic Resonance 
Angiography (MRA)

MRA uses specific MR sequences to evaluate 
intracranial blood vessels by suppressing the sig-
nal from static tissues while enhancing the signal 
from blood by means of inflow and phase effects. 
MT can be used to enhance the signal contrast 
between blood and other tissues by suppressing 
the background tissue signal [21]. When MT 

preparation is applied, the signal from surround-
ing tissues is decreased due to MT effects, while 
the signal from blood vessels is not affected since 
blood is essentially in the fluid phase and does 
not contain immobilized macromolecular 
protons.

18.4.2  Gadolinium-Enhanced MRI

Gadolinium-based paramagnetic contrast agents 
in MRI are used to evaluate a variety of CNS 
lesions, by increasing the signal intensity in 
regions where the contrast agent accumulates due 
to a disruption of the blood–brain barrier. MT can 
be combined with contrast-enhanced T1-weighted 
images to improve the contrast by suppressing 
the signal from background tissues and rendering 
Gd-enhanced areas more conspicuous [22]. The 
MT contrast enhancement has been shown to be 
useful to assess tumors, infarctions, and a variety 
of enhancing lesions [23].

18.4.3  Multiple Sclerosis

One of the most established applications of MT 
is in multiple sclerosis (MS). MS is an inflam-
matory and demyelinating disease that affects 
the CNS. While traditional MRI techniques can 
point to the location of the damage, they typi-
cally do not provide specific information on the 
microscopic pathology of the tissue, such as 
axonal loss and myelin damage. These abnor-
malities affect the macromolecular content, and 
MT provides a sensitive tool to detect these 
changes. MT has been shown to be useful for 
evaluating demyelination and the severity of 
intrinsic lesion damage [24, 25]. Using MT, MS 
lesions are more conspicuous, and MTR values 
provide valuable information on lesion evolu-
tion [26, 27]. Moreover, the MTR in normal-
appearing white matter (NAWM) is also 
decreased in MS patients [28–30], which could 
represent the myelin thinning and axonal dam-
age that can precede new lesion formation [31–
33]. MTR has also been used to assess 
pathological changes in grey matter tissues of 
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MS patients [30] and has been shown to corre-
late with physical disability and cognitive 
impairment [34–36]. Recently, qMT techniques 
have been applied for the study of MS in the 
brain [19], spinal cord [37], and optic nerve 
[38]. These studies indicate that the PSR 
obtained from qMT enables an assessment of 
demyelination in NAWM and grey matter dam-
age, outperforming MTR. qMT measures cor-
relate with clinical status of MS patients, 
offering a valuable tool to quantitatively moni-
toring disease progression and treatment 
efficacy.

18.4.4  White Matter Disorders

MT imaging has also found clinical applications 
on different WM disorders and conditions associ-
ated with WM damage. MTR changes in cerebral 
WM have been detected in CNS vasculitis [39–
41], stroke [42, 43], traumatic brain injury [44, 
45], migraine [46, 47], cerebrotendinous xantho-
matosis [48], Fabry’s disease [49], and cerebral 
autosomal dominant arteriopathy with subcorti-
cal infarcts and leukoencephalopathy (CADASIL) 
[50]. MTR abnormalities have also been observed 
in the spinal cord of patients with isolated myeli-
tis [51] and patients with CADASIL [52].

18.4.5  Infectious Diseases

MT has been studied for the detection and diag-
nosis of a variety of CNS infections, including 
herpes simplex virus encephalitis [53], human 
immunodeficiency virus encephalitis [54], CNS 
tuberculosis [55], neurocysticercosis [56], brain 
abscess [57], and meningitis [58]. MT contrast 
has been shown to improve the conspicuity of 
CNS tuberculosis lesions, and MTR can be used 
to distinguish tuberculosis from similar- 
appearing infective lesions on conventional MR 
images [59]. Moreover, MT imaging has 
improved the sensitivity of detection of meningi-
tis, and several studies have shown significantly 
different MTRs in meninges stemming from dif-
ferent causative agents [57, 59].

18.4.6  Tumors

Several studies have shown that tumors have 
lower MTR values compared to normal brain tis-
sue [60, 61]. Moreover, MTR was found to be 
useful in differentiating low-grade gliomas from 
high-grade gliomas and benign from malignant 
tumors, offering the opportunity to characterize 
tumors pre-surgically based on their macromo-
lecular content.

18.4.7  Other CNS Disorders

MT imaging has shown continuing promise for 
use in imaging other CNS diseases. In the last 
two decades, research studies in patients with 
neurological disorders including epilepsy [62–
64], Alzheimer’s disease [65, 66], Huntington’s 
disease [67, 68], amyotrophic lateral sclerosis 
[69, 70], Parkinson’s disease [71–73], multiple 
system atrophy [72], and progressive supranu-
clear palsy [72], and psychiatric disorders such 
as schizophrenia [74, 75] and bipolarism [76] 
have shown that MTR can be used to detect 
subtle changes that are not perceptible with tra-
ditional MRI.  More recently, qMT techniques 
[77, 78] have been gaining ground as an attrac-
tive approach to quantitatively evaluate micro-
structural changes in CNS diseases.

18.5  Clinical Case: qMT 
in the Cervical Spinal Cord—
Application to MS

In patients with MS, spinal cord lesions can 
result in a combination of sensory and/or motor 
deficits. Traditional MRI methods are not spe-
cific to the underlying macromolecular tissue 
changes (i.e. demyelination and axonal dam-
age) that may precede or accompany an overt 
lesion. In a recent study [37], qMT was applied 
to provide high- resolution macromolecular to 
free pool size ratio (PSR) maps, sensitive to the 
underlying macromolecular composition of the 
spinal cord in clinically feasible scan times 
(5–8 min).
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Figure 18.3 shows the PSR maps of the cervi-
cal spinal cord for (a) 25-year-old healthy con-
trol, (b) 31-year-old patient with mild sensory 
symptoms that were attributed to an MS lesion 
(EDSS score = 1.5), and (c) 25-year-old patient 
with severe sensory-motor symptoms who pre-
sented with a substantial clinical decline (EDSS 
score  =  4). Both patients have relapsing–remit-
ting MS and disease duration of less than 
10 years. These figures illustrate a reduction of 
PSR localized to the location of an MS lesion, as 
well as surrounding the lesional area.
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19.1  Introduction

Neurosurgery aims to maximize the resection of 
brain tumors while minimizing involvement of 
eloquent cortex, thus improving survival while 
preventing lasting neurological deficits. Locating 
eloquent cortex presents a number of challenges: 
the unique anatomy of individual brains, tumor- 
induced distortion, and cortical reorganization 
render individual preoperative brain mapping 
essential [1, 2]. Current gold standards for brain 
mapping are highly invasive and consist of intra-
operative electrocortical stimulation (ECS) [3] 
and the preoperative intracarotid amobarbital 
Wada test [4]—these techniques are by no means 
perfect and entail their own set of limitations. 
ECS, for example, is limited to the site of the cra-
niotomy and to the superficial cortex exposed, as 
deeper sulci are poorly accessible. Functional 
magnetic resonance imaging (fMRI) [5, 6], on 
the other hand, combines whole-brain mapping 
with the safety of a non-invasive procedure and 
has been validated against ECS and Wada for 
motor mapping, language lateralization, and to a 
lesser extent language localization [7–18]. 
Furthermore, fMRI allows for assessment of 
operative feasibility, stratification of operative 
risk, guidance of surgical planning in terms of 
approach and craniotomy size, and selection of 
patients for ECS before an invasive procedure 
has been carried out.

Preoperative fMRI evaluates tumor resectabil-
ity in terms of lesion-to-activation distance 
(LAD) for motor and language networks as well 
as language lateralization. In a surgical study 
comparing fMRI activation to ECS, resections 
with an LAD of less than 1 cm resulted in 50% 
postoperative deficits, dropping to 33% between 
1 and 2  cm, with no deficits reported in LADs 
greater than 2 cm [7]. The LAD based on fMRI, 
however, cannot be regarded as absolute—
depending on statistical parameters (thresholds) 
defined by the user fMRI activated cortical areas 
will increase or decrease in size; a further study 
recommends ECS be performed within an fMRI- 
based LAD of 10 mm [19]. Language lateraliza-
tion has implications in patients with tumors and 
epilepsy, especially for pathologies in the tempo-
ral lobe. Furthermore, fMRI should be combined 

with diffusion tensor imaging (DTI) whenever 
possible, as the preoperative evaluation of under-
lying white matter tracts is imperative. Still, 
fMRI has been shown to alter neurosurgical plan-
ning in up to 49% of cases [20] while decreasing 
craniotomy size in 15% cases. fMRI data can 
also be implemented into neuronavigation sys-
tems [21–23], but a brain shift of up to 20 mm 
can occur on craniotomy [24] and prediction of 
brain shift is impossible [25].

Presurgical motor fMRI is recommended in 
patients where tumor invasion of the precentral or 
postcentral gyrus is suspected or when structural 
landmarks are no longer distinguishable on ana-
tomical MRI sequences [26]. For language fMRI, 
indications include patients presenting with 
tumor-induced language deficits. Keeping in 
mind the reported left hemispheric dominance in 
language processing (95% of right-handed indi-
viduals and 70% of left-handed individuals) [27], 
patients with left hemispheric tumors suspected 
of being in close proximity to essential language 
areas should be considered for presurgical 
fMRI.  Furthermore, left-handed patients, espe-
cially those with right-sided brain tumors, should 
be considered to assess for atypical language 
dominance. This chapter focusses on task-based 
functional MRI only, in the preoperative setting 
in patients with brain tumors or epilepsy, account-
ing for the best established and validated clinical 
application of fMRI. The application of resting- 
state fMRI as a clinical diagnostic tool is not vali-
dated yet and therefore not addressed in this 
chapter.

19.2  From Brain Physiology 
to BOLD fMRI Signal

Functional magnetic resonance is a non-invasive 
imaging tool making use of magnetic changes 
induced by hemodynamic changes associated 
with brain activity. Activated neurons require a 
higher influx of metabolic substrates to meet 
increased energy and oxygen demands. The 
brain’s response is to dilate local supplying arter-
ies and capillaries for a greater blood inflow. For 
reasons not fully understood, the brain’s response 
is over-proportionately strong [28], resulting in a 
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washout of the venous deoxyhemoglobin and a 
shift in the local (venous) ratio of blood in favor 
of oxyhemoglobin. This venous-based effect is 
the basis for the blood oxygen level-dependent 
(BOLD) fMRI signal. Paramagnetic deoxyhemo-
globin results in magnetic field distortions and 
lower signal on MRI; its washout with diamag-
netic oxyhemoglobin results in a signal increase 
[28]. The change in magnetism due to altered 
blood flow can be detected on MRI using pulse 
sequences designed to highlight these magnetic 
differences—generally, T2∗—echo-planar imag-
ing (EPI) [29, 30] is used. Brain function on 
fMRI is therefore mapped using regional blood 
flow changes as surrogates of neuronal activity 
through a process known as neurovascular cou-
pling [31] thought to be realized by astrocytes 
[32, 33]. Pathologies such as tumors and arterio-
venous malformations (AVMs) can disrupt this 
process resulting in neurovascular uncoupling.

Vasodilatation and vasoconstriction are lethar-
gic processes compared to the rapid response of 
neurons. This vascular response is known as the 
hemodynamic response function (HRF), showing 
an initial dip before increasing to a higher value 
and returning to baseline after 16–20  seconds 
[34, 35]. The signal from an fMRI experiment is, 
therefore, one of relatively low frequency corre-
lating to these sluggish vascular changes.

For task-based activation studies, two major 
experimental designs exist to map brain function 
with fMRI; they are known as block designs and 
event-related designs. The block design basically 
consists of two alternating continuous conditions 
(or epochs) of predefined duration, one of which 
represents the experimental task (such as repeti-
tive finger tapping) with the other representing 
control (e.g. rest). This creates differing brain 
activation states which are then statistically com-
pared to each other. Block designs produce the 
larger relative BOLD signal change on fMRI 
[36], have increased statistical power [37], and 
are traditionally used in the preoperative setting. 
The event-related (ER) design, on the other hand, 
involves series of single stimuli being presented 
at random, reducing adaptation effects by the 
subject [38], and is preferential when higher tem-
poral resolutions are required [39]. Due to the 
higher demands and difficult applicability in the 

clinical setting, ER-fMRI has its domain more in 
neuroscientific functional imaging research.

A high signal to noise ratio (SNR) is essential 
to any imaging study, especially when it comes to 
diagnostic use in individual patients. However, 
on fMRI, noise can be even greater than the sig-
nal acquired with magnitudes of up to 2–4% [40] 
and represents a major challenge to a successful 
fMRI study. Major physical sources of noise 
include thermal noise from the subject as well as 
cardiac and respiratory noise [41] as well as vari-
ations in baseline neural metabolism. On fMRI, 
noise is increasingly pronounced at low frequen-
cies [42] on the order of those alluded to in the 
HRF.  Fortunately, fMRI signal is highest when 
low frequency changes occur [43, 44]. Power 
spectrum analysis comparing signal (from the 
HRF) to the noise reveals ideal epoch lengths of 
15.5 s [45]. The block design fMRI experiment is 
therefore delicately planned into paradigms using 
epochs between 15 to 30 s in duration [46] tradi-
tionally run for around 4 min [41]; in our experi-
ence, the duration of a complete clinical fMRI 
examination consisting of multiple paradigms 
ranges between 10 and 20 min [47].

19.2.1  Preprocessing the Acquired 
4D Data

Various problems arise when scanning a spheri-
cal, moving object with intrinsic inhomogene-
ities (such as a human’s head) inside a magnetic 
tube. Here, proper preprocessing including arti-
fact corrections of the acquired data is of utmost 
importance.

The combination of EPI sequences with mag-
netic field inhomogeneities caused by air-tissue 
interfaces results in geometric distortion. Image 
distortion correction is therefore required as 
images would otherwise suffer from stretching, 
pulling, and signal dropout. In comparison to 
anatomical images, displacements of 10 to 
20 mm have been described in the functional data 
set, highlighting the importance of this data pro-
cessing step [48–50].

Second, the 3D volume of the brain is scanned 
slice by slice at slightly different time points, 
either from top to bottom, vice versa or in an 
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interleaved fashion. The functional volume, how-
ever, is considered to be a single time point, as 
differences in regional blood flow across two (or 
more) neighboring slices occur simultaneously. 
To correct for these time differences, which can 
be up to several seconds [51], slice timing correc-
tion to a fixed time point is used.

Subsequently, correction for patient motion 
must be performed. Head motion and rotation are 
possible in all three axes (X, Y, Z); therefore at 
least a six-parameter motion correction is war-
ranted. Similar to slice acquisition correction, a 
reference is created for which all other displace-
ments are aligned. Not all effects of patient 
motion can be undone as the magnetic field is 
distorted through motion. For this reason, we rec-
ommend data sets exceeding 2  mm of head 
motion to be rejected (rule of thumb: reject more 
than half the voxel size).

Finally, voxels are spatially smoothed by convo-
lution with a 3D Gaussian kernel, improving signal 
to noise ratio by creating weighted averages with 
neighboring voxels. Statistical power is improved 
and the likelihood of obtaining significant results 
increases, all at the expense of spatial resolution.

Complex statistical modeling, for example, 
using the general linear model (GLM) [52–54] is 

implemented to reveal the vital yet minor BOLD 
signal changes between the two activation states, 
which can be as low as 1–5% [55]. A discussion 
on the GLM is beyond the scope of this chapter, 
the interested reader is referred to the references 
provided.

Before reading, the functional data set must be 
overlaid onto anatomical images (e.g. a 3D-T1 
weighted data set, 1 mm isotropic, sagittal acqui-
sition) using dedicated software to determine the 
anatomical correlates of the different functional 
activations. Next, the statistical threshold used 
for interpretation of the functional data is set—
this step is user-dependent and often of debate. 
We recommend a dynamic thresholding proce-
dure when performing clinical fMRI studies on 
individual patients for diagnostic medical use 
[56–60] to localize the anatomical correlates of 
each activation precisely. Keep in mind we are 
locating the “center of gravity” (COG) of the 
activation clusters; thresholding (step-by-step 
instructions described later) results in COG 
growth (when reducing the statistical threshold) 
or shrinkage of the COG activation (when 
increasing the statistical threshold) and by no 
means represents true physiological boundaries 
of the activated cortex (Fig. 19.1).

Fig. 19.1 Changing the statistical threshold changes 
cluster size, using the motor network as an example in a 
patient with a left-sided tumor of the pre-and postcentral 
gyrus. Paradigm: finger tapping of the right hand. The sta-
tistical threshold (False Detection Rate FDR) increases 
from lowest (left) to highest (right)—the two images on 

the right use the statistically more stringent Bonferroni 
method. Motor areas: (1) primary motor area M1/S1, (2) 
premotor cortex (PMC), (3) supplementary motor area 
(SMA), (4) superior parietal lobule (SPL), (5) co- 
activation of the primary motor area ipsilateral to 
movement
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19.3  Thresholding: How We Do It

19.3.1  Thresholding

 1. First, set the false discovery rate (FDR) to 
0.05.

 2. Increase the threshold so that no functional 
activation is displayed. Gradually lower the 
threshold to the first cluster of activation 
with a predefined volume (our standard is 
36 mm2).

 3. Checkpoint: Does the cluster we see actually 
represent an expected hemodynamic 
response function (HRF)? Signal character-
istics for this cluster are analyzed using the 
signal time course. The correlation coeffi-
cient (r) of the signal time course for BOLD 
signal is compared to the modeled HRF.  A 
minimal correlation (r) of >0.40 is recom-
mended with p < 0.05 (Bonferroni corrected) 
for cognitive paradigms and r > 0.6 for motor 
paradigms. Unphysiologically high BOLD 
signal changes (ΔS%) over 6% at 3 T—or 
3% at 1.5 T respectively—are suspicious for 
a dominant venous origin (Fig. 19.2).

 4. Continue lowering the threshold until activa-
tions are identified in all diagnostically rele-
vant ROIs.

19.4  Motor and Sensory fMRI

19.4.1  Introduction

fMRI for localization of brain motor areas has 
been validated in multiple studies but ultimately 
does not fully replace the gold standard ECS in 
tumor surgery. Early studies comparing fMRI to 
ECS reported accuracies in  locating important 
motor areas of 100% [7, 8]; recent literature, 
however, reports accuracies at 91% [9] with 
sensitivities ranging between 85% and 97% 
[10–12]. Mapping of functional motor areas is 
generally accomplished by asking the patient to 
perform voluntary muscle movements such as 
finger tapping, tongue movements or lip pout-
ing, and toe flexion/extension; this way, three 
separate areas on the primary motor cortex can 
be located (Fig. 19.3). Supervised patient train-
ing before the examination is essential. The fol-

Fig. 19.2 Artifacts: On the left, an example of motion- 
induced artifacts pronounced directly underneath the skull 
in a convex shape best appreciated in the coronal plane. In 
the bottom left corner, the corresponding motion correc-
tion parameter graph over time. On the right an example 
of a pulsating vein, in this case the vein of Galen. While 

the correlation of the BOLD activation to the modeled 
hemodynamic response function is high (r  =  0.85), the 
mean signal change of 7.55% is above the acceptable 
limit—for this reason, this area of BOLD activation must 
be deemed an artifact

19 Functional Magnetic Resonance Imaging



268

lowing section is a summary and discussion of 
functional motor areas with practical tips for 
unusual situations.

19.4.2  Cortical Motor Areas

19.4.2.1  Primary Motor Area (M1)
The primary motor cortex is found on the pre-
central gyrus and is arranged in a distorted, 
inverted body representation known as a homun-
culus—feet and toes are located dorsomedially 
near the central sulcus (paracentral lobule), the 
M1-hand representation is located further down 
the hemispheric surface in an anatomically dis-
tinct area known as the “hand knob” [61] and the 
face is represented on the lower hemispheric 
convexity. Focal defects of M1 result in com-
plete paralysis of the contralateral muscle group 
with a limited chance of gradual recovery of 
proximal functions, but lasting deficits in fine 
motor control [62]. Self-triggered movements of 
the tongue or lips, hand or fingers, and foot or 
toes are used to locate M1 on fMRI. Unilateral 

finger tapping activates the contralateral primary 
motor cortex as well as the premotor (PMA) and 
supplementary motor areas (SMA) in both hemi-
spheres. Activation of the corresponding primary 
somatosensory (S1) somatotopic body represen-
tation of the postcentral gyrus is also intrinsi-
cally associated with voluntary movements. As a 
consequence, such fMRI BOLD-responses 
reflect the so-called primary sensorimotor acti-
vation. In cases where only primary sensorimo-
tor cortex fMRI localization is desired, 
alternating movements of the right and left side 
of the body will lead to primary sensorimotor 
activation in both hemispheres without visual-
ization of secondary cortical areas. This is due to 
the fact that the movements of either side acti-
vate the secondary areas (PMA, SMA) of the 
cortical motor network bilaterally. Such continu-
ous activation leads to insignificant differences 
on statistical analysis, resulting in non-visualiza-
tion on fMRI [63]. This is advantageous in 
patients with greatly distorted anatomy where 
undesired activation of the secondary motor 
areas could interfere with the identification of 

Fig. 19.3 BOLD activation mapping of the motor net-
work in a patient with a left-sided tumor of the pre- and 
postcentral gyrus: (1) Primary motor area M1/S1, (2) 
Premotor cortex (PMC), (3) Supplementary motor area 
(SMA), (4) Superior parietal lobule (SPL), (5) 
Co-activation of the primary motor area ipsilateral to 

movement. Images on right: tongue (left), hand (middle), 
and foot (right). Signal-time courses of the BOLD activa-
tion (red) compared to the modelled hemodynamic 
response function (HRF, grey) for tongue (left), hand 
(middle), and foot (right)
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the primary motor area. A word of caution with 
this technique is warranted as bilateral activation 
of the primary motor cortex upon unilateral vol-
untary movements has been described [56]. On 
the contrary, bilateral motor activation should be 
avoided if cortical reorganization needs to be 
addressed in clinical fMRI. Here, strictly unilat-
eral movements are utilized to thoroughly study 
changes in primary and secondary cortical motor 
areas. As mentioned earlier, this is not possible 
when employing bilateral movements for motor 
cortex activation.

Patients with lesions involving eloquent 
motor areas are sometimes unable to perform 
fine motor movements due to paresis. In these 
cases, finger tapping can be replaced by larger 
movements such as hand clenching. Generally, 
movements involving larger muscle groups are 

at higher risk for inducing motion artifacts, so 
the patient must be focused on keeping their 
head still. Options in fully paralytic patients 
include imagination of movements, showing 
activation of primary [57] and secondary motor 
areas [64], and passive motor movements [65] 
performed with the aid of a second individual 
(Fig.  19.4). Indirect mapping of the primary 
motor cortex through localization of the primary 
somatosensory cortex (S1) is also possible. 
Various stimuli such as fully automated pneu-
matically driven tactile stimulation [58, 59, 66] 
and manual stroking [63, 67] can map somato-
sensory cortex on the postcentral gyrus, obtain-
ing indirect information on the location of the 
precentral gyrus [63]. Of note, tactile stimula-
tion also elicits bilateral secondary (SII), inte-
grative sensory areas [68].

Fig. 19.4 Active and passive movements for motor map-
ping: left row: BOLD activations can be seen in a volun-
teer actively moving their hand (above) and foot (below). 
Middle: passive movements of hand (above) and foot 

(below) performed by a second individual in the same vol-
unteer. Right: BOLD activations of passive movement of 
hand (above) and foot (below) in a highly uncoordinated 
patient, again performed by a second individual
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19.4.2.2  Premotor Cortex (PMC)
The PMC is located anterior to the primary 
motor cortex on the anterior aspect of the pre-
central gyrus and posterior aspect of the middle 
frontal gyrus. The PMC appears to house coor-
dinated, complex movements responding to 
visual cues [69], is activated bilaterally during 
unilateral muscle movement, and shows higher 
activations with increasingly complex move-
ments [70]. These observations can be advanta-
geous for locating the premotor cortex using 
the opposite limb [60] when voluntary move-
ment of the contralateral limb is not possible. 
The PMC can also be activated during imag-
ined complex movements [70] and while 
observing actions [71] without subsequent 
muscle movement. On postoperative resection, 
transient apraxia has been reported, with lasting 
deficits being attributed to subcortical lesions 
[72]. Naming deficits have also been described 
[73] on ECS which is elaborated in the lan-
guage section.

19.4.2.3  Supplementary Motor Area 
(SMA)

The supplementary motor area is located on the 
medial aspect of the posterior superior frontal 
gyrus, essentially in continuation with the pre-
central gyrus located further laterally. The ante-
rior SMA is involved in initiation, planning and 
temporal sequence selection of voluntary move-
ments [74] and retrieval of motor memory [75], 
housing memorized programs, and has a large 
role in speech initiation in the dominant hemi-
sphere. The posterior SMA shows activation dur-
ing the executive component of movement tasks 
[76]. Postoperatively, the SMA syndrome has 
been described as transient akinetic mutism 
(speech arrest) and hemiparesis (or apraxia) with 
potential long-term disorders involving rapid 
alternating movements of both hands [77]. Like 
the premotor cortex, the SMA is activated bilater-
ally during unilateral muscle movement with 
increasing complexity showing higher activation 
and can be activated during imagined complex 
movements [70].

19.4.2.4  Further Motor fMRI 
Activations of Interest

Further activity on fMRI can be seen in the ante-
rior cingulate cortex (ACC) and the superior pari-
etal lobule (SPL). The ACC shows enhanced 
activity on self-initiated movements compared to 
externally triggered movements [78] and is acti-
vated in preparation of motor response [79] yet is 
not motor-specific as, for example, activations in 
pain studies have been reported [80]. The ACC is 
generally believed to function in a wide range of 
cognitive control [81] including motivation and 
execution of goal-directed behavior. SPL activa-
tion is routinely noted in motor studies such as 
simple finger-thumb opposition [74], yet stronger 
activation is seen in sequential tasks [82] with a 
main postulated function in spatial planning of 
motor movements [83] and movement sequences 
[74]. However, unilateral lesions induce deficits 
not specific to the motor system, and include 
hemineglect and altered visual representations of 
space [84] as well as tactile apraxia (isolated dis-
turbance of hand movements for use of and inter-
action with an object) [85].

19.5  Language fMRI

19.5.1  Introduction

Language fMRI presents a much greater chal-
lenge than motor fMRI. First, the activations of 
differing regions heavily depend on the task pre-
sented to the patient. Second, patients may not be 
able to cooperate due to differences in education, 
language, or deficits induced by the brain lesion 
itself. Moreover, it is difficult to assess patient 
cooperation on silent language tasks and bore-
dom associated with free-thinking during control 
(resting) tasks. For this, we recommend inter-
viewing patients after the examination to assess 
these variables. Again, closely supervised patient 
training before the examination is essential. 
Finally, individual languages can be represented 
on distinct cortical areas in multilingual patients 
[86], therefore the examination should be 

N. Hainc et al.



271

repeated for all languages of relevance for an 
individual patient. The fMRI language-tasks can 
be designed to investigate any language when 
patients are trained with a translating person; this 
is easily achieved when using pictures as triggers 
(Fig. 19.5).

Preoperative language mapping on fMRI has 
two main tasks: determining hemispheric domi-
nance (language lateralization) and localizing 
areas functionally important to language. As the 
brain activation associated with cognitive func-
tions (such as language) is widely distributed and 
task-dependent, preoperative fMRI target activa-
tion of language areas (ROIs) may be reduced 
pragmatically to the classical model of language 
(Wernicke-Lichtheim), namely to the Broca and 
Wernicke language areas and the anatomical 
homologs of the right hemisphere (for language 
lateralization). However, such simplistic models 
do no longer correctly reflect the current under-
standing of cortical language functions. Typically, 
further language associated activation can be 
identified in the ventral premotor cortex, Exner’s, 
Dronker’s, and Geschwind’s language areas and 
distinct temporal areas (for further details see the 
following paragraphs). A combination of lan-
guage fMRI with a DTI-tractography is recom-
mended—at least of the arcuate fascicle. fMRI 
cannot currently replace the gold standard ECS 
in language localization, with a wide range of 
reported sensitivities (22–100%) [13, 14], a 

marked variability between patients [87], a 
dependence on tumor grade [10] and a concor-
dance lower than motor mapping (67–100%) [9, 
15, 16]. Language lateralization, on the other 
hand, has shown strong concordance with ECS 
reportedly on the order of 80 to 90% [17, 18]. 
One study reports fMRI to have an even greater 
accuracy in the prediction of postoperative out-
comes compared to ECS for cases where the two 
tests were discordant [88]. Binder et al. conclude 
that fMRI is a valid alternative to preoperative 
Wada testing [17].

The following section is separated into corti-
cal language areas visible on fMRI based con-
temporary understanding of language function 
known as the dual-stream model [89]. Language 
is no longer thought of in terms of the traditional 
Broca (expressive) Wernicke (receptive) model, 
rather in terms of cognitive function separated 
into phonetics (speech sounds), semantics (mean-
ing of words), orthography (representation of 
written characters), and syntax (combining words 
into sentence structure) [16]. Driving this evolu-
tion was a multitude of factors: lesions to 
Wernicke’s area resulting in expressive language 
deficits [90], Broca’s area showing receptive 
function [91], and similar lesions between 
patients resulting in a variety of aphasia syn-
dromes [92]. Furthermore, cortex neighboring 
the traditional Broca and Wernicke areas was 
shown to be more characteristic of the traditional 

Fig. 19.5 BOLD activations of Broca’s area (left), the ventral premotor cortex (vPMC, middle), and Wernicke’s area 
(right)
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area than the area itself! Corroborating these 
findings, Dronkers revealed the lesions in Broca’s 
original brain studies to span greater territories 
than his namesake area with parietal, insular, and 
subcortical lesions [93] included. Finally, this 
section does not describe the executive motor 
components of speech, as these areas are thor-
oughly discussed in the previous motor section.

Of note:

 1. Recommended paradigms including slides for 
download can be found at www.asfnr.org, the 
website for the American Society of Functional 
Neuroradiology. Generally, paradigms acti-
vating primarily frontal/expressive regions 
include silent word generation, antonym gen-
eration, and object naming while sentence 
completion and passive story listening acti-
vate the temporal/receptive areas [94] 
(Fig. 19.6).

 2. Language lateralization can be assessed visu-
ally or through the laterality index (LI) for-
mula [95, 96]: LI: (Right hemisphere − Left 
hemisphere)/(Right hemisphere + Left 
hemisphere).

 3. Neurosurgical priorities guiding resections 
based on ECS near language areas include 

identifying cortical areas producing speech 
arrest and anomia [97].

19.5.2  Cortical Language Areas

19.5.2.1  Broca’s Area (Pars Opercularis 
and Posterior Pars 
Triangularis)

Paul Broca’s famous patients, Leborgne and 
Lelong, both presented with markedly reduced 
productive speech [98], attributed to lesions in 
the lateral left frontal lobe, resulting in the desig-
nation “Broca’s aphasia.” Broca’s area is now 
precisely defined in terms of the pars triangularis 
and pars opercularis of the inferior frontal gyrus 
[93]. While speech arrest is reported on ECS of 
the Pars triangularis [97] and the Pars opercularis 
[99] recent studies have shown a higher rate of 
speech arrest in an area known as the ventral 
Premotor cortex [99]. Furthermore, normal 
speech function has been reported following 
removal of Broca’s area [100, 101] but this is due 
to brain plasticity. For now, Broca’s appears to 
have a much wider range of cognitive function 
than initially thought, including semantic [102], 
lexical, phonological, and syntax [102, 103] in 

Fig. 19.6 BOLD activations of the Broca (B), Wernicke (W), and Geschwind (G) areas in a patient with a perisylvian 
tumor. Left: word generation block design paradigm. Right: sentence generation block design paradigm
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expressive as well as receptive speech [91] and 
higher order processing [104]. ECS results in a 
range of deficits including anomia as well as pho-
nological and semantic paraphasias [99]. 
Rhyming tasks produce robust activation of 
Broca’s area [105]. For language lateralization 
producing robust activations of Broca’s and 
Wernicke’s area, word generation and silent word 
generation tasks are recommended [94, 106, 107] 
(Fig. 19.7).

19.5.2.2  Ventral Premotor Cortex 
(vPMC)

Located posterior and superior to the pars oper-
cularis, the vPMC has been implicated in chal-
lenging Broca’s classical area for speech 
production, demonstrating 83% incidence of 
speech arrest compared with 35% for the pre-
central gyrus and 4% of pars opercularis on ECS 
[99]. The vPMC has many subcortical connec-
tions with the perisylvian network [108] and 
forms an important part of the final pathway for 
speech synthesis [109] and planification of 
articulation [73]. These observations, combined 
with its limited plastic potential [110] makes it 
essential to locate preoperatively. Tool selective 
activation was reported in a paradigm including 
tools, animals, faces, and houses with phase-
scrambled images as control stimuli [111], even 
in the absence of subsequent activity. The spe-
cific hand movements associated with tools was 
postulated to stimulate regions of the brain 

(including the vPMC) housing information on 
the action associated with their use. Semantic 
tasks have also been shown to activate the vPMC 
[112]. While on the topic of the premotor cor-
tex, a brief word of mention to Exner’s area is 
warranted, with a recent summary recommend-
ing its localization on preoperative language 
fMRI [91]. Exner’s area is located on the poste-
rior aspect of the middle frontal gyrus with a 
reported function converging abstract ortho-
graphic representations into a planned motor 
sequence—isolated lesions were associated 
with deficits in the handwriting of words [113] 
while handwriting of numbers remained unaf-
fected [114].

19.5.2.3  Dronkers’ Area (Precentral 
Gyrus of the Insula, Fig. 19.8)

In a lesion-based study, Dronkers observed that 
all 25 stroke patients with lesions to the precentral 
gyrus of the insula displayed speech apraxia, 
while 19 stroke patients without lesions to this 
area had no signs of such deficits [115]. Further 
studies corroborate the idea with the area being 
involved in the coordination of complex articula-
tory movements before speech is executed [116]. 
A metaanalysis of verbal fluency tasks using 
fMRI data incorporates the anterior insula as a 
node in a network responsible for the formulation 
of an articulatory plan, receiving word selection, 
and planned speech phonetics from the pars oper-
cularis and relaying it to the cerebellum and cau-

Fig. 19.7 BOLD activations of the Broca and Wernicke 
areas on axial (left) and sagittal (right) images with voxel 
numbers or lateralization purposes in a patient with atypi-

cal right hemispheric dominance. Paradigm: silent word 
generation
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date nucleus in a parallel fashion. From there, the 
modulated planned motor movement is integrated 
by the vPMC before being sent to M1 for execu-
tion [117]. Activation of the anterior insula can be 
seen, for example, in paradigms focusing on 
vocalized syllable complexity [118].

19.5.2.4  Wernicke’s Area
Wernicke’s area is located at the posterior aspect 
of the superior temporal gyrus (pSTG, exact defi-
nitions vary [119]) and has a vital role in process-
ing units of speech sound known as phonemes. 
Originally described as the site of the brain respon-
sible for language comprehension [120], current 
literature attributes speech production to the fore-
front of the pSTG’s function [90]. ECS, for exam-
ple, has been shown to produce speech arrest [97, 
99]. In fact, while areas around the classic 
Wernicke’s area seem critical to comprehension 
(middle temporal gyrus, anterior superior tempo-
ral gyrus, superior temporal sulcus, and angular 
gyrus [121, 122]), the classical Wernicke area 
itself is not directly implicated. These observations 
parallel those seen in the evolution of our under-
standing of Broca’s area: the neighboring cortex 
has become increasingly relevant and new func-
tions have been attributed to the traditional area.

Specifically, the pSTG is responsible for 
retrieving phonemes [123] before speech is exe-
cuted, with lesions resulting in an output disorder 
incorporating incorrectly chosen phonemes into 
words known as phonemic paraphasia [124, 125]. 
The cortex located directly anterior to Wernicke’s 
area, the medial superior temporal gyrus (mSTG), 
has implications in the comprehension of pho-
nemes. The mSTG receives low-level auditory 
information from the primary auditory cortex (ros-
tral Heschl’s gyrus [125, 126]) bilaterally—unilat-
eral lesions are compensated by the contralateral 
hemisphere. Bilateral lesions, however, can cause 
pure word deafness [125]. Wernicke’s is robustly 
activated during sentence completion tasks [127].

19.5.2.5  Geschwind’s Area (Angular 
and Supramarginal Gyrus)

While Geschwind’s area is a combination of the 
angular and supramarginal gyrus, the two gyri 
have markedly different language functions: The 
angular gyrus is largely semantic [128] dealing 
with word meanings while the supramarginal 
gyrus is largely phonologic, dealing with word 
sounds [129]. The angular gyrus has a major role 
in reading and reading attainment [130] with 
lesions producing a range of cognitive deficits 

Fig. 19.8 BOLD activations of the Broca (B), Wernicke (W), and Dronkers areas
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including alexia [131], agraphia [13] (simultane-
ous occurrence of these deficits is known as 
Gerstmann syndrome) anomia [132], sentence 
comprehension impairment [121], and a high rate 
of naming errors on ECS [133]. ECS of the supra-
marginal gyrus results in speech performance 
errors (apraxia) such as slurring or stuttering 
[133] as well as anomia [99]. Antonym genera-
tion tasks have been shown to activate these two 
areas [94].

19.5.2.6  Middle Temporal Gyrus
The middle temporal gyrus is part of the ventral 
semantic stream in the dual-stream model and is 
considered to be a major link between phono-
logic and semantic functions [134], integrating 
speech sounds from posterior temporal areas 
and relaying information to more anteriorly sit-
uated areas showing activation on higher, 
sentence- order levels [122]. Importantly, in a 
lesion based study, the MTG is one of only a 
few cortical areas shown critical to comprehen-
sion [121]. Activation on fMRI has been shown 
in phonetic studies such as speech versus non-
speech sounds [135] and phoneme discrimina-
tion [136] with variable activation on silent 
word generation tasks [94].

19.5.2.7  Temporal Pole
The temporal pole has special implications in 
surgery of intractable temporal lobe epilepsy. 
Here, removal of the dominant anterior temporal 
lobe can result in naming difficulties (more spe-
cifically people and place) [128, 137] with little 
or no naming deficits reported after resection of 
the non-dominant temporal pole [138]. For this 
reason, language lateralization in the ATL is war-
ranted preoperatively.

The temporal pole plays a role in sentence- 
level semantic cognition [139] yet reliable acti-
vation on fMRI has proven challenging due to 
observations of semantic processing during 
resting states [140]. The proposed solution is to 
substitute the resting state control task with an 
arithmetic task, effectively interrupting the 
default mode activity in the ATL showing 

strong activation in the ATL across multiple 
centers [138].

19.5.2.8  Basal Temporal Language 
Area/Visual Word Form Area 
(BTLA/VWFA)

A discussion of naming deficits would not be 
complete without mentioning two areas on the 
fusiform gyrus known as the basal temporal lan-
guage area (BTLA) and the visual word form 
area (VWFA). The BTLA is associated with a 
very high probability of lasting postoperative 
naming deficits [141], and while its exact func-
tion is not yet clear, suggestions of an important 
link between phonologic and semantic functions 
have arisen [134]. This is likely due to its proxim-
ity just anterior to the visual word form area 
(VWFA) housing representation of orthographic 
knowledge, showing activation during reading of 
printed words [142] when compared to pseudo-
words or speech [143]; damage to the VWFA 
results in pure alexia [125, 144]. The VWFA can 
be activated in sentence completion tasks based 
on reading [125, 145].

19.6  Optimization, Tips, 
and Pitfalls

19.6.1  Not Everything That Activates 
Is Essential

From the previous sections, it has become apparent 
that not all areas of activation on fMRI represent 
no-touch cortex on surgery. fMRI cannot differen-
tiate essential (eloquent) cortex from participating 
“non-essential” cortex, which activates but is not 
essential for the task at hand. Language fMRI, for 
example, involves a range of processes including 
working memory and attention; these activations 
represent general processes. Differentiation of 
these cortices can only be done on ECS. fMRI, an 
activation-based study, differs fundamentally from 
ECS and Wada-testing, which are transient inhibi-
tory studies. Furthermore, activations within the 
contrast- enhanced region of brain tumors should 
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be considered artifacts until further research proves 
otherwise. The hemodynamic BOLD-response is 
prone to various tumor-induced alterations as com-
pression of the vascular bed, neovascularization, 
and steal phenomena due to AV-shunting (details 
see below).

19.6.2  Conversely, Absent BOLD 
Activation Does Not Mean 
Inactive Cortex

fMRI is not an absolute study, it is a statistical, 
relative comparison of two functional states and 
many factors can lead to erroneous results. 
Furthermore, fMRI relies on assumptions such as 
intact neurovascular coupling. Medications such 
as acetazolamide [146] and ingested substances 
such as alcohol [147] decrease BOLD response 
by inducing vasodilatation while, as a side note, 
caffeine has actually been shown to boost the 
BOLD response [148]. The choice of paradigm 
also has an effect on fMRI results, in the preop-
erative context more importantly for language 
fMRI, as has been alluded to in the previous sec-
tions. While some factors can be optimized to 
increase the probability of a robust BOLD activa-
tion, some factors cannot be influenced. These 
include loss of vasodilatory response and 
impaired autoregulation in aging patients [149, 
150], cerebrovascular disease with hypoperfused 
territories leading to ceiling effects [151], and 
susceptibility artifacts from hemorrhage causing 
signal drop out in postoperative and posttrau-
matic patients.

19.6.3  The Pathology Itself Can 
Nullify BOLD Activation

Finally, the pathology itself can render a study 
non-diagnostic. Tumors can decrease or even 
nullify BOLD signal through mass effect and 
edema, an effect shown to be dependent on dis-
tance to the tumor itself [152]. The neovascular 
structures induced by higher-grade tumors lose 

their ability to autoregulate and may already be 
maximally dilated [153] resulting in neurovas-
cular uncoupling [154, 155] and therefore 
lower MR signal changes. While these reduced 
signal changes more pronounced in higher 
grade tumors [156], the altered pH levels, 
abnormal astrocytes, and disruptions in neu-
rotransmitters in lower grade tumors also result 
in neurovascular uncoupling [157]. Here, map-
ping of neurovascular uncoupling is advisable 
using a breath-hold induced hypercapnic state; 
normal vessels will dilate while chronically 
dilated or pathologic vessels will fail to respond 
[157, 158].

AVMs can also result in impaired BOLD acti-
vation through associated flow abnormalities 
such as lower perfusion pressure [159] and adja-
cent steal effects with a demonstrated return of 
BOLD activation after embolization [160]. 
Moreover, AVMs have been shown to induce cor-
tical reorganization to the ipsilateral [161] and 
contralateral [162] hemisphere that should not be 
mistaken for absent activation in the expected 
anatomical region.

19.7  Clinical Case

A 70-year-old male patient presented to the 
emergency room with dizziness. After neuro-
logical workup, MRI revealed a tumor in the 
right insular region with a small focus of con-
trast enhancement likely representing a high-
grade glioma. The patient was right-handed but 
had a family history of right-hemispheric lan-
guage dominance, thus preoperative fMRI was 
performed. Silent sentence generation and word 
generation paradigms confirmed atypical right-
hemispheric dominance. Consequently, the 
neurosurgical approach was changed from that 
of a radical resection to a focused resection of 
the contrast- enhancing (presumably more 
malignant) area of the tumor. Postoperatively, 
no language deficits were found. Histology 
confirmed the diagnosis of Glioblastoma 
(Fig. 19.9).
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20.1  PET: Technical Principles

20.1.1  Radiotracers

PET imaging relies on different radiopharmaceu-
ticals (thereafter termed “radiotracers”). A radio-
tracer consists of two parts, a molecule of interest 
to determine the distribution within the body, and 
a radioactive isotope that provides the signal that 
can be measured. The molecule of interest could 
provide information on various properties and 
functions of target tissues, such as glucose con-
sumption, receptor expression, membrane turn-
over, or tissue perfusion. In some instances, e.g. 
15O-labeled oxygen, both constituents of the 
radiotracer  may be identical. The most com-
monly applied radiotracer is 2-deoxy-2-[18F]flu-
oroglucose (18F-FDG), a glucose analog. For 
example, 18F-FDG may be used to discriminate 
benign from malignant neoplastic lesions or to 
assess response to therapy (e.g., chemotherapy, 
radiotherapy), mainly by determining the stan-
dardized uptake value (SUV) of a lesion. The 
SUV is the ratio of the radioactivity concentra-
tion (e.g., of 18F-FDG) within a region of interest 
(ROI) and the administered radioactivity, nor-
malized to the body weight of a patient.

20.1.2  Scanning

After the intravenous injection of the radiotracer, 
a patient can be scanned directly, allowing 
dynamic processes to be analyzed. More com-

mon, however, a standardized uptake (or waiting) 
time is scheduled before the PET scan. This 
allows the radiotracer to distribute throughout the 
body, be taken up by cells, and/or connect to e.g. 
receptors of interest. Optimal uptake times are 
determined in clinical studies, taking into account 
the injected radiotracer dose, half-life of the 
radioisotope, and the time needed to reach an 
optimal target-to-background ratio (TBR).

After the uptake time, the patient is positioned 
in the PET scanner, inside a stationary ring of 
detectors with a diameter of 60–70  cm and an 
axial extent of approximately  15–25  cm. A 
whole-body scan then comprises several (usually 
eight to six) steps or bed positions to cover a 
region from the skull base to the mid thighs, 
although other acquisition methods do exist. The 
duration of a PET scan depends on several fac-
tors, such as the clinical question, the body region 
of interest, the injected dose, and the required 
signal to noise. It typically ranges from several 
minutes per bed position up to 1  h in dynamic 
scans. CT or MR scans can be acquired synchro-
nously or sequentially in relation to the PET scan 
[1, 2]. Commonly scanned body regions in neuro-
imaging are the brain, head/neck, and spine.

20.1.3  Detection

The radioisotopes attached to the radiotracer con-
tinuously undergo radioactive decay, thereby 
emitting positrons. Depending on the radioiso-
tope and tissue, the positron travels up to several 
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millimeters while slowing down, before it can 
interact and annihilate with an electron. Each 
annihilation phenomenon typically produces two 
high-energy (511 keV) gamma photons traveling 
at approximately opposite directions (~180°) and 
with the speed of light. Two opposite detec-
tors  elements, located in the detector ring sur-
rounding the patient, can then detect these two 
photons. The detection of the high-energy pho-
tons in a PET scanner is usually a two-step pro-
cess: First, the high-energy photons are stopped 
and converted to (multiple) low-energy photons 
such as visible or ultraviolet light, in a so-called 
scintillator crystal. In the second step, the low- 
energy photons enter photodetectors, which con-
vert the light signals into electrical signals.

20.1.4  Crystals

Currently, the most widely used crystals are 
based on bismuth germinate (BGO). This mate-
rial is often applied in conventional PET scan-
ners. Cerium-doped lutetium oxyorthosilicate 
(LSO) and lutetium-yttrium oxyorthosilicate 
(LYSO) crystals are  used in faster, but more 
expensive, detector systems [3].

20.1.5  Photodetectors

Photomultiplier tubes (PMT) already exist for 
almost 100 years and are still the most commonly 
applied photodetectors. The major disadvantages 
of PMTs include their relatively large size, high 
voltage operation, power consumption, and their 
high sensitivity to magnetic fields. Due to the lat-
ter, PMTs are not compatible with integrated 
PET/MR systems. Early PET/MR systems there-
fore applied silicon, semiconductor-based, ava-
lanche photodiodes (APDs) for photon detection. 
APDs are, however, relatively slow and have a 
low gain compared to modern PMTs. More 
recently, silicon photomultipliers (SiPMs) have 
been developed that have properties similar to 
PMTs (fast, high gain) [4]. A SiPM is basically an 
array containing 3k–8k miniature APDs operating 
in Geiger mode (G-APDs). Each cell in a SiPM 

operates as an independent photon counter. The 
number of cells that “fire” within a short time 
frame is related to the energy of the detected pho-
tons. Adding all signals (or discharge currents) 
from these cells together results in an “analog” 
signal that is timed, measured, and converted to a 
digital signal in a following signal processing 
step. Fully digital detectors (dSiPMs) on the other 
hand, count the number of cells that fire within a 
short time frame, to generate these output signals. 
Although modern PMTs have excellent proper-
ties, SiPMs are increasingly applied also in PET/
CT systems. The biggest disadvantage of silicon 
photomultipliers is their sensitivity to tempera-
ture. Therefore they are often (water) cooled to 
stabilize and control their temperature.

20.1.6  Signal Processing

When two opposite detectors detect a photon 
within a specific coincidence time window, 
approximately 2 ns, and when the energy of the 
photons is around the expected 511  keV, the 
event is registered as a “true” coincidence event. 
In this case, the annihilation event took place 
somewhere along the virtual line connecting the 
two detectors, the line-of-response (LOR) [4]. 
After detecting many LORs, reconstruction soft-
ware is able to estimate the actual activity distri-
bution in the patient.

20.1.7  Attenuation Correction

The further the high-energy (511 keV) gamma 
photons have to travel through the patient’s tis-
sue, the higher the probability that at least one 
of the two photons interacts with the tissue. The 
most common interaction is Compton scatter-
ing, in which a photon loses energy and is 
deflected from its original path. As a result, it 
could be that the photon is scattered outside the 
field of view of the detector ring and thus not 
detected by a detector, or that the photon is 
rejected by the detector due to its lower remain-
ing energy. In both cases, it means that the sig-
nal from this annihilation region is attenuated.
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To correct for this signal loss, tissue attenua-
tion factors can be obtained by acquiring a trans-
mission scan. Previously, 68Ge sources were 
rotated around a patient for this purpose. This 
time-consuming process was later replaced by a 
low-dose CT acquisition. The approximately 
70 keV X-ray photons in the obtained data set are 
then bilinear scaled to 511 keV gamma photons 
to obtain a PET attenuation map. In PET/MR, 
attenuation correction is more complicated. For 
the head region, atlas-based methods are often 
applied that register a population-averaged CT 
with the  corresponding attenuation map to the 
scanned MR data set of the patient. In other body 
parts, Dixon-based methods are often applied to 
segment MR data sets into air/soft tissue/fat 
regions that are assigned corresponding attenua-
tion factors to obtain a PET attenuation map. 
Latest PET/MR scanner software also includes 
zero time to echo (ZTE) protocols that enable 
bone tissue to be segmented and included into the 
MR-based attenuation map.

20.1.8  Scatter Coincidence 
and Random Coincidence 
Correction

The  detection of  one or two scattered photons 
results in an incorrect LOR. Single scatter simu-
lation models and other complex techniques have 
been developed in an attempt to correct for these 
artifacts.

Random coincidences may occur when two pho-
tons that originated from different annihilation 
events are detected while their counterparts were, 
e.g., not detected. This will also result in an incorrect 
LOR. The random coincidence rate is proportional 
to the coincidence time window and the single rates 
of both detectors. Random coincidence correction 
can therefore be estimated from the measured data 
but it can also be obtained from models.

20.1.9  Time of Flight (TOF)

Conventional PET scanners with low  coincidence 
timing resolution detectors (>1 ns) can for each anni-
hilation event only assume a uniform location proba-

bility along the LOR, within the patient body [5]. PET 
scanners with high  conincidence timing resolution 
detectors on the other hand can measure the time dif-
ference between the two photons arriving in the detec-
tors with a certain temporal accuracy. This 
“time-of-flight” (TOF) information can be used to 
“pinpoint” the location of annihilation along the LOR 
with a certain spatial precision [6, 7]. The spatial 
uncertainty for a conventional 1 ns detector is approx-
imately 15 cm. Fast TOF detectors have a temporal 
resolution of  approximately 400  ps, which corre-
sponds to a 6 cm spatial uncertainty [8]. The improved 
localization of annihilation events leads to reduced 
noise correlation during image reconstruction.

20.1.10  Reconstruction Software

After detecting many coincidence events or 
LORs, image reconstruction software is applied 
to create image data sets that represent the esti-
mated spatial distribution of activity in the patient. 
Filtered back projection is a basic reconstruction 
algorithm used since the mid-1970s [9]. 
In  later  years, maximum likelihood (ML) with 
expectation–maximization (EM)-based algo-
rithms allowed the inclusion of accurate statistical 
Poisson-based noise models and physical model-
ing, which led to an improvement in artifacts, 
noise, and resolution [10–15]. The ML–EM algo-
rithms are accurate but require significant com-
puting power per iteration and many iterations 
before convergence is reached. Ordered subset 
expectation maximization (OSEM) algorithms 
were therefore developed [16]. These divide the 
measured data in subsets and apply the EM algo-
rithm to each subset, before the next iteration 
starts [17]. This could lead to nonuniform recov-
ery of activity as different image regions converge 
at different rates [18]. As a result, there can be 
inaccuracies in a quantitative assessment.

Another class of reconstruction algorithms is 
the regularized iterative reconstruction methods. 
These penalized likelihood image reconstruction 
methods, such as block sequential regularized 
expectation maximization (BSREM), add to the 
likelihood function a penalty function (e.g., 
Bayesian penalized likelihood) that can control 
image quality and noise within the iterative 
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reconstruction [17, 19–22]. BSREM is the algo-
rithm that aims to solve this objective function. 
The penalty allows the BSREM algorithm to iter-
ate until full convergence is reached. The penalty 
can be adjusted manually on the console by 
applying different β-factors. By this, one can bal-
ance image characteristics such as noise, smooth-
ness of contours and SUV, and hence can 
“personalize” the reconstruction depending on 
positron energy, radiotracer dosage, body region 
of interest, and body size of the patient. Recent 
improvements on BSREM resulted in higher 
signal- to-noise ratio and higher SUV compared 
to OSEM [23–29]. The increased computing 
power needed for BSREM, however, requires a 
recent reconstruction computer.

20.2  Digital PET

A digital PET system either digitizes crystal scintil-
lation pulses using analog-to-digital converters 
(ADC) and time-to-digital converters (TDC), or by 
direct photon counting without using ADC. Digital 
PET detectors are based on silicon and do work 
within the magnetic field of an MRI scanner, main-
taining a high gain and a  favorable coincidence 
timing resolution, leading to a high intrinsic system 
sensitivity. In PET/MR, these detectors have vastly 
replaced the older generation avalanche photodi-
odes, which also work in a magnetic field.

However, the main advantage of digital detec-
tors is not their potential usage in a magnetic 
field, but their superior sensitivity and timing 
resolution compared to traditional analog detec-
tors using PMTs. This is why there is an increas-
ing implementation of both digital PET/CT and 
PET/MR scanners in clinical sites as of 2020. 
Digital PET has particularly advantages for the 
detection of small lesions, such as lymph node 
metastases or in-transit metastases [27, 30, 31].

20.3  Attenuation Correction 
Techniques

One of the most common physical effects pre-
venting photon detection by PET scanners is pho-
ton attenuation. This degrades both quantification 

and qualification of radiotracer uptake. 
Particularly in the head this effect becomes 
important because the  bony skull has a high 
attenuation coefficient. Hence, photon attenua-
tion needs to be corrected for precisely.

Traditionally, the attenuation coefficient for 
PET images was measured with an additional 
transmission scan using positron (68Ge/68Ga) or 
gamma-ray (137Cs) sources [32, 33]. Such trans-
mission scans prolong the acquisition time, 
which impairs clinical workflow. As an alterna-
tive, the transformation of attenuation values 
derived from CT into PET attenuation coeffi-
cients by hybrid or bilinear scaling was devel-
oped [34–36]. This method is reasonable in a 
clinical setting, because the CT scanner is an 
integral part of the PET/CT machine, and is clini-
cally used to acquire anatomical information 
needed for exam interpretation. Hence, no addi-
tional equipment is needed. In an integrated PET/
MR system, a different approach is required [37, 
38]. Unlike conventional PET systems, it is dif-
ficult to implement a CT scanner or rotating point 
sources in a PET/MR system, owing to its strong 
magnetic field. As a consequence, no transmis-
sion measurements can be performed, and attenu-
ation correction based on MR imaging is needed. 
As a clinically available method, four-class (i.e., 
air, lung, soft tissue, and fat) segmentation 
approaches using fat/water images derived from 
Dixon-based MR were initially developed [39]. 
However, these methods are not recommended 
for brain studies, because neglecting bone intro-
duces a significant bias in the cortex [40]. It is 
difficult to segment bone with standard MR pulse 
sequences because bone tissue has very low pro-
ton density and heterogeneous structure causing 
fast dephasing of MR signals. Some manufactur-
ers have clinically implemented more advanced 
techniques, which are classified into two groups: 
the direct segmentation using ultrashort time to 
echo (UTE) or zero time to echo (ZTE) MRI, and 
the indirect estimation using atlas/template meth-
ods. The first method directly captures the signal 
from bone as T2∗ value or photon–density count, 
which highly corresponds to the attenuation coef-
ficient of bone [41, 42]. The latter method utilizes 
low-resolution T1-weighted images to which 
nonrigid registration is performed from atlas or 
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template CT images [43–45]. The atlas/template 
images are predefined based on a cohort (some 
dozens) of normal subjects. The drawback of 
the atlas/template method is that it does not 
account for the interindividual variations of 
anatomy or pathology, e.g. different paranasal 
sinus architecture or postsurgical changes. 
Several novel methods have already been pro-
posed by researchers, and recent multicenter tri-
als validating them proved that the problem of 
attenuation correction based on MR images is 
going to be almost solved [46].

20.4  Motion Correction 
Techniques

Head motion during PET acquisition is an impor-
tant issue because it reduces the spatial resolution 
and degrades image quality and quantitation 
capability of PET data. In addition, the misalign-
ment between the PET raw image and the image 
used for attenuation correction causes severe bias 
in PET quantification. Particularly in PET scans 
for dementia patients, head motion becomes a 
clinical problem. Patients with Alzheimer’s dis-
ease are known to present more head motion 
compared to normal subjects  or patients with 
other neurodegenerative diseases (motion of 
≧8 mm or ≧4°) [47].

There are various approaches, which can reduce 
motion or compensate for motion. The simplest 
way is using head fixation devices, such as ther-
moplastic casts and foam head holders [48]. 
However, these devices cannot eliminate move-
ment entirely, and such restrictive methods may be 
uncomfortable for patients. As alternative meth-
ods, motion correction based on hardware and 
software methods has been developed. One of the 
hardware methods that are used clinically is opti-
cal motion tracking during the PET scan by e.g. 
reflecting markes tracked by  infrared cameras 
[49]. PET images are reconstructed combined 
with the position information derived from the 
optical device. The drawback of this method is that 
it impairs the clinical workflow by consuming 
time for setting up devices. The simplest software-
based method is aligning PET images frame by 

frame using a mutual information algorithm [47, 
50]. For example, from a 30 min scan, six 5-min 
frame PET images may be generated and rigid reg-
istration may be performed with each one. 
However, this method does not account for motion 
within each frame. An additional drawback of 
software-based motion correction is its depen-
dency on radiotracer activity. If the distribution of 
radiotracer activity changes drastically between 
frames, it would be difficult to co-register these 
frames. Currently, MR-based motion correction 
techniques at simultaneous PET/MR scanners are 
being developed [51]. During PET data acquisi-
tion, the position of the head is estimated by 
repeated MR scanning. Therefore, echo-planar 
imaging with short acquisition time (i.e., 2–3 s), or 
navigator echo imaging inserted in every repeti-
tion time of high-resolution MR acquisition (e.g., 
3D T1-weighted imaging), is used [52].

20.5  Partial Volume Correction 
Using MRI

The limited spatial resolution of PET scanners 
leads to biased radiotracer activity due to partial 
volume effect (PVE). This is caused by cross- 
contamination between different image regions. 
The degree of PVE depends on the size and shape 
of the target and nearby regions. Particularly in 
patients with brain atrophy, PVE is increasingly 
noted because the gray matter (GM) is widely 
surrounded by cerebrospinal fluid (CSF) with 
relatively low uptake. The impact of PVE has 
been repeatedly evaluated in the last two decades. 
In 1998, Ibanez et al. applied partial volume cor-
rection (PVC) technique and revealed that 
 cerebral glucose metabolism decline in elderly 
patients remains even after performing PVC, 
while they later reported that the decline in 
healthy aging is caused by atrophy, not by true 
metabolic reduction [53, 54]. Several partial vol-
ume correction (PVC) techniques have been pro-
posed to recover the true activity distribution [55, 
56]. These methods may be classified into two 
groups, the post-reconstruction methods and the 
reconstruction-based methods [56]. The former 
ones have the advantage of being easier to imple-
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ment with off-line software. They are, however, 
inferior compared to the latter ones with regard to 
bias versus noise trade-off [57]. Most of these 
methods are image domain anatomical-based 
PVC techniques, which utilize other anatomical 
images, such as CT and MR, in order to split a 
voxel with mixed tissue (e.g., GM and CSF) into 
a single tissue type. In this anatomy-guided PVC 
method, accurate co-registration between PET 
and anatomical images is required. Hence, the 
benefit of PVC is expected to be higher with a 
PET/MR scanner, which allows for precise 
matching of anatomical and functional informa-
tion derived from MR and PET, respectively. 
Moreover, the clinical workflow to use and vali-
date PVC might be improved using a PET/MR 
system, where PET and MR are acquired simul-
taneously, and an operator could perform PVC 
much more easily compared to the conventional 
workflow (e.g., PET and MR scan acquired sepa-
rately and PVC performed off-line) [56]. As a 
limitation, different PVC techniques and differ-
ent PVC settings within one technique poten-
tially lead to diverse results and conclusions [58]. 
In addition, CSF was recently found to have a 
surprisingly high radiotracer activity, although 
the vast majority of PVC methods account 
for CSF radiotracer activity as zero [58].

20.6  Dynamic PET Acquisition

In general clinical practice, static PET images are 
acquired at one single time point (e.g., 1 h after 
injection of FDG) for a certain time frame (e.g., 
20  min). However, net uptake at a certain time 
after injection is a complex interplay between 
delivery, uptake, retention, and clearance [59]. 
From a single static scan, it is impossible to sepa-
rate the various components that contribute to the 
total signal. In order to quantify physiological 
parameters, such as metabolism, blood flow, and 
neuroreceptor function, dynamic PET acquisition 
combined with compartment model analysis is 
performed [60].

In these analyses, zero-, single-, and two- 
tissue compartment models are used as basis for 
radiotracer kinetic modeling [59]. The simplest 

model is a zero-tissue compartment model. For 
example, this model is used to quantify cerebral 
blood flow or volume from a C15O or 11CO PET 
study [61]. CO binds to red blood cells and 
remains in the vascular space (no tissue compart-
ment). The single-tissue compartment model is 
used where the radiotracer is taken up by an iso-
lated tissue compartment without further interac-
tion within the tissue (e.g., C15O2 and 
11C-flumazenil) [62, 63]. In a two-tissue compart-
ment model, generally the first compartment rep-
resents free and nonspecifically bound radiotracer 
and the second compartment represents “metabo-
lized” (e.g., 18F-FDG) or bound radiotracer (e.g., 
11C-raclopride) [64, 65]. All of these quantifica-
tion methods require an input function from arte-
rial blood sampling, which limits their clinical 
usability. As an alternative, in case of neurore-
ceptor studies, the reference tissue model, using a 
region free of the specific receptor binding can be 
applied [66]. In addition, image-driven arterial 
input function (IDAIF) methods that use the 
counts on the PET image itself have been devel-
oped. IDAIF may be more representative of the 
radiotracer concentration in  local arteries and 
may outperform the blood AIF in some cases 
[67]. However, the accuracy of conventional 
IDAIF is limited due to partial volume effect and 
the difficulty of carotid artery segmentation [68]. 
One novel IDAIF method currently being devel-
oped is using a TOF-PET/MR system [69]. The 
information of magnetic resonance angiography 
acquired simultaneously with PET enables a seg-
mentation of the carotid artery that is unrestricted 
by its movement (pulsation) or torsion based on 
the head position. In addition, it combines the 
benefit of high sensitivity and TOF capability 
using SiPM detectors, which provide sufficient 
PET image quality with low partial volume effect 
and background noise even with a short PET 
acquisition time frame.

Novel dynamic PET imaging is no more lim-
ited to one single body region, but can cover the 
whole body by using a stepwise repeated 
(dynamic) acquisition in all bed positions. 
Therefore, the patient is not only moved through 
the PET gantry and scanned once, but 
repeatedly.

20 Positron Emission Tomography
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20.7  PET Radiotracers 
for Neuroimaging

20.7.1  FDG

Glucose is the main energetic substrate for brain 
metabolism. Hence, 18F-FDG background uptake 
in the brain is very high (particularly in the corti-
cal and deep gray matter), which interferes with 
the detection of metabolically active brain 
lesions, such as certain glial tumors, central ner-
vous system lymphoma, or metastases. On the 
other hand, abnormal low 18F-FDG uptake is 
expected in brain areas affected by neurodegen-
erative disease and seizures in interictal state.

20.7.1.1  Glial Tumors
Despite these  aforementioned limitations, some 
evidence suggest a positive correlation between 
18F-FDG uptake and the grade of malignancy and 
poorer prognosis in patients with astrocytic tumors 
[70]. Overall, other radiotracers such as 
18F-fluoroethyltyrosine and 18F-fluorothymidine, 
which are imaging biomarkers of protein synthesis 
and cell proliferation, respectively, provide better 
diagnostic performance (see below) [71, 72].

20.7.1.2  Central Nervous 
System Lymphoma

Similar to systemic lymphoma, the assessment of 
therapy response in patients with central nervous 
system (CNS) lymphoma by 18F-FDG PET could 
affect patient management and disease-specific 
survival. An early detection of a metabolic 
response (i.e., before a response is seen with 
morphological imaging) or lack thereof, may 
allow to either confirm the success of an ongoing 
treatment or advocate switching to a second-line 
treatment in the latter case [73–75]. In selected 
cases, 18F-FDG PET may be able to distinguish 
between glial tumors and CNS lymphoma. CNS 
lymphomas usually exhibit a comparably high 
SUVmax (>15), while glial tumors and brain 
metastases usually have a lower SUVmax [76].

20.7.1.3  Epilepsy
The lifetime prevalence of epilepsy is estimated 
to be 7–8 per 1000 persons, with an annual cumu-

lative incidence rate of 61 per 100,000 person- 
years [77–79]. Approximately one-third of 
epilepsy patients develop drug-resistant seizures 
after appropriate therapy [80, 81]. Surgical exci-
sion of epileptogenic foci for individuals with 
drug-resistant seizures was proven effective and 
was associated with a positive outcome with 
regard to seizure recurrence [82, 83]. In epilepsy, 
MR imaging in conjunction with electroencepha-
lography serves as the standard of reference for 
localizing epileptic foci prior to surgery. MR can 
detect morphological abnormalities associated 
with epilepsy, such as mesial temporal sclerosis 
(MTS). However, despite an overall favorable 
diagnostic performance of MR [84–86], it is esti-
mated that 20–30% of drug-resistant epilepsy 
patients have an equivocal or negative MR scan 
[87, 88].

PET with 18F-FDG might be helpful in the 
presurgical management of patients with drug- 
resistant epilepsy and equivocal or negative MR 
scan. 18F-FDG PET is usually performed in the 
interictal state, i.e. in between two seizures. 
While the true epileptogenic focus cannot be pre-
cisely localized in most cases, a comparably large 
hypometabolic area is seen surrounding around 
the focus, involving  connected brain areas as 
well. Thereby, the approximate location of the 
seizure focus can be estimated, or at least the sid-
edness may be determined. Evidence of unilat-
eral hypometabolism is considered predictive for 
a good outcome in patients with temporal lobe 
epilepsy (TLE) undergoing surgical excision. 
18F-FDG PET also helps to rule out extratemporal 
epileptogenic foci prior to surgery [89].

The cause of the interictal hypometabolism is 
still somewhat unclear [90]. Hypometabolism 
may be due to neuronal loss and to the dysfunc-
tion of neuronal electric activity [91]. The lack of 
perfect overlap between morphological abnor-
malities and the hypometabolic area is related to 
the presence of neuronal cross-connection [92].

Opposed to temporal lobe epilepsy, 18F-FDG 
PET is limited in predicting the success of surgi-
cal procedures in patients with extra-temporal 
epilepsy [93]. Therefore, more invasive diagnos-
tic tests, i.e. deep electroencephalography 
(DEEG) are required in extra-temporal epilepsy.
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Several radiotracers may serve as alternatives 
to 18F-FDG PET in epilepsy, mainly SPECT 
radiotracers. One clinically used non-FDG PET 
radiotracer in epilepsy is 11C-flumazenil, which is 
an imaging biomarker for cerebral benzodiaze-
pine receptor density and neuronal loss. 
11C-flumazenil was demonstrated to provide 
complementary information to 18F-FDG PET in 
patients with TLE, because it allows to more pre-
cisely determe the potential epileptogenic focus 
[94]. However, a widespread clinical use of 
11C-flumazenil is limited owing to availability 
issues, mainly due to technical and financial chal-
lenges of 11C radiochemistry.

20.7.1.4  Neurodegenerative Diseases
Most neurodegenerative diseases that affect the 
brain lead to hypometabolism that can be detected 
using 18F-FDG PET. Brain atrophy, which can be 
detected using MR imaging, usually occurs later 
in the course of disease than hypometabolism. 
Certain neurodegenerative diseases may be diag-
nosed by their rather specific regional hypome-
tabolism patterns, although this may be impaired 
in early disease, or may be confounded by over-
lap with another co-existing  neurodegenerative 
disease [95]. Typically, patients with equivocal 
neuropsychological examination and without 
specific pathological findings on MR imaging are 
referred to an 18F-FDG PET scan.

Cerebral neurodegenerative diseases can be 
broadly classified into dementia and movement 
disorders. Dementias can further be classified into 
those affecting primarily the gray matter (“neuro-
degenerative dementia,” such as Alzheimer dis-
ease and frontotemporal lobar degeneration), 
those affecting  primarily the white matter, e.g. 
metabolic disorders and encephalopathies such as 
multiple sclerosis or HIV encephalopathy, and 
those with combined gray and white matter 
involvement, such as vascular dementia. 
Movement disorders are primarily deep gray mat-
ter diseases, such as the Parkinsonian syndromes.

The most common type of neurodegenerative 
dementia is Alzheimer’s disease (AD). 
Pathogenetic events that lead to the disease start 
more than one decade before first clinical symp-
toms are seen [96]. Histopathologic hallmarks of 

AD consist of extracellular deposits of β-amyloid 
plaques (Aβ40/42) and intracellular neurofibril-
lary tangles (NFT) of hyperphosphorylated tau 
proteins deposits. This finally leads to neuronal 
cell death (by then, extracellular NFT are seen), 
neurotransmission system dysfunction and paren-
chymal atrophy, manifesting clinically with mem-
ory loss and cognitive impairment [95, 97–99]. 
Several specific non-FDG PET radiotracers exist 
to detect pathological amyloid plaque burden and 
tau burden in the brains of patients (see below).

18F-FDG PET is the most commonly used 
radiotracer in AD patients. AD patients typically 
show profound hypometabolism in the temporo-
parietal area, with the posterior cingulate cortex 
and the precuneus being involved early on [100–
104]. While in advanced disease also frontal hypo-
metabolism is seen, the basal ganglia, the occipital 
cortex, and the motocortex are typically spared. 
Exceptions to that rule are early-onset AD (parietal 
pattern) and posterior cortical atrophy (PCA, pari-
etooccipital and temporooccipital pattern).

18F-FDG PET may also have a prognostic role, 
since it was shown able to distinguish subjects 
with mild cognitive impairment (MCI, a condi-
tion characterized by a single cognitive domain 
impairment without loss of autonomy in daily 
life) who are more likely to  convert to AD and 
non-converting MCI subjects [105, 106]. 
However, there is some debate about the  accuracy 
of 18F-FDG PET to detect MCI/AD converters, 
which might rather be related to the definition of 
MCI criteria, heterogeneous study design, and 
data analysis [107, 108].

18F-FDG PET is also used to discriminate typ-
ical and atypical AD as well as AD and other neu-
rodegenerative dementia (see Table 20.1).

Although 18F-FDG PET is a feasible tool for 
diagnosing AD, a multidisciplinary approach 
consisting of neurological examination, neuro-
psychological tests, and brain MR imaging is rec-
ommended, mainly because 18F-FDG PET 
provides rather  complementary or confirmatory 
information [109].

Vascular dementia (VD) is the second most 
common type of dementia. VD may sometimes 
have a sudden clinical onset and is characterized 
by alternating periods of relative stability and 
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cognitive decline. Hypertension is an important 
risk factor for developing VD.  White matter 
changes on MR imaging involve more than 25% 
of the white matter, where demyelinations and 
lacunes can be seen [110]. VD has no specific 
pattern of hypometabolism and has frequently an 
asymmetric involvement of cortical, subcortical, 
and deep structures of the brain.

Frontotemporal lobar degeneration (FTLD) 
represents the overall third most common type of 
dementia and the second most common one in 
patients younger than 65  years [111]. As the 
name implies, the typical hypometabolism pat-
tern of FTLD involves the frontal and temporal 
lobes. The involved areas are responsible for 
behavior, personality, and speech; memory loss is 
mostly absent in the beginning. There are two 
distinct subtypes of FTLD: the behavioral variant 
(bvFTLD) with symmetric involvement of the 

frontal and temporal lobes, and the language 
variant (lvFTLD), with typical asymmetric 
involvement (predominantly left-sided of the 
temporal lobe and insula). The latter variety is 
also termed primary progressive aphasia (PPA). 
It consists of three distinct subtypes with clinical 
and radiological differences, i.e. semantic demen-
tia (SD, Fig.  20.1), primary non-fluent aphasia 
(PNFA), and logopenic PPA [112, 113]. The lat-
ter one is considered an atypical variant of 
Alzheimer’s disease, and as such shows fre-
quently amyloid deposition in the cortex (see 
below). 18F-FDG-PET was particularly proven 
reliable to discriminate between FTLD and AD, 
as well as between bvFTLD and lvFTLD [114].

Dementia with Lewy bodies (DLB) represents 
approximately 10–20% of dementias in patients 
older than 65  years, and is one of the atypical 
Parkinsonian syndromes. Besides signs of 

a b

Fig. 20.1 A 62 year-old man with semantic dementia. On 
the 18F-FDG PET image (a), asymmetric hypometabolism 
is seen involving the temporal lobe and the insula on the 
left side (asterisks). The coregistration with an age- 

adjusted normals’ database and Z score calculation (b) 
reveals that this hypometabolism (asterisks) is highly sig-
nificant (p  <  0.001). The left-sided basal ganglia are 
affected as well

20 Positron Emission Tomography
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dementia, the hallmarks of DLB are optical 
symptoms, such as hallucinations (visual cortex 
involvement) or Parkinson-like symptoms (basal 
ganglia involvement). 18F-FDG-PET often reveals 
to some degree  hypometabolism in the parietal 
and temporal lobes, but compared to AD, a more 
pronounced involvement of the frontal and occip-
ital lobes is seen as well [115].

Multisystem atrophy of the cerebellar type 
(MSA-C) is characterized by varying degrees of 
Parkinsonism, cerebellar symptoms such as 
ataxia and autonomic dysfunction. 18F-FDG PET 
reveals profound hypometabolism in the cerebel-
lum and pons, in the lentiform nuclei, and eventu-
ally in varying cortical areas [116, 117].

Patients with progressive supranuclear palsy 
(PSP), another atypical Parkinsonian syndrome, 
suffer from an upward gaze paralysis, bradykine-
sia, postural instability, and rigidity. 18F-FDG 
PET shows bilateral hypometabolism in the supe-
rior and medial frontal cortex,  in the cingulate 
cortex, insula, and bilateral caudate nuclei as well 
as in the midbrain [116].

Corticobasal degeneration (CBD) is a rare entity 
and is clinically characterized by Parkinsonism 
symptoms associated with neurocognitive impair-
ment. Occasionally, patients present with an alien–
limb syndrome. Asymmetric hypometabolic is seen 
particularly in the parietal lobes. Hypometabolism 
may also be seen in the frontal lobes, in the cingu-
late cortex, in the thalamus, and striatum [116]. CBD 
and PSP are thought to represent different pheno-
types of the same underlying disease. 

Huntington disease (HD) is an uncommon 
type of dementia, which has an autosomal domi-
nant pattern of inheritance with genetic anticipa-
tion. HD is typically seen in younger patients. 
Patients exhibit unintentional choreathetoid 
movements, dementia, psychosis, and emotional 
lability [111]. HD is a subcortical dementia with 
atrophy and hypometabolism, particularly of the 
caudate, which may lead to a widening of frontal 
horns of the lateral ventricles.

While 18F-FDG PET is a useful tool to support 
a clinical diagnosis of dementia or to discrimi-
nate different types of dementia by their meta-
bolic pattern, other PET radiotracers are able to 
more specifically assess the viability of certain 
pathways involved in patients with neurodegen-

eration, such as the dopaminergic function, or 
amyloid and tau deposition, thereby providing 
complementary information in order to reach a 
proper diagnosis (Table 20.1).

20.7.1.5  Head and Neck Cancer
18F-FDG PET is recommended by several guide-
lines for the staging and restaging of patients with 
head and neck cancer, particularly for assessing 
the N and M status, and for differentiating postra-
diogenic changes from tumor persistence or recur-
rence. 18F-FDG PET may alter the TNM 
classification at initial staging in  as many as 
30–34% of patients [118, 119]. Also, patients with 
CT or MR findings suspicious for metastases may 
benefit from 18F-FDG PET before salvage treat-
ment is initiated. 18F-FDG PET/CT has a high sen-
sitivity, specificity, and accuracy (92%, 95%, and 
97%, respectively) with regard to the detection of 
distant metastases in head and neck cancer patients 
[120]. Beyond the staging and restaging of known 
head and neck tumors, 18F-FDG PET may also 
detect second primary malignancies in up to 10% 
of patients [121]. 18F- FDG PET/CT has a high 
accuracy in the treatment response assessment of 
patients with locally advanced head and neck 
squamous cell carcinoma (HNSCC), which 
directly affects the decision- making process [122]. 
18F-FDG PET/CT offers also prognostic insights, 
with a negative PET on 3 months follow-up after 
completion of radiochemotherapy indicating a low 
likelihood for disease recurrence within the next 2 
years. Conflicting data exist about the usefulness 
of interim PET, i.e. PET performed after a few 
treatment cycles, for early response evaluation in 
HNSCC patients [121]. On the one hand, an SUV 
decrease by more than 65% at interim was reported 
to positively correlate with complete response. On 
the other hand, end of therapy PET was shown to 
outperform interim PET in terms of sensitivity and 
negative predictive value [123, 124].

20.7.2  Amino Acid Radiotracers

Protein synthesis and amino acid turnover are signifi-
cantly altered in various brain pathologies such as 
malignant  tumors [125]. The most common clini-
cally used amino acid tracers are 18F-fluoroethyl-L-
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tyrosine (18F-FET) and 11C-S- methyl-L-methionine 
(11C-MET) [126]. In the brain, 18F-FET has a favor-
able signal-to- background- ratio compared to 18F-
FDG and has the benefit to accumulate to a lesser 
extent in inflammatory tissue [127]. However, only 
high- grade gliomas (WHO grade III and IV) and 
some low-grade oligodendrogliomas consistently 
exhibit increased 18F-FET uptake with an SUVmax 
above 2.5 and a tumor-to-background ratio (back-
ground: SUVmean of contralateral cortex) above 2.0 
[128]. These parameters may be used to differentiate 
high-grade glial tumors and lymphoma from low-
grade glial tumors and non-neoplastic lesions 
(Fig. 20.2) [128]. They may also be used as prognos-
tic indicators for tumor progression, as has been dem-
onstrated for brain stem glioma [129]. In cases of 
equivocal  static 18F-FET uptake, the dynamic 18F-
FET uptake curve may be of help [130]. The dynamic 
PET series should cover at least the time interval 
from 10 to 30 min or from 20 to 40 min after radio-
tracer injection. An early peak activity followed by a 
decrease in activity (washout pattern) suggests a 
high-grade glioma, a lymphoma or a metastasis rather 
than low-grade gliomas or radionecrosis [131, 132].

A large number of other amino acid tracers 
such as 11C-carboxyl-L-leucine and 
18F-fluorophenylalanine were demonstrated to 
accumulate significantly in brain tumors as a 
result of the increased expression and transport of 
amino acid transporters in malignant cells [133]. 

However, increased amino acid uptake may also 
be present in macrophages and gliotic tissue. 
This explains the accumulation of FET in 
 non- neoplastic lesions, such as ischemia, infarcts, 
postradiogenic changes, and demyelinating 
lesions, although usually to a lesser extent than 
with high-grade glioma, lymphoma  or brain 
metastasis [134, 135].

20.7.3  DOTA-Based Radiotracers

After the discovery that somatostatin receptor 
type 2 is not only expressed by neuroendocrine 
tumors but also by meningioma, the usage of 
 specific ligands such as 68Ga-DOTA(0)- 
Phe(1)-Tyr(3)-octreotate (DOTATATE) and 
68Ga-DOTA(0)-phe(1)- tyr (3) -oct reot ide 
(DOTATOC) has increased in recent years for 
brain PET imaging of patients with meningioma-
tous tumors [136]. The comparably high tumor- 
to- background ratio of meningioma allows an 
improved detection of local tissue infiltration and 
residual tumor after treatment. It also helps detect-
ing tumor infiltration of structures that are some-
times difficult to assess with MR imaging after 
surgery, such as the venous sinuses and the skull 
base. DOTA-based radiotracers are also suitable 
for radiotherapy planning and for dose calculation 
before radionuclide therapy [137].

a b c

Fig. 20.2 A 71 year-old woman with an anaplastic astro-
cytoma. The high-grade (WHO grade III, arrow) compo-
nents of the tumor in the right-sided corona radiata exhibit 
high signal intensity on FLAIR-weighted MR image (a), 
faint contrast enhancement on T1-weighted MR image (b) 

and intense uptake (SUVmax 2.6) of 18F-FET on the 
T1-weighted PET/MR image (c). While the voluminous 
low-grade (WHO grade II, arrowheads) components of 
the tumor are hyperintense on FLAIR (a), no contrast 
enhancement (b) or 18F-FET uptake (c) is seen
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20.7.4  DOPA

Dihydroxyphenylalanine (DOPA), synthetized 
from the amino acid tyrosine, represents a substrate 
of the synthesis of dopamine (DA), a monoamine 
neurotransmitter that plays a central role in dopa-
minergic pathways regulating movement and 
reward and gratification circuits. DOPA is con-
verted into DA by the enzyme amino acid decar-
boxylase (AADC). DA is stored in presynaptic 
vesicles by vesicular monoamine transporters 
(VMAT) or released into the synaptic cleft or extra-
synaptic space where it binds to D1 or D2 type 
receptors. From the synaptic cleft, DA is recycled 
by dopamine transporters (DAT) residing on the 
presynaptic membrane and is again stored by 
VMAT for reuse. Alternatively, dopamine may be 
catabolized by the enzymes monoamine oxidase 
(MAO) or catechol-O-methyltransferase (COMT).

18F-DOPA is an L-DOPA analog that follows 
the same steps in dopamine synthesis  as 
L-DOPA.  It is a neuroimaging marker of the 
integrity of dopaminergic pathways, because it 
reflects the activity of AADC [138]. The evalua-
tion of dopaminergic pathways is important in 
patients with Parkinson disease (PD), which is 
characterized by a decreased availability of DA 
in nigrostrial pathways, as well as in other 
Parkinsonian syndromes [139, 140].

Resting tremor, bradykinesia, postural insta-
bility, and rigidity are the cardinal symptoms of 
PD. These are often accompanied by disorders of 
cognition, mood, sleep, as well as olfactory and 
autonomic problems. The preclinical stage of PD 
lasts usually less than 7 years [141].

18F-DOPA may detect neuronal dysfunction in 
dopaminergic pathways even in early disease 
stages, and may allow differentiating Parkinsonian 
syndromes, including Parkinson disease, from 
essential tremor (ET), which might have clinical 
similarities. Patients with Parkinsonian syn-
dromes show an absence of the typical comma- 
shaped and symmetric 18F-DOPA uptake in the 
striatum. Studies showed an inverse correlation 
of decreased uptake with the severity of symp-
toms in patients with suspected PD [142]. 
Dopaminergic neuronal loss was reported to be 
faster in PD patients than in healthy control sub-

jects. In early stages, abnormal low uptake starts 
to be seen in the posterior putamen, with a rela-
tive sparing of the anterior putamen and caudate 
nucleus [141]. Owing to fiber crossing in the 
brainstem, the striatum affected more severely is 
the one contralateral to the clinically predomi-
nant sidedness in patients with Parkinsonian syn-
dromes [143–145].

18F-DOPA PET was also suggested to be use-
ful for detecting patients with PD who are more 
likely to  develop L-DOPA induced dyskinesia 
(LID). Patients with high dopamine turnover 
(owing to an imbalance between DA synthesis, 
storage, and release) at the baseline assessed by 
18F-DOPA PET were shown to more likely 
develop LID at follow-up [146].

In clinical practice, a differential diagnosis 
between PD and other Parkinsonian syndromes, 
such as multiple system atrophy (MSA), progres-
sive supranuclear palsy (PSP), and corticobasal 
degeneration (CBD) is important, because only 
PD patients typically respond to L-DOPA treat-
ment and will have a better prognosis [116, 117]. 
PD and other Parkinsonian syndromes cannot 
reliably be differentiated based on the presynap-
tic dopaminergic pathway that is represented by 
18F-DOPA, because it is impaired in all kinds of 
Parkinsonian syndromes. However, one study 
reported a different pattern of signal loss, with a 
homogenously decreased 18F-DOPA uptake in 
both caudate nuclei and the putamen in MSA 
patients compared to an asymmetric decrease in 
PD patients [147]. Additional information may 
be derived from 18F-FDG PET, where usually 
increased uptake is seen in the striatum in PD 
patients, compared to decreased uptake in the 
striatum and other somewhat specific brain areas 
(see above) in patients with other Parkinsonian 
syndromes [116, 148, 149]. In summary, differ-
ences among MSA, PSP, and CBD in 18F-DOPA 
PET are subtle—if visible at all—in comparison 
to more obvious differences of hypometabolism 
in 18F-FDG PET in these diseases (see Table 20.1).

If 18F-FDG PET is equivocal, 18F-DOPA PET 
may help differentiate AD from DLB, which might 
have clinical similarities. While the hypometabo-
lism pattern may show some overlap between these 
two diseases, DLB typically shows an impaired 
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dopaminergic pathway on 18F-DOPA PET, while 
this finding is absent in AD patients. However, dif-
ferentiating DLB and PD with dementia (PDD) is 
challenging, both clinically and by PET imaging 
using 18F-DOPA and 18F- FDG [150].

Dopaminergic mesocorticolimbic pathways 
are involved in the gratification and reward cir-
cuit, and alterations in dopamine transmission 
represent an important biological substrate of 
pathological behavior. 18F-DOPA PET may be 
used for assessing the dopaminergic “status” of 
patients with neuropsychiatric disorders, such as 
drug or alcohol addiction or gambling. Either low 
or normal dopamine synthesis capacity was 
reported in patients with drug abuse disorders, 
alcohol addiction, or smokers [151–153]. Higher 
striatal 18F-DOPA uptake was demonstrated in 
patients with gambling addiction compared to 
healthy control subjects, and a positive correla-
tion was shown between 18F-DOPA uptake and 
the duration of gambling disorders and craving 
[154–156]. However, altered dopaminergic path-
ways do not represent the whole extent of these 
psychiatric disorders, since other neurotransmis-
sion systems are involved as well, e.g. the 
GABAergic system. Hence, 18F-DOPA is consid-
ered a simplistic approach to these diseases.

Since DOPA and other amino acids share the 
same amino acid transport systems [157] and gen-
erally have a higher target-to-background ratio 
compared to 18F-FDG in the brain, 18F-DOPA may 
play a role in the assessment of brain tumors (e.g., 
astrocytoma and glioblastoma). Comparable 
diagnostic accuracy of 18F-DOPA and other amino 
acid radiotracers has been reported in patients 
with malignant brain lesions [158]. One important 
limitation of 18F-DOPA in this context is that 
lesions located close to the basal ganglia are 
somewhat hard to detect, owing to high physio-
logic background uptake there. 18F-DOPA PET is 
more useful than 18F-FDG for the detection of 
head and neck paraganglioma (HNPGLs), mainly 
owing to a lower number of false positives [159–
163]. Paragangliomas are a rare neuroendocrine 
neoplasia that arises from parasympathetic para-
ganglia [164]. HNPGLs typically lack the charac-
teristic norepinephrine and epinephrine 
production of pheochromocytomas (“intraadrenal 

paragangliomas”), but have high AADC activity, 
which supports the thesis that these kinds of 
tumors are capable of DA synthesis [165].

20.7.5  Raclopride

While 18F-DOPA PET allows for an assessment 
of the integrity of the presynapse and may hence 
differentiate Parkinsonian syndromes including 
PD from non-Parkinsonian diseases, it is clini-
cally not useful for differentiating PD and other 
Parkinsonian syndromes. The latter task requires 
an assessment of the postsynapse, which is 
 defective in atypical  Parkinsonian syndromes. 
Hence, specific radiotracers binding postsynap-
tic receptors (e.g., D2) in human brain have 
been developed, with the first PET radiotracer 
used in clinical practice for dopaminergic post-
synaptic imaging in humans brain being 
11C-raclopride [166].

Owing to reduced presynaptic dopamine syn-
thesis and reduced dopamine secretion into the 
synaptic cleft in PD patients, there is an overex-
pression of postsynaptic D2 receptors in early 
disease stages in order to compensate for the lack 
of dopamine. Hence, a 11C-raclopride image in a 
PD patient represents sort of a mirror image com-
pared to this patient’s 18F-DOPA image, with 
high D2 receptor density seen with 11C-raclopride 
in the putamen contralateral to the clinically pre-
dominantly affected side, and a relative sparing 
of the ipsilateral caudate nucleus [167, 168]. 
Evidence suggests that there is no difference in 
postsynaptic receptor density before and after 
short-term (3–4 months) treatment with L-DOPA 
or lisuride [169]. Conversely, long-term treat-
ment (3–5 years) may result in a loss of whole 
dopaminergic nerve terminals both in presynap-
tic and postsynaptic neurons [170].

Hence, long-term treatment may eventually 
lead to a loss of dopaminergic nerve terminals in 
presynaptic and postsynaptic neurons [171]. 
Patients with early-stage PD who are more likely 
to develop LIDs after L-DOPA treatment were 
shown to have a reduced putaminal 11C-raclopride 
binding potential, which mirrors their compara-
bly high dopamine turnover [146, 172].
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Unlike PD patients, where postsynaptic 
11C-raclopride binding is typically upregulated, 
patients with other Parkinsonian syndromes, such 
as MSA, DLB, and PSP, show decreased post-
synaptic 11C-raclopride binding [147] (see 
Table 20.1). Evidence about 11C-raclopride PET 
in CBD patients is lacking. Results of other post-
synaptic radiotracers in CBD patients are contro-
versial, and were reported as either normal or 
decreased striatal binding [173–175].

While high 18F-DOPA uptake was seen in gam-
bling patients [154–156], several studies on this 
topic failed to reveal differences between D2/D3 
receptor availability among gambling patients and 
healthy controls [155, 156, 176–178], suggesting 
other monoaminergic pathways may play a role 
here. Similarly, it is not well understood if differ-
ences in D2/D3 receptor availability are cause or 
consequence of addiction in drug abusers, although 
a positive correlation was found between D2/D3 
receptor availability and trait impulsivity that 
induces drug-abusive behavior [154, 179, 180].

20.7.6  Amyloid Radiotracers

As outlined above, the preclinical stage of patients 
who finally develop AD may last for approxi-
mately 10–15  years. Earlier than morphological 
changes on MR imaging, such as atrophy, and 
even earlier than functional changes, such as hypo-
metabolism seen on 18F-FDG PET, an abnormal 
deposition of Aβ amyloid in the gray matter (GM) 
of subjects who will develop AD may be seen 
from early preclinical stages on [95]. Pathologic 
cortical Aβ deposition needs to be distinguished 
from Aβ deposition in the white matter (WM), 
which occurs in normal aging. Cortical Aβ deposi-
tion is not specific for AD and may be seen in other 
neurodegenerative diseases as well, such as DLB, 
cerebral amyloid angiopathy (CAA), or logopenic 
primary progressive aphasia. On the other hand, 
cortical Aβ deposition is seen in up to 25% of cog-
nitively normal subjects older than 50 years and in 
half of normal subjects older than 80 years.

PET radiotracers that specifically bind to Aβ 
plaques are 11C-Pittsburgh compound B (PIB), 
18F-florbetapir, 18F-flutemetamol, and 18F-florbetaben 
[95, 181–184]. Standardized qualitative and quanti-
tative assessment is needed to properly distinguish 
normal and abnormal Aβ burden. Qualitative assess-
ment refers to detection of pathological presence of 
Aβ plaques based on loss of GM/WM contrast or 
higher GM signal than WM in a region greater than 
a cortical gyrus. The 18F-labeled radiotracers such as 
flutemetamol and florbetapir are comparable to 11C-
PIB with regard to GM and WM retention [185].

Besides a (qualitative) visual assessment, 
quantification of Aβ burden may help to distin-
guish positive and negative scans. Quantitative 
assessment is based on an SUV ratio between an 
ROI covering the suspected pathological Aβ bur-
den and an ROI of a reference region in appar-
ently healthy brain tissue. Typical reference 
regions are the cerebellum (whole cerebellum or 
only cerebellar GM), which is used for 11C-PiB, 
18F-florbetapir, and 18F-florbetaben PET scans 
[186–190], or the pons that is used for 
18F-flutemetamol PET [191, 192]. An SUV ratio 
above or below a certain cut-off value allows to 
categorize scans as negative or positive for corti-
cal amyloid deposition with good agreement with 
histopathologic classification.

An amyloid PET may be performed if knowl-
edge of the amyloid status of a patient will poten-
tially alter the treatment, which may be the case 
in subjects with equivocal findings on MR imag-
ing, 18F-FDG PET, and clinical and neuropsycho-
logical tests.

Amyloid PET may be useful to discriminate AD 
and FTLD patients, if other modalities failed to do 
so. Given that the latter entity belongs to the tauopa-
thies, an amyloid PET scan is typically negative in 
most FLTD patients and positive in most AD 
patients [193]. However, with thorough clinical and 
MR imaging workup, the diagnostic performance 
of an amyloid PET scan and an 18F- FDG PET scan 
was shown to be comparable for this task. The for-
mer is more sensitive, the latter more specific if a 
quantitative analysis is performed [194].
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The indication for an amyloid PET scan needs 
to be selected carefully. For example, amyloid 
PET scans typically fail to distinguish DLB and 
AD patients, both of which showing pathological 
cortical Aβ deposition. Patients with PDD, how-
ever, with clinical symptomatology often over-
lapping with AD, are more likely negative on 
amyloid PET [195].

In summary, amyloid imaging is very sensitive 
to exclude AD in early stages, but has low specific-
ity for AD. 18F-FDG PET is more reliable to dif-
ferentiate among neurodegenerative dementias.

20.7.7  Tau Radiotracers

Tau proteins play a significant role for neuronal 
microtubule stability, which is based on their 
phosphorylation status. Microtubule regulation is 
responsible for plasticity and integration by 
means of regulating axonogenesis, polarization, 
outgrowth, and myelination [196]. Abnormal 
presence of neurofibrillary tangles (NT) that 
derive from hyperphosphorylated tau proteins 
leads to various neurodegenerative disorders. NT 
may be present in AD, in variants of FTLD, PSP, 
CBD, and chronic traumatic encephalopathy 
(CTE) [197]. Tau protein aggregates are initially 
found intracellularly and then also extracellularly 
after the death of neurons.

As outlined above, the presence of Aβ plaque 
deposition on amyloid PET does not necessarily 
correlate with cognitive impairment, owing to 
its low specificity. Since a couple of years, tau 
radiotracers are increasingly used in research, 
but are currently not used clinically. Tau radio-
tracers are expected to assume a prognostic role 
and link functional imaging to cognitive impair-
ment. 18F- AV1451 and 18F-THK5351 were 
shown able to discriminate healthy controls 
from AD patients, preclinical AD subjects, and 
subjects with MCI, with higher uptake seen in 
the medial and inferior temporal gyrus in AD 
and MCI [198–202].

Tau radiotracers may become helpful in clinical 
practice not only owing to their comparably high 
specificity to detect MCI and AD, or their strong 
correlation with cognitive impairment and progno-
sis of patients (i.e., conversion from MCI to AD), 
but also for understanding normal aging [196].

20.7.8  Perfusion Radiotracers

Perfusion can be measured with any radiotracer 
using a dynamic acquisition. However, there are 
some PET radiotracers with special characteris-
tics, such as short half-life or binding capability 
to vascular contents, which make them ideal sub-
strates for measuring perfusion, even when using 
a static acquisition.

While MRI is the preferred clinical method to 
assess cerebral ischemia, PET allows the quanti-
fication of regional cerebral blood flow (rCBF), 
regional cerebral blood volume (rCBV), and the 
cerebral perfusion reserve (PR). A brain PET 
with arterial blood activity sampling using 15O 
products allows for the quantification of rCBF in 
absolute measures (mL/100 mg/min). For clini-
cal applications, the arterial blood sampling can 
be avoided using estimations of the arterial blood 
activity [203]. However, the short half-life of 15O 
of approximately 2 min requires an on-site cyclo-
tron close to the PET scanner.

H2
15O is the most widely used tracer in PET 

to measure rCBF.  H2
15O additionally provides 

the measure PR, which is the calculated differ-
ence (or ratio) of rCBF under hypercapnia-
induced vasodilation compared to a baseline 
condition. Vasodilation can be achieved either 
by the intravenous application of the carbonic 
anhydrase inhibitor acetazolamide or by inhala-
tion of air with increased CO2 content. A steno-
sis of a brain artery, e.g., by an atherosclerotic 
plaque, can lead to symptoms such as transient 
ischemic attacks (TIA) or stroke. A post-ste-
notic reduction of blood flow can induce a com-
pensatory vasodilation to maintain tissue 
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perfusion. Because regional vasodilation has an 
upper limit, the PR is reduced in the post-ste-
notic area. Patients with reduced PR have been 
shown to benefit from revascularization proce-
dures such as endarterectomy, stenting, or 
bypass surgery [204]. Most vascular pathologies 
of the brain such as Moyamoya disease spare 
the cerebellum, which can therefore be used as a 
reference region indicating the normal PR of 
approximately 20%.

Alternative methods to quantify local cerebral 
blood flow are 99mTc-coupled radiotracers used in 
SPECT imaging, such as HMPAO (hexamethyl-
propyleneamineoxime) and ECD (ethyl cystein-
ate dimer). These radiotracers get trapped 
intracellularly, and their accumulation can be 
measured between 2 min and up to 4 h after the 
venous injection to quantify blood flow using 
estimates of the extraction rate. However, esti-
mates of the extraction rate are only relative, as 
they are not independent of blood flow.

The bolus inhalation of the radiotracer 15O2 
allows for the measurement of the regional cere-
bral oxygen extraction fraction and the estimation 
of the regional cerebral metabolic rate of oxygen 
(CMRO2), which has been shown to be reduced in 
stroke and traumatic brain injuries [205].

The radiotracer C15O allows for the measure-
ment of rCBV.  After inhalation, C15O binds to 
intravascular hemoglobin. The ratio of brain-to- 
blood activity then indicates rCBV [206]. 
Specifically, the rCBV is pathologically increased 
in post-stenotic brain tissue.

20.7.9  Other PET Radiotracers 
for Neuroimaging

Several other PET radiotracers were shown to 
have an abnormal and often disease-specific dis-
tribution in the brain of subjects with different 
types of pathology. For example, ligands for 
receptors and transporters of the serotonin and 

cholinergic system have been tested for detecting 
neurodegenerative disorders, such as Alzheimer’s 
disease [207]. Another example is radiotracers for 
central benzodiazepine receptors, such as 
11C-flumazenil, which have been used e.g., in epi-
lepsy patients to localize the epileptogenic focus 
[208]. More recently, the cortical expression of 
different glutamate receptors was shown to be 
altered in various neurological and psychiatric 
diseases. This led to the development of novel 
PET ligands such as 11C-ABP688 or 18F-PSS232 
that label metabotropic glutamate receptors sub-
type 5 (mGluR5) [209, 210]. Other radiotracers 
that have recently entered preclinical trials target 
α-synuclein, a misfolded protein which builds up 
in the brains of e.g.  Parkinson disease patients, 
and radiotracers for the synaptic density, such 
as  11C-UCB-J [211–213].  One characteristic of 
many PET radiotracers that are in development 
and/or have limited clinical indications is their 
complex 11C radiochemistry, which in turn limits 
their accessibility and prevents a more widespread 
clinical use.

20.8  Summary

In many regards, PET imaging is still an underuti-
lized diagnostic neuroimaging modality. Its 
potential mainly lies in providing complementary 
information with regard to morphological imag-
ing. PET is able to specifically trace pathologic 
changes of the CNS that are out of reach for con-
ventional imaging such as CT or MR, e.g., glu-
cose metabolism, postsynaptic D2 receptor 
density, or amyloid deposition. PET may be com-
bined with either CT or MR imaging using a 
simultaneous acquisition, the latter  representing 
the smarter approach in neuroimaging. Knowledge 
of specific indications for PET imaging and famil-
iarity with the normal and abnormal distribution 
of specific radiotracers in the CNS will help coin-
ing a proper diagnosis for your patient.
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20.9  Clinical Case (Fig. 20.3)

a b

Fig. 20.3 A 70 year-old man with high clinical suspicion 
of Alzheimer disease, supported by MR imaging. Global 
cortical atrophy is seen on the coronal T1-weighted MR 
image (a), with particular loss of hippocampal volume 
(arrows) on the left side. The T1-weighted 18F-flutemetamol 

PET/MR image (b) reveals absence of pathologic cortical 
amyloid deposition, which changes the diagnosis of the 
patient to suspected non-Alzheimer pathology (SNAP) 
and alters the treatment plan
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21.1  Electroencephalography

In the eighteenth century, physiologists discov-
ered the electrical properties of living tissue. In 
the brain, electric potentials are generated by 
neurons that can be modelled by dipoles. The 
electroencephalogram (EEG) is a non-invasive 
electrophysiological imaging technique to record 
electrical activity of the brain, as EEG generators 
are electrical dipoles. In 1929, the German psy-
chiatrist Hans Berger demonstrated that electrical 
activity of the brain could be measured by few 
electrodes on the human scalp (e.g. from his son), 
amplifying the signals and plotting variations in 
voltage over time [1] called EEG. He was also the 
inventor of the alpha wave rhythm (“Berger 
wave”). After some initial disbelieve in the valid-
ity of EEG, research in the 1930s lead to the rec-
ognition of EEG as real phenomenon (e.g. [2]). 
As stated by Coles and Rugg, it is generally 
accepted that the EEG reflects activity originat-
ing in the brain [3]. The EEG reflects voltages 
generated (mostly) by excitatory postsynaptic 
potentials from apical dendrites of massively 
synchronized neocortical pyramidal cells. Hence, 
there is no EEG at a single location, and EEG 
does not measure activity from single neurons, 
asynchronous activity, glial cells and subcortical 
structures. Compared to other imaging tech-
niques, the EEG is a coarse measure of brain 
activity due to its poor spatial resolution and can-
not be used in its raw form. The latter is due to the 
fact that the EEG reflects a mixed-up conglom-
eration of numerous different neuronal and non- 
neuronal sources of activity, making it difficult to 
isolate, e.g. neurocognitive processes. Compared 
to other neuroimaging techniques, EEG or mag-
netoencephalography (MEG) offer a superior 
temporal resolution in the millisecond range and 

direct access to neuronal signalling compared to 
the 1–2 s resolution and indirect metabolic sig-
nals seen with, e.g. functional magnetic reso-
nance imaging (fMRI). However, there is a strong 
limitation of the EEG/MEG tomography, which 
is the precise localization of electrical neuronal 
generators in 3D due to the inverse problem (see 
Sect. 21.6). Yet, as described in the following sec-
tions, it is possible to characterize EEG signals 
quantitatively (qEEG) by, e.g. averaging tech-
niques, time–frequency analyses and source 
localization approaches. The EEG is commonly 
used to study neuronal processes related to sleep, 
resting (awake) states, task conditions or brain 
disorders (see Sect. 21.9).

21.2  Brainwaves

Brainwaves (neural oscillations), measured as 
variations in electrical potentials, can be tuned to 
become an ideal “observer” of the environment 
due to an organized system of brain rhythms. 
Brainwaves can be examined in different fre-
quency bands and they can reflect endogenous 
activity, e.g. related to internal mental processes, 
such as mind wandering or interoception. 
However, they can also reflect on the plethora of 
on-going occurring mental activity due to the 
processing of exogenous sensory stimuli. 
Brainwaves can also represent age-related activ-
ity or can index abnormal activity, as e.g. in epi-
lepsy [4–6], which is the most common clinical 
application for EEG, in psychosis [7] or neurode-
generation [8–10] or other disease states. One 
important consideration for any physiological 
interpretation of EEG oscillatory patterns is that 
the thalamus (and other subcortical regions) have 
an impact on cortical EEG patterns, as it acts as a 

L. Michels



315

pacemaker and is bilaterally connected to the cor-
tex by the thalamocortical radiations. This is 
especially relevant to consider for slow EEG 
rhythms (as the delta and alpha wave, see below), 
whereas the origin of the theta and gamma waves 
are less clear.

21.2.1  Delta Waves

Delta waves occur in all mammals and poten-
tially in all animals and are the slowest (infra-
slow) recorded brainwaves in human beings. 
They were first described by Walter in the 1930s, 
who improved upon Hans Berger’s electroen-
cephalograph machine to detect alpha and delta 
waves. The delta oscillation likely has two differ-
ent components, one of which originates in the 
neocortex and the other in the thalamus. They are 
found most often in infants and young children 
and are associated with the deepest levels of 
relaxation and restorative, healing sleep. During 
slow-wave sleep (SWS) and some types of anaes-
thesia, the dominant activity pattern is a slow 
oscillation (sub-delta), with a frequency of 
0.3–1 Hz [11, 12], which has most probably an 
intracortical origin. Also during sleep, another 
slow-wave brain activity is visible (called delta 
wave) with a frequency of oscillation between 
0.5 and 4 Hz. Delta waves begin to occur (i.e. the 
EEG shows less than 50% delta wave activity) in 
stage 3 of NREM sleep and at stage 4 nearly all 
spectral activity is dominated by delta waves. 
SWS may be essential for memory consolidation 
and memory formation [13–16]. Clinically, delta 
waves are prominently seen in brain injuries, 
learning problems, inability to think, chronic 
pain and severe attention-deficit hyperactivity 
disorder (ADHD). If delta activity is suppressed, 
it leads to poor sleep and an inability to rejuve-
nate the body and revitalize the brain.

21.2.2  Theta Waves

The activity between 4 and 8 Hz is called theta 
wave activity. This activity arising from the hip-
pocampus is manifested during, e.g. short-term 

memory tasks [17–19]. Several studies suggest 
that these rhythms reflect the “on-line” state of 
the hippocampus; one of readiness to process- 
incoming signals [20]. Conversely, theta oscilla-
tions have been correlated to various voluntary 
behaviours such as spatial learning and naviga-
tion [21], and alert states (e.g. goose bumps) in 
rats [22]. It has been proposed that theta waves 
may reflect the integration of sensory informa-
tion with motor output [23].

21.2.3  Alpha Waves

Alpha waves are neural oscillations in the fre-
quency range of 8–13  Hz, generated from syn-
chronous and coherent (in phase) electrical 
activity of thalamic pacemaker cells in humans. 
They predominantly originate from the occipital 
lobe during alert, wakeful relaxation (resting) 
with closed eyes. Alpha waves are reduced with 
open eyes, drowsiness and sleep. Initially, alpha 
waves were thought to represent the activity of 
the visual cortex in an idle state. However, more 
recent studies have claimed that they inhibit areas 
of the cortex not in use, or alternatively playing 
an active role in network coordination and com-
munication [24]. An alpha-like variant called mu 
(μ) can be found over the motor cortex (central 
scalp) which is shown to be reduced with move-
ment, or the intention to move. Alpha waves seem 
not to appear until 3 years of age [25] and can be 
modulated by attention [26, 27], working mem-
ory [28] and other processes.

21.2.4  Beta Waves

Beta waves are neural oscillations in the brain 
with a frequency range of 13–30 Hz and can be 
split into three sub-bands: low beta waves (13–
16  Hz, “beta1 power”); beta waves (16–20  Hz, 
“beta2 power”) and high beta waves (20–30 Hz, 
“beta3 power”). Beta states are associated with 
motor planning [29] and normal waking con-
sciousness. Low amplitude beta waves with mul-
tiple and varying frequencies are often associated 
with active busy or anxious thinking and active 
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concentration [30]. Over the motor cortex, beta 
waves are associated with the muscle contrac-
tions that happen in isotonic movements and 
are suppressed prior to and during movement 
changes [31]. Bursts of beta activity are associ-
ated with a strengthening of sensory feedback 
in static motor control and reduced when there 
is movement change [32]. Beta wave activity is 
elevated when movement has to be voluntarily 
suppressed or resisted [33]. The artificial induc-
tion of increased beta waves over the motor cor-
tex by a form of electrical stimulation 
(transcranial alternating-current stimulation) is 
consistent with its link to isotonic contraction 
as it produces a slowing of motor movements 
[34]. Synchronization in the low beta wave 
range is essential for multimodal semantic pro-
cessing [19].

21.2.5  Gamma Waves

Gamma waves reflect neural oscillations in 
humans with a frequency between 30 and 100 Hz. 
According to a popular theory, gamma waves can 
be reliability induced by visual stimuli and may 
be implicated in creating the unity of conscious 
perception (called “the binding problem”) [35]. 
The binding-by-gamma-oscillation hypothesis 
has a clear prediction: every part of the cortex 
should be able to support gamma oscillations 
under the right conditions. MEG studies indicate 
that there is a significant coupling of the gamma 
frequency band in the waking brain as well as 
during REM sleep. Gamma-related REM sleep 
activity cannot be perturbed by a sensory stimu-
lus. However, there is no agreement on the “the 
binding problem” theory. “Whether or not gamma 
wave activity is related to subjective awareness is 
a difficult question that cannot be answered with 
confidence at the present time”. In humans, 
gamma oscillations are present during visual 
search [36], short-term working memory [37, 
38], and object representation [39]. For example, 
local synchronization during visual processing 
evolved in the gamma frequency range [19]. In 
contrast, beta synchronization during multimodal 

semantic processing evolved in the beta1 fre-
quency range, and long-range fronto-parietal 
interactions during working memory retention 
and mental imagery evolved in the theta and 
alpha frequency range. EEG/MEG gamma band 
activity is altered in patients, e.g. in patients 
schizophrenia during mental (arithmetic) tasks or 
short-term working memory [40, 41]. Yet, gamma 
amplitudes are generally small, compared to 
other EEG frequency bands, and deserve careful 
post-processing to minimize artefacts (e.g. head 
motion) that could mimic gamma band activity.

21.3  EEG Recordings

Currently, EEG analyses are performed using 
19–256 electrodes that are embedded in an elec-
trode cap of different sizes. For high-density 
EEG (>64 channels) particular EEG caps are 
available that need only a short setup time. 
However, some researchers prefer to “record 
very clean data from a relatively modest number 
of electrodes rather than to record noisier data 
from a large number of electrodes” (Steven 
J.  Luck, An introduction to the event-related 
potential technique, 2nd edition). The position 
of the electrodes on the cap most often follows 
the international 10–20 system [42]. This sys-
tem uses four reference points: Inion, nasion 
and two preauricular positions. One or two let-
ters are used to indicate the general brain region 
(e.g. C for central), numbers are used indicate 
the hemisphere (even for right and odd for left) 
and the distance from midline (larger numbers 
correspond to more distant electrodes). 
Recordings require a ground electrode and a 
single or multiple reference electrodes. There is 
still a quest for the “ideal” position of the refer-
ence electrode(s). Many researchers prefer the 
reference from electrodes near the mastoids or 
using the average of all electrode measurements 
as a reference. Theoretically, one could select an 
“inactive” electrode as reference electrode, as it 
is the assumption that recordings electrodes are 
close to the “generator” and the reference elec-
trode is “far” from the generator. However, 
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whether an inactive electrode may or may not be 
a valid selection as a reference electrode depends 
on the size of the generator region. For example, 
alpha activity is optimally recorded from a pos-
terior electrode with an anterior reference. For 
all EEG recordings, the EEG signal needs to be 
amplified (i.e., by a factor of 20,000 or more) 
and then converted into a digital form for stor-
age on an EEG digitization computer. Event or 
trigger codes of the presented stimuli are usu-
ally sent from the stimulation PC to the digitiza-
tion computer, where they were stored along 
with the EEG data.

21.4  Event-Related Potentials 
(ERP) Analysis

ERPs are measured by means of EEG. The ERP 
is the measured brain response from the direct 
result of a specific sensory, cognitive, motor or 
other mental event. More formally, it is any ste-
reotyped electrophysiological response prior, 
during or after the stimulus. The MEG equivalent 
of ERP is the ERF or event-related field. Evoked 
potentials and induced potentials are subtypes of 
ERPs. Most ERPs are not directly visible from 
raw EEG data and thus, post-processing steps are 
required to identify them. They were first discov-
ered in the Hallowell Davis’ lab at Harvard in the 
1930s, who observed a strong negative potential 
about 100–200  ms after an auditory event (the 
first computer-averaged ERP waveforms were 
published by Galambos and Sheatz [43]). The 
repetitive occurrence of the same event should 
result in similar amplitudes (in case stimuli are 
spaced apart large enough), whereas the back-
ground EEG should be distributed randomly in 
power. Hence, a simple signal averaging proce-
dure across multiple trials (of the same experi-
mental condition) is performed to extract the 
ERP waveform for single or multiple electrode 
sites, background EEG activity is also minimized 
by this approach. For most task situations, not 
only a single early ERP complex is observed but 
is accompanied by additional ERPs. The aver-
aged ERP can be observed as deflection (which is 

called peak, component or wave) with different 
polarities (positive or negative). Usually, ERPs 
can be identified and quantified with respect to 
the time of occurrence, latency and amplitude. In 
healthy adults (or animals), they should show the 
same characteristics in case of identical experi-
mental conditions; and any deviation from the 
reflection of the ERPs must be interpreted with 
caution. Depending on the polarity and time of 
occurrence, they are labelled differently. The 
peaks are labelled P1, N1, P2, N2 and P3. P and 
N are traditionally used to indicate positive and 
negative peaks; the number indicates the tempo-
ral occurrence of the peaks (and thus the flow of 
information through the brain). Alternatively, the 
number is associated to the latency of the peak, 
e.g. post-stimulus response at 100  ms is called 
N100 in case of a negative response and P300 for 
a positive peak 300  ms after stimulus onset. 
Sometimes, ERPs can be named according to the 
function or paradigm, such as error-related nega-
tivity (ERN, seen if subjects perform an error) or 
no-go response (i.e. during a go/no-go task). 
Nowadays, ERP-related waveforms are plotted 
with positive upward and negative downward 
(although some researchers still prefer the oppo-
site ways of plotting ERPs, as used in the early 
days of ERP research). As mentioned, ERP 
responses can already be seen prior to a sensory 
event, can be stronger for infrequent stimuli (e.g. 
the P3 during an oddball task, see [44]), and 
could be observed even for subliminal stimuli 
(but with a lower amplitude).

21.5  Spectral EEG Analysis

21.5.1  Power and Spatial Factor 
Analysis

Once the EEG is recorded, post-processing steps 
are required to visualize spectral power changes 
for a particular condition of interest or to com-
pare EEG parameter differences between groups. 
EEG power spectra are computed by means of 
fast Fourier transformation (FFT) that decom-
poses the EEG signals into a series of sinusoidal 
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functions with different frequencies, amplitude 
and phases. Spectra demonstrate the dependency 
of amplitude, phase and power of the sinusoidal 
harmonic on the sinusoid’s frequency in the EEG 
signal. The common idea of the spatial factor 
analysis is to produce factors constituted as a 
weighted sum of the recorded EEG channels. The 
simple and most commonly used spatial factor 
analysis is the principal component analysis 
(PCA). Here, the first factors account for the 
maximum possible amount of data variance and 
every subsequent factor explains the maximum 
possible residual variance. A PCA leads to signal 
decorrelations, as the cross-correlations between 
EEG activities (corresponding to different fac-
tors) are minimized. Another method is the inde-
pendent component analysis (ICA) that separates 
the EEG signal in independent components 
(often 20 components are set as default in the 
available software packages). One advantage of 
the ICA is that it separates noise (respiration, 
pulse, eyes blinks, motion) from “real” EEG 
components. Yet, one has to examine both the 
topography of a component alongside its spectral 
plot to judge about the most likely origin of the 
component. Depending on the experimental 
design, analysis of variance (ANOVA) analysis 
or t-test analysis can be performed for group or 
condition comparisons in most of the commonly 
available software packages (see below).

21.5.2  Time–Frequency Analysis

EEG frequencies are never present as sinusoids 
in actual EEG data. Instead, they always reflect a 
mixture of such frequencies. Running a simple 
FFT on EEG data will provide a way to detect the 
most dominant peaks for one or more frequency 
bands of interest. With a time–frequency analysis 
(wavelet analysis), it is possible to analyse when 
which frequencies will occur. It is possible to 
decompose such signal into a superposition of 
signal at different sinusoidal signal at different 
frequencies using the real part of the EEG signal. 
Time–frequency plots are shown in 3D, most 
commonly with the frequency band on the y-axis, 

the time on the x-axis and the amplitude on the 
z-axis, using a multi-colour-coding scheme to 
index amplitude variations.

21.5.3  Synchronicity, Connectivity 
and Information Flow

Without the presence of synchronous (“in- 
phase”) events of the thalamus or other cortical 
regions, field potentials at the scalp would be 
small and would not produce any meaningful 
EEG, as field potentials of single cells are too 
weak. In fact, the activity of multiple (pyramidal) 
cells has to be synaptically active at the same 
time to be detected as EEG potentials. 
Synchronicity can be expressed by functional 
connectivity that can be used as an index for the 
temporal similarity between two or more channel 
locations (−1: fully anti-correlated, 1: fully cor-
related). For example, synchronous gamma band 
activity can be seen in cortical regions during in 
task-relevant stimuli [45]. It is also known that 
phase coupling between different frequency 
bands is a neural mechanism important for atten-
tion and to predict task performance (even on a 
single trial basis) [46]. One way to analyse the 
direction of information flow between cerebral 
regions or networks is to implement directed con-
nectivity analysis. This method can be applied to 
EEG (or MEG) data and is computed by, e.g. 
renormalized partial directed coherence [47–49].

21.5.4  Microstate Analysis

Microstates are transient (quasi-stable) states or 
patterns of an EEG, tending to last from millisec-
onds to seconds, and are hypothesized to be the 
most basic initializations of human neurological 
tasks, and are thus nicknamed “the atoms of 
thought” [50]. Microstate estimation and analysis 
were originally done using alpha band activity, 
though broader bandwidth EEG bands are now 
typically used. The quasi-stability of microstates 
means that the “global EEG topography is fixed, 
but strength might vary and polarity invert” [51]. 
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Microstate alterations have been reported in 
patients with panic disorder [52], schizophrenia 
[53–55], mild and moderate dementia of the 
Alzheimer type (AD) [56], epilepsy [57] and 
obsessive-compulsive disorder (OCD) [58].

21.5.5  Deep Learning

Deep learning with convolutional neural net-
works has revolutionized computer vision 
through end-to-end learning, that is, learning 
from the raw data [59]. For deep learning, there 
are no requirements for prior assumptions to 
guide extraction of particular features of the 
EEG/MEG to be used for classification, in con-
trast to machine learning techniques. Deep learn-
ing applicability has been demonstrated in 
clinical practice, e.g. for the detection of focal 
epileptiform discharges from scalp EEG record-
ings [60] but also for classifying sex and specific 
brain activity [61], emotion recognition [62], 
motor imagery classification [63] or sleep spindle 
detection [64].

21.6  Dipole and Source 
Localization of EEG Activity

In fact, many tiny dipoles result in an equivalent 
current dipole. The dipole results in a topogra-
phy at the scalp. Scalp topography does not 
reflect source activity. The apparent visual of 
EEG signals is influenced by distance, volume 
conduction, dipole orientation and the superpo-
sition of sources. For example, for a radial dipole 
the source is reflected as the maximum on the 
topographic map. Yet, for two or more dipoles, 
the source is somewhere else and for a tangential 
dipole, the source is where topography reverses. 
Any dipole produces a certain scalp topography 
(forward problem). Any topography could have 
been produced by an infinite number of possible 
sources (inverse problem). Thus, it is difficult to 
infer EEG sources from EEG topographies. 
Activity from multiple electrodes can be visual-
ized on so-called 2D topographic plots. Yet, 

insufficient coverage but also additional prob-
lems, e.g. related to the “inverse problem”, limit 
the interpretation of EEG signals from subcorti-
cal and cortical structures, such as the thalamus 
or hippocampus. In addition, EEG signals are 
orchestrated by multiple brain regions or net-
works; thus, the strongest potential difference 
does not necessarily reflect the task-relevant 
brain area. As shown by several studies, it can 
even reflect inhibition, i.e. it shows task-unre-
lated activity, enabling other brain areas to be 
engaged in particular task situations. EEG has a 
high temporal resolution but lacks in spatial res-
olution compared to fMRI, but promising 
approaches for the accurate localization of EEG 
signals have been proposed. Clearly, it is advan-
tageous to use high-density recordings for a bet-
ter spatial localization of EEG signals. However, 
as trials with short temporal gaps can be reliably 
assessed by EEG, a precise 3D location of these 
events is highly recommendable to improve the 
interpretability of EEG signals. Source analysis 
was first performed in the 1980s, and improved 
a lot since then [65, 66]. Using discrete, 3D dis-
tributed, linear imaging methods were possible 
to estimate activity as the statistically standard-
ized current density, referred to dynamic statis-
tical parametric maps or noise-normalized 
current density [67]. Yet, it was shown that this 
method has significant non-zero localization 
errors even under quasi- ideal conditions with 
minimal measurement noise [68, 69]. More 
recently, programs have been developed (e.g. 
EEGLAB, fieldtrip, brainstorm, TAPEEG, e/
sLORETA, SESAME, CARTOOL, Curry, 
MNE, BCILAB, dSPM (dynamic statistical 
parametric mapping), LCMV, DICS, BESA, 
MNE) that not only consider noise (from the 
current density) in the EEG/MEG measure-
ments but also from possible biological noise, 
i.e. the variance in the actual electric neuronal 
activity. In this context, biological noise is 
assumed due to electrical neuronal activity that 
is independent and identically distributed all 
over the cortex [70]. Most of the described pro-
grams are open source, freely available and 
user-friendly (graphic user interface).

21 Electroencephalography



320

21.7  Artefacts

Several internal and external artefacts can com-
promise the EEG or MEG signal. The most 
prominent and constant artefact is produced by 
the electrical hum (50 or 60 Hz). However, this 
artefact can be easily removed by a sharp (Notch) 
filter. Other, more irregular artefacts are produced 
by eye movements, blinks, heartbeat, muscle ten-
sion or head motion. Muscle tensions (most often 
from the face) are very delicate artefacts, as they 
fall within frequency bands, which are of particu-
lar interest, e.g. during cognitive, motor or sen-
sory tasks and as the strength of muscle tension 
could correlate to task-related activity [71]. In 
most software packages, automatic artefact rejec-
tion algorithms (e.g. based on an independent 
component analysis) are implemented to remove 
the described artefacts. However, as some of 
them show an irregular temporal and spatial pat-
tern, manual correction steps are heavily 
warranted.

21.8  Limitations

The most important limitation of EEG (and 
MEG) is its poor spatial resolution. In addition, 
EEG is most sensitive to a particular set of post- 
synaptic potentials: those generated in superficial 
layers of the cortex, on the crests of gyri directly 
abutting the skull and radial to the skull. 
Dendrites, which are deeper in the cortex, inside 
sulci, in midline or deep structures (such as the 
hippocampus), or producing currents that are tan-
gential to the skull, have far less contribution to 
the EEG signal. EEG recordings do not directly 
capture axonal action potentials. An action poten-
tial can be accurately represented as a current 
quadrupole, meaning that the resulting field 
decreases more rapidly than the ones produced 
by the current dipole of post-synaptic potentials. 
In addition, since EEGs represent averages of 
thousands of neurons, a large population of cells 
in synchronous activity is necessary to cause a 
significant deflection on the recordings. Action 
potentials are very fast and, therefore, the chances 
of field summation are slim. However, neural 

backpropagation, as a typically longer dendritic 
current dipole, can be picked up by EEG elec-
trodes and is a reliable indication of the occur-
rence of neural output. Not only do EEGs capture 
dendritic currents almost exclusively as opposed 
to axonal currents, they also show a preference 
for activity on populations of parallel dendrites 
and transmitting current in the same direction at 
the same time. Pyramidal neurons of cortical lay-
ers II/III and V extend apical dendrites to layer 
I. Currents moving up or down these processes 
underlie most of the signals produced by the 
EEG, and thus, the EEG provides information 
with a large bias to select neuron types. Therefore, 
EEG should generally not be used to make claims 
about global brain activity. The meninges, cere-
brospinal fluid and skull “smear” the EEG signal, 
obscuring its intracranial source. It is mathemati-
cally impossible to reconstruct a unique intracra-
nial current source for a given EEG signal, as 
some currents produce potentials that cancel each 
other out. This is referred to as the inverse prob-
lem. Yet, much work has been done to produce 
remarkably good estimates of, at least, a local-
ized electric dipole that represents the recorded 
currents [65].

21.9  Clinical Applications

Brain disorders are not classified on the basis of 
neurophysiological data but on the basis of 
behaviour (e.g. DSM-5 or ICD-10). However, it 
is a pertinent question to look into the neurophys-
iological alterations seen in various brain disor-
ders. The brain systems can roughly be divided 
into the following parts: sensory system, atten-
tional system, affective system, executive system 
and memory system. The EEG has been used in 
various brain disorders demonstrating alterna-
tions in one or more of the systems, as a sign of 
neuronal dysfunction.

21.9.1  Epilepsy

There are many types of epilepsy, each presenting 
its own particular combination of seizure form 
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and location, age of onset and EEG correlates. 
The EEG can be used to monitor seizure- related 
and inter-ictal activity as well as to localize the 
epileptic focus. Studies in the 1930s demonstrated 
abnormal EEG activity with epilepsy. Nowadays, 
most of the modern qEEG software packages 
have tools for automatic spike detection that help 
practitioners for detecting and analysing paroxys-
mal events from particular electrodes. Spectral 
analysis can be used to visualize abnormal EEG 
activity in patients with epilepsy. As shown in 
Fig. 21.1, brain wave activity could be atypically 
elevated in children with generalized cryptogenic 
epilepsy. Spectral analysis revealed that global 
(whole-scalp) delta, alpha and beta band activity 
was greater in children without epilepsy com-
pared to adults, and even further elevated for chil-
dren with epilepsy. This might be an interesting 
neurophysiological finding but for clinicians, it is 
more important to understand how spike-related 
activity is associated with cortical and subcortical 
activity to achieve a better pre-surgical planning 
for resection procedures. In this context, EEG–
fMRI represents a method for simultaneous 
recordings of electrical activity and oxygen 
changes. This method thus allows identifying the 
spatial origin of the epileptogenic zone and the 
temporal evolution of spike-related activity. Since 
2003, EEG–fMRI has been applied in >100 pub-
lications (status: 2020) in the context of epilepsy 
[72–75].

21.9.2  ADHD

Attention-deficit hyperactivity disorder 
(ADHD) is the most common developmental 
disorder that affects about 3–9% of children 
worldwide. Patients with ADHD show behav-
ioural abnormalities in the executive system, 
e.g. in the maintenance of working memory and 
attention, action selection, action inhibition and 
action monitoring. A common finding from 
qEEG studies is an increase in absolute slow 
wave activities (power) and a decrease in beta 
waves amplitudes in patients with ADHD in 
comparison to normal children. As absolute val-
ues of the spectra exhibit a big variation depen-
dent on several brain unrelated features (e.g. 
thickness of the skull), a  relative parameter, 
known as the theta/beta ratio, has been intro-
duced. During brain development, this index 
shows that the strongest changes occur from 
centro-parietal electrodes in children below 
9 years to fronto-central location in adults. This 
change in electrode position during normal 
development needs to be accounted for, if some-
one wants to discriminate patients with ADHD 
from controls. However, not all studies consis-
tently reported differences in the theta/beta ratio 
comparing patients with ADHD and controls 
[76], which is consistent with the evidence that 
ADHD is a heterogeneous disorder. In addition, 
it has been demonstrated using qEEG, that chil-
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dren with ADHD show a slowing in the alpha 
frequency combined with a higher power in 
lower alpha and beta band activity. Power and 
central frequency from all frequency bands lead 
to a moderate cross-validated sensitivity and 
specificity to discriminate adults with ADHD 
from healthy adults. Using ERPs, various and 
inconsistent results have been reported since the 
early ERP studies in ADHD in the 1970s (for a 
review see [77, 78]). The lack of unequivocal 
ERP effects might be explained by the small 
ADHD sub-groups (e.g. attention-deficit vs. 
hyperactivity group) and heterogeneity of 
ADHD population examined in these studies.

21.9.3  Dementia

The slow dying of neuronal cells with age can be 
dramatically accelerated in the case of abnor-
mally fast neurodegenerative processes, such as 
dementia of Alzheimer type (AD). QEEG mea-
sures are a sensitive index of degree of cognitive 
impairment, especially reflected in increased 
absolute and relative power in the theta band, 
with delta increasing in later stages of deteriora-
tion [79]. Using qEEG during resting states, 
Steven and co-authors found an increase in theta 
power at topographically widespread positions 
and decrease in coherence (the temporal similar-
ity between two or more EEG signals) in mild 
AD patients [80]. In fact, eyes-open coherence 
was the most reliable parameter to discriminate 
patients from age- and sex-matched controls. In 
people with subject cognitive complaint, Prichep 
and co-workers [81] found that qEEG could be 
used to predict the cognitive decline within the 
next 7 years. In contrast to individuals with stable 
cognition, decliners showed elevated absolute 
and relative theta brain waves, a slowing of the 
mean frequency and alterations in coherence 
between multiple electrode sites [81]. Regarding 
microstates, people with mild or moderate prob-
able AD showed a significant anteriorization of 
the centres of gravity of the microstate fields and 
a reduced duration of sustained microstates and 

these differences were significantly correlated 
with the cognitive decline [56]. Using resting- 
state EEG, it has been demonstrated that directed 
connectivity is disturbed in people with mild cog-
nitive impairment (MCI) [47]. Especially, the 
information flow of the hippocampus was weaker 
in different frequency bands and unilateral in 
patients with MCI compared to age- and sex- 
matched controls (Fig. 21.2). Using ERP analysis 
it could be shown that dementia was associated 
with a decreased accuracy and decreased ERN as 
compared to age-matched healthy controls dur-
ing a picture–name verification task [82].

21.9.4  Addiction and Drug Abuse

Addiction is a compulsive, out-of-control drug 
use despite serious negative consequences. 
Addictive drugs can change directly (cocaine) or 
indirectly (e.g. opiates) the level of synaptic 
dopamine in reward centres of the brain such as 
the nucleus accumbens. The anterior cingulate 
cortex (ACC) plays an important role in monitor-
ing behaviour and hyperactivity can result in 
compulsive pattern of drug seeking. An impair-
ment in monitoring operation can be seen in 
addicted patients seen as alterations of the P400 
using ERP recordings in a Go/no-go paradigm. 
After stereotactic cingulotomy, the P400 was 
suppressed and resulted to lower craving activity 
[83]. In addition, relaxation protocols of neuro-
feedback might be useful e.g. for alcohol abuse, 
such as the alpha–theta brain wave training [84, 
85]. Here, patients need to relax while alpha and 
theta activity is recorded simultaneously or they 
need to selectivity increase activity of these brain 
waves at certain time points (“Peniston and 
Kulkosky protocol”). This EEG-based “treat-
ment” resulted in sustained prevention of relapse 
in alcoholics.

Cannabis decreases in particular REM sleep 
time and disturbs the EEG. In a recent study with 
cannabis users, decreased resting-state (closed 
eyes) delta and increased theta to gamma power 
is observed compared to controls, indicating an 
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abnormally high cortical activation and a disinhi-
bition of inhibitory functions that may interrupt 
cognitive processes [86]. Cannabis users exhib-
ited increased frequency–band dependent coher-
ence and clustering coefficient in some brain 
regions, suggesting a loss of neural refinement 
and efficiency (“noisy” brain). Because measures 
related to cannabis use were correlated with 
spectral band power and functional connectivity 
measures, these results could inform about the 
effectiveness of intervention programs. Cocaine 
alters the EEG, and leads  – as cannabis  – to a 
decrease in delta–theta power and an increase in 
beta wave activity [87], the latter being most 
likely a consequence of the direct stimulation of 
a central noradrenergic arousal system.

21.9.5  OCD

Obsessive-compulsive disorders (OCD) can 
affect both cognition and motor behaviour. Using 
qEEG, hyperactivity has been reported in the 
frontal cortex in the OCD [88]. In addition, alpha 
wave activity appears to be decreased at frontal 

electrodes. In fact, a change in alpha power was 
negatively correlated to executive function 
scores, whereas beta waves were positively cor-
related to characteristics of OCD. Yet, the frontal 
hyperactivity has also been reported in patients 
with phobias and posttraumatic stress disorder 
(under symptom provocation). This suggests that 
this hyperactivity could reflect the anxiety com-
ponent of OCD more than its specific neuronal 
correlate. Using ERP, patients with OCD show a 
reduction in the P3 no-go component at anterior 
electrode locations, most likely in the ACC 
region [89]. In addition, the level of anterioriza-
tion was negatively associated with OCD 
symptomatology.

21.9.6  Depression

Major depression is a disorder of the affective 
system and is mainly characterized by a triad of 
symptoms: (1) low or depressed mood, (2) anhe-
donia, (3) low energy or fatigue. As shown by 
Henriques and Davidson [90], patients with 
depression demonstrated elevated left midfrontal 
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alpha power compared to never-depressed indi-
viduals [90]. During task-related EEG, non- 
depressed controls had a pattern of relative 
left-sided activation during the verbal task and 
relative right-sided activation during the spatial 
task. In contrast, depressed subjects failed to 
show activation in posterior right hemisphere 
regions during spatial task performance, indica-
tion of a deficit in posterior function in patients 
with depression [91]. Functional asymmetry 
appears to occur already early in life and might 
be a biological marker of a familiar or even 
genetic risk for mood disorders. Using ERP anal-
ysis, it could be shown that healthy adults dem-
onstrated an asymmetry (right hemisphere > left 
hemisphere) of the amplitude of the N200 com-
ponent during an auditory oddball task, which 
was not observed in individuals with sub-clinical 
depressed subjects [92].

21.9.7  Schizophrenia

In schizophrenic patients, the following three 
systems are affected: (a) executive system (e.g. 
leading to disorganized speech or thinking), (b) 
sensory system (e.g. leading to auditory hallu-
cinations) and (c) affective system (e.g. leading 
to blunted emotions). EEG studies yield very 
inconsistent results, ranging from power eleva-
tions (reductions) in the beta band and reduc-
tions (elevations) on the alpha band to negative 
findings. This divergence can be most likely 
attributed to the heterogeneous and small sam-
ple size as well as to the impact of drug intake 
that influences the EEG pattern. Yet, for psy-
chosis, which can be caused by schizophrenia, 
an increase of beta power was associated with 
the occurrence of hallucinations at (left) tempo-
ral electrodes [93]. Using ERPs, there is a con-
sistent finding, which is the reduction of the 
amplitude of the mismatch negativity (an auto-
matic response of the temporal cortex to a rare 
change in a repetitive stimulus/sound) in 

patients with schizophrenia compared to con-
trols [94]. However, this observation is not 
made in first-episode patients but only in 
patients with chronic- or recent-onset schizo-
phrenia [95].

21.9.8  Chronic Pain

Chronic pain is caused by many conditions, but 
the aetiology and the maintenance of pain 
symptoms over time remain a scientific chal-
lenge. Recent evidence supports the idea that 
chronic pain can be understood not only as an 
altered perceptual state but also because of sev-
eral changes produced in neural processing 
after body injury or stress. QEEG has been 
applied to assess brain functioning in several 
chronic pain syndromes [96–98]. Technical 
protocols for EEG recordings varied widely 
among studies related to chronic pain. Electrode 
placement followed the 10–20 International 
System in all studies and the number of elec-
trodes for EEG recordings varied from 4 to 64 
electrodes. The most frequently analysed 
parameters of brain activity were EEG power 
spectra at rest and the magnitude of different 
components of the ERP elicited by sensory 
stimulation or cognitive tasks. Chronic pain 
patients (including patients with migraine and 
spinal cord injury) displayed increased resting-
state theta [98–101], alpha [100–102], beta [98, 
100], or delta band power [100]. Some studies 
reported ERP changes when comparing patients 
with chronic pain and healthy controls [101, 
103–108]. Some studies stated significant 
reductions of several ERP components in 
response to different sensory and cognitive 
tasks [101, 103, 104, 106]. In addition, qEEG 
can be used to study the impact of an interven-
tional therapy on brain wave activity in chronic 
pain patients. As shown in Fig.  21.3, patients 
with chronic neuropathic pain showed almost a 
normal EEG power spectrum 3 and 12 months 
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after non-invasive (ultrasound) central lateral 
thalamotomy.

21.9.9  Panic Disorder

Panic disorder is an anxiety disorder character-
ized by reoccurring unexpected panic attacks. In 
one of the first EEG studies to panic disorder, 
only 14% of the patients showed non-specific 
and abnormal EEGs and none displayed EEG 
evidence supportive of an ictal process related 
to epilepsy [109]. More recently, it has been 
reported that patients with panic disorder 
showed elevated overall absolute power in the 
delta–alpha frequency bands and reduced rela-
tive beta power compared to controls. Absolute 
delta and theta power can be positively associ-
ated with observer ratings of anxiety, while rela-
tive beta power can be related to self-ratings of 
anxiety [110].

21.9.10  Tumour

QEEG is often performed in tumour patients in 
the co-occurrence of epilepsy. For example, 
Hughes and Zak [111] performed EEGs in 
patients with chronic seizures associated with 
slowly growing (3–36  years) brain tumours 
[111]. When all EEGs were considered together 
without regard to their changes, no significant 
differences were found between patients and con-
trols, especially with respect to the high inci-
dence (60%) of EEG abnormalities both 
ipsilateral and contralateral to the tumour. Exact 
localization of the tumour by EEG (within one 
electrode) was found in 88% of patients. When 
changes in time were considered, the tumour 
group showed increasing slow waves, increasing 
sharp-wave discharges, depression of normal 
rhythms, a change in type of seizures, increase in 
frequency of seizures and a change in neurologi-
cal signs and symptoms, especially motor. Using 
a visual stimulation design, Fukushima [112] 
found that a reduction of photic driving response 

in brain tumour cases was not specific to the 
localization of the tumour and rather represents 
the diminution of the general cerebral reactivity, 
corresponding to the severity of the brain damage 
[112].

21.9.11  Stroke

In order to deepen our knowledge of the brain’s 
ability to react to a cerebral insult, it is fundamen-
tal to obtain a “snapshot” of the acute phase, both 
for understanding the neural condition immedi-
ately after the insult and as a starting point for 
follow-up and clinical outcome prognosis. In an 
early work by Melamed and colleagues [113], 
regional cerebral blood flow (rCBF) and EEG 
frequency were investigated in the contralateral 
hemisphere of patients with acute cerebral infarc-
tion. Apart from a general decrease in rCBF, the 
authors found a slowing in the EEG frequency 
(from 10 to 6 Hz) in about 25% of the patients. In 
patients with acute cerebrovascular disease 
(mostly with ischemic stroke), neurological 
symptoms were scored repeatedly and related to 
EEG abnormalities quantified by frequency anal-
ysis. A correspondence between location of neu-
rologic lesion and EEG focus was found in 87%, 
but correlation between neurologic score and the 
degree of EEG abnormality was low. Changes of 
clinical defects were not significantly related to 
qEEG parameters, indicating that qEEG analysis 
has to be used with caution for quantifying the 
clinical course of stroke patients [114]. It is 
known that transient ischemic attacks are charac-
terized by stroke-like neurologic signs and symp-
toms in the absence of demonstrable structural 
neuropathology. Recently, Rogers et  al. [115] 
performed a single electrode EEG during resting- 
state and auditory oddball conditions in patients 
within 72 h of admission to the acute stroke ward. 
Stroke patients exhibited pronounced left frontal 
delta activity, whereas alpha and beta power was 
increased in patients with transient ischaemic 
attacks. Theta power was attenuated in both 
patient groups compared to healthy controls 
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[115]. EEG and MEG can be used to increase the 
accuracy of predicting sensorimotor upper limb 
recovery (for a systematic review, see [116]); 
especially using theta, beta and gamma network 
features [117] or delta dipole density [118]. 
Using MEG, patients who had a recent (previous 
10 days) unilateral stroke in the middle cerebral 
artery territory showed increased absolute delta 
band and lower beta–gamma power in the 
affected than in the unaffected hemisphere [119]. 
These values in both hemispheres differed from 

control values. In addition, clinical severity cor-
related with the affected hemisphere decrease of 
gamma band power and individual alpha fre-
quency. Larger lesions were also associated with 
a worse clinical picture and stronger MEG 
alterations.

21.10  Clinical Cases

21.10.1  Epilepsy (Figs. 21.4 and 21.5)
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Fig. 21.4 As shown in this figure, the EEG demonstrates 
an example of a childhood absence epilepsy in a 6-year- 
old child suffering from absence seizures accompanied by 
very short episodes of abrupt and severe impairment (loss) 
of consciousness. The seizures are paralleled by ictal dis-
charges of generalized high-amplitude spikes and by 
some double spike- and slow-wave complexes. The par-
oxysms are rhythmic at around 3 Hz with a gradual and 

regular slowdown from the initial to the terminal phase of 
the discharge. The duration of absence of seizures varies 
between 4 and 20 s. Absence epilepsy represents a typical 
form of a generalized epilepsy. Most children with this 
form of epilepsy have a normal neurological state and a 
normal development. (Courtesy of Prof. Dr. 
M.  Siniatchkin, Evangelisches Klinikum Bethel, 
Germany)
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22.1  Machine Learning 
in Radiology

22.1.1  Introduction

Machine learning is a type of artificial intelli-
gence (AI) where we teach machines how to 
solve problems without explicitly programming 
them to do so. Instead, existing data are pro-
vided to the algorithms in order to learn a func-
tion that can identify statistical patterns within 
the input data and then make a prediction (return 
an output) to given new input samples. More 

T. Di Noto (*) 
Radiology Department (CHUV), Lausanne 
University Hospital, Lausanne, Switzerland 

M. Mannil 
University Clinic for Radiology, University Hospital 
Münster, Münster, Germany 

H. Aerts 
Department of Radiation Oncology, Dana-Farber 
Cancer Institute, Brigham and Women’s Hospital, 
Harvard Medical School, Boston, MA, USA 

C. Kadian 
Department of Biochemistry, University of Zurich, 
Zürich, Switzerland

22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48419-4_22&domain=pdf
https://doi.org/10.1007/978-3-030-48419-4_22#DOI


336

 specifically, a popular methodology that has been 
established in this field, divides the available data 
into training and independent test examples. 
When facing a prediction problem, the machine 
learning model is usually given a data set of 
known labelled data for training (training data 
set), and a data set of unknown data (or first seen 
data) against which the model can be tested (test 
data set). Nowadays, machine learning comprises 
an extensive class of statistical algorithms that 
aim at building models for autonomous predic-
tions. Among the most widespread, we can recall 
linear models, quadratic models, kernel-based 
models, probabilistic models, neural networks, 
ensemble and boosting algorithms. On top of 
these “more traditional” systems, the newest and 
predominant algorithms that undeniably revolu-
tionized the field of image analysis are Deep 
learning neural networks. More specifically, con-
volutional neural networks (CNNs) are special-
ized deep networks that have proven to be 
extremely effective in tasks such as image recog-
nition, image segmentation and image registra-
tion [1, 2]. These algorithms have started to gain 
compelling notoriety in 2012 when AlexNet, one 
of the most popular CNN proposed in the field of 
computer vision, drastically outperformed all 
contestants in the famous ImageNet competition 
[3]. Since 2012, novel CNNs have been built and 
the achieved accuracy of the competition has 
constantly improved, reaching levels of precision 
comparable to human visual recognition.

22.1.2  Machine Learning 
in Radiology

Radiology has witnessed an impressive transfor-
mation over the last 20 years. This innovative 
trend was not only driven by the technological 
advancements achieved by the major vendors for 
CT and MRI scanners-resulting in faster acquisi-
tion times, improved resolution, hybrid imaging 
[4], but also by the increasing emerging opportu-
nities created by artificial intelligence. The first 
aspect that makes radiology a fertile territory for 
machine learning algorithms is the increasing 
amount of digital medical imaging data routinely 

generated in public and private healthcare facili-
ties worldwide. While the input data consist of 
tens of millions radiology reports plus the associ-
ated billions of images of patients, outputs in 
radiologic applications are a set of specific condi-
tions (e.g. benign vs. malignant tumour) with 
some associated probabilities [5].

The fundamental question that arose in the 
medical community was, whether AI could add 
significant value to routine radiologic practice. 
Indeed, the trend towards which the medical 
community is shifting, is that of personalized 
precision medicine, in which the best-targeted 
treatment is provided to each patient, by trying 
to combine low costs with outcome efficacy. 
Machine learning and AI algorithms could sup-
port this trend, for instance by improving work 
lists handling and prioritizing most urgent cases 
(ideally performing this filtering automatically 
in the scanning machine) [6]. Moreover, since 
human readers tend to be prone to fatigue when 
facing high-volume data sets and monotonous 
tasks, machine learning algorithms can be run as 
a pre-analytical tool for these large data archives 
in order to speed up the decision making 
processes.

In addition, the field of “radiomics” has 
emerged in the last years: this entails the quanti-
fication of the radiographic phenotype of e.g. a 
tumour using AI approaches. This high- 
throughput quantification of tumour characteris-
tics can be automated and it captures the 3D 
complexity of solid tumors. It also brings impor-
tant benefits such as, it is easy to perform, it is 
non-invasive, and low-cost. In other words, 
radiomics can be defined as the analysis of stan-
dard clinical images to uncover radiographic 
information that goes beyond human interpreta-
tion (more-than-meets-the-eye) [7]. Hence, what 
can be envisioned in the forthcoming future are 
machine learning systems that, either trained 
with radiomics algorithms (e.g. histogram-based, 
shape and texture features) or with specific fea-
tures extracted by custom deep neural networks, 
will help expert physicians (or act independently, 
see Sect. 22.1.4) in the clinical decision process 
providing faster, more robust and more accurate 
results - that are not achievable by humans alone.
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22.1.3  Unmet Needs

Even though the above-mentioned applications 
may indeed help to improve current clinical 
practice, there are still some unmet standard cri-
teria and reliability issues that must be met 
before starting to adopt such solutions. First, 
there exists an urgent need of shared image data-
bases [6], both within healthcare facilities and 
with possible third parties such as universities, 
companies, etc. This is because, needless to say, 
the wider and more heterogeneous the input data 
set is, the more generalizable and robust will be 
the outputs for each clinical case. Therefore, a 
joint effort is needed to create such shared refer-
ence data sets of proven cases against which 
machine learning models could be validated and 
tested. Ideally, the demographics of the affected 
patients should be preserved while building 
these data sets; moreover, standardization crite-
ria should be set when labelling the images (i.e. 
when defining the true diagnosis/prognosis/find-
ings for each image), especially because many 
scenarios might often require patient symptoms, 
clinical follow-up, comparison with other imag-
ing modalities, genomic or histologic data [5]. In 
addition, a common lexicon should be estab-
lished during the labelling step and the shared 
images utilized for creating the data set should 
not be corrupted during transmission and stor-
age, in order to maintain image integrity and to 
allow post hoc comparisons [6]. For tuning the 
hyperparameters (i.e. the architecture) of the 
chosen algorithms is necessary to obtain gener-
alizable results [8]. When dividing the whole 
data set into training, tuning and test set; one 
should always specify also the possible cross-
validation (programmatic alternation of data set 
portions) in order to avoid the recurrent problem 
of overfitting in artificial intelligence. Similarly, 
for deep learning networks, all selected hyperpa-
rameters such as filter sizes, stride, padding, acti-
vation functions, learning rate, regularization 
terms, weight initialization and epochs should be 
reported and validated.

22.1.4  Risks, Responsibilities 
and Ethical Dilemmas

Even once the above-mentioned data sets will be 
created, there will still be a strong concern 
regarding the source of truth for validating the 
results: since medicine is not always a field of 
complete certainty, there will always be the 
dilemma of normal vs. abnormal cases in contin-
uously variable biological data [6], meaning that 
machine learning algorithms would also have to 
keep the pace with the newest discoveries and 
findings for each case study. For instance, ranges 
for distinguishing normal from pathological in a 
specific condition today might be adjusted and 
fine-tuned in the future, and AI should therefore 
move along with medical research keeping the 
algorithms updated, adapting the image labels 
and, if necessary, re-train the models from scratch 
every time the diagnosis standard criteria have 
slightly been modified.

In addition, the drastic shift towards deep 
learning architectures of recent years also entails 
some ethical dilemmas: indeed, there is the need 
for interpreting, monitoring and understanding 
what happens inside each hidden layer of deep 
networks and overcome the recurrent licit cri-
tique of “black box architecture” of these sys-
tems. Many research groups are trying to face 
this issue [9, 10] which is indeed of vital impor-
tance in medical applications, in comparison with 
other image classifications (e.g. ImageNet) where 
classes to be distinguished are every-day objects 
such as cats, dogs, airplanes, etc. This is also why 
the application of transfer learning (utilizing pre- 
trained networks, refining and adapting them to 
different tasks) in medical images is limited and 
not yet regulated [5]. Moreover, legal responsi-
bility has also become a crucial topic with the 
advent of AI: currently, experts envision AI only 
supporting doctors who would eventually take 
their decision, therefore retaining the major 
responsibility for any patient outcome. 
Nonetheless, as AI models become more accurate 
and advanced, this responsibility could gradually 
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shift towards the algorithm developers and, more 
broadly, to the companies deploying and com-
mercializing such systems. In forthcoming years, 
it is expected that entities such as the FDA or the 
EMA will release rules about data set creation, 
transparency, verification processes, responsibili-
ties, etc. even if no similar guidelines have been 
officialized yet.

22.2  Introduction to Deep 
Learning

The increase in computing power, digital imag-
ing, readily available large data sets, decreasing 
hardware costs and a world-wide collaborative 
effort to promote open source software frame-
works are factors that have given rise to the 
recent influx of artificial intelligence (AI) 
research in medical imaging. In its sub-form of 
machine learning, AI generates algorithms by 
learning patterns instead of being explicitly 
programmed to perform classification tasks. 
Deep learning is another sub-form of AI char-
acterized by use of so-called neuronal networks 
of multiple layers. These neural networks are 
inspired by simplified biologic neurons. Each 
artificial neuron or node uses an input of a set 
of values representing features, which are mul-
tiplied by a corresponding weight. In so-called 
multilayer perceptron architecture, multiple 
neurons are grouped to form a layer. Layers are 
then being stacked together. The first layer rep-
resents the input and the last layer represents 
the desired output classification. The intermedi-
ate layers are so-called hidden layers, which are 
the hallmark of neural networks and deep learn-
ing. The hidden layers autonomously compute 
intermediate representations of input features, 
which are then used in the inference process 
(Fig. 22.1).

The generated algorithms utilize higher level 
abstractions of input data. The extracted fea-
tures are not manually engineered but generated 
by breaking down images into their different 
components, for instance signal intensity, shape, 
texture or lesions. Obtaining a prediction from a 

sample observation (e.g. an image) using a neu-
ral network involves the activation of each node 
of each layer, starting from the input layer, a 
process called forward propagation. In the set-
ting of a classification task, the activation of the 
output layer is typically submitted to a softmax 
function, a function that maps a vector of real 
values to a probability distribution. A neural 
network is trained by adjusting the parameters, 
which consist of the weights and biases of each 
node. Modern neural networks contain millions 
of such parameters. Starting from a random ini-
tial configuration, the parameters are adjusted 
via an optimization algorithm called gradient 
descent, which attempts to find a set of parame-
ters that performs well on a training data set. 
Each time predictions are computed with for-
ward propagation, the performance of the net-
work is assessed through a loss (error) function 
that quantitatively measures the inaccuracy of 
the prediction (Fig. 22.2).

Each parameter of the network is adjusted by 
small increments in the direction that minimizes 
the loss, a process called back-propagation. 
Owing to memory limitations and algorithmic 
advantages, the update of parameters is com-
puted from a randomly selected subset of the 
training data at each iteration, a commonly used 
optimization method called stochastic gradient 
descent [11]. 

Input OutputHidden layers

Fig. 22.1 Basic deep learning architecture. Circles repre-
sent nodes/artificial neurons. Vertical arrays of nodes rep-
resent layers
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22.3  Deep Learning

In deep neural networks, the composition of fea-
tures is enabled by inherent image characteris-
tics. So-called convolutional neural networks 
(CNN) exploit these properties to process larger 
and more variable inputs as compared to a multi-
layer perceptron. The latter perform poorly on 
images in which the object of interest tends to 
vary in shape, orientation and position because 
they must encode redundant representations for 
the many feature arrangements.

CNNs introduce reliability to these variations 
by passing each feature detector over every part 
of the image in a convolution operation. Each 
feature detector is then limited to detect local fea-
tures in its immediate input, which is acceptable 
for natural images. Thus, deep CNNs (with more 
than two hidden layers) exploit the compositional 
structure of natural images. As a result, shifts and 
deformations of objects in these images do not 
significantly affect the overall performance of the 
network. Image classification in deep CNN can 
be achieved with following components: (1) con-
volutions, (2) activation functions, (3) pooling 
and (4) softmax function.

22.3.1  Convolutions

Deep CNN relies on convolution operations: The 
linear application of a filter/kernel to local neigh-
bourhoods of points in an input. Common image 
filters in PACS (picture archiving and communi-
cation system) workstations, such as those for 
image sharpening and smoothing, work using 
such operations. Filters representing features are 
usually defined by a small grid of weights (such 
as 3 × 3). If an input has n channels (e.g. differ-
ent colour channels), then the size of the filters 
would be n × 3 × 3. Since a feature may occur 
anywhere in the image, the filters’ weights are 
shared across all the image positions. Thus, 
image features can be modelled with fewer 
parameters, increasing model efficiency. 
Typically, multiple different convolutional filters 
are learned for each layer, yielding many differ-
ent automatically generated feature maps, each 
highlighting where different characteristics of 
the input image or the previously hidden layer 
have been detected [11].

22.3.2  Activation Function

An activation function is a nonlinear function that 
is applied to the outputs of linear operations, e.g. 
convolutions. Stacking these allows the input to 
be mapped to a representation that is linearly sep-
arable by a linear classifier. The activation func-
tion is inspired by biologic neurons. The role of an 
activation function in a neural network layer is 
typically that of a selection function, which allows 
some features to pass through to the output.

Historically, sigmoidal and hyperbolic tangent 
functions were used, as they were considered to 
be biologically plausible. Nowadays, most CNNs 
use a rectified linear unit (ReLU) in their hidden 
layers. This activation function is perfectly linear 
for positive inputs, passing them through 
unchanged and blocks negative inputs (i.e. evalu-
ates to zero) [12, 13].

Gradient
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Fig. 22.2 Example of a loss (error) function in deep 
learning
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22.3.3  Pooling

Pooling groups feature map activations into a lower 
resolution feature map. It increases the effective 
scope of subsequent filters. Moreover, combined 
with convolutions, this operation also reduces the 
model’s sensitivity to small shifts of the objects, 
since deeper layers rely increasingly on spatially 
low-resolution, but contextually rich, information. 
An added benefit of pooling is the reduction of a 
model’s size. For instance, the size of each feature 
map will decrease by factor 4 each time a 2 × 2 
pooling operator is applied. A common subform is 
max pooling, which propagates the maximum acti-
vation within a pooling region into a lower resolu-
tion feature map. Successive pooling operations 
result in maps that have progressively lower resolu-
tion but represent increasingly richer information 
on the structure of interest.

22.4  Training

Two different approaches are usually utilized to 
train deep learning models: supervised learning 
and unsupervised learning. With supervised 
learning, each entry of the data set is labelled, for 
instance to the correct diagnosis.

In unsupervised learning, the data examples are 
not labelled, instead the model aims to cluster 
images into groups based on their inherent variabil-
ity. The machine learning algorithm then discovers 
structures within the data set that might later be used 
to solve a task (e.g. classification, segmentation). 
There is also a hybrid approach called semi-super-
vised learning, which makes use of a large quantity 
of unlabelled data usually combined with a smaller 
number of labelled data [14].

Deep learning methods scale well with the 
quantity of data and can often leverage extremely 
large datasets for good performance. While a large 
quantity of data is desirable, obtaining high-quality 
labelled data can be time- consuming. One approach 
to artificially increase the available data to an ade-
quate size is data augmentation. Data augmentation 
applies random transformations to the data that do 
not change the label assignments. Possible random 
transformations that can be applied to images 

include rotation, translation, zooming, skewing, 
flipping and elastic deformation.

To avoid overfitting (see below) of deep learn-
ing models, it is common practice to divide avail-
able data into three subsets: (1) a training set, (2) 
a validation set and (3) a test set. The training set 
is used to train and optimize the parameters of the 
neural network. This training involves repeatedly 
running training images through it and using the 
errors to adjust the weights of the network con-
nections. The validation set is used to monitor the 
performance of the model during the training 
process; this data set should also be used to per-
form model selection. Once all the parameters of 
the model are fixed, test performance is measured 
on the test data set.

22.5  Learning

Designing neural network architectures requires 
consideration of numerous parameters that are not 
learned by the model (hyperparameters), such as the 
network topology, the number of filters at each layer 
and the optimization parameters. Hyperparameters 
are typically selected through random search, where 
each configuration is arbitrarily set and then trained 
to compare performances. Once a neural network 
architecture is established, learning the model 
parameters can commence. An important machine 
learning pitfall is overfitting, where a model learns 
idiosyncratic statistical variations of the training set 
rather than generalizable patterns for the task at 
hand. Overfitting is usually detected by analysis of 
model accuracy on the training and validation sets. 
If the model performs well on the training set and 
poorly on the validation set, the model has overfit 
the training data.

22.6  Deep Learning 
in Alzheimer’s Disease

Novel feature attribution techniques, e.g. based 
on Wasserstein Generative Adversarial 
Networks (WGAN), enable the identification of 
disease effects at the subject-specific level. In 
contrast to backdrop-based methods, it can cap-
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ture multiple regions affected by disease effects 
and predictions thereof. It will allow disentan-
gling complex pathologies like schizophrenia 
or Alzheimer’s disease, while currently strik-
ingly different clinical symptoms are seen as 
mere variations of these common neurological 
disorders [15].

22.7  Clinical Application

An application of AI in the field of neuroradiol-
ogy is the task of brain tumour segmentation. 
Even if brain tumours are not very common, 
they are among the most lethal [16]. 
Segmentation of brain tumours consists in 
delineating regions that separate tumour tissue 
from healthy brain tissues including gray mat-
ter, white matter and CSF.  In current clinical 
practice, this operation is performed manually 
by one or more expert readers, but it is undoubt-
edly a time-consuming task and frequently 
prone to fatigue-induced error when dealing 
with high-volume data sets. Moreover, the man-
ual segmentation has the downside of being 
radiologist dependent, hence subject to inter- 
and intra-reader variability (neither objective 
nor scalable). Even though traditional segmen-
tation methods such as discriminative and gen-
erative models have proven to be rather 
satisfactory with the well-accepted BRATS 
data set until around 2015, the advent of deep 
learning has shifted the interest towards CNNs. 
In contrast to older methods which extracted 
hand-crafted features and fed them to a set of 
classifiers, CNNs are capable of iteratively 
learning features from the data itself, fine-tun-
ing the weights and biases of the network 
through backpropagation [17]. Therefore, 
research on segmentation performed with 
CNNs mainly focuses on the network architec-
ture rather than on image pre-processing or fea-
ture extraction itself. In 2017, [18] designed an 
ensemble algorithm which combined different 
types of CNNs in order to make the overall 
model configuration-invariant, trying to mar-
ginalize out the biased behaviour introduced by 
different configuration choices of the deep net-

works. This solution proved to be the most 
accurate on the BRATS-2017 test set reaching a 
Dice score (DSC) of 72.9%, 88.6% and 78.5% 
when classifying Gadolinium-enhanced 
tumour, peritumoral oedema and non-enhanced 
tumour pixels, respectively [18] obtained simi-
lar classification results also in the validation 
set, therefore highlighting the actual robustness 
of the ensemble. Along with standard segmen-
tation of glioblastomas and glioma images, the 
BRATS-2018 competition focussed on the pre-
diction of patients’ overall survival.
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