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Preface

Biomedical sensing is an increasingly important domain of research and develop-
ment activity across many countries, with the potential to have widespread impact
across the globe. Biomedicine is itself of central importance for the human race and
the development of advanced civilisation, because it not only addresses the
ever-growing need for reliable and sustainable healthcare of a world population that
continues to expand, but also because it is likely to be required (i.e. have an
essential role) when humanity faces the challenges that will inevitably arise in the
future—and have already arisen to a large extent. The increasing importance of
biomedical sensors is directly linked to the development of medical technologies—
and medicine more generally. Biomedical sensors are already being used to increase
the reliability and speed of medical diagnosis, both prior to and after medical events
experienced by individual human beings and, potentially, by large numbers of
human beings at the same time, as well as sequentially.

This book is intended to form a useful, but limited, introduction to the topic of
biomedical sensing based on optical or photonic techniques. The light that is
available for purposes such as biomedical sensing—and has been demonstrated as
useful—covers a very wide (multi-octave) spectrum, including parts of the
Ultra-Violet (UV) spectrum, all of the visible spectrum and much of the infrared
spectrum—and frequencies as low as the TeraHertz (THz) region of the electro-
magnetic spectrum. The utility of light in biomedical sensing arises, in part, from
the fact that the wavelength (and therefore the frequency and photon energy) of the
light can be selected, with considerable precision, to match the characteristic res-
onant frequencies of the bio-molecules, e.g. proteins, of interest. In this context, we
note that the bond vibration spectrum of many biological molecules lies in the
Mid-Infrared Region (MIR) of the electromagnetic spectrum. This mid-infrared
region is readily accessible using standard laboratory apparatus such as
Fourier-Transform Infrared (FTIR) spectrometers, together with weak and spec-
trally broad light sources. Alternatively, coherent light sources such as diode lasers
can be tuned to well-defined target wavelengths—and useful identification and
measurement of biomaterial may be obtained using a specific single optical
wavelength or a specific set of different wavelengths. Such identification may be
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obtained via the use of fluorescent labelling of characteristic bio-molecules or cells
—and by means of label-free specific binding processes.

Our intention, in the following chapters, is to identify scientific and techno-
logical concepts that are both intellectually interesting and potentially applicable in
biomedicine. Inevitably there will be some overlap between the material that is
treated in any one chapter and material appearing in one or more other chapters.

Chapters 1–3 are concerned with optical/photonic sensors that are based on
planar optical waveguide techniques. Chapter 4 is also concerned with biosensors
that typically exploit planar fabrication techniques based on flat substrates, but the
interaction of the light with the sensor is typically not through waveguiding action.
The photonic crystal structures covered in Chap. 5 may be realised in various ways.
In many cases, the photonic crystal structures are realised by planar fabrication
techniques. But other fabrication techniques have also been used, e.g. the realisation
of synthetic opal structures by colloidal deposition of approximately spherical silica
micro-balls from solution. This last technique can be used in situations where the
substrate for the photonic crystal structure is non-planar, e.g. the walls of a
cylindrical tube.

Chapter 1 ‘Towards Refractive Index Sensing Using Nanoscale Slot Waveguide
Cavities’ identifies convincingly the merits of the slot waveguide configuration for
bio-sensing applications.

Chapter 2 specifically addresses the topic of waveguide biosensors based on
plasmonic techniques—exploiting, in particular, the advantages that result from the
use of long-range plasmon propagation. The application of this approach to disease
detection in complex fluids is also discussed.

Chapter 3 explores the merits of using spectroscopy based on the collective
modal characteristics of multimode planar optical waveguides—where the hybrid
modes of plasmonic–dielectric structures can be exploited.

Chapter 4 has the title: ‘Refractive Index Sensing with Anisotropic Hyperbolic
Metamaterials’—and it addresses the more general topic of refractive index
(change) based sensing—but includes bio-sensing as a lead application.

Chapter 5 covers the topic of ‘Photonic Crystal Biosensors’ in essentially three
distinct categories: (a) sensor surfaces based on 1D and 2D periodic slabs—and
their application in Photonic Crystal Enhanced Microscopy (PCEM), (b) devices
based on both 2D and 1D photonic crystal structures realised in planar waveguides
and (c) primarily 3D photonic crystal structures, but also closely related 2D pho-
tonic crystal structures. In this third part, non-planar, modified or partially planar
fabrication processes play a significant role. Notably, because of its distinct nature,
the topic of ‘photonic crystal fibers’ is not addressed in this chapter. It is however
covered, to some extent, in the following chapter.

Chapter 6 is concerned with ‘Optical Fiber Sensors’. Optical fibers are the
predominant optical waveguide technology that is in current use. Their use in
modern telecommunications has become nearly universal—and they have manifold
other applications, including various types of sensor.
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Chapter 7 has the title: ‘Planar Optofluidics for On-Chip Particle Manipulation’.
Delivery of biomaterial via micro-fluidics and, possibly, nano-fluidics (locally) is
arguably the norm for optics based bio-sensing. For cells, in particular, or small
enough biomaterial-loaded beads, optical techniques—including optical tweezing
and trapping—are of great interest. This chapter is particularly concerned with
using the transfer of momentum from photons to bio-particles and its application in
bio-sensing.

Chapter 8 ‘New Directions in Sensing Using Raman Analysis on Paper and
Microfluidic Platforms’. Raman scattering provides a powerful technique for
biomedical sensing. An important example, because of its potential for very large
levels of sensitivity enhancement, is the Surface-Enhanced Raman Scattering
(SERS) process.

Glasgow, UK Richard De La Rue
Neuchâtel, Switzerland Hans Peter Herzig
Kiel, Germany Martina Gerken
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Chapter 1
Towards Refractive Index Sensing Using
Nanoscale Slot Waveguide Cavities

Elsie Barakat, Gaël Osowiecki, and Hans Peter Herzig

Abstract Optical techniques are nowadays broadly used for high precision diagnos-
tics and process monitoring in many aspects of our lives, with applications ranging
from security to health. Interferometry is one of the fundamental techniques used
for such a class of diagnostics. It relies on changes in the refractive index of the
medium arising from a variation of the ambient properties. The miniaturization of
these analytical systemsgenerally responds tomultiple needs, such as in situ or in vivo
detection, reducing cost, speed of analysis and allowing processing of samples of
very small volume. This requires the development of powerful sensors, sometimes
miniaturized down to the limits imposed by physics.

1.1 Introduction

Optical techniques are nowadays broadly used for high precision diagnostics and
process monitoring in many aspects of our lives, with applications ranging from
security to health. Interferometry is one of the fundamental techniques used for such
a class of diagnostics. It relies on changes in the refractive index of themediumarising
from a variation of the ambient properties. The miniaturization of these analytical
systems generally responds to multiple needs, such as in situ or in vivo detection,
reducing cost, speed of analysis and allowing processing of samples of very small
volume. This requires the development of powerful sensors, sometimes miniaturized
down to the limits imposed by physics.

Most studies have concentrated on the advantages of miniaturization. However,
rare are the studies that show, in addition to the advantages, the drawbacks of minia-
turization. Hence, the design as well as the geometry of the sensor are highly depen-
dent on the application and, therefore, there are many types of sensing devices. Each
device has certain applications for which it is well suited.
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Research activities in the latter area aim to combine nanotechnology, nano-optical
and biological sciences, in order to develop sensors with increased sensitivity and
stability that are sufficiently well-suited for rapid action and continuity. This activity
will allow monitoring and control of physico-chemical and biological parameters in
all fields of human activity. In the context of increasing societal demands, we shall
illustrate, with a few examples, the challenges in this area of research for the coming
years with a particular emphasis on optical sensors that are easily miniaturized.

The chapter is divided into two sections. In the first section, we discuss the
basic principles of sensing based on the measurement of refractive index. Discussion
includes the principles of various interferometer types such as Michelson, Fabry–
Perot and micro-ring interferometers. We shall define the design constraints in rela-
tion to the application. In the second section, we shall discuss integrated refractive
index sensors that can be used to detect changes in refractive index in sub-attoliter
volumes of sample fluid.

1.2 Existing Interferometers as Optical Sensors

An interferometer is typically formed by splitting a single beam into two beams.
After propagation, the different beams are combined to generate interference. These
interferences dependon thewavelength and the delay between the beams.Thedelay is
also calledOptical PathDifference (OPD). By changing theOPDbetween the beams,
one can obtain spectral information or one canmeasure the change in refractive index.
Interferometers are basic optical tools that are used to precisely measure wavelength,
distance and index of refraction. Note that, in the case of a spectrometer, the refractive
index of the medium is known (air in general)—and, in the case of a refractive index
sensor, the wavelength is known.

In order to enable a comparison between interferometers and resonators for
sensing applications, we shall first define different key parameters and figures of
merit. The performance of resonators can be expressed in terms of resolution (δλ),
free spectral range (FSR), finesse (F ), and quality factor (Q).

1.2.1 Michelson Interferometer

Using an optical interferometer, physical distances can be measured in terms of
wavelengths by counting interference fringes that move when one or the other of
two objects is displaced. In order to see interference, the beams must be coherent so
that a definite phase relationship will exist between them. A schematic view of the
Michelson interferometer is shown in Fig. 1.1. The light emitted from the source is
split into two beams, which are then recombined after reflecting from the mirrors M1

and M2, respectively.
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Fig. 1.1 Schematic of a Michelson interferometer. The collimated light from the source is split
into two beams. One beam is reflected from a fixed mirror while the other one is reflected from a
movable mirror. The beams are recombined and the intensity is detected

A key parameter of an interferometric system is the detectable wavelength sepa-
ration in the spectral region of interest, for different conditions. This parameter is
defined as the resolving power (R) of the interferometer and is defined through the
following equation [1]:

R = λ

δλ
= OPD

λ
(1.1)

λ is the central wavelength, δλ is the resolution limit for a spectrometer and OPD
is the effective optical path difference. Thus the maximum achievable resolution is
directly related to the motion range of the moving mirror and the wavelength. In the
case of a Michelson interferometer, the optical path difference is 2�L between the
rays reflected from M1 and M2, if M1 is supposed to be movable. There are multiple
alternative definitions that describe the resolution of two spectra and one of the most
frequently used is the Rayleigh criterion [1] . Note that the resolution δλ is not the
smallest detectable quantity. The measurable wavelength shift, and with that also
the detectable refractive index change, is much smaller when only one wavelength is
used. In that case, the limitation on the smallest detectable quantity, i.e. the resolution,
is defined by the signal-to-noise ratio.

TheMichelson interferometer has been taken as a common example of an interfer-
ometer. However, the expression for the resolving power is valid for interferometers
more generally. It is directly related to the ratio of the optical path length over the
wavelength, i.e. to the optical path-length measured in wavelengths.
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1.2.2 Fabry–Pérot Resonators

In order to decrease the physical size of interferometers, optical resonators show
significant advantages for sensing applications. The presence of the optical cavity
allows a longer effective optical path, due to themultiple round trips inside the cavity.
One can therefore obtain a higher resolving power for small dimensions.

A common and indeed the simplest example of an optical cavity is the Fabry–Pérot
resonator. It consists of two parallel reflecting mirrors having a certain separation
distance (L) [2] as shown in Fig. 1.2. The incoming light makes multiple round trips
within the cavity. Interference occurs due to the superposition of both reflected and
transmitted beams at the parallel interfaces. Constructive interference occurs if the
beams are in-phase, modulo 2π, leading to high-transmission peaks. If the reflected
beams are out-of-phase, a destructive interference occurs and a minimum appears in
the transmission spectrum. Whether the reflected beams are in-phase or not depends
on the optical length of the cavity i.e. it depends on the wavelength of the incident
light (λ), the physical length of the resonator (L), the refractive index of the medium
between the interfaces (n), and the angle of incidence (θ ). For plane waves, the phase
difference for a single propagation round-trip between themirrors of the Fabry–Perot
interferometer is simply given by [3]:

φ = 2π

λ
n2L = 2π

λ
OPD (1.2)

where 2nL is defined as the effective optical path difference (OPD). The attenuation
during the round trip is described by an amplitude attenuation factor h = |r| exp(iφ)

that results from losses due to the twomirror reflections and absorption in themedium.
The corresponding intensity attenuation factor for a round trip is |r|2 with |r| < 1.
The number of round trips is then represented by the finesse F [4]:

F = π
√|r|

1 − |r| (1.3)

The transmission function of the resonator is given by [4]:

T = Imax

1 + (2F/π)2 sin2
(

φ

2

) (1.4)

Fig. 1.2 Fabry–Perot
interferometer, T defines the
transmission, R the reflection
of the system, L the distance
between the mirrors and n
the refractive index of the
medium
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Fig. 1.3 Transmission
response of a Fabry–Perot
resonator for different values
of the finesse, F = 11.75,
37.53 and 9900. The highest
finesse leads to the narrowest
peak

With Imax = I0
(1−|r|)2

Figure 1.3 presents the transmission response of a Fabry–Perot interferometer
versus the wavelength, as described in (1.4). The higher the reflection coefficient of
themirrors, the narrower is the width δλ of the resonance peak. This is a consequence
of the increased number of interfering beams in the Fabry–Perot cavity. Note that the
spectral width is related to the finesse by δλ = FSR/F [4]. The free spectral range
(FSR) is the distance between two subsequent resonance peaks.

The sensing application requires the study of either the absolute value or the rela-
tive change of the refractive index that is related to the ambient chemical properties.
Since the two adjacent interference maxima have a phase difference of 2π, it is
possible to theoretically calculate the absolute refractive index (n) or the absolute
length (L) of the cavity if one of them is known. In many cases, only the relative
refractive index change is of interest and the range of refractive index variation is
small, so the phase shift is less than 2π. In this case, the phase ambiguity issue can
be avoided. The relative refractive index change can be calculated on the basis of
the spectral shift of the interferogram. The interference signal reaches its maximum
(Imax) when the phase of the sine term becomes an odd integer number of π. That is
I = Imax, when

2πLn

λv
+ ϕ0 = (2m + 1)π (1.5)

where m is an integer and λ is the center wavelength of the specific interference
valley where the transmission value is highest.

As already mentioned, the free spectral range (FSR) is the wavelength separation
between adjacent peaks. From (1.5) we get:

FSR ≈ λ2

2nL
= λ2

OPD
(1.6)
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Fig. 1.4 Effect of the finesse on the resolution (detection limit) of the optical sensor

where OPD is the effective optical path difference for one round-trip. The FSR
corresponds to themaximumwavelength range that can bemeasuredwithout overlap.
Equation (1.6) shows that the smaller the cavity length (L), the larger is the free
spectral range, FSR.

The primary factor that affects the finesse is the reflectivity of the interfaces
because it directly affects the number of oscillating beams in the cavity. An example
of a FP response for two different reflection coefficient factors is given in Fig. 1.4.
A higher reflection coefficient, which is equivalent to a higher finesse, indicates
a high number of interfering beams, resulting in a higher resolving power. This
resolution refers to the smallest peak that a sensor can distinguish. However, one
should note that the detection limit also depends on the instrument in use, as well as
the adjustable parameters such as the sampling frequency and the number of points
per measurement.

In summary, the finesse F defines the number of round trips in a resonator. It
depends on the losses by reflection and absorption. The quality factor (Q) can also be
used as a parameter that characterizes the losses of an optical resonator. The quality
factor (Q) has been proposed by Connes [5] as enabling a direct comparison of inter-
ferometers. He assumed that the quality factor will be larger for better instruments.Q
measures the relationship between stored energy and lost energy per cycle. Q is also
equal to the resolving power given by (1.1) [6, 7]. Consequently it depends on the
optical wavelength and the total optical path difference. In the case of a Michelson
interferometer the finesse is equal to one (F = 1).

The quality factor (Q), the resolving power and the Finesse (F) are related by
(1.7):

Q = λ

δλ
= OPD

λ
F (1.7)
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The shorter OPD gives a larger FSR. Even though a large FSR gives a wide
dynamic range in a sensor it gives, at the same time, a poor resolution due to blunt
peak signals [8]. Therefore, it is important to design the OPD of the Fabry–Pérot
interferometer, depending on the application, for satisfaction of both the dynamic
range and the resolution required.

1.2.3 Microring Resonators

Another common resonator that is used forminiaturization is themicroring resonator.
Microring resonators can be used as optical sensors because their resonances can
respond sensitively to the change in the effective index of the guided optical mode
[9]. One of their advantages is the integrated aspect of the resonator and the increase
in the signal-to-noise ratio. A high quality factor results in the highest resonance
extinction ratio and thus leads to a maximum signal-to-noise ratio [10]. Microring
resonators are widely used for sensing applications. Because of the generally high
quality factor, and therefore a large number of round trips inside the ring, light
interacts repeatedly with an analyte deposited on the surface. In general, a micro-
ring resonator consists of a ring waveguide and one or two bus waveguides. The
ring plays the role of the resonant cavity, while the first bus waveguide is used to
couple light into the ring. The light is then coupled back into the output ports. The
resonance occurs when the round-trip phase shift in the ring is equal to 2π, which
leads to constructive interference between propagating light of different cycles. As
for the Fabry–Perot resonator, the round-trip phase-shift of a ring resonator depends
strongly on the wavelength and the refractive index of the material. Therefore, the
observed modification of the output signal due to the changes in the refractive index
is widely used for sensing applications.

In the case of lossless ring resonators, the free spectral range can be deduced from
the resonance condition [11]:

FSR = − 2π

Lcav

(
δβ

δλ

)−1

≈ λ2

neffLcav
= λ2

OPD
(1.8)

where Lcav is the length of the cavity,β is the propagation constant, neff is the effective
index of the medium in the cavity and c is the speed of light. As in the case of the
Fabry–Pérot resonator, the width of the resonance peak δλ depends on the losses, e.g.
the fractional intensity loss (γ ), the intensity coupling coefficient of the coupler (k)
and/or the attenuation loss (α). The intensity is therefore proportional to the round
trip loss via the following equation [12]: A ∝ e−αL

For a sharp resonance, the finesse of the resonator can be approximated as [12]:

F ∼= π
√
A

1 − A
(1.9)
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Fig. 1.5 a Electric field distribution of a ring resonator having a radius R = 8 µm and a refractive
index of n = 3.4. b Transmitted spectra as function of the wavelength for different loss factor
coefficients (α = 0.4, 0.6, 0.75 and 0.95)

This expression shows a similarity with the Fabry–Pérot finesse (1.3), where A
includes the round trip loss factor (α). Insertion loss, fractional coupling loss and
other quantities can be included in A as well: A ∝ e−αL

√
(1 − γ )(1 − k)(1 − η),

where η is the insertion loss.
Figure 1.5a shows an 8 µm microring resonator evanescently side-coupled to a

pair of signal waveguides. The ring supports a traveling wave that represents the total
power through any cross-section of the ring. This traveling wave in the ring evanes-
cently couples to the transmitted wave. The relationship that relates the travelling
wave and the transmitted wave includes the fraction power (k2) that is coupled out
of the ring. By considering that input and output are equally coupled to the ring, and
by only considering losses induced by the coupling factor k, we obtain [13]:

δλ ≈ 2k2λ2

(2π)2Rne
= k2

π

λ2

OPD
(1.10)

k2 is defined as the fraction of power coupled out of/into the ring over the inter-
action region. The resolution δλ is proportional to the power coupled into the ring
over the interaction region.

Figure 1.5b shows the transmitted spectra for different loss-factor coefficients.
Higher losses induce lower half-power bandwidth and therefore lower quality
factor. For bio-sensing applications, the sensors should be constructed from micro-
resonators with a high extinction over a large dynamic range. In such a case, the
normalized optical power at the output of the fiber can be expressed as a function
of the round trip loss factor (α). α ranges between zero and one, where zero loss
corresponds to α = 1.

The quality factor, Q, of the resonator can be calculated by using its definition as
the time average stored energy per optical cycle, divided by the power coupled into
the two outgoing waves. Based on [13], Q can be expressed as:
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Table 1.1 ddff
Free spectral range FSR = λ2

OPD

Quality factor Q = OPD
λ

F

Sensitivity S = d(OPD)
dn

Q ≈ 2πRne
λ0

π

k2
= OPD

λ
F (1.11)

In another form, the finesse can be related to the coupling factor via the following
expression F = π

/
k2. Since the Finesse is inversely proportional to the square of

the coupling coefficient, a high finesse in the optical cavity radically increases the
effective optical path length of light. A keymechanism that affects the quality factor is
the coupling coefficient, k, between the cavity and the adjacentwaveguide.Q remains
higher for weaker coupling because the coupling factor is directly proportional to
the losses in the resonator. Besides coupling, k, can also describe losses due to, e.g.,
fabrication imperfections or absorption in the materials used. Note, that the coupling
coefficient, k, is equivalent to the coupling by a mirror in a FP cavity. Thus we can
write 1 − Rmirror = k.

As a conclusion, in optical resonators the quality factor is a function of the optical
path difference and the Finesse, while the sensitivity is a function of the optical path
difference. It can be controlled by the ring radius and external coupling.

Discussion

The objective in the above sectionswas to summarize the general formulae describing
the performance of a sensor, independently of the type of device, as in Table 1.1. This
summary is very helpful for the design and discussion of instruments. One can see
in the previous sections that, for ring and Fabry–Pérot resonators, the free spectral
range, FSR, is similarly expressed as the ratio of the squared wavelength over the
optical path difference, OPD. Depending on geometry and structure, the values have
to be replaced by their effective values, i.e. effective wavelength and effective OPD.

Q is increased by increasing the cavity length—and therefore it is relatively easy to
realize a high Q value if the system is large. The finesse is independent of the cavity
length. However, to obtain a high Q value with a miniaturized system, requires a
large finesse. The problem is that obtaining a large finesse requires low losses and
consequently also low coupling, which makes it difficult to couple more light into
the cavity.

The sensitivity, which is used to measure the resonance wavelength shift in
response to the index change of the medium, is independent of the resonance spectral
profile. However, the detection limit (DL), which is defined as the minimum refrac-
tive index change in the sensing medium that can be detected by the sensor system,
is proportional to the resonance linewidth (δλ) or inversely proportional to the reso-
nance Q-factor [14]. As has been shown previously, the quality factor is defined by
the resonator loss, as well as by the coupling loss.
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The sensitivity in detecting the index of refraction change can be estimated from
the size of the cavity and the effective refractive index. The detection limit however
is defined as the minimum detectable change and is usually limited by the noise
equivalent power of the optical detector. High sensitivity implies a large resonance
wavelength shift for a given index change, but it is more difficult to detect a small
refractive index change. On the contrary, a high Q-factor improves the detection limit
but reduces the shift in the resonance wavelength.

As a conclusion, the resolving power is defined as the ratio of the OPD over the
wavelength. Thus, theminiaturization consists in folding the optical path. The benefit
of folding is limited by coupling losses, absorption and scattering.

1.3 Plasmonic Sensors

The general equations shown in Table 1.1 are also valid for other sensing concepts,
such as surface plasmon resonance (SPR) sensors. Such sensors are of interest
because the light can be confined near the surface, where a biological substance is
deposited for analysis. The light distribution is therefore concentrated on the sensing
area.

SPR sensors have been used since thefirst demonstration of gas sensing in the early
1980s [15]. They have been extensively explored and developed as one of the most
powerful label-free sensing techniques available today. The principles, platforms, and
applications of SPR sensors are described in excellent reviews [16–18]. A surface
plasmon (SP) is a resonant coupling between the free electrons at the surface of a
metal and the electromagnetic field, while most of the energy probes the medium in
contact with the metal. Different excitation methods [18] including prism coupling,
waveguide coupling, grating coupling, and optical fiber coupling are applied to fulfill
the propagation-constant matching condition for TM polarized light. SPR sensors
are based on the resonant excitation of the SP. A change in the refractive index of
the medium modulates the optical properties of the light coupling to the SP. The
properties of the light that are modulated may be the angle of incidence, the resonant
wavelength, the intensity, or the phase.

Many SPR sensors utilize either the angular (θ ) or the spectral (λ) dependence of
the reflection to perform the refractive index measurement. The primary difference
between angular and spectral measurements is that angular detection illuminates the
surface with a collimated monochromatic light beam while spectral detection fixes
the incident angle (θ ) for awide spectral range. Due to their definitions, the sensitivity
of the two methods shows different wavelength dependences. For angular modula-
tion, the sensitivity decreases with increasing wavelength, while it increases with
wavelength for spectral modulation. Spectral modulation exhibits high sensitivity
values, on the order 104 nm/RIU [19] for visible light, resulting from its dependence
on the dispersion of the metal and the prism. The material dispersion results in a
small value in the denominator of the sensitivity calculation [19]. The sensitivity for
angular modulation is in the order of 100°/RIU in the visible range.
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It can be shown [20] that the ultimate resolution of SPR sensors depends predom-
inantly on the noise present in the light source and the detector, while the perfor-
mance is independent of the coupler and the modulation methods. In addition to the
improvement in resolution, research on SPR sensors is directed towards the multi-
plexing of channels. The SPR imaging (SPRI) technique [21] shows promise for high
throughput detection, in which a sample array on the order of hundreds is imaged.
Typical SPRI is based on the prism coupling of monochromatic light at one angle
of incidence and the intensity of the reflected light embodies the RI variation. The
reflected light from the entire array is collected by a camera.

Recently, new sensing technologies based on surface plasmons have appeared
that offer considerable promise for the design of robust miniature sensors. Among
the diverse configurations developed for refractive index (RI) detection, plasmonic
devices using nanoscale patternedmetals are particularly promising.Nano-structured
metallic devices enable field confinement in a volume smaller than the diffrac-
tion limit. Moreover, they offer possibilities for device miniaturization and sensor
multiplexing on the same substrate.

Considering the development of compact and portable sensing systems, optical
devices have been promoted for the realization of complex and functional systems
through device miniaturization, which follows the advances achieved in fabrication
technologies. Nevertheless, the light control and manipulation are difficult, due to
light scatteringwhen the size of devices is reduced from themacro- to the nano-scale.
As a result of the surface plasmon wave, light can be squeezed into far subwave-
length dimensions and nano-structured metal exhibits previously unforeseen optical
properties. Therefore, the field confinement at nanoscale and the high sensitivity
to environmental change are interesting for local RI measurements. In this chapter,
nano-structured metallic devices are chosen as a starting point for the design of
optical sensing elements

1.3.1 Integrated Plasmonic Refractive Index Sensor

Optical sensors can also be miniaturized by using integrated optics. Such compo-
nents are compact and can be integrated simultaneously on a single substrate. In
contrast to fiber optics, integrated optics is not strongly limited by the material prop-
erties or the structure of the optical system, thereby giving additional degrees of
freedom for optimized miniaturization. However, integrated sensors unfortunately
have drawbacks such as the scattering effects that are caused by the inhomogeneity
of chemical solutions or defects in fabrication. Therefore, for the development of
any new integrated optical sensor, one should specify the characteristic properties of
the sensor in order to match the application requirements with the strong points of
the optical sensors.

Integrated optical sensors are mainly used for parallel sensing of different chem-
icals and for measuring very small volumes. Integrated optical sensors typically
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include microfluidic systems that help with transportation of the sample volumes to
the sensing region.

The sensor presented in the next section will be required to detect the presence of
proteins in liquids. In order to be able to miniaturize an optical cavity, it is essential
to reduce, as far as possible, the wavelength of the light used. Logically one should
therefore workwith ultra-violet or even extreme ultra-violet light. However, since the
nature ofwhatwewant to detectmay be stronglymodified by these high energywave-
lengths, another approach needs to be used. Therefore, onemight consider increasing
the refractive index of the medium in which the light travels which would reduce the
effective wavelength. Or, alternatively, one could use photonic crystal micro-cavities
which offer a high quality factor and low effective cavity volume, but are limited in
size to half of the effective wavelength. Additionally, one of the main drawbacks of
the photonic crystal cavity approach is the difficulty of coupling light into the cavity.
Nevertheless, adopting this strategy led us to investigate bounded surface waves
on metallic surfaces, which are more commonly called surface plasmon polaritons.
These surface plasmon resonators are promising candidates for strong confinement
of the electromagnetic field in small volumes. Nanostructures then appear as the ideal
solution for the integration of different optical sensors having high sensitivities.

With the idea of mounting a sensor integrated onto a chip, in order to achieve
further low-cost mass production, we choose a waveguide-coupled approach for the
excitation of the plasmonic cavities. The free space wavelength that will be used is in
the telecom wavelength range, which is λ = 1200–1700 nm. This choice also gives
access to the technology of photonic integrated circuits based on silicon. Many of the
fabrication processes required have already been developed for microelectronics—
and therefore it may be feasible to realise a CMOS compatible optical sensor.

1.4 Periodic Plasmonic Slots Excited with a Waveguide

Extraordinary optical transmission (EOT) through sub-wavelength hole arrays [22]
has led to much previous discussion. It has been shown that EOT is caused by
the coupling of propagating light to surface plasmons on the surface of the metal
film, which is combined with a Fabry–Pérot resonance located in the holes of the
metallic structure. Therefore, under EOT conditions, the wavelength peak of light
transmitted through the metal layer is strongly dependent on the refractive index of
the surrounding medium [23]. These research results have inspired us to implement
EOT in an integrated chip for a simple implementation of biomolecular sensing. To
transform the metallic hole array used for EOT into a two-dimensional structure, we
have simply taken a cross-section. This structure, which is shown in Fig. 1.6 must be
excited by an integrated waveguide on the chip. In order to simplify the fabrication
process, we have opted for evanescent coupling to the plasmonic structure. The
evanescent field extending from the waveguide surface into an upper medium with
lower refractive index will excite the metallic slot array.
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Fig. 1.6 Initial EOT
inspired integrated sensor
structure of the periodic slot
waveguide cavity [24]

The ability of metallo-dielectric interfaces to sustain localized electromagnetic
modes known as surface plasmon polaritons (SPP) allows confinement and guiding
of the light in volumes that are smaller than the diffraction limit over a several
micrometer wavelength region in the visible spectrum. Because of these proper-
ties, we propose a geometry that is based on a plasmonic slot waveguide cavity
and also enables the significant improvement of highly multiplexed detection on an
integrated silicon platform [25, 26]. Due to the large enhancement of the electromag-
netic field by the SPP, the sensing volume is greatly reduced, which allows localized
detection of molecules in sub-attoliter volumes. We expect our proposed device to
be able to detect fluctuations of refractive index induced by as few as one or two
molecules. A plasmonic slot waveguide (PSW) enables easy integration with wafer-
level micro-fabrication, thanks to its planar geometry. In addition, it shows deep
sub-wavelength localization and enhancement of EM fields. Our proposed hybrid
plasmonic-dielectric sensor provides the possibility of bringing focused light to the
desired location on a planar surface, in order to detect and analyze the binding of small
molecules. The small volumeof the resonating cavity enables refractive index sensing
in sub-attoliter volumes, which is of great interest for bio-molecular sensing espe-
cially when it comes to breaking the concentration limit of optical single-molecule
detection. The refractive index change can be obtained by measuring the shift of the
resonant wavelength in the transmitted spectrum or by measuring the transmitted
intensity change at a single wavelength.

1.4.1 From Multimode to Monomode Waveguide Coupling

There are two major classifications of waveguide systems: multimode and single-
mode. First we started our study with multimode waveguides that have a thickness
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much greater than the wavelength of the excitation light. The localized field in such a
tiny slot is attractive for small-volume sensing. The field confinement is accompanied
by strong light absorption, due to energy transfer to local electrons. However, multi-
mode waveguides exhibited large losses, due to the excitation of several modes in the
waveguide as well as the mismatch with the injected light. Additionally, simulation
shows that both the width of the waveguide and the number of slots affect the trans-
mission spectrum in terms of resonance spectral position and transmitted intensity.
The resonance dip extinction ratio is greatly enhanced if the slot number is reduced,
probably because of the higher coupling between the waveguide and the PSW cavity
(PSWC) modes. This enhancement facilitates the detection of the resonance position
in the measured spectrum.

Additional calculations have been undertaken to verify the optical response varia-
tion of the device for different waveguide widths. Figure 1.7 shows the transmission
spectra forwaveguideswithwidth variation as a parameter (width= period× number
of slots). For the single slot device, the large transmission dip extinction ratio is appar-
ently due to the field being squeezed into the center of the waveguide where the slot
is located. Light is therefore more efficiently coupled into the slot cavity and the
amplitude of the transmission dip is enhanced. When the number of slots increases,
the transmission spectrum evolves to be close to that of the infinite number case.

Fig. 1.7 a Transmission spectra for various waveguide widths (period × slot number). b SEM
image of a periodic slot waveguide cavity [27]. c SEM image of a single slot waveguide cavity [28]
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For a number of slots higher than 8, a difference of only 2% is observable in the
transmission dip, compared to the case of the infinite structure.

Figure 1.7b shows a fabricated structure with 30 slots, that corresponds closely
to an infinite structure, theoretically. The chosen width (15 µm) of the waveguide is
adapted to the modal field diameter (about 10 µm) of SMF28 single mode fiber at
a wavelength of 1.55 µm. With a width of 15 µm, the silicon waveguide supports
multiple modes that will influence the transmission spectrum. In theory, the funda-
mental mode of the waveguide is required for characterization. We assume that the
fundamental mode is excited predominantly because of its strong modal overlap
integral with the mode of the single mode fiber. However, higher order modes may
also be excited, because of waveguide imperfections. These higher order modes may
cause modifications of the transmission dip. These higher order modes couple to the
cavity in an unwanted manner. Accordingly, the desired transmission dip may be
widened or multiple dips may appear. We therefore opt to work with single mode
waveguides for the excitation of the single-slot cavity. Although the sensitivity is in
theory reduced, the sensing volume is deceased by more than an order of magnitude
and the detection limit is increased by the higher contrast of the resonance dip in the
spectrum. The excited Fabry–Perot (F–P) mode resonates through the metallic slot
layer, where it propagates very slowly (low group velocity) giving the opportunity to
interact with a molecule. The increase in the coupling between the two inner metal
dielectric interfaces gives strong optical confinement in the nano-slot.

The cavity can also serve as a conduit, allowing molecules to flow freely in and
out, by using micro-fluidics. Our general objectives are to achieve a better detection
limit with the plasmonic slot waveguide sensor, as well as higher localization of the
sensing area—thereby enabling single cell analysis and single molecule detection.

1.4.2 Plasmonic Slot Waveguide Cavity (PSWC) on a Single
Mode Waveguide

The integrated plasmonic cavity and its typical transmission response are shown
in Fig. 1.8. It lies on top of a silicon oxide spacer layer and a silicon waveguide
core. The silicon waveguide is designed to support only two modes in the near
infrared wavelength range between 1200 and 1700 nm. Based on the field profiles,
the fundamental quasi-TE mode of the silicon waveguide is the only mode that is
able to excite the PSWC modes in contrast with the fundamental quasi-TM mode.
The silicon waveguide core has a thickness of 220 nm and a width of 450 nm and is
used to guide light from the source to the cavity, as well as from the cavity back into
the waveguide and on to the detector.
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Fig. 1.8 (Left) Hybrid Photonic-Plasmonic structure. A plasmonic slot waveguide cavity is sitting
on top of a single crystal silicon waveguide and is separated from it by a silicon dioxide film. (Right)
Sensitivity of the PSWC obtained by FDTD simulation method

1.4.2.1 Parameter Study

The transmission spectrum is measured at the output of the silicon waveguide and
depends on its geometrical parameters: the cavity length (L), themetal thickness (tm),
the spacer thickness (ts) and the slot width (ws), shown in Fig. 1.8a. In order to gain
an idea of the influence of these parameters on the resonant optical properties of the
device, we primarily calculate the transmission spectrum for different lengths of the
PSWC. Then we investigate the impact of the changes in coupling on the resonance
properties, by changing the oxide spacer thickness (ts). We perform our numer-
ical study with the commercial software CST Microwave using both frequency and
time-domain calculations. A non-uniform three-dimensional hexahedral meshing is
applied in the x, y, and z directions, in order to define the structure. The grid size
varies continuously between 2 nm for the plasmonic cavity and 26 nm for the silicon
waveguide over a bounding box of 2.3 µm (X), 2 µm (Y) and 2.7 µm (Z) that
contains 6 billion mesh cells. The temporal step for FDTD is set to 4.5 × 10−18 s.
We use a perfectly matched layer (PML) made up of 8 individual layers as an arti-
ficial absorbing boundary. The metal dispersion is a 4th-order polynomial fit to the
data of Johnson and Christy [25]. To reduce computation time, we use a distributed
computing feature of the software package.

Figure 1.9a shows the transmission as a function of the cavity length (L). Thefigure
shows multiple transmission peaks that appear at wavelengths that correspond to the
longitudinal resonances of the cavity. As expected, the resonance positions strongly
depend on the cavity length. The resonance peaks shift to a larger wavelength (red
shift) as the cavity length increases. In thewavelength range fromλ= 1200–1700 nm,
the fundamental resonance disappears for cavity lengths smaller than 250 nm, which
is due to phase-matching that cannot be obtained for cavity lengths smaller than
λeff/2, where λeff is the effective wavelength of the fundamental guided mode inside
the PSW. Moreover, below 1200 nm the silicon waveguide becomes multimoded
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Fig. 1.9 aDependence of the transmission spectra as function of the cavity length. bDependence of
the transmission spectra as function of the spacer thickness. Both figures exhibit typical Fabry–Perot
resonance peaks. Reprinted with permission from [29] © The Optical Society

and the resonance starts to be affected by other modes. Figure 1.9a shows that higher
order resonances appear for longer cavities. The dashed black line corresponds to
the cavity length where the first harmonic of the resonance is located, at around λ =
1.5 µm.

Figure 1.9b represents the transmission parametrically as a function of the silicon
oxide spacer thickness and wavelength. The resonant wavelength position of the first
harmonic occurs at around λ = 1550 nm and remains almost independent of changes
in the spacer thickness. The thickness of the spacer that separates the PSWC and the
waveguide core affects the coupling efficiency between the mode of the waveguide
and the cavitymode.Due to the presence of the spacer all along the siliconwaveguide,
changing the spacer thickness also slightly affects the effective index of the guided
mode present in the silicon waveguide. Due to fabrication restrictions, a slot width
of ts = 50 nm is chosen for our design. From these calculations, we opted for the
following parameters: tm = 20 nm, ws = 50 nm, L = 600 nm, and ts = 40 nm.
Using the latter geometrical parameters, the first harmonic resonance is excited at a
wavelength of around λ = 1.5 µm and has a high extinction ratio of about 3, which
makes the resonance position easily measurable.

1.4.2.2 Fabry Pérot (FP) Model

The core of our sensor is a plasmonic slot waveguide cavity (PSWC) that behaves
in a similar way to a Fabry–Pérot resonator. The effective refractive index of the
modes supported depends on the geometry of the slot array and on the illumination
wavelength. The analytical Fabry–Pérot model extracts the important properties of
the PSWC sensor, such as the resonance position and the sharpness of the resonance.

From the calculation of the Fabry Pérot interferometer transmission, a resonance
appears when the phase condition is satisfied according to (1.5). Physically, light with
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different path lengths interferes inside the cavity, where the different light paths come
from the reflection at the edges of the cavity. When (1.5) is satisfied, the transmission
ismaximizedwhen the cavity releases the stored light and the reflection of the Fabry–
Pérot cavity is minimum. In the PSWC device, when conditions for constructive
interference inside the cavity are fulfilled, a maximum amount of light is coupled
and stored in the cavity and the transmission of the Si waveguide is minimized.
Simultaneously, part of the light in the cavity couples back into the reflection arm
of the Si waveguide and its reflection is maximized at the resonance. Even though
the transmission and reflection spectra of the PSWC device are not exactly the same
as in the case of the Fabry–Pérot interferometer, the spectral properties (resonance
position, quality factor of the dip, etc.) can be analyzed by analogy with the Fabry–
Pérot cavity. From (1.5), the effective index (neff) of the slot array is the key parameter
in the calculation. In the present work, it depends on the geometrical dimensions
of the cavity neff = f (sw,L, tgold , tspacer,w). Figure 1.10 shows a comparison
between a rigorous (FDTD) and an analytical study of the cavity length as a function
of the Fabry–Pérot mode number. The results are in good agreement. The difference
is mainly due to the phase difference between the analytical result and the FDTD
result. In consequence some of the parameter studies should use rigorous methods.

As discussed previously, the shape of the resonance is important. The finesse F ,
which was introduced in (1.3), displays the sharpness of the peak. F is related to
the reflection coefficient at the cavity edge and the absorption in the cavity. F is
large for a Fabry–Pérot cavity with a highly reflective interface and a low absorption
coefficient. The finesse F is correlated with the quality factor. The quality factor is
one of the most important parameters in defining a resonance peak. In our device, the
strong absorption of modes and small refractive index difference at the edges of the

Fig. 1.10 Cavity length for different Fabry–Pérot mode number. Both, the analytical and the
rigorous model show close result
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cavity induce a low value of F for existing modes and their resonances. F increases
slowly with decreasing wavelength, which is due to an increase in reflectivity at
both ends of the Au cavity, as neff is increased. The simplified FP model extracts the
important properties of the PSWC device: the definition of the resonance position
and the sharpness of the resonance.

1.4.3 Light Management in the PSWC

1.4.3.1 Modal Analysis

It is desirable to confine strongly and enhance the E-field in the slot that is created by
the two metallic pads. Since the PSWC is excited by a dielectric waveguide, we need
to perform a modal analysis of the dielectric waveguide itself and of the coupled
system, i.e. the dielectric waveguide coupled to the plasmonic slot waveguide in
order to optimize it. We assume that the plasmonic cavity is excited by a single quasi-
transverse-electric (qTE) mode travelling in a silicon wire waveguide at wavelengths
in the range from 1200 to 1700 nm. The transverse electric (TE) case is the one
where the polarization of the electric field vector is perpendicular to the y, z-plane,
as shown in Fig. 1.11a. We perform a systematic analysis of the coupling in the weak
coupling regime. From coupled-mode theory, a mode analysis of the uncoupled
waveguide is made to describe the coupled waveguide, as suggested in reference

Fig. 1.11 2D Ex-field amplitude component at λ = 1500 nm. a Quasi-TE mode of the silicon
waveguide with its SiO2 spacer (ts = 40 nm, w = 450 nm). b Uncoupled asymmetric PSW funda-
mental mode (A0) with the waveguide core material replaced by silicon oxide (tm = 20 nm). c and
d HTE0 and HTE1 hybrid modes of the PSW coupled to the silicon waveguide. Reprinted with
permission from [29] © The Optical Society
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[26]. We calculated the uncoupled and coupled modes using the 2D mode solver
from CST. Figure 1.11a shows the amplitude of the Ex-field component for the qTE
mode of the silicon wire waveguide used to excite the PSWC. In Fig. 1.11b, we show
the Ex amplitude for the uncoupled fundamental plasmonic slot waveguide mode,
in which the silicon core has been replaced by silicon oxide. As a result of close
mode matching between the qTE and the uncoupled asymmetric PSW fundamental
A0 mode, two hybrid modes, which are the superposition of the qTE and A0 modes,
are excited. The two calculated hybrid modes are depicted in Fig. 1.11c-d and are the
result of the coupling between the PSW and the silicon waveguide (HTE0 and HTE1).
The two hybrid modes retain the high field localisation that is characteristic of the
A0 slot mode.

1.4.3.2 PSWC Coupling

Coupling of light from the dielectric waveguide to the PSW plays an important
role in the performance of our sensor. The proposed cavity is in fact a PSW with a
length of only 600 nm, which is shorter than the coupling length between the silicon
waveguide and the PSW. In a similar way to the situation of two coupled dielectric
waveguides, the two hybrid modes HTE0 and HTE1 of the structures have two different
propagation constants βHTE0 and βHTE0, which leads to interferences during their
propagation. Consequently, for an infinitely long PSW, alternating energy transfer is
observed—from the dielectric waveguide to the PSW and vice versa. The coupling
length is equal to [27]:

Lc = π

βHTE0−βHTE1
(1.12)

whereLc corresponds to the length forwhich a total transfer of the energy occurs from
one waveguide into the other one. For the given structure, at λ = 1.6µm the effective
index is 2.54 and 2.09 for the HTE0 and HTE1 modes respectively; these values result
in a coupling length of approximately 1.78 µm (see Fig. 1.12). The coupling length
of the proposed structure is more than an order of magnitude smaller than that of a
conventional silicon wire waveguide directional coupler [28]. To reduce the coupling
length, the difference between the propagation constants of both hybrid modes need
to be increased. In addition to bio-sensing, this extremely short coupling length is
of great interest for saving as much space as possible on future photonics integrated
interconnects and circuits. The propagation constants and the field distributions of
the modes shown are calculated using the CST Microwave 2D mode-solver and the
coupling length is calculated using (1.12). The coupling length depends strongly on
the geometrical parameters of the structure. When the spacer thickness is increased,
the interaction of the evanescent tails of the two modes is reduced and therefore the
coupling length is increased. On the other hand, shrinking the size of the silicon wire
waveguide will shorten the coupling length because the evanescent tail of the silicon
wire waveguide mode will interact more strongly with the PSW mode.
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Fig. 1.12 a Ex-field amplitude showing the coupling between the dielectric waveguide
and the metallic slot calculated using the 3D frequency-domain solver from CSTMicrowave. b and
c Ex-field amplitude of the 2Dmode profile at z = 0 and z = 1.78µm. d Transmission of the excited
cavity as a function of the cavity length at λ = 1500 nm. Reprinted with permission from [29] ©
The Optical Society

In order to confirm the coupling length calculations based on (1.12), a rigorous
calculation based on the 3D frequency-domain solver version of CST Microwave
has been carried out. Figure 1.12a shows the distribution of the Ex component of
the electric field for a structure excited from the left side by the qTE mode of the
silicon waveguide at a wavelength of 1.6 µm. After propagating for a distance of
one micrometer, the mode starts to couple into an infinitely long PSW. The mode
of the silicon waveguide is coupled into the metallic slot after a coupling length of
about 1.78 µm. At the position of the coupling length (Lc), the total energy density
is transferred to the slot where the electric field is confined and the energy is coupled
back into the silicon waveguide at 2 Lc. The Lc value obtained shows good agreement
with themode coupling analysis described previously, which confirms that the device
works in the weak coupling regime. The inset in Fig. 1.12b and c shows the modal
field distribution at z = 0 and z = Lc, respectively. At z = 0, light is essentially
confined in the silicon core—while, at Lc, light is confined in the sub-wavelength-
sized slot. Figure 1.12d shows the transmission as a function of the cavity length at a
wavelength of 1.5 µm. The inset of Fig. 1.12d shows a sketch of the structure, which
is composed of an input and an output silicon waveguide of 1 µm length with the
PSWC of length L in the middle. In contrast to a structure that is nominally infinitely
long, the structure is now a PSW cavity and—therefore the metallic slot has a finite
length that is then varied in order to observe its impact on transmission. Two types of
oscillation appear in the transmission. The one with the smaller period corresponds
to the cavity resonance produced by the reflection of the light at both ends of the
slot. The one with a longer period originates from the interference between the two
propagating modes, which have different propagation constants (βHTE0 and βHTE1).
The coupling length of the structure can therefore be retrieved from the transmission
spectrum. At the coupling length, a transmission minimum occurs. In our case, Lc =
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1.75 µmwhich agrees with the result of (1.12) and the rigorous simulation. Another
mechanism that affects the coupling is the change of the refractive index of the outer
medium. The silicon waveguide modal effective index is dependent on the refractive
index of the outer medium—and therefore the coupling condition to the PSWC
changes. Because this coupling perturbation is relatively small, it will be neglected
in the next section when calculating the bulk sensitivity of the PSWC.

1.4.4 Field Enhancement and Sensitivity

1.4.4.1 Field Enhancement

The ability to detect small molecules in the vicinity of the PSWC is proportional
to its field enhancement. Equation (1.13) expresses the average normalized E-field
intensity enhancement due to the presence of the PSWC. It is obtained from the
ratio of the integral of |E|2 over a volume V including the PSWC to the same inte-
gral calculated over the same volume, but without the effect of the metallic cavity.
The integration volume V is a box centered on the PSWC with dimensions: [tm +
40 nm](X), [w + 40 nm](Y), and [L + 40 nm](Z).

FE =
˝

v
|Ecav|2dxdydz

˝

v

∣∣Ewg

∣∣2dxdydz
(1.13)

In Fig. 1.13a, we display the field enhancement of gold PSWC of 600 nm length
(in red) as a function of the wavelength compared to its transmission spectrum (in

Fig. 1.13 a Transmission spectrum compared to the averaged E-field enhancement around a gold
PSWC (ts = 40 nm,w= 450 nm, tm = 20 nm,ws = 50 nm, L = 600 nm). b 2D normalized |E|2 field
distribution at half the metal thickness of the plasmonic cavity at resonance frequency. Reprinted
with permission from [29] © The Optical Society
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blue). The maximum field enhancement occurs at the longitudinal resonance of the
HTE0 guided mode. In addition, we observe that at higher harmonics (i.e. for longer
cavities at the samewavelength), the field enhancement increases. The increase is due
to the length of the cavity, which is increasing and approaching the coupling length
Lc, so that more light is coupled into the cavity. In Fig. 1.13b, the same electric field
enhancement is shown in a plane cutting the PSWC at half of its thickness. It is
observed that light is essentially confined between the two metallic interfaces, which
is due to the excitation of a guided plasmonic mode inside the cavity that propagates
from the bottom to the top in Fig. 1.13b. Nevertheless, higher field strengths are
observable on the exterior of the cavity. They are mainly due to the presence of the
HTE1 mode.

1.4.5 Bulk and Local Sensitivity

In a similar fashion, we have performed a sensitivity study of the structure with
three different metals (gold, silver, and aluminum) to find the relationship between
near-field enhancement and detection of localized changes of refractive index. It was
shown previously that changing the spacer thickness does not vary the resonance
wavelength but that it does significantly modify the coupling between the waveguide
and the plasmonic cavity. Because we wish to keep the cavity as small as possible,
we have studied the sensitivity of the PSWC as a function of the spacer thickness
for the three different metals. The dispersion of the different metals is described
using the data given by Johnson and Christy [25]. To calculate the bulk sensitivity,
as explained earlier, in the beginning of Sect. 1.4.4, two FDTD simulations were
performed with the refractive index of the outer medium changing from 1.32 (water
at 1500 nm) to 1.35 (acetone at 1500 nm).

Figure 1.14a shows the bulk sensitivity, as a function of the spacer thickness, for
a 300 nm long PSWC made from silver or gold. Figure 1.14b shows a similar result
for a 600 nm long PSWC made from silver, gold or aluminum. The resonant wave-
length of the PSWC in Fig. 1.13a, b are both around λres = 1500 nm. Therefore the
fundamental resonance is excited for the 300 nm long PSWC, and the first harmonic
is excited for the 600 nm long PSWC. Note that in Fig. 1.14a the aluminum PSWC
sensitivity is missing because the extinction ratio of the resonance is too small. In
Fig. 1.14a, b, we observe a general increase of the bulk sensitivity, for all the three
metals, for increasing spacer thickness. For the silver PSWC in Fig. 1.14a, the bulk
sensitivity reaches 615 nm/RIU for a spacer thickness of 120 nm and a cavity length
of 300 nm. It shows that the fundamental resonance has higher bulk sensitivity
than the first-order resonance. Moreover, when using the fundamental resonance,
the detection volume becomes smaller, which is better for single molecule sensing at
high concentration [24].With increasing spacer thickness the fundamental resonance
extinction ratio decreases, thus tracking the resonance becomes more difficult. The
results of Fig. 1.14a, b show that the less coupled is the system, the stronger the
resonance wavelength perturbation produced by a certain refractive index change of
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Fig. 1.14 a Bulk sensitivity for silver and gold PSWC of 300 nm length as function of the spacer
thickness. b Bulk sensitivity for silver, gold and aluminum PSWC of 600 nm length as function of
the spacer thickness. c Resonance wavelength shift of a 600 nm (L) long gold PSWC as a function
of the thickness of a molecular layer of refractive index of 1.4 deposited on it. Reprinted with
permission from [29] © The Optical Society

the bulk. However, for aluminum, even if the bulk sensitivity is higher, the quality
factor and the extinction ratio are smaller because of the large amount of absorption
loss; this strongly affects the detection limit of the sensor. Using silver for the cavity
provides the highest quality factors and thus the highest photon life time in the cavity,
as well as the highest local field enhancement.

The bulk sensitivity values obtained from our simulations are only 40% lower
than the result shown in [25] where a periodic array of PSWCs is used on top of
a slab waveguide—which also has a 30 times larger interaction volume. As the
goal of this sensor is to detect the binding of small molecules to its surface, a high
bulk sensitivity might create a lot of noise in the detection process, e.g. through
temperature fluctuations. Therefore it is important to study how surface-sensitive
this sensor is. In order to investigate surface or local sensitivity, we performed a
resonance position tracking for different thicknesses of amolecular layer of refractive
index equal to 1.4 around the gold PSWC. In Fig. 1.14c, the shift of the resonant
wavelength is shown for a molecular layer thickness growing from 0 to 30 nm for
a gold PSWC, with the same geometrical parameters as the one shown in Fig. 1.8.
When the spacer thickness changes from 40 nm to 80 nm, an increase in the local
sensitivity is observed. For thin layers the sensitivity is extremely high, since it
is related to the field strength in the slot of the cavity. Field strengths and local
sensitivities decrease, the further we are away from the metal surface. We believe
that the high local sensitivity, combined with the unique excitation of this plasmonic
sensor, can rival single-particle localized surface-plasmon resonances (LSPRs) and
it can be multiplexed more easily.

The performance of the sensor can be benchmarked by using a figure of merit
(FOM) expressed by the ratio of the sensitivity over the full width half maximum
(FWHM) of the resonance. In the case of LSPR, the best FOM is around 3 and the
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sensitivity is around 200 nm/RIU.With a FOMof 4.1 for a spacer thickness of 40 nm,
our sensor therefore outperforms LSPR sensors.

1.5 Conclusions

In the first part of this chapter, we have studied the basic principles of refractive index
measurement. Widely used are interferometers such as Michelson, Fabry–Perot,
and micro-ring resonators. The objective was to summarize the general formulas
describing the performance of a sensor independently of the type of device. This is
very helpful for the design and discussion of instruments. The resolving power of an
instrument is equal to the optical path difference, OPD, divided by the wavelength,
λ. In a resonator the resolving power can be increased by the number of round trips,
also called the finesse, F . It is important to know that the resolving power of a
resonator is equal to the quality factor, Q. Consequently the resolving power, and
therefore also Q, can be increased by increasing the cavity length. For miniaturized
systems, i.e. short cavity lengths, a high finesse is needed, in order to achieve a high
quality factor. The problem is that a high quality factor micro/nano system also needs
a low coupling coefficient, which makes it difficult to couple light into the resonator.
Another important factor is the sensitivity, which also depends on the cavity size.
Unfortunately, the sensitivity cannot be increased by multiple round trips, i.e. by a
high Q.

The key strength of a miniaturized sensor is neither the sensitivity nor the high
value of Q, it is rather the possibility to measure a small volume locally, while
accepting a rather weak sensitivity. Therefore the performance of such sensors is
often given by [30]:

FP = 3

4π2

(
λ

n

)3Q

V
(1.14)

where V is themode volume. A highQ sensor is still of interest, because the detection
limit is inversely proportional to the resonance Q-factor. It is usually limited by the
noise equivalent power of the optical detector.

In the secondpart,wehave presented a theoretical studyof a plasmonic slotwaveg-
uide cavity (PSWC) sensor, which is a good candidate for detection of changes in
refractive index in sub-attoliter volumes with a high surface sensitivity. The strength
of the sensor compared with other plasmonic nanostructures [31, 32] is in the system
architecture, enabling a fully integrated system. The sensor is excited by a silicon
waveguide, which gives flexibility in multiplexing the cavity on the chip surface for
higher throughput. The proposed structure behaves as a Fabry–Pérot resonator. The
device has been studied using rigorous electromagnetic theory and comparedwith the
analytical model. The resonant wavelength is sensitive to the surrounding refractive
index and is also dependent on the geometrical parameters of the resonator.
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We have investigated the dependence of the spectral transmission, and specifically
the resonance wavelength, on several sensor geometrical parameters, such as the
thickness of the spacer or the cavity length. Thenwe have performed amodal analysis
based on coupled mode theory in order to describe the hybrid modes present in the
cavity. Using this analysis we have discussed the transmission modulation of the
plasmonic slot waveguide cavity. This extra modulation is due to the presence of two
propagating hybrid modes inside the cavity that interfere with each other. We have
also studied the bulk and local sensitivity of the sensor. Our simulations of the bulk
sensitivity as a function of the spacer thickness showed that, for a weakly coupled
PSWC, a higher quality factor and higher bulk sensitivity are expected. Finally, by
simulation, we have shown that this sensor has high local sensitivity. A resonance
wavelength shift of 3 nm is obtained for the deposition of a 1 nm thick monolayer
over the PSWC. This last result is of great importance for the detection of very small
molecules and even single-molecule sensing.
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Chapter 2
Long-Range Plasmonic Waveguide
Sensors

Oleksiy Krupin and Pierre Berini

Abstract A novel biosensor utilizes long-range surface plasmon polariton (LRSPP)
waveguides. LRSPPs are transverse magnetic (TM) surface plasmon waves that
can propagate over considerable lengths along a metal slab or stripe bounded by
dielectric regions. The LRSPP is a symmetric mode that is formed by combining
single-interface surface plasmon polariton waves (SPPs) on a slab or stripe.

2.1 Introduction

A novel biosensor utilizes long-range surface plasmon polariton (LRSPP) waveg-
uides. LRSPPs are transverse magnetic (TM) surface plasmon waves that can propa-
gate over considerable lengths along a metal slab or stripe bounded by dielectric
regions. The LRSPP is a symmetric mode that is formed by combining single-
interface surface plasmon polariton waves (SPPs) on a slab or stripe. The mode is
confined at the metal-dielectric interfaces in the plane transverse to the direction of
propagation, which leads to the possibility of creating various structures—such as S-
bends, Y-junctions, Mach–Zehnder Interferometers (MZIs) and couplers [1, 2]. The
propagation length of LRSPPs is ~2000 μm, compared to that of a single-interface
SPP of ~80 μm [3], thus the overall sensitivity can be larger due to a longer optical
interaction length with the sensing medium. The penetration depth into the dielectric
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regions of the LRSPP wave is ~1 μm, much larger than that of a single-interface
SPP (~200 nm). Increased penetration depth can be advantageous in the case where
a matrix is attached to the waveguide, consequently increasing the loading capacity
of small molecules and resulting in a larger sensitivity. The field penetration is also
comparable with the dimensions of living cells (i.e. 1–2 μm for bacterial cells and
3–10 μm for animal cells), and potentially this penetration can be used for tracking
changes within cells, or at the cytosol-membrane interface. Recently LRSPPs have
been used in modified surface plasmon resonance (SPR) prism-based instruments,
and found to improve the detection limit for detecting changes in the bulk refractive
index [4] and for detecting bacteria [5].

The minimum insertion loss of the LRSPP propagating along a metal stripe
occurs when the refractive indices (RI) of the dielectrics on both sides are equal.
For sensing purposes, at least one surface of the waveguide has to be exposed
to the sensing medium, where receptor chemistries would be applied and sensing
occurs. Biologically-compatible fluids such as phosphate buffered saline (PBS) have
an RI close to that of water (n ~ 1.330). Therefore, in order to maintain the RI
symmetry around the waveguide, certain considerations for choosing a suitable
dielectric medium below the stripe must be taken into account. Generally, dielectric
polymers have a significantly higher RI—and the choice is limited to a few fluo-
ropolymers of low index, such as Teflon (Dupont) or CYTOP (Asahi); indeed, both
have been found suitable for sensing using prism-coupled SPR involving LRSPPs
[4–9].

Dielectric waveguides have also been investigated for biosensing using photonic
crystals [10], CYTOP [11], silicon-on-insulator [12] and silicon nitride [13–15].
Although dielectric waveguides have been successfully employed, gold is still gener-
ally preferable as a sensing surface, for a number of reasons. Gold is the most histor-
ically studied surface for sensing and remains the most used—primarily due to its
application in commercial SPR sensors. A good understanding exists of the different
chemistries that can be used to functionalize gold surfaces such as different alka-
nethiols for self-assembled monolayer (SAM) formation. Well-organized packing of
alkanethiols can easily be achieved and the end groups can be further functionalized
with sensing chemistry, or receptors, such as immunoglobulins (Igs). Furthermore,
using alkanethiols of different chain length, SAMs can be designed such that func-
tionalized receptors are separated from each other, thus increasing the avidity of the
surface by removing steric hindrance [16]. Also, SAMs form on gold very rapidly
(80–90% of a SAM is formed within minutes) and can be stable for a long period of
time (weeks to months) [17]. Gold also does not react with many chemicals and is
generally impervious to cleaning solvents used in the preparation of a sensing surface.
SAM formation on silica (SiO2) substrates, however, is more troublesome due to the
moisture sensitivity of alkylsalines and the organization is not as well-packed and
controlled as for gold. Frequently, the SiO2 based sensing waveguides are functional-
ized by adsorption of the receptor directly onto the waveguide, which diminishes the
specificity due to an increase of non-specific binding and reduction of overall surface
avidity. Application of protein G for immunoglobulin (Ig) functionalization on Au
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surfaces is also rapidly emerging. Protein G has an affinity for the Fc (fragment crys-
tallizable region) of Ig—and therefore it favours a vertical orientation of Igs on the
surface, thereby increasing surface avidity due to Fab accessibility [18, 19]. Another
advantage of using gold as a substrate is its conductive property, which can be used
for topo-selective functionalization of complex structures, such as MZIs—where the
two MZI arms should have different chemistries, again, for biosensing applications
[20, 21]. Thermo-optic modulation [22, 23] on gold MZIs can significantly improve
signal-to-noise ratios through bandwidth-limited signal processing.

In this chapter we discuss various aspects of novel LRSPP waveguide biosensors:
we describe the structure, its fabrication and its ability to detect changes in the RI of
solutions—as well as to detect cells and proteins. In addition, several applications for
clinical detection problems such as Dengue fever and B-cell leukemia detection are
discussed.MZIs are also demonstrated for bulk sensing—and exhibit high sensitivity.

2.2 Sensing Platforms

2.2.1 Sensor Structure and Fluidic Integration

The sensors are fabricated using photolithography following the process described
in Sect. 2.2.2. After fabrication, the entire wafer (diameter 4 inch), which hosts ~300
dies, is covered with dicing photoresist and diced into individual dies (3.8 mm wide
by 6.4 mm long). Each device contains 16 straight waveguides (SWGs), each of
which consists of 5 μm wide, ~25–35 nm thick Au stripes, embedded in CYTOP
(Fig. 2.1). The top cladding of CYTOP is etched down to the Au waveguide level,
creating a cavity (fluidic channel), where the waveguide surface is exposed to the
fluid. The active sensing length of the waveguide is ~1.65mm. The non-etched (clad)
parts at the ends of the sensing section serve as supports for integration with fluidics.
A custom-made Plexiglas jig with a fluorocarbon O-ring attached to the bottom was
designed so that the O-ring rests on the clad part—providing a seal for the fluid in the
channel [24]. Tubing is attached to two holes for fluid injection by a syringe pump.
The device is integrated into the fluidic cell by placing it onto the custom-mademetal
base and affixing the Plexiglas jig. The LRSPP wave is excited by butt-coupling a
polarization-maintaining optical fibre to the waveguide at the input facet.

A device can be functionalized with sensing chemistry either prior to inser-
tion in the flow cell or in situ—depending on the requirements. For example, the
O-ring is attached to the Plexiglas jig by silicone glue. Since organic solvents such
as isopropanol (IPA) might slightly dissolve silicone glue, it would not be recom-
mended to form a SAM on waveguides in situ—so incubating the device in an
alkanethiol solution of IPA prior to insertion into the flow cell would be preferable.
Once the surface is functionalized for a specific sensing application, the device is
installed in the fluidic set-up while dry, a solution of interest is introduced, and the
whole assembly is integrated with the optical set-up as described in Sect. 2.2.3.
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Fig. 2.1 Sensing device with integrated fluidics: aA schematic diagram of the sensor resting on the
metal base, with Plexiglas jig prior to assembly; the volume of the fluidic cell is 20μL. Reproduced
with permission from [24]; b image of the sensor after integration with fluidics. Reproduced with
permission from [24]; c a cross-section of the device showing a functionalized Au waveguide and a
waveguide embedded in CYTOP. Reprinted with permission from [25]. Copyright (2014) American
Chemical Society

2.2.2 Sensor Fabrication and Properties

The process for device fabrication was reported in [26, 27] and is summarized in
Fig. 2.2a. After a 4 inch diameter Si wafer is stripped of native SiO2, the first layer
of CYTOP is formed by spinning M-Grade CYTOP onto the wafer. This grade
of CYTOP incorporates a salinated end-group to facilitate adhesion by covalently
bonding to the Si (Fig. 2.2b). Furthermore, multilayers are formed by multiple spin-
ning/curing steps of S-grade CYTOP (optical grade), thereby creating a bottom
cladding ~8 μm in thickness. Since a CYTOP surface is highly hydrophobic, it

Fig. 2.2 Device fabrication: a simplified fabrication flowdiagram for LRSPP biosensor fabrication;
b covalent attachment of salinated end-groups of CYTOP to the Si substrate. Reproduced with
permission from [27]
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is primed in O2 plasma, then coated with HMDS, a lift-off resist (PMGI), and a
photoresist (S1805) for photolithographic development. The wafer is then exposed
to UV light through a mask that defines the desired waveguide features—and Au is
evaporated up to the desired thickness of ~35 nm. S1805 is a positive tone photore-
sist—and exposed areas are therefore susceptible to the developer, thereby leaving
only the desired gold structures post lift-off. In order to create fluidic channels, the
second cladding of CYTOP is deposited by multiple spin-coating/curing steps to a
total thickness of ~7–8 μm and covered with positive tone photoresist SPR-220. A
second mask, defining fluidic channels, is applied and the resist developed, then O2

plasma etching is used in the exposed areas of SPR-220 to selectively etch CYTOP,
therebydefining thefluidic channels. TheO2 plasma etch is performed in several steps
while confirming the depth of etch after each step, using a profilometer. The process
is stopped when a slight pedestal under the Au features is observed (<500 nm). The
leftover SPR-220 is removed using acetone/IPA and de-ionized water, the wafer is
dried and SPR-220 is spin-coated again to protect from damage during dicing.

While the thickness of the CYTOP claddings was verified during fabrication,
the actual thickness and quality of the gold used in the waveguides in the sensing
channels were investigated using an atomic force microscope (AFM), after dicing
(Fig. 2.3). The device was randomly picked from the wafer and, using an ultrasonic
bath, was damaged until part of the Au stripe is removed (in order to create an Au
step). The waveguide was profiled by AFM in two places and the thickness was
found to be between 34 and 35 nm (Fig. 2.3b–d), which is a good thickness for an

Fig. 2.3 AFM profiles of a waveguide: a 3D representation of an over-etched waveguide creating
an Au stripe on a CYTOP pedestal; b gold thickness measurement taken at two locations (shown
in red and green); c AFM profile (red curve) showing a Au thickness of 34.799 nm, and d (green
curve) showing a Au thickness of 34.224 nm. Reproduced with permission from [27]
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LRSPP biosensingwaveguide at an operatingwavelength of 1300 nm [3]. Figure 2.3a
shows a 3D representation of an over-etched waveguide with a ~500 nm pedestal. A
mild curvature of the top surface is observed due to slight deformation during upper
cladding formation [26].

Several devices on a wafer have a structure consisting of interconnected waveg-
uides that have individual fluidic channels of different lengths. Prior to using the
wafer for biosensing, three of these waveguides of varying sensing length are used
to investigate the optical properties of the devices on the particular wafer. Proper-
ties such as waveguide attenuation and coupling losses at the input facet and fluidic
channel input/output are further used to extract data from the biosensing experi-
ments. Estimation of the protein mass load on the waveguide (Sect. 2.3.3) and the
theoretical fitting process for MZI bulk measurements (Sect. 2.3.5) exploited data
from such optical measurements.

Experimental coupling losses at the input facet are relatively low (0.5–2.5 dB) and
are usually in agreement with the theoretical value (0.89 dB/facet) [28]. The major
source of the modal power attenuation resides in the fluidic channel: ~10 dB/mm, as
determined experimentally—whereas the theoretical value is 7.2 dB/mm [29].

2.2.3 Optical and Fluidic Integration

The optical set-up (Fig. 2.4) includes the light source, which is a diode laser emit-
ting at λ0 = 1310 nm, connected to an optical polarization-maintaining (PM) fibre
with a core diameter of 7 μm. The diode parameters (current and temperature) are
controlled by a laser diode controller. Two multi-axis positioning stages are used in
the setup. A six-axis stage is used to hold andmanipulate the fibre for alignment to the

Fig. 2.4 Schematic representation of the optical setup for biosensing using LRSPP waveguides.
Reproduced with permission from [24]
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waveguide. After the device is incorporated into the fluidic cell, the assembly is fixed
onto a 3-axis stage. By manipulating the two stages, the fibre is butt-coupled to the
waveguide at the input facet and aligned to producemaximum output power, together
with low background radiation. Improper alignment results in drift and power fluctu-
ations of the output signal over time, which can mask actual binding events. In order
to avoid Fabry–Perot interference at the input, glass index-matching oil is introduced
between the facet and the fibre. A 25× collimating lens, firmly affixed to the optical
table, is used to approximately collimate the beam exiting the device and to maintain
collimation throughout the whole optical path. A syringe pump provides fluids to
the system. Most of the experiments are performed by fluid suction, since experi-
mentally this has been noted to produce smaller changes in pressure during stops,
when changing fluids. An aperture is used to remove background radiation that in
some cases can be strong enough to cause either signal instability or masking of
the sensing event. In order to read the output power and visually monitor the mode
quality simultaneously, a beam splitter is installed in the optical path, which splits
the signal into two parts (~50:50). One part enters a power meter connected to the
computer and the data is recorded using Labview software. The second portion of
the output signal enters an IR camera connected to the monitor. Visual observation is
highly important in enabling fibre-waveguide alignment. For example, if the align-
ment is not ideal, the power of the mode will be low, but the power reading might
still be high due to greatly increased background radiation. As a result, the reading
will be misleading and the sensitivity will drastically decrease.

2.2.4 Experimental Procedures

Prior to assembly with fluidics, each device undergoes extensive cleaning. Firstly, a
5 min ultrasonic bath in octane is applied to clean the device facets from possible
debris accumulated during wafer dicing. Improper cleaning of the facets has been
experimentally associatedwith instability of the signal and significant drift. Ultrason-
ication has a damaging effect on waveguides, resulting in a breakup of the integrity
of the waveguide, or even a complete removal from the sensing channel. Therefore
octane was specifically chosen for ultrasonic cleaning, since it does not dissolve
the dicing photoresist that covers the surface of the sensor, and therefore keeps the
waveguides protected during ultrasonication. The next cleaning step consists of two
immersions in acetone, of 5 and 20 min each, to remove the photoresist—followed
by an extensive wash in IPA and distilled/deionized water (DDI H2O) and drying
with nitrogen gas. The final step in sensor preparation is the removal of possible
organic contamination from the waveguides via UV/Ozone cleaning for 30 min. UV
exposure breaks organic covalent bonds, while at the same time converting avail-
able O2 into ozone (O3). The UV lamp is turned on for 5 min, and the rest of the
organic compounds are broken down by ozone over the remaining 25 min. Further
functionalization of the device varies upon the requirements of the experiment to be
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performed. Detailed functionalization procedures will be discussed further—in each
section concerning the individual experiments.

Once the device is properly cleaned and functionalized, it is assembled using the
fluidics jig—and sensing buffer solution is injected into the fluidic cell, fully covering
the etched part of the sensor. Prior to device integration into the optical set-up, the
stability and polarization of the incident light are verified by focusing the fiber on to
the lens—and then recording data over a 10 min period. After the device is installed
into the optical setup, the fibre is aligned with the waveguide. A baseline signal is
established by running the sensing buffer solution through the system at 20 μl/min
over ~10 min. This data is further used to determine the baseline noise, which is
then used to estimate the signal-to-noise ratio (SNR) of the sensing response. At this
point, the buffer containing the analyte is injected into the system and the response
is observed and recorded. Each experiment has its own flow-rate and duration—as
will be discussed in the following sections.

In order for the LRSPP to propagate along the waveguide, the RI of the sensing
solution has to be matched to that of CYTOP (n = 1.3348). This is achieved by
doping the biological buffer solution (phosphate buffered saline, or PBS, n = 1.290)
with 7–12% glycerol w/w (n = 1.46). In our particular system of experiments, we
have used two mixtures of PBS/Gly solutions: 7.25% w/w (n = 1.330) and 16.5%
w/w (n = 1.338). Slight deviations from the exact match to CYTOP are discussed in
Sects. 2.3.1 and 2.3.4.

2.3 Sensing Demonstrations

2.3.1 Bulk Sensing Using Straight Plasmonic Waveguides

Before using the devices for actual biosensing, it is necessary to find the limit of
detection (LOD) for bulk refractive index changes and observe the general behaviour
of our sensor under fluidic conditions. The Au waveguides were functionalized
with 16-mercaptohexadecanoic acid (16-MHA) to form a carboxyl-terminated self-
assembled monolayer (SAM) via incubating the sensing device in 2 mM of 16-MHA
in isopropanol (IPA) for more than two hours. In order to maintain optical symmetry
around the waveguide, the refractive index (RI) of the top cladding (in our case a
sensing solution) has to be close to that of the bottom cladding (i.e. CYTOP, n =
1.3346). Therefore, distilled/deionized water (DDI H2O, n ~ 1.328 at λ0 = 1310 nm)
was doped with glycerol (Gly) (n ~ 1.470) to raise the RI of the H2O/Gly tested
solutions. Six H2O/Gly solutions of varying refractive indices (with increments of
~2 × 10−3 RIU) were sequentially injected over the 16-MHA functionalized surface
twice: from low to high RI and then back to low RI. The intention was to: (a)
observe the long-term stability of the system under fluidic conditions, (b) test how
it behaves when the solutions are being exchanged and (c) confirm the repeatability.
The refractive index of the prepared solutions was determined independently by a
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Fig. 2.5 Response of a straight Au plasmonic waveguide (22 nm thick) to six solutions of different
refractive index following an increment of ~2 × 10−3 RIU. The input power was 5 dBm, λ0 =
1310 nm and the flowrate was set to 20 μl/min. Reproduced with permission from [24]

Metricon prism-based refractometer. The whole experiment was performed under
flow at a 20μl/min flow-rate with an optical power input of 5 dBm—and is presented
in Fig. 2.5.

Since the RI of CYTOP is n = 1.3348, the highest output response is expected for
the solution with n= 1.3346 (and confirms the symmetry of the LRSPPwaveguides).
Although not very apparent from the images of the mode, the background radiation
is the lowest amount in this case as well. Background radiation can be caused by
asymmetry between the top and bottom dielectrics, which results in light radiation.
Although the increments in the RI of the solutions are relatively constant, the change
of the response is not linear. The highest power output change (�S) was observed
for a step from n = 1.3303 to n = 1.3325 (�S = 6 μW) resulting in the highest
bulk sensitivity. For this reason and for further biosensing experiments, the sensing
solution was chosen to have a refractive index of n = 1.3303. The standard deviation
σ for the baseline noise was σ = 6.4 nW over a 9 min period of buffer running at
n = 1.3282, yielding a signal-to-noise ratio (SNR) of ~942 and a limit-of-detection
(LOD) of 2.3 × 10−6 RIU near n = 1.3303 [24].

Another important observation from the experiment is the fluid exchange time,
which was found to be ~2 min. This knowledge is important for biosensing exper-
iments when, for technical reasons, the solution containing an analyte cannot be
index-matched to the baseline solution. There are two such technical causes: (a) a
high concentration of analyte added to the sensing buffer, which will change the
RI of the solution (e.g. >100 μg/ml of protein, See Sect. 2.3.3)—and (b) purchased
analyte samples often contain buffers with high concentrations of various stabilizers
that can also result in an RI that is very different from the sensing solution (e.g.
antibodies), and (c) the refractive index of complex fluids such as plasma or serum
also differ from n = 1.3303. Altering the RI of such solutions to reach n = 1.3303 is
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practically impossible because waveguides are much more sensitive than commer-
cial refractometers, so the bulk step will always be noticeable. Ideally, for protein
sensing, lyophilized protein should be added to the phosphate-buffered saline glyc-
erol (PBS/Gly) buffer with concentrations less than 100 μg/ml. Otherwise, knowing
the fluid exchange time to be ~2 min, it is possible to differentiate between the bulk
step and association and disassociation events.

In terms of stability, a very slight change (~0.05 dBm) was observed at the end of
the whole experiment, when the initial solution was re-injected (70 min). Repeata-
bility is also good, since the re-injected solutions have the same output power levels
as the initial ones.

2.3.2 Cell Sensing Using Straight Plasmonic Waveguides

Selective cell sensing is important for various applications, such as: detection of
bacterial contamination in food [30] and in blood products [31], and the detection
of rare circulating tumour cells [32]. In order to demonstrate selective cell capture, a
strategy to differentiate human red blood cells (RBCs), based on their ABO groups,
was developed.

2.3.2.1 Selective Capture of Human RBCs

The gold surface of the SWGs was functionalized with antibodies against blood
group A through use of carbodiimide chemistry and 16-MHA SAM [24, 33] . Firstly,
after proper cleaning, the device was immersed in a 2 mM solution of 16-MHA for
more than 2 h, following cleaning with IPA and DDI H2O—and placed in a DDI
H2O solution of 0.1 M EDC/NHS (1:1) for 15 min to activate the carboxyl groups.
After rinsing with DDI H2O, the device was placed in a solution of Anti-A antibodies
After rinsing with DDI H2O, the device was placed in a solution of Anti-A antibodies
(supplied by Mount Sinai Hospital collaborators, Toronto, who obtained these from
the Immucor company) for ~2 h to complete the surface functionalization. Anti-A
antibodies from Immucor are chimera antibodies that were specifically developed
and are being used in clinics for blood grouping. The final step consisted of a wash
with the PBS/Gly solution to remove excess antibodies from the surface; the device
was dried with N2 gas and installed into the fluidic and optical set-up.

Figure 2.6 demonstrates the selective sensing of human red blood-cells (RBCs)
containing A-antigen (groups A and AB), where O-group RBCs and B-group RBCs
were used as negative controls. The different types of RBCs (at a flow-rate of 5
× 107 cells/ml) were injected into the system over the same Anti-A functionalized
waveguide. The flow was stopped for a few minutes to allow the cells to settle—
and then a PBS/Gly buffer wash followed. In all cases, after cell settling, the signal
dropped to practically zero (from~−27 dBm to ~−48 dBm) due to cells covering the
waveguide. In the cases of O-group RBCs and B-group RBCs, the signal recovered
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Fig. 2.6 Response of a straight Au plasmonic waveguide functionalized with Anti-A antibodies to
PBS/Gly solutions carrying four different group types of human red blood cells (RBCs): O, B, A
and AB. The waveguide thickness was ~35 nm, the input power was 10 dBm, the cell concentration
was ~5 × 107 cells/ml, λ0 = 1310 nm and the flowrate was set to 65 μl/min. Reproduced with
permission from [34], licence number 3713741431933

with buffer injection to about −27 dBm, whereas for A-group RBCs and AB-group
RBCs the signal recovery failed. In order to remove the cells, an additional injection
of DDI water was required, which causes cell lysis. Based on this data, the following
can be concluded: (a) antibody functionalization of the surface was successful, and
(b) a monolayer of cells entirely blocks the optical pathway (after the PBS/Gly wash,
all the cells were washed away—leaving only cells attached to the surface).

2.3.2.2 LOD for RBC Detection

In order to determine the limit of detection for cells, five solutions of varying A-
group RBC concentration ranging from 1.14 × 105 to 1.83 × 105 cells/ml were
tested on SWGs functionalized with Anti-A group (Fig. 2.7). The same waveguide
was used for all experiments and the solutions were introduced in a random order.
The surface was regenerated each time using DDI H2O, as described in the previous
experiment (Sect. 2.3.2.1). Anti-A group surface regeneration using DDI H2O has
been established to be repeatable for ten cycles without having a significant effect
on cell binding [34].

As is evident fromFig. 2.7, the LOD for RBC capture is <3.0× 105 cells/ml, and is
lower than that found for conventional SPR using a similar detection strategy (3.3 ×
108 cells/ml) [35]. The observed spikes are due to cells passing across the waveguide
with a velocity that is too high for them to become specifically attached. Another
remarkable observation is a step-like response in all curves—the most prominent



40 O. Krupin and P. Berini

Fig. 2.7 Response of a straight Au plasmonic waveguide functionalized with Anti-A antibodies to
PBS/Gly solutions carrying A-group RBCs of different concentrations to determine the LOD. The
waveguide thickness was ~35 nm, the input power was 10 dBm, λ0 = 1310 nm, and the flowrate
was set to 20 μl/min. Reproduced with permission from [34], licence number 3713741431933

being seen on the curve corresponding to 4.39 × 105 cells/ml (green). This behavior
is most likely due to individual cells binding to the waveguide. Also, a sudden
increase in power can be attributed to weakly bound cells becoming detached from
the waveguide. This step-like response suggests the possibility of single-cell detec-
tion. The fluidic channel designed for this sensor is large and the introduced cells flow
across the waveguide, which diminishes the sensitivity of the device. New generation
sensors will consist of individual microfluidic channels (~15 μm wide) for a single
waveguide, where cells will flow along the waveguide, implying that all cells intro-
duced into the systemwill have amuch greater chance of encountering thewaveguide
surface. Hence, dedicated channeling should improve the LOD for cell sensing.

2.3.2.3 Single Cell Detection

The step-like behaviour of cell binding in the previous experiment (Sect. 2.3.2.2)
suggests the possibility of single cell detection. In order to investigate this, A-group
RBCs (at 8 × 105 cells/ml) were injected into the system with Anti-A group func-
tionalized SWGs; the cells were allowed to settle and the fluidic chamber waswashed
with PBS/Gly (Fig. 2.8a). Images of the waveguide were taken before and after the
experiment (Fig. 2.8b). Seven cells were bound to the waveguide, producing a signal
change of 3.05 μW (0.43 μW/cell). The baseline noise was calculated by taking
the standard deviation of the response over the first 6 min (before cell injection)
and was found to be σ = 4.5 nW, so the signal-to-noise ratio was estimated to be
SNR ~ 95 for a single cell. Dedicated channeling for SWGs would not increase the
SNR, but rather would improve the chances of selective cell capture from a pool of
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Fig. 2.8 Single cell detection using a plasmonic Au SWG: a Response of a Au waveguide func-
tionalized with Anti-A to a PBS/Gly solution carrying A RBCs; b images of the waveguide taken
before and after cell capture. The cell concentration was 8 × 105 cells/ml, the waveguide thickness
~35 nm, the input power was 10 dBm, and λ0 = 1310 nm. Reproduced with permission from [34],
licence number 3713741431933

cells. Single-cell detection has a particular significance for detecting rare circulating
tumour cells (CTCs), which are cancer cells that leach into the blood stream in cases
of aggressive cancers [32].

2.3.3 Protein Sensing Using Straight Waveguides (SWGs)

Protein sensing is probably themost important type of sensing application for biosen-
sors. Protein-protein interactions are among the most abundant in biological systems
and are being used for disease detection as well as drug discovery.

In order to demonstrate the capability of SWGs to sense proteins, two deviceswere
functionalized with chemistries having different protein affinities and were tested for
bovine serum albumin (BSA) adsorption. A carboxyl-terminated surface has a high
affinity for proteins, due its negative charge [36], and a polyethyl glycol terminated
(PEG-terminated) surface has a low protein affinity. Moreover, different chemical
modifications of PEGs of varying chain lengths are primary targets for investigation
in preventing protein adsorption [37]. The first device was functionalized with 16-
MHA (2 mM 16-MHA in IPA for 2 h) and the second device was functionalized with
T-PEG (thiolated 11-carbon with 3PEG units chain) by incubation in 2 mM T-PEG
in IPA for 2 hand tested for BSA adsorption.

The addition of protein to the sensing buffer increases the overall bulk RI of the
solution since the RI of proteins is ~1.5. The effect is concentration-dependant and
therefore, taking into account ∂n/∂c= 0.185mm3/mg for proteins [38], and the LOD
for bulk sensing (2.3× 10−6 RIU) found in Sect. 2.3.1, a concentration of 100μg/ml
of BSA should produce only a slight increase in bulk index.

A 100 μg/ml solution of BSA in PBS/Gly (n = 1.3303) was injected into the
system for 25min, with subsequent washing of the fluidic channel, andwith PBS/Gly
for another 8–10 min after the maximum response was reached. Figure 2.9 shows
the response for BSA on both surfaces. The behaviour of both curves is very typical
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Fig. 2.9 Response of a straight Au plasmonic waveguide for BSA adsorption on two surfaces:
carboxyl (–COOH) and PEG-terminated. The waveguide thickness was ~22 nm, the input power
was 10 dBm, λ0 = 1310 nm and the flow-rate was set to 20 μl/min. Reproduced with permission
from [24]

of the binding process—and suggests adsorption of BSA on the waveguide. A slight
decrease in power after the PBS/Gly wash can be explained by a bulk effect—and by
BSA dissociation from the surface. The responses for carboxylic acid COOH- and
PEG-terminated surfaces were determined to be 1.64μWand 0.22μW respectively,
with corresponding baseline noise levels δ being δ = 5.5 nW and δ = 6.5 nW. A
stronger signal change is observed forCOOH-terminated surfacewith signal-to-noise
ratio �S/δ = 297 compared to the PEG-terminated surface (�S/δ = 45), which is in
agreement with previous studies performed on similar surfaces for BSA adsorption
[36]. Although it was expected that there would be no response for the PEG-surface,
significant BSA adsorption still occurred. The T-PEG used in the experiment was
comprised of 11-carbon chains and 3 PEG units, which results in a SAM that is very
rigid and not optimal as a protein blocking surface. Generally, research suggests the
use of much longer (3–5 kDa) oligoethylene glycols to form a SAM, in order to
prevent protein adsorption [37].

The output power increases forBSAadsorption onboth surfaces. Since the sensing
buffer solution has n= 1.3303 and is lower than the index of CYTOP (n= 1.3348), it
creates a slight asymmetry around the waveguide. When the sensing fluid (buffer +
BSA) is introduced, BSA, having a higher refractive index of n = 1.5 adsorbs as an
adlayer onto the stripe—thereby pulling the waveguide into symmetry and thereby
lowering the insertion loss.

In order to verify this interpretation, mode computations were performed using
the following parameters: (1) waveguide dimensions (5 μm wide and 22 nm thick,
as measured by AFM), (2) sensing length of the waveguide (1.65 mm), (3) location
of the stripe on a 400 nm CYTOP pedestal due to slight over-etching [26], (4)
thickness of the lower and upper CYTOP claddings (8μm and 6.7μm respectively),
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Fig. 2.10 Theoretical response of an SWG to ad-layer formation: a modelled insertion loss of the
waveguide for the formation of an ad-layer with n = 1.5; b Distribution of the Ey field component
of the LRSPP. Reproduced with permission from [24]

and 5) refractive indices of CYTOP (n = 1.3348) and sensing fluid (n = 1.3303).
A more detailed description can be found in [24]. The insertion losses (IL) were
plotted against the thickness of the ad-layer formed on top of the waveguide in
Fig. 2.10a. Previous studies on the formation of a close-packed BSA monolayer on
an Au surface suggested a thickness of a = 4 nm [39, 40]. From Fig. 2.10a, an ad-
layer of 4 nm corresponds to a decrease in insertion loss of 0.27 dB, and is consistent
with the experimental value for BSA adsorption on a COOH-terminated SAM of
0.26 dB (Fig. 2.9). The response for the PEG-terminated surface was 0.036 dB,
which suggests sub-monolayer adsorption of BSA with an equivalent thickness of
~0.5 nm, and confirms the blocking abilities of a PEG SAM.

The distribution of the field mode (Ey) was modeled for an ad-layer thickness of
a = 4 nm and was found to penetrate 2 μm into the sensing medium (Fig. 2.10b).

The surface mass density � (g/m2) of the adlayer can be computed using the
following expression:

� = a(na − nc)

∂n/∂c
(2.1)

where a is the thickness of the ad-layer (4 nm), na is the RI of the ad-layer (1.5), nc
is the RI of the sensing solution (1.3303) and ∂n/∂c = 0.185 mm3/mg. Using these
parameters, (2.1) yields � = 3669 pg/mm2. The detection limit for our system can
be estimated using a signal-to-noise ratio for BSA adsorption on COOH-terminated
surface of �S/δ = 297, since �� is ~12 pg/mm2.
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2.3.4 Disease Detection Using Straight Plasmonic
Waveguides

Our LRSPP biosensor was used to detect Dengue fever infection [25] and B-cell
leukemia [41] in patients, demonstrating the ability not only to sense specific biolog-
ical interactions but also to offer a potentially useful tool for clinical applications. For
Dengue fever detection, the Au surface functionalization strategy involved carbodi-
imide chemistry, as described in Sect. 2.3.1; however for B-cell leukemia detection
the strategy was changed to a Protein G-based affinity scheme. In addition, a deeper
analysis of waveguide sensitivity for protein detection demonstrated the optimum
PBS/Gly buffer refractive index to be n = 1.338 [42]—and consequently this buffer
was used in leukemia detection experiments.

2.3.4.1 Dengue Virus Detection

Dengue fever is a common mosquito-borne viral disease in tropical countries, with
390 million people being infected every year worldwide [43]. Common dengue
fever (DF) can develop into severe dengue hemorrhagic fever (DHF) and cause
44%mortality. Clinical tests are usually performed with an enzyme-linked immuno-
sorbent assay (MAC-ELISA) to test for the presence of IgM against envelope protein
E of the virus, and the results are commercially available.

Two detection strategies, also common for clinical tests using ELISA, were
applied: (a) the surface was functionalized with neutralized dengue virus serotype
2 (DENV-2)—and patient plasma containing anti-dengue IgM was introduced into
the system for IgM detection—and (b) patient plasma was functionalized on the
surface and then DENV-2 was used as an analyte. Surface preparation and function-
alization was performed as described previously, but actual antigen functionalization
(with DENV-2 or blood plasma) was performed in situ after COOH-terminated SAM
formation with 16-MHA. After surface functionalization, a 100 μg/ml BSA solu-
tion was used to block non-specific binding sites, but only for experiments where
DENV-2 was functionalized on the surface. Three anti-dengue IgM positive patient
samples were tested on both surfaces, with three repeats for each. After each run,
the surface was regenerated with sodium dodecyl sulfate (SDS) down to the antigen
level, allowing for another test of the same sample fluid (blood plasma or DENV-2).
Previously it had been shown that SDS, which is an organic detergent, can be used
to regenerate the surface without it losing its immuno-reactivity [44]. As a nega-
tive control, normal patient plasma was used. After each (bio)chemical reaction, the
surface was washed with PBS/Gly buffer and the differences in response, before
and after the reaction, were observed. The response for the first iteration for both
detection approaches is presented in Fig. 2.11.

The significant power changes observed for injections ofNHS/EDC, SDS,DENV-
2 and plasma fluids are due to the bulk step caused by the solutions having unmatched
indices. In the DENV-2 functionalization approach (Fig. 2.11a), a considerable
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Fig. 2.11 Dengue fever detection with SWGs using two different approaches: a DENV-2 surface
functionalization followed by detection in patient plasma containing anti-dengue IgM and, b patient
plasma functionalization followed by detection of DENV-2. Reprinted with permission from [25].
Copyright (2014) American Chemical Society

response is observed for DENV-2 functionalization (35–45 min) and the detection
of anti-dengue IgM from the patient sample (75–90 min). BSA blocking did not
produce an apparent change in power level, suggesting that the surface was fully
covered with viral particles. For the plasma-functionalization strategy (Fig. 2.11b),
significant responses are noted for surface functionalization with patient plasma (35–
50 min) and for detecting DENV-2 (55–65 min). For both cases, a decrease in the
power level was observed for the SDS regeneration steps, indicating removal of
biological material from the waveguide.

Similarly to the BSA adsorption experiment (Sect. 2.3.3), the mass load of analyte
on thewaveguide surfacewas calculated fromall of the responses. In order to compare
with data from MAC-ELISA obtained for the same samples, the mass load was
further normalized to determine P/N ratios, which are the optical density (OD) ratios
of positive-to-negative samples—and are directly proportional to the concentration
of analyte in solution. A comparison of all the experiments with the MAC-ELISA
data is presented in Fig. 2.12. For diagnostics, a P/N ratio greater than 2 is considered
positive. Generally, the plasma surface functionalization approach showed a stronger
response than the DENV-2 approach. The non-specific binding was also smaller—
possibly due to theDENV-2 solution being pure. The results fromMAC-ELISA show
a descending pattern from patient 1 to patient 3, and the same pattern is observed for
our sensor. Although, for patient 3 in iterations 1 and 2, the P/N ratio is less than that
determined fromMAC-ELISA, the number is still greater than 2—suggesting that the
experiment has clinical relevance. In the third iteration, the P/N ratio is significantly
better than forMAC-ELISA. Compared toMAC-ELISA, the sensor provides a faster
label-free detection, and requires a very small amount of patient sample (~10 μL),
even for three repeated experiments. Considering the largest signal change and the
baseline noise, the signal-to-noise ratio was calculated to be ~135. The detection
limit in terms of mass load was �� ~22 pg/mm2, worse than that found in the BSA
adsorption experiment (�� ~12 pg/mm2), suggesting the possibility of improving
the sensitivity for dengue detection.
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Fig. 2.12 P/N ratios for dengue detection in three positive patient plasma samples versus iteration.
MAC-ELISA test results of the same patient samples are presented for comparison. Reprinted with
permission from [25]. Copyright (2014) American Chemical Society

2.3.4.2 B-Cell Leukemia Detection

Damage in a replication gene in a B-cell results in the overproduction of B-cell
clones, which leads to a variety of B-cell tumors—such as Waldenström’s disease,
plasma cell neoplasms, chronic lymphocytic leukemia (CLL) and lymphomas. B-
cells produce and secrete antibodies (immunoglobulin G, IgG) into the blood stream.
Two variations of light chains in IgGs are known inmammals: IgG-kappa (IgGκ) and
IgG-lambda (IgGλ)—and eachB-cell produces either kappa or lambda immunoglob-
ulin. Normal serum contains polyclonal IgGs with a ratio of IgGκ:IgGλ that ranges
from 1.4:1 to 2.0:1 [45]. In patients with B-cell tumors, either kappa or lambda IgG
can dominate—due to massive overproduction of monoclonal IgGs by B-cell clones.
There are a number of techniques that are used in hospitals for early B-cell leukemia
detection, such as blood cell morphology, bone marrow biopsy or flow cytometry.
However, recent studies have demonstrated the possibility of B-cell leukemia diag-
nostics based on the IgGκ:IgGλ (κ:λ) ratio in serum [45–47]. These new findings
encourage a detection strategy centered around the determination of IgGκ:IgGλ ratio
abnormalities in human serum.

Three patient sera samples of known IgGκ:IgGλ ratios (determined by densit-
ometry) were tested using straight LRSPP waveguides: high IgG-kappa content
serum (HKS, κ:λ ~ 12.7:1), high IgG-lambda content serum (HLS, λ:κ ~ 6.9:1)
and normal serum (NS, κ:λ ~ 1.7:1). The surface functionalization strategy was
altered from the usual carbodiimide chemistry to Protein G (PG) for the selective
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capture of immunoglobulins for further analysis. The type of human immunoglob-
ulins in patient sera was detected by goat anti-human IgG-kappa light chain (AK)
and goat anti-human IgG-lambda light chain (AL) antibodies. The bare Au surface
was functionalized with Protein G by direct adsorption from a 50 μg/ml solution of
Protein G in PBS/Gly buffer. After this step, two detection approaches were taken:
(a) the reverse approach, where the Protein G surface was functionalized with patient
serum, then tested against the goat antibodies, and (b) the direct approach, where
the Protein G surface was functionalized with goat antibodies—and then patient
serum was introduced. The schematics of the surface functionalization and detec-
tion protocols applied for both approaches are given in Fig. 2.13. Preliminary results
demonstrated the reverse approach to be more sensitive and robust—and therefore it
was decided to perform triplets of the experiments using this technique, in order to
assess repeatability and gather more data points for accuracy.

A single waveguide was used for testing both kappa and lambda IgGs from the
same patient serum to avoid the effects of variations that can arise from slight differ-
ences in devices, because of fabrication imperfections. However, different devices
were used to provide replicate data (in the case of the reverse approach). Between
the experiments, the sensor surface was regenerated down to the Au level using
sodium dodecyl sulfate (SDS) and UV/Ozone cleaning. An example of three repeats
of the full real-time experimental responses for the reverse approach is presented in
Fig. 2.14a.

Fig. 2.13 Schematic illustration of two approaches for patient sample testing. a Reverse approach:
The Au waveguide was functionalized with Protein G, followed by the immobilization of patient
serum (an example with HKS is shown), and, finally, sensing with AK. The same waveguide was
cleaned down to the Au level, and the whole experiment was repeated but the patient-functionalized
surface was then tested against AL. b Direct approach: The Au waveguide was functionalized with
Protein G, followed by the immobilization of AK, and, finally, sensing of patient serum (e.g. HKS).
The same waveguide was cleaned down to the Au level—and the experiment was repeated, but with
AL on the Protein G surface. Adapted by permission of The Royal Society of Chemistry from [41]
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Fig. 2.14 Experimental responses: a full experimental runs for testing HKS using the reverse
approach showing three repeats; b Response of HKS-functionalized device for AK and AL.
Reproduced by permission of The Royal Society of Chemistry from [41]

The three repeats shown in Fig. 2.14a demonstrate a very satisfactory repeatability
of the experiments, where only slight deviations at the end of the response can be
observed. The smaller response for ProteinG compared to that of immunoglobulins is
also in agreement with their weight differences: ~65 kDa for Protein G and ~150 kDa
for IgG.

The actual real-time responses of an HKS-functionalized sensor to goat anti-
human-kappa and anti-human-lambda are shown in Fig. 2.14b (reverse approach).
The two responses are representative of all other tests, demonstrating a signifi-
cantly stronger binding response for the complementary analytes (i.e. HKS-AK),
as compared with that of the opposite (HKS-AL). The patient serum was diluted to
1:150 with the sensing buffer PBS/Gly, which was still insufficient to completely
remove the bulk effect that is observed as sudden signal changes after the AK/AL
injection (~13 min)—and after a PBS/Gly wash (~35 min). Although these bulk
effects are of no concern for extracting surface mass density data, they interfere with
kinetics studies, because they mask initial association and final dissociation steps.

The final κ:λ ratios were calculated using an expression suitable for straight
waveguides, which relates surface mass density to the power change due to ad-layer
formation [42]:

�� = 1

k2

(na − nc)

∂n/∂c

(
Pout(a1)

Pout(a0)
− 1

)
(2.2)

where �� is a change in surface mass density; k2 is a constant that is specific for an
individual sensor—and is a function of variations in fabrication;Pout(a0) andPout(a1)
are the output powers (in watts) before and after ad-layer formation respectively; na,
nc, and ∂n/∂c are the same parameters as in (2.1). The κ:λ ratios were then computed
on the basis of the mass of analyte bound on to the waveguide surface.

Experimental results for both approaches are compared to the densitometric data
in Fig. 2.15, where the yellow stripes indicate the normal region. (Note: for HLS,
the data is compared with the λ:κ ratio). Both approaches have demonstrated the
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Fig. 2.15 Kappa-lambda ratios for HKS, HLS and NS obtained using LRSPP sensors. HKS and
HLS data are compared to the densitometric data provided by Mount Sinai Hospital laboratory,
and NS data is compared to the literature data. Adapted by permission of The Royal Society of
Chemistry from [41]

ability of the LRSPP waveguide to detect abnormalities in kappa:lambda ratios in
patient serum. In addition, the results for normal serum were within the range of the
literature data. The reverse approach provided higher κ:λ and λ:κ ratios compared
to the direct approach. This is explained by a considerable reduction of non-specific
binding because the Protein G surface acts as an “immunological filter” and captures
exclusively immunoglobulins out of the pool of serum proteins, followed by detec-
tion using pure goat anti-human IgGs. In general, the main application of Protein G
is for immunoglobulin purification in a separation column where Protein G function-
alized beads selectively capture IgGs. However, in biosensing, this is the first known
example where a protein G surface was used to extract IgGs from a complex fluid
for further surface analysis, in situ.

When compared with the actual densitometry data, the results obtained by our
LRSPP biosensor differed from the ones provided by the laboratory. Generally, for
the reverse approach, the kappa detection is under-estimated in comparison with
the lambda detection. As a result, a lower response for HKS and higher response
for HLS are observed. There are some considerations on this issue: (a) there is
a significant difference in the dissociation kinetics between kappa:anti-kappa and
lambda:anti-lambda interactions that cannot be estimated due to the bulk effect—
and (b) the densitometric analysis of immunoglobulinsmay not be as precise (see [41]
for further discussion). Nevertheless, at present, the sensor can provide a solution to
B-cell leukemia screening.
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2.3.5 Bulk Sensing on Mach–Zehnder Interferometers
(MZIs)

Waveguide Mach–Zehnder interferometers (MZIs) can also be used for biosensing.
MZIs operatingwith single-interface surface plasmons,which typically suffer greater
attenuation than LRSPPs, have been investigated previously [48]. The principle of
sensing using anMZI is based onmeasuring the phase difference between the sensing
and the reference arms, e.g., due to different chemistries applied to the arms. As an
LRSPP wave travels along the input waveguide, it splits equally at the Y-junction
and recombines at the output junction. The difference in phase of these waves leads
to interference at the output Y-junction. The sensing can be performed by function-
alizing the reference arm with a protein-blocking chemistry (e.g. PEG) that would
prevent protein adsorption, while the sensing arm is functionalized with receptors
to capture the analyte. Slight changes in the phase along the sensing arm, due to
analyte binding, relative to the reference arm produce constructive and destructive
interference, resulting in the MZI amplitude response being sinusoidal. Our interest
in using plasmonic MZIs for biosensing is primarily due to their lower theoretical
detection limit: 0.25 pg/mm2 versus 1 pg/mm2 for commercial SPR systems [3].

A sensor containing the MZI structures was manufactured using the same litho-
graphic procedures as described in Sect. 2.2.2; however a different mask was applied
to alter the fluidic patterns. The sensor chip consisted of alternatingMZIs and SWGs.
Two of theMZIs were manufactured for actual sensing, where one arm (i.e. the refer-
ence arm) was fully clad (not etched) and the other arm fully exposed to the sensing
medium via the microfluidic channel (Fig. 2.16a). The waveguides were designed
for operation at 1310 nm (5 μm wide and 34 nm thick Au stripes) [29].

Initially, we carried outmeasurements to study the response of anMZI to solutions
with different refractive indices, near the “ideal” RI point (i.e., near theRI of CYTOP,
n ~ 1.3348), then away from theRI ofCYTOP (n ~ 1.3300). In both cases, the range of
RI of the solutions was chosen to cover a full period of theMZI transfer characteristic
(Fig. 2.16b, c).

For the “near-CYTOP” experiments, sixteen solutions ranging in refractive index
from 1.3337 to 1.33525 with an increment of 1.1 × 10−4, were sequentially
injected into the microfluidic channel. The experimental results and theoretical fit are
presented in Fig. 2.16b and, as expected, the response exhibits a sinusoidal behaviour.
The detection limit for this case was estimated to be ~9×10−7 RIU—calculated from
two points near the maximum slope and taking the signal-to-noise ratio to be SNR=
2 (for σ = 15.5 nm). A more detailed description of the theoretical fit can be found
in [29].

The relationship between the input and output power for anMZI is given by (2.3):

Pout = (1/2)PinTCe
−2αC(L0+LF)W (1 + V cos(ΦD)) (2.3)

Two parameters that have a significant effect on the sensitivity of the MZI are
W and V, where V defines the visibility of the response and W is a power penalty;
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Fig. 2.16 Bulk sensing using Mach–Zehnder Interferometer (MZI): a a microscope image of the
portion of the device bearing an MZI with an etched microfluidic channel defining the sensing
arm; b MZI response at λ0 = 1310 nm for “near CYTOP RI” solutions with different indices and
increment of ~1.1 × 10−4 and c MZI response at λ0 = 1310 nm for “away from CYTOP RI”
solutions with an increment of ~1.6 × 10−4 Adapted from [29], [licence number 3713750643339]

both are related to the internal characteristics of the MZI structure, such as the
difference in the attenuation of the two arms. Ideally, when the optical performance
of the sensing and reference arms is identical, V = 1 andW = 1, thereby generating
maximum sensitivity. Structural imperfections within the microfluidic channel result
in additional attenuation at the CYTOP/liquid interface that is absent in the cladded
arm, thereby lowering V andW. From the experimental data, V = 0.7 andW = 0.6,
thereby limiting the sensitivity of this structure. If the MZI were perfectly balanced
(i.e.V =W =1) and considering our lowest baseline noise fromprevious experiments
(σ ~ 5 nW), the limit of detection can potentially be improved to ~1.7 × 10−7 RIU.

Figure 2.16c shows a plot of the MZI response for the solutions with a lower RI
than that of CYTOP, ranging from 1.32900 to 1.33044, with an increment of ~1.6 ×
10−4 RIU. Lower solution indices increased the difference in the attenuation of the
two arms, resulting in W = 0.5 and V = 0.12. Nevertheless, the MZI performance
at lower refractive indices is satisfactory and remains useful.



52 O. Krupin and P. Berini

2.4 Conclusions

A novel LRSPP waveguide biosensor has been described in this chapter and demon-
strates significant potential for the detection of various biological and biochemical
entities. Two different plasmonic waveguide sensors have been presented: straight
waveguide (SWG) and Mach–Zehnder Interferometer (MZI) sensors.

Extensive experimental research on the biosensing capabilities of SWGshas deter-
mined their ability to detect changes in the refractive index of bulk solutions with
a detection limit of 2.3 × 10−6 RIU, to selectively capture human red blood cells
(RBCs) with a SNR ~ 95 for single-cell detection—and to detect proteins in clear and
complex solutions. Non-specific adsorption of BSA was demonstrated for carboxyl-
and PEG-terminated surfaces with SNR values of ~297 and ~45 respectively. The
detection limit in terms of the protein surface mass density was found to be �� ~
12 pg/mm2. As a practical application, patient plasma samples containing antibodies
against dengue virus were tested against the neutralized dengue virus serotype 2.
The results were either comparable with or better than those obtained from stan-
dard MAC-ELISA tests. Another demonstration relevant to clinical applications was
performed by testing two patient sera with abnormal IgGκ:IgGλ ratios (patients
with B-cell leukemia) and compared with serum having a normal IgGκ:IgGλ ratio
(healthy patient). Two detection approaches were evaluated: the reverse approach
where a Protein G surface is functionalized with serum first and the direct approach
where recognition antibodies are firstly attached to Protein G. The reverse approach
has been found to be more robust and more sensitive—mainly because of the signif-
icant reduction in non-specific binding. The overall results have demonstrated the
ability of the sensor to perform as a screening device for B-cell leukemia patients.

An MZI structure with an etched sensing arm and a fully clad reference arm has
been investigated for the detection of changes in the bulk refractive index of solutions.
The detection limit was found to be 9 × 10−7 RIU, with potential improvements
leading to a LOD of 1.7 × 10−7 RIU.

Overall, the sensor platform provides a low-cost and compact solution for
detecting changes in the bulk refractive index and specific detection of biological
entities over a wide range of masses (from cells to proteins). The ability to detect
a desired protein in complex solutions (i.e. patient plasma) indicates the potential
importance of this sensor for clinical diagnostic applications.
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Chapter 3
Multimode Spectroscopy in Optical
Biosensors

Farshid Bahrami, J. Stewart Aitchison, and Mo Mojahedi

Abstract Surface plasmon resonance (SPR) sensors are one of themost widely used
optical sensors for studying processes at the nanoscale. The strong confinement of the
surface plasmon (SP) wave makes it extremely sensitive to perturbations in material
properties (e.g. changes in refractive index) that occur along the electromagnetic
field penetration depth. The penetration depth of the SP wave is on the order of a few
hundred nanometers.

3.1 Introduction

Surface plasmon resonance (SPR) sensors are one of the most widely used optical
sensors for studying processes at the nanoscale. The strong confinement of the surface
plasmon (SP) wave makes it extremely sensitive to perturbations in material prop-
erties (e.g. changes in refractive index) that occur along the electromagnetic field
penetration depth. The penetration depth of the SP wave is on the order of a few
hundred nanometers.

One of themost important applications of the SPR sensor is in biosensing—which
requires the incorporation of bio-recognition elements, immobilized on the sensing
surface, to interact with a target analyte. The dimension of the bio-molecular target
analyte (e.g. proteins) is typically in the range of a few nanometers, which is almost
two orders of magnitude smaller than the penetration depth of the conventional SP
wave. As a consequence, the SP wave is not only susceptible to the surface binding,
within a few nanometers of the sensor surface, but is also sensitive to any other varia-
tions inmaterial properties within the field profile [1]. This results in cross-sensitivity
of the SP wave to the binding of target analyte and the background variations of the
index that originate from fluctuations in the composition and temperature of the
analyte.
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Themost commonmethod for distinguishing between the refractive index changes
causedby specific interaction of bio-recognition elementswith the target analyte (also
called the adlayer) and those due to variations of the background refractive index
is to adopt a reference channel beside the sensing channel [2]. In this approach,
the reference channel is covered with receptors that have no affinity with the target
analyte. Ideally, by subtracting the signal of the reference channel from that of the
sensing channel, the background index variations can be removed. Although this
method is the most common technique for compensation of the background index
variations, it is based on an assumption that limits the efficiency of the method. This
assumption is that both the reference and sensing channels are exactly identical, with
the exception of the adlayer, in order to extract only the material properties of the
adlayer. Therefore, the reference channel should be covered with receptors that have
a similar refractive index to that of the receptors covering the sensing arm, but with
no affinity to the target analyte. A requirement that is not easily met in practice.
Other practical issues that make this task even more challenging are: fabrication
imperfections, the temperature difference between the reference and sensing chan-
nels, the different concentrations of the solutions flowing over the channels, and the
different non-specific binding properties of the receptors. Finally, this method cannot
be utilized to distinguish between adlayer thickness (da) and adlayer refractive index
(na) from the output signal, but it can only be used to determine the adlayer optical
thickness (the product of thickness and refractive index; i.e. (da × na)

In this chapter, an alternative approach for compensation of the background
refractive index variations, based on self-referenced spectroscopy, is presented. This
approach eliminates the need for the reference channel by increasing the number
of linearly independent measurements from the sensing channel - which is possible
through an increase in the number of guided modes of the sensor. To this end, several
platforms are investigated and their performance is comparedwith that of the conven-
tional SPR sensor. For each platform, a proper figure of merit (FoM) is employed in
order to accurately evaluate the performance of the sensor.

3.2 Self-referenced Spectroscopy

One way to decouple the changes in adlayer (e.g., changes in adlayer or index of
refraction) from the variations in the background properties (for example, changes in
analyte indexof refraction, temperature, or concentration) is to increase the number of
independent measurements by increasing the number of independent modes guided
by the sensor. From a mathematical point-of-view, this simply means matching the
number of measurements (equations) to the number of unknown parameters. We
illustrate this point with the following example. Suppose that during a sensing event
the output signal is the resonance angle of the first excited mode (θ1) which is related



3 Multimode Spectroscopy in Optical Biosensors 59

to the change in background refractive index (�nb) and adlayer thickness (�da)
according to the following equation1

�θ1 = S11�da + S12�nb

S11 = ∂θ1

∂da
, S12 = ∂θ1

∂nb
(3.1)

It is evident that by only measuring �θ1 (assuming S11 and S12, also known as
sensitivities, are known) Eq. (3.1) will not provide a unique value for the change
in adlayer thickness (�da) or background refractive index (�nb). However, if an
additional measurement of the efficiently excited second mode (�θ2) is performed,
then Eq. (3.1) can be rewritten as

�θ1 = S11�da + S12�nb

�θ2 = S21�da + S22�nb,

where it can be solved for �da and �nb according to

(
�da
�nb

)
=

(
S11 S12
S21 S22

)−1(
�θ1

�θ2

)
. (3.2)

This method is called self-referenced spectroscopy, since it does not require a
separate reference channel in order to cancel out the effects of background index
variations [3–6]. It goes without saying that for this method to work, the measure-
ments for �θ1 and �θ2 should be linearly independent and preferably simultaneous.
In the remaining sections of this manuscript several platforms which are suitable for
self-referenced spectroscopy are discussed.

3.3 Hybrid Plasmonic Waveguide

The hybrid plasmonic waveguide (HPWG) platform has attracted much interest and
has been used for several applications in optical communication systems [7–12]. It
consists of a high index medium (e.g. silicon) separated from a gold film by a lower
index spacer region (e.g., fluidic channel or silica). By adopting a fluidic channel as
the spacer (Fig. 3.1a), the HPWG can also be used for biosensing applications [13,
14]. Figure 3.1b, c illustrate the power density profiles for the transverse magnetic
(TM) and transverse electric (TE) modes of this structure with the interface of the
various layers marked by dashed white lines. The metal/fluidic-channel interface is
parallel to the y-z plane according to the coordinate system in the figure. The TM
mode of this structure is a hybrid mode which is a compromise between the high

1Reader may not that (3.1) is an example of total differential of θ1, where θ1(da, nb).
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Fig. 3.1 a Schematic of the HPWG, coordinate system used in this work is also shown. b and
c guided power densities for the TM and TE modes, respectively. Waveguide dimensions are h =
100 nm, d = 50 nm. Wavelength of operation is 1.55 μm [15]

confinement of plasmonic guided mode and the long propagation distance of the
dielectric waveguide mode.

The combination of the polarization diversity (i.e., co-existence of the TEand
TM modes in different layers) and the high field confinement of the TM mode
enables this platform to provide more information about a analyte than possible by
using purely plasmonic sensors [15–17]. In addition, the structure allows us to study
anisotropic systems with high birefringence (e.g., lipid bilayers) which require the
characterization of events parallel and perpendicular to the plane of the biolayer
and can be used to find the optical anisotropy (molecular orientation) of anisotropic
structures (e.g., proteolipid membranes) [18].

By functionalizing the metal surface for the detection of specific target
biomolecules, the HPWG can be used for affinity sensing, where the case for which
target molecules are absent in the fluidic channel is shown in Fig. 3.2a. After target
molecules are introduced in the channel, they will attach themselves to the metal
surface and form an adlayer, as shown in Fig. 3.2b. This modification of the gold
surface (i.e. the presence of the adlayer with thickness (da) can be detected using
different interrogation setup such as Mach–Zehnder interferometer (MZI) or prism
coupling. Figure 3.2c shows the HPWG sensor utilized in a MZI configuration. For
this case, part of the input light traveling through the HPWG sensor (placed in the
“sensor arm”) is interfered with light propagating along the “through arm”.
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da

h- da
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Fig. 3.2 a A cross section of the HPWG affinity sensor when the target molecules are absent in the
fluidic channel. b The same sensor as in (a), but now target molecules are present in the channel
and have formed an adlayer of thickness a on top of the gold. c HPWG sensor in MZI configuration
[15]
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Table 3.1 Comparing FsoM for HPWG and SPR sensors

Sensor d (nm) GTM (nm−1) HTM (RIU−1) GTE (nm−1) HTE (RIU−1) λ0 (μm)

HPWG 170 0.597 200 0.012 41 1.05

Single
interface SPR

0.28 339 0.85

To compare the performance of the HPWG sensor against the conventional single
interface SPR sensor, a figure of merit (FoM) for bulk sensing (G) and a FoM for
surface sensing (H) from [19] are used. These FoMs are given by

G =
(

∂neff
∂da

)/
keff (3.3)

H =
(

∂neff
∂nb

)/
keff (3.4)

where neff and keff are the real and imaginary parts of the effective mode index.
Table 3.1 summarizes the FoMs for the SPR and HPWG sensors for the optimized
values of: operating wavelength (λ0), silicon thickness (d), and for a fixed channel
thickness of 100 nm. The permittivity of silica, silicon, and gold are taken from [12].

As is evident from Table 3.1, the TMmode of the HPWG has a largerG value than
that of the single interface SPR sensor while the possibility to operate in TE mode2

enables the HPWG sensor to differentiate surface (Δda) from bulk properties (Δnb)
according to

(
�da
�nb

)
=

(
S11 S12
S21 S22

)−1

︸ ︷︷ ︸
S

·
(

�neff 1
�neff 2

)

S11 = ∂neff 1
∂da

, S12 = ∂neff 1
∂nb

, S21 = ∂neff 2
∂da

, S22 = ∂neff 2
∂nb

(3.5)

The narrowness of the fluidic channel (approximately 100 nm) and possible diffi-
culty with moving the fluid through such a narrow channel can be elevated if the
HPWG in Fig. 3.2 is rotated by 90°, as shown in Fig. 3.3a [17]. Figure 3.3b, c show
the power density profiles for the guided modes. The modes are not purely TM and
TE in nature as the electric field arrows show. Themode shown in Fig. 3.3b is TM-like
(Mode A) and the mode shown in Fig. 3.3c is TE-like (Mode B).

HPWG can also be used in the Kretschmann configuration, as shown in Fig. 3.4a
[20, 21]. This configuration eliminates the need for a nano-fluidic channel to deliver
the bio-molecules to the sensing region. In this scheme, a silica spacer is located
between a thin gold film and a silicon layer (Fig. 3.4a) and a prism coupling, instead

2Recall that the conventional SPR sensor only operates in the TM mode.
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Fig. 3.3 a Cross section of the vertical HPWG. b and c power density profiles of the modes
supported by the HPWG for dimensions h = 340 nm, D = 100 nm, w = 125 nm. Wavelength of
operation is 1.55 μm [17]
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Fig. 3.4 a Proposed HPWG structure for biosensing in reflection measurement using Kretschmann
configuration. b z-component of the Poynting vector for both TM and TE polarizations along the
x-axis at the resonance angle. The wavelength of the incident light is 605 nm and the silica, silicon,
and gold indices of refraction at this wavelength are taken from [12]. The resonance angles for TM
and TE polarizations are 80.76° and 48.27°, respectively [20]

of an MZI, is used to couple the external light to the sensor. The fluidic channel is
located on top of the gold film. The binding of target molecules to the bio-receptors
immobilized on the gold film [as is shown in Fig. 3.4a] can be monitored by using
both and TE polarizations. The mode profiles plotted in Fig. 3.4b belong to the
and TE modes of the hybrid structure excited at the resonance angles 80.76° and
48.27°, respectively. Fabrication of such a sensor startswith a silicon-on-glass sample
followed by deposition of SiO2 and a thin gold layer.

To optimize and evaluate the performance of this sensor, the FoM defined in
(3.3) and (3.4) are modified for use in angular modulation (when measuring reso-
nance angles). These FoM contain two different components: (1) Sensitivity factor
(SF) which is the rate change of the resonance angles with respect to the change in
measurand. (2) Sensor merit (SM) which is the ratio of depth of the reflection reso-
nance curve over its full-width-at-half-maximum (FWHM). The product of these two
factors is called the combined sensitivity factor (CSF). Depending on whether the
quantity of interest during the sensing event is the bulk refractive index (nb) or the
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adlayer properties (e.g. adlayer thickness, da, or refractive index, (na) the SF and
CSF are expressed by two different expressions, as the following:

CSFsurf = SFsurf · SM = ∂θres

∂da
.
Rmax − Rmin

FWHM
(3.6)

CSFbulk = SFbulk · SM = ∂θres

∂nb
.
Rmax − Rmin

FWHM
(3.7)

where CSFsurf and CSFbulk are CSFs for surface and bulk sensing, and SFsurf and
SFbulk are the SFs for surface and bulk sensing, respectively. Rmax and Rmin are the
maximum and minimum reflectance intensities close to the resonance angles and
θ res is the angle at the resonance. It should be noted that CSFsurf and CSFbulk are
inversely related to the limit of detection (LoD) [20] and the resolution of the sensor
(minimum detectable in RIU) [22], respectively. The main difference between the
CSFs defined in (3.6) and (3.7) and those defined in [19] [i.e., (3.3) and (3.4) of the
current manuscript] is the use of FWHM instead of the extinction coefficient (keff)
and inclusion of the resonance depth (Rmax − Rmin). Equations (3.6) and (3.7) are
important FoMs which will be used to compare the performances of various sensors
when sensors are used in angular modulation (when measuring resonance angles).

Table 3.2 summarizes the optimized sensors FoMs in angular modulation for
single interface SPR and HPWG sensors. A genetic algorithm is used to optimize
the device dimensions and the operating wavelength. The thicknesses of optimized
gold films for the SPR and HPWG sensors are 56 nm and 52 nm, respectively and
the optimized silicon and silica (spacer) thicknesses for the HPWG are 25 nm and
30 nm, respectively. As Table 3.2 indicates, the performance of the HPWGin TM
mode is comparable to that of the SPR sensor with the additional benefit that unlike
the SPR, the HPWG sensor can operate in both TM and TE modes. Therefore, (3.2)
can be used to decouple the changes in adlayer thickness (�da) from the background
refractive index (�nb) by measuring the resonance angles for TM (�θTM) and TE
modes (�θTE). The elements of the matrix S (i.e. the SFs) and its corresponding
determinant (to ensure existence of S−1) are evaluated according to:

Table 3.2 Comparing the performance of the optimized single interface SPR and HPWG sensors
for angular modulation using a prism coupling scheme [15]

Sensor Prism λ

(nm)
CSFTMbulk (RIU−1) CSFTMsurf (nm

−1) CSFTEbulk (RIU−1) CSFTEsurf (nm
−1)

Single
interface
SPR

SiO2 836 105 0.077

Hybrid
structure

SiO2 830 100 0.074 0.083 1 × 10−4
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(
∂θTM0
∂da

∂θTM0
∂nb

∂θTE0
∂da

∂θTE0
∂nb

)
=

(
0.0006 0.5
0.1 135.7

)
�→

∣∣∣∣ 0.0006 0.5
0.1 135.7

∣∣∣∣ = 0.03 �= 0 (3.8)

The non-singularity of the S matrix ensures that the HPWG sensor will allow
us to decouple the surface (�da) and bulk effects (�nb) using dual polarization
spectroscopy in a prism coupling scheme.

3.3.1 Plasmon Waveguide Resonance

In Sect. 3.3 we have presented our simulation results for sensors based on the HPWG
platform, originally proposed by our group in 2007 [7–12]. However, hybrid plas-
monic sensors are not limited to the aforementioned platform. In this section we
will discuss another class of hybrid plasmonic sensors based on plasmon waveguide
resonance (PWR) platform and will present our theoretical and experimental results
pertaining to this new class of sensors.

The PWR sensor is a promising platform which is composed of a glass substrate
coated with a thin gold film and a dielectric layer on top of the gold film, as shown
in Fig. 3.5a [23]. The TM mode of this sensor is a hybrid mode resulting from the
coupling between the SP wave and the TMmode of the top dielectric layer [the black
curve in Fig. 3.5b], while the TE mode is a pure dielectric mode of the top dielectric
layer [the red curve in Fig. 3.5b]. The large probing depth of the TM polarized light
(up to 9 μm) in the PWR sensor makes it suitable for bulk sensing and detecting
large biomaterials such as bacteria, while the small probing depth of the TE polarized
light (up to 300 nm) is ideal for surface sensing. The PWR sensor benefits from the
small resonance width of the dielectric waveguide modes [Fig. 3.5c] and the high
sensitivity of the SP wave.

To better understand the effects of the top dielectric layer on the mode profile,
the field profileof TM (Fig. 3.6) and TE modes (Fig. 3.7) are plotted for different
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Fig. 3.5 a Schematic diagram of the PWR sensor. b z-component of the Poynting vector for
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Fig. 3.6 Field profile of the TM mode for different silica layer thicknesses on top of 50 nm gold
film at the wavelength of 800 nm. The silica layer thicknesses are: a 0 nm, b 50 nm, c 100 nm,
d 400 nm, e 565 nm, and f 700 nm
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Fig. 3.7 Field profile of the TEmode for different silica layer thicknesses on top of 50 nm gold film
at the wavelength of 800 nm. The silica layer thicknesses are: a 400 nm, b 600 nm, and c 1000 nm

thicknesses of the dielectric layer (silica) at the fixedwavelength of 800 nm. For silica
thicknesses greater than zero but less than 565 nm (Fig. 3.6a–d), the hybrid TMmode
is most intense at the gold-dielectric interface. However, for a silica layer thicker than
or equal to 565 nm [as is shown in Fig. 3.6e] the field profile is considerably changed
andmost of the power is moved to the silica-water interface (instead of the gold-silica
interface) with a large penetration into the water. The PWR sensor is mostly operated
at this range of top dielectric thicknesses, where the power for the TM mode is the
largest at the dielectric-water interface.

The field profile of the TE mode for different thicknesses of silica is shown in
Fig. 3.7. The TE mode appears for silica thicknesses larger than 400 nm. As shown
in Fig. 3.7a, for silica thickness of 400 nm, the penetration depth of the TE mode
into water is the largest, and decreases with increasing silica thickness. Therefore,
the TE mode is less sensitive to bulk properties (more sensitive to surface properties)
for thicker silica layers.
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3.3.1.1 PWR Sensor: Refractive Index Sensing

As mentioned earlier, the TM mode of the PWR sensor is more suitable for bulk
refractive index sensing due to its long penetration depth into the fluid. To use the
PWR as a refractive index sensor, the dimensions of the device and its operating
wavelength are optimized. A genetic algorithm is used for sensor optimization and
CSFbulk is adopted as its “fitness function”. Table 3.3 compares and summarizes the
optimized performance characteristics of the PWR and SPR sensors.

According to Table 3.3, the CSFbulk for the TM mode of the PWR sensor is an
order of magnitude larger than that of the SPR sensor. Moreover, the TE mode of the
PWR sensor has a larger CSFbulk than the TM mode of the SPR sensor.

The tolerance of the CSFbulk to variations in wavelength and silica thickness is
displayed in Fig. 3.8. The SPR sensor has the largest CSFbulk at the wavelength of
1200 nm (see Fig. 3.8a). Figure 3.8b, c show the tolerance of the PWR sensor with
respect to the silica thickness at different wavelengths for the TMand TE polariza-
tions, respectively. As compared to the PWR-TMmode, the PWR-TE mode has less
sensitivity to the fabrication imperfections. However, for any silica thickness, it is
possible to maximize the CSF for the PWR-TM polarization by suitable adjustment
of the incident wavelength.

Table 3.3 Comparison of the optimized PWR and SPR sensor characteristics [22]

Sensor Layers Optimized
parameters

Polarization Sensitivity
factor
(deg./RIU)

CSFbulk (RIU−1)

PWR 1. BK7 glass
2. Titanium

(2 nm)
3. Gold (d)
4. Silica (h)

h = 585 nm
d = 48 nm
λ = 830 nm

TM 78 1716

TE 13 286

SPR 5. BK7 glass
6. Titanium
7. Gold (d)

d = 48 nm
λ = 900 nm

TM 97 97
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Fig. 3.8 a Variations of the CSF for the SPR sensor as a function of incident wavelength. b and
c, variations of the CSF for the PWR-TM and -TE modes as a function of the dielectric (silica)
thickness for different incident wavelengths [22]
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3.3.1.2 Experimental Setup

BK7 glass substrates (1 × 1 cm) coated with a thin layer of gold (48 ± 1 nm) were
purchased from SSENS Ltd. [24]. The samples were initially cleaned with piranha
solution at 90 °C for 20min to remove anyorganic contaminations and further cleaned
in an ultrasonic bath with acetone, isopropanol, and deionized water for 10 min each.
Finally, 585 nm of silica was deposited on the SPR samples using a plasma enhanced
chemical vapor deposition (PECVD) to fabricate the PWR sensors.

The optical setup used to characterize the PWR and SPR sensors is shown in
Fig. 3.9a. To illuminate the sensors, a combination of a super continuum laser
(Fianium SC-450), a laser line tunable filter (Photon Etc), and a single mode optical
fiber is used. An achromatic lens (L1) is used to collimate the light which is then
passed through a system composed of a linear polarizer (P, oriented at 0°) and a liquid
crystal (LC) variable retarder (45° orientations) acting as a polarization switch. A
second achromatic lens (L2) is used to achieve a converging beam, to cover a desired
range of angles. The converging beam is then focused on the sensor through a prism,
where a CMOS camera is used to collect the reflected light. The measured and
calculated normalized reflectance spectra are shown in Fig. 3.9b.

To evaluate the performance of the PWR and SPR sensors as a refractive index
sensor, the resonance angle variation is monitored for different concentrations of
solutions flowing over the samples. Three different solutions with 0.5, 1, and 2% of
ethanol in deionized water were prepared to create bulk refractive index changes of
0.00014, 0.00028, and 0.00056 RIU, respectively. To create a stable baseline, pure
deionized water is first passed over the sample for 5 min. Then an ethanol solution
with low concentration of 0.5% is passed for another 5 min. After that, deionized
water flows over the sample to recreate the baseline and the same steps are repeated
for higher concentrations of ethanol.

Figure 3.10 shows the sensogram for the PWR and SPR sensors at two different
wavelengths: (1) He–Ne wavelength (λ = 632 nm), which is a commonly used
wavelength for biosensing experiments, and (2) the optimized wavelength which
is 830 and 900 nm for the PWR and SPR, respectively. The larger sensitivity of
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Fig. 3.9 a Optical setup used to detect the resonance angle. b The experimental (black line) and
theoretical (red line) normalized reflectance spectra of the PWR sensor [25]
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Fig. 3.10 Sensors’ responses to the bulk refractive index variations: a resonance angle versus time
for the TM-polarized PWR sensor at λ = 632 nm and 830 nm. b Resonance angle versus time for
the TE-polarized PWR sensor at λ = 632 nm and 830 nm. c Resonance angle versus time for the
TM-polarized SPR sensor at λ = 632 nm, and 900 nm. Solutions are based on: (1) DI water, (2)
0.5% ethanol, (3) 1% ethanol, and (4) 2% ethanol [22]

the PWR-TM mode than that of the PWR-TE mode can be seen by comparing the
change in the resonance angles in Fig. 3.10a, b. Figure 3.10c shows the response of
the SPR sensor (only TM polarization) to variations of the bulk index. By comparing
the baselines of the PWR and SPR sensors in Fig. 3.10, a larger thermal drift of the
baseline in the SPR sensor can be observed. The smaller thermal drift of the PWR
sensor is due to the thick silica layer with small thermal conductivity (1.4 W m−1

K−1) which reduces the heat transfer from the gold film, which has a large thermal
conductivity (314 W m−1 K−1), to the fluid. Whereas, in the case of the SPR sensor,
the metal is in direct contact with the fluid and therefore the heat dissipated by the
gold film can easily change the fluid temperature and hence its refractive index.
It should be noted that approximately 0.1 °C change in the temperature of water
corresponds to 10−5 RIU change [26].

The measured results for SPR and PWR sensors at different wavelengths are
presented in Table 3.4. Sensor refractive indexresolution (σRI) is the smallest change
in the refractive index that sensor is capable of detecting. This quantity is related
to the standard deviation of the sensor output (σ SO) and its sensitivity factor (SF),
according to [27]:

σRI ≡ σSO

SF
. (3.9)

Table 3.4 Experimental sensors’ characteristics obtained from the sensograms in Fig. 3.10 [22]

Sensor Polarization Wavelength (nm) SF (deg./RIU) σ SO (deg.) σRI (RIU)

PWR TM 632 43 9.7 × 10−5 2.3 × 10−6

830 164 8.2 × 10−5 5 × 10−7

TE 632 16 4.6 × 10−5 2.9 × 10−6

830 36 5.1 × 10−5 1.4 × 10−6

SPR TM 632 206 6.6 × 10−4 3.2 × 10−6

900 125 3.8 × 10−4 3 × 10−6
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As can be seen fromTable 3.4, thePWRmodes (TMandTE) have smaller standard
deviation (σ SO) than the SPR-TM mode. This is due to the sharper resonance of the
PWR modes, which produces a larger CSF. At longer wavelengths, the standard
deviation of the SPR sensor reduces due to its narrower resonance, so the refractive
index resolution of the SPR at the wavelength of 900 nm is smaller (better) than that
at 632 nm.

According to Table 3.4, the PWR sensor refractive index resolution is 5 × 10−7

RIU and 1.4 × 10−6 RIU for the TM and TE polarizations, respectively; and the
refractive index resolution for the SPR sensor is 3× 10−6 RIU for theTMpolarization
(the only possible polarization for SPR). The polarization diversity of the PWRsensor
(i.e. its ability to operate in both TM and TE modes) can also be used to increase the
sensor’s functionality as discussed next.

3.3.2 PWR Sensor: Affinity Sensing

The ability of the hybrid plasmonic sensors in general, and PWR in particular, to
operate in both TM and TE modes (i.e. polarization diversity) can be utilized in
self-referenced and/or multimode spectroscopy measurements. Since the TM and
TE modes of the PWR sensor have different penetration depths into the fluid, their
response to the change of fluid refractive index (bulk effects) and/or binding to the
surface of the sensor (surface effects) are also different. Therefore, by simultaneously
monitoring the variations in the resonance angles for both modes (�θTM, �θTE) and
assuming that the sensitivity of each mode is known (for example, measured during
a calibration process or calculated from simulation), two quantities of interest—for
example, adlayer thickness (da) and bulk index (�nb)—can be determined by using
(3.2).

To test the ability of the PWR to measure and decouple the bulk and surface
effects mentioned above, an experiment based on biotin-streptavidin complex was
designed and conducted. The silica surface of the PWR sensor was functionalized
with biotin by MicroSurfaces Inc. [28]. To functionalize the SPR sensor with biotin,
a solution of biotinylated PEG alkane thiol was passed over the SPR chip for two
hours. The functionalized sensors were then fixed between the prism and the flow
cell (Fig. 3.9a) using index matching oil. The measured sensogramsof the SPR (only
TM mode) and PWR (both TM and TE modes) are shown in Fig. 3.11 [25].

Figure 3.11a shows the response of the SPR sensor, for the TM polarized light, to
surface and bulk refractive index variations. Figure 3.11b, on the other hand, shows
the response of the TE (red curve) and TM (black curve) modes of the PWR sensor
also to the surface and bulk variations. Consistent with our predictions, the TE mode
of the PWR experiences a larger change with respect to the surface variation as
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Fig. 3.11 a Angular positions of the resonance dip versus time for the SPR sensor. b Angular
positions of the resonance dip versus time for the PWR sensor. Solutions are (1) PBS, (2) 1 μg/mL
Streptavidin, (3) PBS, (4) 10 μg/mL Streptavidin, (5) PBS, (6) DI water, (7) 0.01 M salted water,
(8) DI water, (9) 1% ethanol, and (10) DI water [25]

Table 3.5 Experimental sensor characteristics obtained from the sensograms shown in Fig. 3.11
[25]

Sensor Polarization Surface sensitivity
(deg./nm)

Bulk sensitivity
(deg./RIU)

LoD (ng/ml) Resolution (RIU)

PWR TM 0.008 112 55 2.6 × 10−6

TE 0.04 37 9 7.4 × 10−6

SPR TM 0.06 154 63 5 × 10−6

compared to the TM [steps 1 to 5 in Fig. 3.11b], while the TMmode is more affected
by the change in the bulk refractive index [steps 6 to 10 in Fig. 3.11b].3

Table 3.5 summarizes and compares thePWRPWRandSPRproperties andperfor-
mances. In this table, surface sensitivity (deg./nm) designates the sensitivity to the
change in adlayer thickness; whereas bulk sensitivity (deg./RIU) is the sensitivity
to the change in bulk (fluid) refractive index. As the entries in the table indicate,
the LoD for the TE mode of the PWR sensor is smaller than that of the TM mode
of the PWR and the TM mode of the SPR. Therefore, the TE mode of the PWR is
an excellent choice for sensing surface binding. Moreover, the resolution of the TM
mode of the PWR is smaller than that of the TEmode of PWR and TM mode of
the SPR. Hence, the TM mode of the PWR is an excellent choice for sensing bulk
refractive index.

Aside from the superior performance of the PWR as compared to SPR sensor, the
simultaneous presence of the TMand TE modes in the PWR allows us to decouple
the surface and bulk properties (an option not available for SPR sensor.)

3Recall that TEmode of the PWR is strongly bounded to the surface of the sensor with a penetration
depth of a few hundreds of nanometers; whereas the TMmode penetrates largely into the fluid with
a penetration depth of a few micrometers.
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Fig. 3.12 Surface binding
thickness (adlayer thickness)
and bulk refractive index
changes obtained from
Fig. 3.11b and (3.2).
Solutions are (1) PBS, (2)
1 μg/mL Streptavidin, (3)
PBS, (4) 10 μg/mL
Streptavidin, (5) PBS, (6) DI
water, (7) 0.01 M salted
water, (8) DI water, (9) 1%
ethanol, and (10) DI water
[25]
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Figure 3.12 shows the result of decoupling the adlayer thickness changes from
the bulk index variations by using the linear model given in (3.2). The black line
shows the bulk (also called background or buffer) index change as a function of
time—which is almost constant during the streptavidin attachment (steps 1 to 5) and
changes when the bulk (buffer) refractive index variations are introduced (steps 6 to
10). The red line corresponds to changes in the adlayer thickness, which increases
with attachment of the streptavidin to biotin (steps 1 to 5) and remains constant when
the buffer refractive index changes (step 6 to 10). Therefore, by using simultaneous
dual polarization spectroscopy at a single wavelength and a single sensing channel,
the changes in adlayer thickness are completely decoupled from the variations in
bulk refractive index. This ability to separate the bulk and surface effects, by using
polarization diversityof the PWR, is an important feature of the hybrid plasmonic
sensors, leading to their utilization as a platform for multi-mode spectroscopy.

3.4 Dielectric Grating SPR Sensor

The dielectric grating SPR sensor (DGSPR) is another platformwhich can be used for
self-referenced spectroscopy [29]. DGSPR is very similar to the PWR sensor, where
the main difference is replacing the top dielectric layer (in the PWR sensor) with a
dielectric grating (see Fig. 3.13a). This enables the DGSPR to be used for studying
the surface bindings on the gold surface (between the dielectric strips), instead of
the silica surface of PWR; i.e. one can functionalize the gold surface instead of the
silica surface.

The DGSPR sensor can guide a pure SPR [TM2 in Fig. 3.14a] in addition to
two PWR modes [TM1 and TE1 in Fig. 3.14a]. Therefore, by careful adjustment
of the dimensions of the grating and operating wavelength, the three modes of the
DGSPR sensor can be utilized to decouple three different unknown quantities, and
hence obtain more information from the analyte. Figure 3.14b shows the field profile
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Fig. 3.13 a Three dimensional schematic of the DGSPR sensor. b Two dimensional cross section
of the DGSPR sensor. Silica nanowires of rectangular profile are assumed to be infinite in length
(along the y-axis) with periodicity of �, thickness of h, and filling factor of w/� [29]

Fig. 3.14 a Reflectance spectrum for the optimized DGSPR sensor. b z-component of the Poynting
vector for both TM and TE polarizations at resonance angles of 62.28, 71.11, and 63.5° for TM1,
TM2, and TE1 modes, respectively [29]

of all three modes at their respective resonance angles. According to the figure, the
TM1 mode (black line) is a hybrid mode generated by the coupling between the
SP wave propagating on top of the gold surface and the waveguide mode of the
dielectric grating. The TM2 mode (red line) is a pure SP wave propagating at the
metal-dielectric grating interface. The TE1 mode (blue line) is the dielectric mode
mostly confined inside the grating region.

To simulate the DGSPR response, an in-house code based on the rigorous coupled
wave analysis (RCWA) is developed.TheRCWAis an exact solutionof theMaxwell’s
equations for electromagnetic fields which can calculate the diffraction efficiencies
of the reflected or transmitted light intensity from gratings [30]. To evaluate the
performance of the DGSPR sensor in decoupling surface and bulk parameters, a
FoM based on Eq. (3.10) is defined:

FoM = CSFTM1
surf thick · CSFTM2

surf thick · CSFTE1bulk index. (3.10)
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Table 3.6 The optimized dimensions of DGSPR sensor

Wavelength (nm) Gold thickness (t) Grating thickness
(h)

Periodicity (�) Fill factor (w/�)

825 49 nm 992 nm 890 nm 0.4

where, CSFTM1
surf thick and CSFTM2

surf thick correspond to the adlayer (surface) thickness
variations for TM1 and TM2 modes, respectively, and CSFTE1bulk index is the CSF corre-
sponding to the bulk refractive index changes for the TE polarization. A genetic
algorithm is used to optimize the sensor with the above FoM as its “fitness function”.
Table 3.6 shows the optimized dimensions of the DGSPR sensor.

Table 3.7, summarizes the performance of the optimized DGSPR sensor with
respect to variations in the surface and bulk parameters for eachmode. In this table, in
order to facilitate the comparison between different modes supported by the sensors,
we have used the following notations: (1) The performance of each mode as a result
of variations in adlayer thickness and adlayer index are indicated by CSFsurfthick and
CSFsurfindex respectively. (2) The performance of eachmode as a consequence of changes
in the bulk refractive index is designated by CSFbulkindex. As entries in the table show
the CSFsurfthick and CSFsurfindexof the TM modes are in the same range as the optimized
SPR sensor. On the other hand, the CSFbulkindex of the TM1 is an order of magnitude
larger than that of the SPR sensor, due to its longer penetration into the buffer [black
line in Fig. 3.14b]. The TEmode of the DGSPR sensor has a smaller CSFsurfthick and
CSFsurfindexthan its TM modes, but has a larger CSFbulkindexthan the SPR which makes it
ideal for detecting bulk index variations with less cross sensitivity to surface effects.

Similar to the discussion in Sect. 3.2, during a sensing event, the three modes
supported by the DGSPR can be used to calculate and decouple three unknown
parameters. As an example, suppose that variations in adlayer thickness (�da),
adlayer refractive index (�na), and bulk refractive index (�nb) are the quantities
of interest. Then, these can be decoupled by using:

Table 3.7 Performance characteristics of the optimized SPR and DGSPR sensors [29]

Sensor TM1 TM2 TE1

DGSPR CSFsurfthick 0.031 nm−1 0.031 nm−1 0.0003 nm−1

CSFsurfindex 0.51 RIU−1 0.76 RIU−1 0.01 RIU−1

CSFbulkindex 619 RIU−1 40 RIU−1 377 RIU−1

SPR CSFsurfthick 0.057 nm−1 − −
CSFsurfindex 0.76 RIU−1 − −
CSFbulkindex 96 RIU−1 − −
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In (3.11), the S matrix contains the sensitivity factors of each mode to the surface
and bulk parameters (da, na, and nb). During a sensing event, by measuring the reso-
nance angle variations (�θTM1, �θTM2, �θTE1) and measuring (or calculating) the
sensitivities factors, the changes in the quantities of interest can be found according
to:
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For the DGSPR of Table 3.6, the determinant of the S matrix is calculated to be
0.2, which confirms that S is not a singular matrix and hence invertible. Therefore,
the three-mode spectroscopy using the DGSPR can provide enough information to
distinguish between three unknown quantities (�da, �na and �nb), a task that is
not possible by using a conventional SPR sensor that relies on a single polarization
measurement.

3.5 Metallic Grating SPR Sensor

A metallic grating SPR (MGSPR) sensor is another platform that can be used for
three-mode spectroscopy [31, 32]. The sensor is a metallic grating loaded on top of a
SPR substrate, as shown in Fig. 3.15. Themetallic grating is used to split the incoming
light into several diffraction orders. Assuming that the dispersion properties of the

Fig. 3.15 a Three dimensional schematic of a MGSPR sensor. b Two dimensional cross section of
the MGSPR sensor. Gold nanowires of rectangular profile are assumed to be infinite in length with
periodicity of �, thickness of h, and filling factor of w/� [32]



3 Multimode Spectroscopy in Optical Biosensors 75

SP are not affected by the grating, the momentum conservation between the free
space light and the SP wave, when using prism coupling, can be expressed as [33]:

±
√

εmεb

εm + εb
= np sin(θSPR) + m

λ

Λ
. (3.13)

Here, θSPR,εm , εb,np,m,λ and� are: angle of incidence at the resonance frequency,
metal relative permittivity, buffer (fluid) relative permittivity, prism index of refrac-
tion, diffraction orders, wavelength of the incident light in free space, and period of
the grating. The grating generates a series of beams that are diffracted away from the
corrugated surface (see Fig. 3.15a); where the ‘+’ and ‘−’ signs in Eq. (3.13) corre-
spond to the positive (m > 0) and negative (m < 0) diffraction orders. The MGSPR
provides us with the possibility of efficient coupling between the diffraction orders
of the grating and the SP wave, which makes the MGSPR a good candidate for
multi-mode spectroscopy.

To study the effects of a grating on the performance of the sensor, we have used
the RCWA code mentioned earlier. Ametallic grating was optimized so that three SP
waves at two different wavelengths were excited efficiently. Thus, variations in the
adlayer properties (�da and �na) can be differentiated from the bulk index varia-
tions (�nb) via dual wavelength measurements. Table 3.8 summarizes the optimized
dimensions and wavelengths for the MGSPRand SPR sensors.

The diffraction efficiency of the reflected light for the optimized MGSPR at
a wavelength of 845 nm is shown in Fig. 3.16a. There are two distinct resonances in

Table 3.8 The optimized dimensions of MGSPR and SPR sensors [32]

Wavelength
(nm)

Gold thickness
(t) (nm)

Grating
thickness(h)

Periodicity (�) Fill factor
(w/�)

MGSPR 845 26 241 nm 325 nm 0.7

SPR 915 50 − − −
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Fig. 3.16 Diffraction efficiencies of the reflected light with TM polarization for the optimized
PGSPR sensor at the incident wavelengths of a 845 nm, and b 970 nm [32]
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the spectrum corresponding to two counter-propagating SP waves: (1) The first TM
mode (TM1), with smaller angle of resonance, is excited by the first negative diffrac-
tion order (m = −1); (2) the second TM mode (TM2), with larger resonance angle,
is excited by the 0th diffraction order (m = 0). These two modes are highly sensitive
to the variations of adlayer properties (na, da). For three-mode spectroscopy, a third
mode (TM3) is also optimized at a second wavelength (970 nm) with high sensitivity
to the bulk refractive index variations (Fig. 3.16b). The mode (TM3) is also excited
by the 0th diffraction order of the MGSPR sensor.

Table 3.9, summarizes and compares the response of MGSPR sensor to variations
in the surface and bulk parameters, with that of the SPR sensor. Although, theCSFsurf

thick
and CSFsurfindexof the SPR are slightly larger than the corresponding values for the
MGSPR, in the case of SPR these quantities cannot be decoupled. However, the
MGSPR has two modes (TM1, TM2), each sensitive to the surface binding, and a
third mode (TM3) with large sensitivity to the bulk refractive index variations. These
modes together can be used to decouple the surface and bulk effects.

To determine the quantities of interest from the variations in the three resonance
angles (�θTM1, �θTM2, �θTM3) of the MGSPR sensor, (3.12) is modified for dual-
wavelength spectroscopy according to:

⎛
⎜⎝

�da
�na
�nb

⎞
⎟⎠ = S−1 ×

⎛
⎜⎝

�θM1(λ1)

�θM2(λ1)

�θM3(λ2)

⎞
⎟⎠, S =

⎛
⎜⎜⎜⎝

∂θTM1(λ1)

∂da
∂θTM1(λ1)

∂na
∂θTM1(λ1)

∂nb
∂θTM2(λ1)

∂da
∂θTM2(λ1)

∂na
∂θTM2(λ1)

∂nb
∂θTM3(λ2)

∂da
∂θTM3(λ2)

∂na
∂θTM3(λ2)

∂nb

⎞
⎟⎟⎟⎠ =

⎛
⎜⎝

0.065 1.026 71.84

0.075 1.066 86.85

0.005 0.057 82.89

⎞
⎟⎠

(3.14)

The determinant of the S matrix is equal to 0.56, which confirms the non-
singularity of the S matrix. Therefore, (3.14) leads to a unique solution for �da,
�na, and �nb. Thus the MGSPR sensor can provide enough information, via
dual-wavelength spectroscopy, to distinguish between the quantities of interest.

Table 3.9 The optimized performance characteristics forMGSPR and single interface SPR sensors
[32]

Sensor TM1 TM2 TM3

MGSPR CSFsurfthick 0.04 nm−1 0.04 nm−1 0.02 nm−1

CSFsurfindex 0.6 RIU−1 0.54 RIU−1 0.29 RIU−1

CSFbulkindex 42 RIU−1 44 RIU−1 369 RIU−1

SPR CSFsurfthick 0.057 nm−1 − −
CSFsurfindex 0.76 RIU−1 − −
CSFbulkindex 96 RIU−1 − −
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3.5.1 Summary

Self-reference spectroscopy was investigated in different platforms in order to deter-
mine and differentiate the parameters that can affect the sensor output signal during
a sensing event. Two planar structures were studied for two-mode spectroscopy.
The first structure was a hybrid plasmonic waveguide (HPWG) which enabled spec-
troscopy with two orthogonal polarization modes, while each mode had different
sensitivities to the variations in bulk and/or surface properties. The optimization
of the HPWG in Mach–Zehnder interferometer (MZI) and prism coupling config-
urations was studied and the appropriate mechanism to decouple surface and bulk
properties was discussed. The second hybrid structure was a plasmonic waveguide
resonance (PWR) which similar to the HPWG supports two orthogonal polariza-
tions, but overcomes the limitations associated with a narrow fluidic channelin the
HPWG sensor. The PWR sensor guides a TM mode with high sensitivity to the bulk
parameters and a TE mode with high sensitivity to the surface index variations. The
utilization of this sensor for refractive index sensing and thin film measurement was
experimentally demonstrated. It was shown that the TM mode of the PWR sensor
has smaller refractive index resolution (2.6 × 10−6 RIU) than that of the SPR sensor
(5 × 10−6 RIU), while the TE mode has a smaller LoD (9 ng/ml) than that of the
TM mode of the SPR sensor (63 ng/ml). Finally, efficient decoupling of the surface
reactions from the bulk index variations was demonstrated experimentally using the
PWR sensor.

Lastly, two additional sensors were proposed in order to decouple three measur-
ands using three-mode spectroscopy. These sensors were: a dielectric grating surface
plasmon resonance (DGSPR) sensor and a metallic grating surface plasmon reso-
nance (MGSPR) sensor. The DGSPR sensor, which contains a dielectric grating, was
designed and optimized for dual polarization measurements at a single wavelength
where the sensor guides two TM modes and one TE mode. The MGSPR sensor,
which contains a metallic grating, utilizes dual-wavelength measurements, where
it excites three TM modes at two different wavelengths. Therefore, grating-based
sensors can provide the user with more information from the sample under test—and
this information can be used to decouple different quantities of interest.
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Chapter 4
Refractive Index Sensing
with Anisotropic Hyperbolic
Metamaterials

Nikolaos Vasilantonakis, Gregory A. Wurtz, and Anatoly V. Zayats

Abstract Metamaterials with hyperbolic dispersion based on metallic nanorod
arrays provide a flexible platform for the design of bio- and chemical sensors and
active nanophotonic devices that allow the incorporation of refractive-index-
dependent materials into or on top of the metamaterial. In this Chapter, we describe
sensing geometries with anisotropic materials and overview the refractive index
sensitivity of the resonances of the metamaterial, in different regimes. The examples
of various sensing applications for label-free analyte recognition, hydrogen detec-
tion and ultrasound monitoring will be described. A general strategy for maximising
the refractive index sensitivity of nanorod-based hyperbolic metamaterials will be
discussed and can be used as the basis for the design of new ultrasensitive chemo-
and bio-sensors that outperform both surface-plasmon polaritons and localised
surface-plasmon based transducers.

4.1 Introduction to Sensing with Plasmonic Metamaterials

The refractive index sensitivity of plasmonic and waveguide resonances forms the
basis of commercial and newly emerging optical sensing techniques for label-free
biosensing and chemical identification [1–4], as well as active nanophotonic compo-
nents [5, 6]. In the former class of applications, the presence of an analyte substance
modifies the eigen-modes of the nanostructure, a change that can be detected by a
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shift of the resonant wavelengths of the structure or by changes of transmitted or
reflected light intensity. In the latter, the refractive index changes are induced by
external stimuli, such as temperature, acoustic pressure, external static electric or
magnetic fields, or indeed optical fields, via nonlinear effects in the surrounding
dielectric or metal [6]. The strong modification of the optical response in plasmonic
nanostructures arises from the strong confinement of the electromagnetic field near
the metal/dielectric interface. Both sensing and active nanophotonic devices can
make use of macroscopic thin metal films or nanostructured surfaces where surface
electromagnetic waves called surface plasmon polaritons (SPPs) propagate—or use
nanoparticles and their assemblies that support localised surface plasmons (LSPs)
[2, 3, 7].

Surface plasmon resonance (SPR) biosensors use SPP waves for the detection
of binding events, lifetime measurements or molecular concentration, based on
the attenuated total internal reflection (ATR) configuration [1]. Due to the strong
field confinement of SPPs, sensing limits are greatly enhanced, possibly exceeding
3,000 nm per refractive index unit (RIU) [8], and these limits can be even further
boosted via phase-sensitive interferometry [9]. Nonetheless, SPP-based techniques
have restrictions in detecting small-molecule analytes, typically ones that are smaller
than 500Da,making them problematic formodern nanoscale chemical and biochem-
ical tasks [10]. An alternative route is to use LSP localized surface plasmon
(LSP) modes on plasmonic nanoparticles that provide an even stronger field confine-
ment and are, therefore, more sensitive to smaller-size molecules [2, 11]. However,
the overall sensitivity provided by LSPs is typically orders of magnitude smaller than
for SPPs, not exceeding 100 to 300 nm/RIU [2, 12].

Recently, plasmonic metamaterials have been demonstrated to provide record
refractive index sensitivity for biosensing, ultrasound detection and large effective
Kerr-type nonlinearities [13]. In particular, the class of anisotropic metamaterials
based on arrays of strongly interacting, aligned plasmonic nanorods exhibits hyper-
bolic dispersion, with one negative (εz) and two positive effective permittivity tensor
components

(
εx,y

)
, leading to a metamaterial with hyperbola-shaped isofrequency

contours. This unique isofrequency surface enables a plethora of applications, from
guiding and imaging beyond the diffraction limit [14, 15] to enhanced nonlinearities
[5, 16] and chemo- and bio-sensing [5, 6, 17]. Additionally, selected resonances of
plasmonic nanorod metamaterials have been shown to exhibit a strong sensitivity to
the thickness change of a dielectric load [18], ultrasensitive detection of ultrasound
[19]—and ultrafast (sub-ps) response times due to optical nonlocality [16].

4.2 Differences Between Isotropic and Anisotropic
Materials for Sensing

We now compare the sensing capabilities of isotropic and anisotropic media and
show the advantages of the latter, based on some simple paradigms. We first inspect



4 Refractive Index Sensing … 83

the dispersion relations for the half-spacemedia and compare the derived expressions
for the isotropic and anisotropic cases. We then focus our attention on the sensitivity
of the dispersion for each scenario and explain why sensing is important, from the
applied point of view, and why anisotropy plays a crucial role.

4.2.1 Comparison of Dispersion

Let us consider two half-space media with permittivities {ε1, ε2} and permeabilities
{μ1 = μ2 = μ0}. The material ε1 is taken to be gold (Au) and follow the Drude-
Sommerfeld model, while the material ε2 can either be isotropic or anisotropic. In
this scenario, the SPP dispersion will have the form:

kspp = k0

√
ε1ε2

ε1 + ε2
(isotropic) (4.1)

kspp = k0

√
εzzε1(εxx − ε1)

εxxεzz − ε21
(anisotropic) (4.2)

where k0 is the wavevector in vacuum and εxx = εyy �= εzz are the diagonal
components of the permittivity tensor. (The off-diagonal components are zero). To
examine these two cases, we can keep the permittivity component along one direction
fixed and vary the other component. Figure 4.1a, b demonstrate the scenario where
εiso2 = εanixx = 4 and εanizz vary from 1 to 9. An immediate observation is that when
εanizz < εiso2 the SPP dispersion shifts to higher energies and vice versa. A similar
shift is also true for the imaginary part of the dispersion, as shown in Fig. 4.1b.
Therefore, by tuning the permittivity along a given direction, the SPP resonance can
be changed—which is not possible with isotropic materials since, by definition, the
optical response for a given polarization remains unaffected along different axes. A
more realistic case where ε1 follows the experimental values from [20] is depicted
in Fig. 4.1c, d. Here the SPP dispersion shift along the energy axis is still valid,
but is not clearly distinct. The reason for the decreased energy shift is the influence
of the interband transitions in Au that occur close to a photon energy of 2.4 eV(
ω/ωp = 0.23

)
. What is more pronounced is the change of the resonance energy

along the ordinary axis. Note however that, although the SPP wavevector can be
enhanced by choosing the appropriate anisotropic permittivity, the imaginary part is
also increased and therefore losses become significant. The main conclusion is that,
regardless of the theoretical or experimental approximation, the SPP dispersion can
be tuned by carefully choosing the appropriate set of

{
εanixx , εanizz

}
—a feature that is

absent in isotropic media, since they have no directionality.
To obtain a broader viewof the validity of equations derived so far,we can examine

the electromagnetic field distribution for the SPP excitation. Since the wavevectors
are known, the fields in the medium ε1 will be:
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Fig. 4.1 Comparison of SPP dispersion between isotropic and anisotropic media. Real (a) and
imaginary part (b) of dispersion. Material ε1 follows the Drude-Sommerfeld model for Au (ωp
= 1.367 × 1016 Hz). Material ε2 has εiso2 = 4 for the isotropic case, while the anisotropic case
has εanixx = εiso2 —and εanizz varies from 1 to 9. c, d The same as (a,b) but using the experimental
values for Au taken from reference [20]. Note how the dispersion can be tuned by changing the
anisotropic permittivity. e, f The norm of the electric field showing the excitation of a SPP in a
metal-(an)isotropic interface, with and without losses respectively. g Typical cross-sections of the
electromagnetic field components at that interface for various εanizz . Notice that both Ex and Hy are
continuous at the interface, while Ez is not—because of surface charge accumulation

H1(r, t) = (0, H0, 0)Tei(kx x−kz1z−ωt)

E1(r, t) =
(
− cH0kz1

ωε1
, 0,− cH0kx

ωε1

)T
ei(kx x−kz1z−ωt)

}

(4.3)

and for the material ε2 :

H2(r, t) = (0, H0, 0)Tei(kx x+kz2z−ωt)

E2(r, t) =
(
− cH0kz2

ωεanixx
, 0,− cH0kx

ωεanizz

)T
ei(kx x+kz2z−ωt)

}

(4.4)
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where H0 is a constantmagnetic field amplitude and kx = kSPP . Note that for the case
where εanixx = εanizz = εiso2 it is simplified to thewell-known isotropic expression. Based
on the aforementioned equations, the field distributions can be plotted. Figure 4.1e, f
show the magnitude of the electric field for a SPP travelling along a typical metallo-
dielectric interface (either iso- or anisotropic) with and without losses, respectively.
Note that, for the lossless case, the SPP can travel infinitely along the surface—
while, for the lossy case, the propagation length is finite—due to the small, but
non negligible, imaginary part of the permittivity. Figure 4.1g shows several cross-
sections of the electromagnetic field components for different permittivity values. It
is clearly shown that, when εanizz increases, the field components are more localized
to the surface—leading to strong optical confinement—regardless of the fact that
the permittivity along the x-direction is the same as in the isotropic case. The Ez

component has a discontinuity at the interface, due to surface charge accumulation.
Note however that the permittivities for either an isotropic or an anisotropic medium
cannot change arbitrarily with respect to the metallic medium; they both need to keep
kx real and kz imaginary at all times.

4.2.2 Comparison of Sensitivity

Examination of the sensitivity, i.e. the change of the ordinarywavevector with respect
to the permittivity, of the SPP dispersion is another important factor that plays a
critical role in applications that depend on small changes (typically 10−3–10−4) of
the refractive index such as biosensors [2, 21–23]. As a consequence, having the
ability to manipulate the sensitivity of the dispersion is a key factor. Based on (4.1)
and (4.2), we can measure the derivative of the SPP dispersion with respect to the
permittivity, for the anisotropic and isotropic scenarios, respectively. To compare
these two cases, we follow the recipe discussed previously and keep the permittivity
component along one direction fixed, while varying the other. Using ε1 data for Au
taken from Johnson and Christy [20], we set εiso2 = εanixx and plot it for different
values of εanizz . The results are shown in Fig. 4.2 for a typical wavelength of 600 nm
(ε1 = −9.43 + 1.50i).

Inspecting the figures, we clearly observe that both anisotropic sensitivities,
∂kanix /∂εanixx and ∂kanix /∂εanizz can be tuned in order to achieve resonances for a different
εanixx range. Additionally, when εanizz < εanixx , the sensitivity with respect to εanizz has
greater values than the one with respect to εanixx (Fig. 4.2a) while the opposite occurs
when εanizz > εanixx (Fig. 4.2d). The sensitivity can therefore be altered by using the
appropriate set of permittivity components along different directions. The character-
istic form of all the sensitivities is due to the surface plasmon resonance. Close to this
resonance, there is a drastic increase of the slope, which explains the positive sensi-
tivity peak, and then it sharply decreases for even higher permittivity values, affirming
the negative slope. Lastly, the anisotropic sensitivity along a certain permittivity axis
can be tuned via the appropriate permittivity components. For instance, Fig. 4.2d
shows that the sensitivity with respect to εanixx is superior to the one with respect to
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Fig. 4.2 The sensitivity of SPP dispersion for a semi-infinite metallodielectric pair. The metal
considered is Au with properties taken from reference [20], while the dielectric is either isotropic
or anisotropic. Figures (a) to (d) depict the dispersion sensitivity for a broad range of εiso2 = εanixx
when εanizz is 4, 8, 15 and 20, respectively. Note how the anisotropic sensitivity can be tuned along
the permittivity plane, in contrast to the isotropic one, which remains static—since it is independent
of εanizz . For all of the graphs, the wavelength was 600 nm, giving ε1 = −9.43 + 1.50i

εanizz . This behaviour can be reversed by having εanixx = 4 and letting εanizz vary (not
shown). Themain outcome is that the anisotropy that is inserted through the tensorial
form of the permittivity can create various sensing dispersions—and at the same time
control the position where the sensing is maximized through careful inspection of
permittivity components at a given wavelength. Conversely, the isotropic sensitivity
can only create a single sensitivity curve and remains static for variations of εanizz ,
since it has no directionality.

To investigate sensitivity in a more thorough way, we can examine the dispersion
along the anisotropic permittivity plane. Keeping the same configuration as before,
Fig. 4.3 demonstrates both sensitivity dispersions, ∂kanix /∂εanixx and ∂kanix /∂εanizz , for two
typical wavelengths at 600 and 700 nm. A universal trend that is valid in all figures is
the sign flip of the sensitivity close to the resonance (red and blue curves), which has
already been discussed and is connected with the surface plasmon resonance. The
characteristic bending is due to the change of the resonance along the permittivity
plane. Comparing Fig. 4.3a, b with 4.3c, d, we observe that, as the wavelength
increases, both anisotropic sensitivities need a higher set of

{
εanixx , εanizz

}
to satisfy the

resonance condition. This means that sensing can be tuned either throughwavelength
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Fig. 4.3 Anisotropic sensitivity dispersion with respect to εanixx (a) and εanizz (b) for a broad range of
permittivities at a wavelength of 600 nm. c and d: as before but at a wavelength of 700 nm. Note
the increase in the sensitivity close to the surface plasmon resonance and its shift to higher (εanixx ,
εanizz ) as the wavelength increases

or permittivity optimization. Although it is always easier to change the wavelength,
there are situations where the frequency range is limited (for example applications
that function only in the visible spectrum) and therefore permittivity optimization is
the only approach. Here anisotropy has a crucial role since it allows us to change
permittivity along different directions,making itmore flexible in comparisonwith the
isotropic counterpart. Lastly, the two anisotropic sensitivities exhibit complementary
behavior close to the resonance. This means that, for a given wavelength, if we need
to achieve high sensitivity with respect to εanixx then εanizz should be increased while
εanixx decreases—and vice versa.

So, based on some simple paradigms, we have shown how anisotropy allows a
more advanced manipulation of the SPP dispersion and at the same time provides a
more flexible sensing configuration with respect to the isotropic scenario. However,
the anisotropic permittivities were varied without any specific limitation, which is
of course not possible in the real world. Consequently, in the following sections
we investigate the refractive index sensitivity of metallic nanorod hyperbolic
metamaterials and their impact in various applications.
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4.3 Refractive Index Sensing with Hyperbolic
Metamaterials

Here, we present a comprehensive analysis of the optical response of anisotropic
metamaterials to refractive index changes, in order to develop strategies for opti-
mizing their sensing properties. We consider only the wavelength range of hyper-
bolic dispersion andwe study the reflection, transmission, and total internal reflection
modalities of operation, examining the role of perturbations of both the real and imag-
inary parts of the refractive index in the superstrate, the host medium in which the
nanorods are placed, as well as in the metal itself. All components of the permittivity
tensor determine the formation of these modes and, therefore, their refractive index
sensitivities. We study the refractive index sensing capabilities of a metamaterial
in several configurations when the anisotropic metamaterial slab is illuminated in
both conventional and total internal reflection conditions and have monitored the
changes of the intensity and the transmission and/or reflection spectra, depending on
the modifications of the refractive index and absorption of the analyte depicted in
Fig. 4.4a. The metamaterial is considered to be composed of an array of Au nanorods
arranged periodically (Fig. 4.4a). The thickness of the metamaterial slab (the height
of the nanorods) is l, and it is sandwiched between a substrate and a superstrate, with
refractive indices of nsub and nsup, respectively.

The Maxwell Garnett (MG) approximation was followed to derive the tensor of
the effective permittivity of the anisotropic metamaterial [24]. Considering an array
of rods in the xy plane, the effective permittivities for ordinary and extraordinary
axes take the form:

εeffx,y = εh
(1 + p)εAu + (1 − p)εh
(1 − p)εAu + (1 + p)εh

(4.5)

εeffz = pεAu + (1 − p)εh (4.6)

where p = π(r/d)2 defines the nanorod filling factor, with d being the period of
the array and r is the nanorod radius, εAu and εh are the permittivities of Au [20]
and host medium, respectively. Note that the same period is considered in both x
and y directions—and therefore εeffx = εeffy . The MG approximation breaks down for
wavevectors close to the Brillouin zone boundary. However, for the typical period of
100 nm considered here, the first Brillouin zone boundary is close to kx ≈ 31μm−1,
which is far from the regime investigated

(
kx < 17μm−1

)
. Additionally, the wave-

length range where Re
(
εeffz

)
vanishes (the ENZ regime) requires special consider-

ations—and the ENZ and elliptic dispersion regimes will not be considered in the
present work [25, 26].

In order to examine the refractive index sensitivity of the optical properties of
the metamaterial, the effective permittivity has been designed to achieve hyperbolic
dispersion throughout the visible spectral range. Figure 4.4b shows the real and
imaginary parts of the components of the effective permittivity tensor for typical
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Fig. 4.4 a Left: Schematic of the metamaterial transducer made of an array of Au nanorods
embedded in a host environment (analyte); Middle: Schematic of the typical experimental real-
ization of refractive index sensing experiments in the reflection or transmission geometry; Right:
Schematics of the unit cell of the metamaterial. b Effective permittivities of the metamaterial in a
water-like analyte (nh = 1.33) with the nanorod period d = 100 nm and radius r = 40 nm. The
green area shows the hyperbolic dispersion regime where εz < 0. c–f Transmittance and reflectance
dispersions for c, e TM- and d, f TE-polarized light. Geometry is the same as in (b). The substrate is
glass (nsub = 1.5) and superstrate is water (nsup = 1.33). The height of the nanorods is l = 400 nm.
In all of the dispersions, the TIR occurs at an angle of incidence of 62.46°, as indicated by the
dashed line

nanorod array parameters and a water-like permittivity for the host medium. For this
geometry, εeffz , the permittivity component for light polarized along the nanorod axis,
is negative for wavelengths longer than approximately 475 nm (Fig. 4.4b), while the
transverse permittivity εeffx,y , for light polarized perpendicular to the nanorod axes, is
always positive—exhibiting resonant behavior near a wavelength of 540 nm, where
the imaginary part of the permittivity reaches a maximum. For wavelengths above
540 nm, the transverse component of the imaginary part of the permittivity is small
relative to its real counterpart and does not exhibit any resonances.

Figure 4.4c–f show the transmittance and reflectance dispersions for both TM
and TE-polarizations, respectively [27]. Unbound modes that leak into both the
substrate and the superstrate exist below the critical angle—and θc appear as maxima
(minima) in the transmittance (reflectance)—while ‘leaky’ modes, homogeneous
in the substrate, are only present above θc and their effect is most pronounced
in the reflectance of the structure. These modes are quantized solutions of the
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wavevector (kz), due to the 1D confinement of the metamaterial slab in the z-
direction. For the glass/water (substrate/superstrate) interface, total internal reflection
(TIR) occurs at θc = 62.46°, above which there is no transmission, and therefore
transmission-detection sensing is possible only below TIR angles.

In order to compare the sensing capabilities of different transducers and geome-
tries, it is convenient to introduce two figures of merit (FoMs). FoMλ characterizes
the spectral shift induced by the refractive index changes of an analyte and FoMI

characterizes the induced intensity variations of the transmitted or reflected light.
We define FoMλ = (�λ/δλ)/�n, where �λ is the resonance shift of a metamate-
rial resonance for a refractive index change �n—and δλ is the full-width at half
maximum of the resonance [28]. This definition accounts simultaneously for both
the wavelength shift of a given mode per refractive index change—and the sharpness
of the resonance. For intensity measurements, FoMI = (�I/I0)/�n, where �I is the
change in the transmitted or reflected intensity corresponding to a refractive index
change of �n—and I0 is the initial intensity [28]. While intensity measurements are
simpler to implement than the spectral shift measurements, in some cases the latter
may provide better sensitivity [17]. We shall use these FoMs to evaluate the sensing
capabilities of the metamaterial.

4.3.1 Effective Permittivity Sensitivity to Geometry
and Refractive Index Variations

We begin by examining the sensitivity of the effective permittivities εeffx,y and εeffz ,
which determine the optical response of the metamaterial, on the refractive index

changes of the analyte nh =
√

ε
′
h + iε

′′
h,—which is considered to be a host medium

where nanorod arrays are placed. To evaluate this sensitivity, we study the partial
derivative of (4.5) and (4.6) with regard to the permittivity components of each
constituent, obtaining:

∂εeffx,y

∂ε
′
h

= −i
∂εeffx,y

∂ε
′′
h

= PεAu + 2εh
Pεh + εAu

− Pεh
PεAu + εh

(Pεh + εAu)2
(4.7)

∂εeffz

∂ε
′
h

= −i
∂εeffz

∂ε
′′
h

= 1 − p (4.8)

where 1 < P = (1 + p) = (1 − p) ≤ 8.32. The above expressions allow us to track
selectively the response of the effective permittivities when either the real or the
imaginary part of the permittivities of the constituents changes. Figure 4.5 illustrates
this behavior for the same metamaterial as in Fig. 4.4b. The response of εeffz to
the refractive index modifications is extremely broadband and constant across the
spectral range considered, for both the real and imaginary parts (Fig. 4.5a, b), and
is determined solely by the nanorod filling factor via p (4.8). On the other hand,
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Fig. 4.5 The spectral dependence of the derivative of the effective permittivity with respect to
(a) ε

′
h , and (b) ε

′′
h modifications, for a filling factor of p = 0.5

εeffx,y exhibits the strongest changes close to its resonance at 540 nm (Fig. 4.4b) and
strongly decreases for lower nanorod filling factors. Beyond the resonance at longer
wavelengths, inspecting the dependence of εeffx,y on the host medium refractive index,
one notices that it always exceeds the sensitivity of εeffz (Fig. 4.5a, b), while both are
similar at low nanorod filling factors.

To examine the impact of the filling factor (p) more extensively, the dispersion
diagrams of the derivative of εeffx,y with respect to ε

′
h and ε

′′
h are presented in Fig. 4.6.

All the refractive index sensitivity dispersions are dominated by a dispersive-shape
resonance, which red-shifts and increases in magnitude with increasing nanorod
filling factor. Both the dispersive behavior and the spectral shift observed in Fig. 4.6
can be linked to the spectral sensitivity of the resonance in εeffx,y shown in Fig. 4.4b,
which red-shifts with both an increase in εh and the nanorod filling factor. It is
important to note that Fig. 4.6a, c are exactly the same; this is a direct consequence
of the first equality in (4.7).

4.3.2 Mode Frequency Dependence on the Refractive Index
of the Analyte

All the components of the effective permittivity tensor are important for defining the
behavior of the TM modes of the metamaterial and, therefore, their sensing capabil-
ities. At the same time, only the εeffx,y components define the TE modes. To obtain
better insight into the sensing properties of the unbounded, leaky, and waveguided
modes of the metamaterial transducer, we consider the same analytic model for the
case of an anisotropic metamaterial layer as in [15]. Neglecting phase shifts at the
boundaries of the metamaterial, we obtain a simple analytical approximation for the
wavevector component kx of the TE and TM modes supported by the metamaterial
slab as:
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Fig. 4.6 Real (a), (c) and imaginary (b), (d) derivatives of the effective permittivity maps with
respect to (a), (b) ε

′
h and (c), (d) ε

′′
h . Notice that (a) and (d) are the same, which is a consequence

of (4.7)

(
kTEx

)2 = εeffx,yk
2
0 −

(qπ

l

)2
(4.9)

(
kTMx

)2 = εeffz k20 −
(qπ

l

)2 εeffz

εeffx,y

(4.10)

The quantization qπ/ l emerges from the transversal confinement of the wavevector
component perpendicular to the interfaces of the metamaterial, with the integer q
> 0 referring to the mode number. Unbounded, leaky, and waveguide modes then
satisfy the condition kTE,TM

x < nsupk0nsupk0 ≤ kTE,TM
x < nsubk0 and kTE,TM

x ≥ nsubk0
respectively, with the mode frequency:

ωTE
q = c0√

εeffx,y

√
(
kTEx

)2 +
(qπ

l

)2
(4.11)

ωTM
q = c0

√√
√√

(
kTMx

)2

εeffz

+
(qπ

l

)2 1

εeffx,y

(4.12)
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where the number of supported modes is determined by the sign of the permittivity
components. For higher-order modes, it may be necessary to take into account devi-
ations from the EMT due to spatial dispersion effects [25]. The sensitivity of the
mode frequency ωTE,TM

q to variations in εh , for a given q and kTE,TM
x , immediately

follows as:

∂ωTE
q

∂ε
′
h

= −i
∂ωTE

q

∂ε
′′
h

= − ωTE
q

2εeffx,y

∂εeffx,y

∂ε
′
h

= i
ωTE
q

2εeffx,y

∂εeffx,y

∂ε
′′
h

(4.13)

∂ωTM
q

∂ε
′
h

= −i
∂ωTM

q

∂ε
′′
h

= − c20
2ωTM

q

⎡

⎣
(
kTMx
εeffz

)2
∂εeffz

∂ε
′
h

+
(

qπ

lεeffx,y

)2
∂εeffx,y

∂ε
′
h

⎤

⎦

= −i
c20

2ωTM
q

⎡

⎣
(
kTMx
εeffz

)2
∂εeffz

∂ε
′′
h

+
(

qπ

lεeffx,y

)2
∂εeffx,y

∂ε
′′
h

⎤

⎦ (4.14)

Note the connection of the mode frequency with the real and imaginary parts of the
permittivity—which is a direct consequence of (4.7), (4.8). Equations (4.13) and
(4.14), together with equations (4.5) and (4.6), indicate the important interplay
between the absolute values and variations in εeffx,y and εeffz for determining shifts
in the mode frequencies, e.g. when one of the permittivity components becomes
small. Their relative contributions also depend on the nanorod filling factor and
wavelength.

The TM-mode position dependence with respect to the real part of the constituent
permittivities is plotted in Fig. 4.7 within the 1st Brillouin zone, in order to ensure
the validity of EMT. As the mode number increases from q = 1 to 5, there is an
order of magnitude increase in the sensitivity of the modal frequency to variations
in the refractive index of the host medium (Fig. 4.7a). The superior refractive index

Fig. 4.7 The TM-mode frequency shift with ε
′
h variation: a the first five modes (q = 1–5) for l =

400 nm and b the fundamental mode (q = 1) for various transducer thicknesses. The geometry is
the same as in Fig. 4.4b
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sensitivity of high-order modes is a consequence of their spectral position close to the
resonance in εeffx,y (Fig. 4.4)—and the increased field gradients inside the metamate-
rial for higher-order modes. These gradients are determined by the spatial frequency
of the mode qπ/ l increasing with increasing q value or decreased sensor thickness l.
Interestingly, this behavior leads to an increase in the modal sensitivity as the mode
shifts to shorter wavelengths, a trend that is opposite to that observed with conven-
tional SPR or LSPR transducers. In particular, shifting the resonance frequency of
the fundamental mode (q = 1) from 0.5 to 1.5 eV, by decreasing the metamaterial
layer thickness from 500 nm to 130 nm, results in a 500% increase in sensitivity as
monitored in both transmittance and reflectance at normal incidence. An increase
in the nanorod filling factor p, all other parameters being kept constant, leads to a
decrease in the sensitivity of the modal position. Again, this behavior is reminis-
cent of the increased modal delocalization within the metamaterial with decreasing
frequency.

The modal frequency sensitivity with respect to ε
′′
h was also examined, giving a

similar trend to Fig. 4.7a, but with a one-to-two orders of magnitude smaller sensi-
tivity to the variations in ε

′
h . This behavior indicates that the real parts of the refractive

index of the host medium will affect sensing more than their imaginary counterparts.
Monitoring the refractive index changes in the analyte at normal incidence provides
the lowest sensitivity with regards to the spectral shift of the mode (Fig. 4.7).

The same analysis, but in the situation where the TE-mode frequency varies, is
presented in Fig. 4.8. The modal frequency range in Fig. 4.8a is approximately the
same as in the TM-case (Fig. 4.7a), meaning that the sensing capabilities between
these two polarizations are comparable

(
∂ωTM

q /∂ε
′
h ∼ ∂ωTE

q /∂ε
′
h

)
. Only the funda-

mental mode (q = 1) has a different behavior, with a modal frequency variation that
is distinctively smaller at low wavevectors—which is due to the absence of a cut-
off frequency for the fundamental mode in TE-polarization. It is important to note
that the TE-mode frequency variation is increasing faster at higher wave-vectors,

Fig. 4.8 The TE-mode frequency shift with ε
′
h variation: a the first five modes (q = 1–5) for l =

400 nm and b the fundamental mode (q = 1) for various transducer thicknesses. The geometry is
the same as in Fig. 4.4b
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compared with its TM counterpart—and eventually all the modes converge at very
high wave-vectors. This phenomenon can be understood as being due to the positive
group velocity of the TE waveguide modes, as explained in [15]. Similarly to the
TM scenario, the modal frequency sensitivity with respect to ε

′′
h was also examined,

giving one-to-two orders of magnitude smaller sensitivity in comparison with ε
′
h .

4.3.3 Sensitivity Dependence on the Thickness
of the Metamaterial Transducer

As a next step, the impact of the thickness of the metamaterial transducer, l, was
examined. Figure 4.7b shows the q = 1 mode frequency sensitivity with respect to
ε

′
h , as l varies from300 to 600 nm. In both cases, as thewaveguide thickness increases,
the sensitivity drops, in agreement with the modal position shift to lower frequencies.
A similar behavior is observed for higher-order modes. This behavior can be clarified
more explicitly by examining the normal incidence behavior of the modal resonance
frequency, simplifying (4.14) to ∂ωTM

q /∂ε
′
h = −[c0π(εeffx,y)

−3/2/2l]∂εeffx,y/∂ε
′
h and

clearly showing the inverse proportionality of the sensitivity of the modal resonance
to the metamaterial thickness l for unbound modes. Therefore, for a given mode
number, a thinner transducer will be more sensitive. This result has been verified
using numerical simulations as long as the mode considered had a frequency that
did not exceed the frequency corresponding to a free-space wavelength of 650 nm,
or beyond the range of high losses due to Im

(
εeffx,y

)
(Fig. 4.4b).

In the case of TE-modes (Fig. 4.8b), the modal frequency variation has
comparable values, in comparison with the TM scenario, for low wavevec-
tors

(
kTE,TMx < 15μm−1

)
—but becomes significantly higher as the wave-vector

increases. A striking difference is the minor dependence of the TE-mode frequency
change as l increases from 300 to 600 nm (Fig. 4.8b).

4.3.4 Sensing Variations of the Real Part of the Refractive
Index

We start with the non-absorbing case, corresponding to the situation of an analyte
consisting of non-resonant molecules. In this situation, changes in the refractive
index may be induced through the Kerr nonlinearities of the host medium or super-
strate, electro-optical, thermo-optical or pressure effects. Figure 4.9a–c show the
reflectance sensitivity (FoMI ) for different wavelengths and angles of incidence for
TM-polarization, when the changes in the refractive index originate from either the
superstrate

(
�nsup

)
, the host medium (�nh)—or both simultaneously (�nb). The

FoMI has a dispersive behavior, changing sign in the vicinity of themodal resonances
(Fig. 4.9b, c). This behavior is observed as a result of a simultaneous change in both
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Fig. 4.9 Spectral and angular dependences of the intensity figure of merit (FoMI ) for the changes
of the refractive index (�n = 0.002) of the superstrate (a), (d), host medium (b), (e) and both (c),
(f)—for a–c TM-polarization and d–f TE-polarization. The superstrate light line is also shown
(white dashed line). The color scale is the same, in order to enable comparison. g Cross-sections of
(a)–(f) at normal incidence. h Cross-sections of (a)–(f) tracking the q = 3 mode (horizontal dashed
lines) at 1.7 eV for TM-polarization and q = 2 mode at 1.4 eV for TE-polarization. i Cross-sections
of (a)–(f) at angles where the highest sensitivity is observed (vertical dashed lines). All images
were acquired from use of the EMT approximation

the intensity (�I ) and wavelength (�λ) of the metamaterial modes. However, when
�I has a dominant role, the FoMI retains its sign (for example, in Fig. 4.9a for
the angular range between 0 and 50°). From Fig. 4.9a, it is clear that the strongest
variations of the optical response are observed in the vicinity of the modes of the
metamaterial transducer, but with amaximum sensitivity that is near the critical angle
θc. The reason for this is that when the refractive index of the superstrate is changed
by �nsup the critical angle itself will be affected—leading to a strong sensitivity
along the superstrate light line, the so-called near cut-off regime. This behavior was
also captured with 3D numerical analysis and showed an order of magnitude higher
sensing close to θc than at lower angles.

Significantly different behavior is observed for the variations of the refractive
index of the host medium �nh (Fig. 4.9b). In this case, the sensitivity of the leaky
modes is higher than that of the unbound modes. When both the refractive index of
the host medium and the superstrate change, a combination of the individual cases
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above is observed, althoughnot just as a simple addition of the individual sensitivities,
since modes from the metamaterial layer are penetrating into the superstrate medium
(Fig. 4.9c). Not surprisingly, the results show that a small change in the refractive
index of the superstrate affects the sensitivity only at angles very close to θc, while for
any other incidence angle the host medium has a dominant role. Both TM (Fig. 4.9a–
c) and TE (Fig. 4.9d–f) modes of the metamaterial transducer have comparable
sensitivities if the analyte is incorporated between the rods. Fullwave simulations
using the commercial software COMSOL have confirmed this trend, but with TE
modes exhibiting slightly lower sensitivity. (The figure is not shown). This is not
surprising, given the nature of the anisotropic waveguide modes determined by all
components of the effective permittivity tensor. For low filling factors, the role of
the TM modes increases, when the εeffx,y sensitivity becomes smaller (not shown).

Figure 4.9g–i show the sensitivity for selected wavelengths and angles of inci-
dence. The spectral dependence of FoMI at normal incidence (Fig. 4.9g) reveals that
the mode with the highest sensitivity (q = 3) reaches an FoMI value that exceeds
400, with the host medium being mainly responsible for this enhanced sensitivity.
As the mode number increases from q = 1 to 3, the FoMI also increases—in agree-
ment with analytical examination (Fig. 4.7a). However, the q = 4 mode, located
close to 2 eV, shows a decreased sensing capability that is contrary to the analytical
scenario—which is due to the increased absorption of εeffx,y (Fig. 4.4b) at wavelengths
below 650 nm (>1.9 eV), which are not tracked with the analytical model discussed
in Sect. 4.4. Figure 4.9h examines the angular dependence of the sensitivity for the
modes with the highest sensitivities: q = 3 at 1.7 eV for TM-polarization and q = 2
at 1.4 eV for TE-polarization. These plots show a typical dispersive behavior of the
modal position, with high sensitivities observed on both sides of the resonance. As
expected, the highest FoMI value is observed above θc for leakymodes. This behavior
is better observed in Fig. 4.9i, which depicts the global maximum FoMI value for
TM-polarization, for the q = 4 mode located at a wavelength of about 645 nm and
for an angle of incidence of about 79°, above the critical angle. Similarly for the TE-
case, the highest FoMI value is observed for the q = 2 mode for a wavelength close
to 870 nm and at 84°. Only variations in the superstrate refractive index lead to high
sensitivity—which lies just below θc, at 58.8°, for reasons already explained above.
In the following sections, we shall concentrate only on sensing based on the TM
modes—pointing out that, in the case of variation, sensing based on the TE-modes
also has comparable but slightly lower FoMI .

Regardless of the polarization chosen, the q = 1 mode exhibits the highest reso-
nance shift—reaching almost 4,000 nm/RIU, while the highest FoMλ ≈ 167 is
observed for the q = 3 mode, outperforming both SPR and LSPR sensors which
have typical FoMλ values around 23 [2] and 8 [2, 29], respectively. The origin of
such a high FoMλ value is in the influence of the analyte—not only directly on the
electromagnetic mode properties, as is usual for conventional sensors, but also on
the effective permittivity of the metamaterial, which is connected to the host medium
refractive index (Figs. 4.5 and 4.6), on the microscopic level, which is the result of
plasmon-plasmon interactions within the nanorod array [18, 30, 31]. The intensity
figure ofmerit (FoMI ) is proportional to

(
�R

/
R0

)/
�n and can be directly observed



98 N. Vasilantonakis et al.

in Fig. 4.9. Depending on the wavelength and AOI, FoMI can be as high as 25,000,
significantly higher that any LSP- and SPP-based [28] sensors (Fig. 4.9i). Both FoMI

and FoMλ can be further tailored and enhanced via the geometrical parameters of the
transducer, with FoMλ reaching as high as 300 being demonstrated experimentally
[16].

4.3.5 Sensing via Variations in the Imaginary Part
of the Refractive Index

Turning to the impact of variations in the absorption on the metamaterial transducer
response, Fig. 4.10a–c show the reflectance variations for different wavelengths and
angles of incidence, for TM-polarized incident light, with changes in the imaginary
part of the refractive index of either the superstrate

(
�nsup

)
, the host medium (�nh),

or both simultaneously (�nb).Aswas the casewith the changes in the refractive index
(Fig. 4.9a–c), the sensitivity of the transducer originates from the modal dispersion
of the metamaterial slab. Interestingly, an increase in the absorption leads to an
increased reflection for some angles, while for other angles the behavior is opposite.
Again, increased sensitivity is observed for higher order modes—going from q = 1
to 3, with decreased sensitivity for the q = 4 mode due to losses (Fig. 4.10d).

Fig. 4.10 Spectral and angular dependencies of the intensity figure of merit (FoMI ) for the changes
of the absorption (�n = 0.002i) of the superstrate: (a), host medium (b) and both (c), for TM-
polarization. The superstrate light line is also shown (white dashed line). The color scale is the
same, in order to enable comparison. d Cross-sections of (a)–(c) at normal incidence. e Cross-
sections of (a)–(c) tracking the q = 3 mode (horizontal dashed lines) at 1.7 eV. f Cross-sections of
(a)–(c) at angles where the highest sensitivity is observed (vertical dashed lines). All images were
acquired from use of the EMT approximation
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In a similar manner to that for the nonabsorbing case, the mode with the highest
FoMI value (q = 3) depicted in Fig. 4.10d showed a resonance shift of more than
700 nm/RIU, while the q = 1 mode exhibits the highest resonant shift—reaching
values close to 4,000 nm/RIU. Tracking the q = 3 mode at various AOI (Fig. 4.10e),
its sensitivity is enhanced around angles of both 20° and 85°, where the mode is
leaky. The FoMλ of the q = 3 mode in Fig. 4.10d is close to 167, similar to the non-
absorbing analytes discussed in Sect. 4.5.1. However, its FoMI reaches a value of
almost 1,000, or at least two times higher than the corresponding one in Fig. 4.9g for
the same mode (q = 3), since the influence of the imaginary part of the permittivity
on reflection is stronger than the real part. The highest FoMI in Fig. 4.10(f) exceeds
24,000—which is, significantly, 25% higher than the TM- FoMI for sensing based
on non-absorbing analytes (Fig. 4.9i).

4.4 Examples of Metamaterial Sensors

Refractive index sensing is a basic functionality that is suitable for a wide range of
sensing scenarios where the refractive index changes in one or another way - e.g. for
either bio- or chemical sensing, where the presence of certain molecules modifies the
refractive index or the absorption of an analyte [1–4]; for acoustic processes that lead
to material compression and, therefore, related refractive index variations [19, 32];
or indeed refractive index variations that are introduced by external stimuli, such as
nonlinear optical [5, 16, 33], electro-optical [34–36] and thermo-optical processes
[37, 38]. Here, we present several examples of the applications of nanorod meta-
materials for biosensing [23], ultrasound detection [19] and hydrogen-gas detection
[17].

4.4.1 Label-Free Biosensing

The first experimental evaluation of the sensing characteristics of the plasmonic
nanorod metamaterial transducer was carried out in a standard streptavidin-biotin
affinity model [23]. Biotin is a prominent example of an analyte (a vitamin) with
very small molecular weight (244 Da). The response of the system to this analyte can
show the potential of the metamaterial for the detection of small compounds (drugs,
vitamins, hormones, etc.), for which conventional SPR devices are not sufficiently
sensitive. Because of the small size of themolecule, the detection of biotin by conven-
tional SPR requires relatively high concentrations—of 100 μM or higher [39]. After
several functionalization steps, including immobilization of a streptavidin-melamide
complex as a receptor [23], biotin of different concentrations was injected into the
flow cell (Fig. 4.11). The biotin-streptavidin binding led to an immediate increase in
the signal up to its saturation, corresponding to a dynamic equilibrium of the binding
process for the injected concentration of the biotin. Taking into account the noise
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Fig. 4.11 a Schematic of the biosensing experiment. b Response of the metamaterial-based
biosensor to the reaction of biotin-streptavidin binding recorded in the ATR geometry at a wave-
length of 1230 nm. The nanorod array parameters are: length = 380 ± 20 nm, diameter = 25 ±
5 nm and spacing = 60 ± 10 nm between the rods (center-to-center). Adapted from [23]

level in the system after averaging over the 0.05 nm wavelength spectral-range, the
detection limit of the metamaterial-based sensor to biotin can be estimated as being
below 300 nm—which is more than 2 orders of magnitude better than for conven-
tional SPR sensors that use continuous films. The detection limit for large analytes,
such as streptavidin with a molecular weight of 60,000 Da, can be in the pM range.
Such a gain in sensitivity is due to a combination of the higher sensitivity of meta-
material to change in the bulk refractive index and the mass accumulation effect that
results from the much larger surface area of the nanoporous matrix. It is important
that the sensing scheme makes it possible to follow the course of interactions in real
time and to resolve all the kinetic constants. A routine ultra-sensitive determination
of these constants is one of the major advantages of label-free plasmonics sensing
technologies over fluorescent labeling methods.

The parameters of the waveguide mode used for these measurements lead to a
sensitivity of 32,000 nm/RIU and an FoM of 330 [23], making this metamaterial an
extremely sensitive transducer that significantly outperforms conventional SPP- and
LSP- based biosensors and is therefore promising for improvement in the detection
limit of low molecular weight analytes.

4.4.2 Ultrasound Sensing

The high sensitivity of plasmonic metamaterials has been used to develop a trans-
ducer for ultrasound based detection [19]. The metamaterial transducer exhibits a
dramatic improvement in sensitivity to acoustic pressure compared with standard
surface plasmonpolariton or piezoelectricmaterial based sensors. This ultra-sensitive
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response to the pressure induced changes of the refractive index is provided by a
modification of the optical properties of the metamaterial that arise from a change
in the interaction between the plasmonic nanorods—as well as by modification of
the plasmonic resonances of the nanorod. A high sensitivity and broadband acoustic
frequency response, together with non-resonant optical readout, makes this trans-
ducer an attractive alternative to existingmethods for the detection of high-frequency
ultrasound waves.

When subjected to the pressure of an ultrasound pulse, the reflection from the
metamaterial slab changes in response to the periodic modification of the refractive
index produced by the acoustic wave propagation through the metamaterial slab. The
response curves for metamaterials with different parameters, and therefore different
supported modes, show a similar linear signal-pressure dependence when used as a
sensing channel (Fig. 4.12).Due to thenon-resonant nature of the sensingmechanism,
there are no stringent requirements on the wavelength of the probe light, but rather it
should be within the resonance band (�λ ~ 100 nm). For comparison, the transducer

Fig. 4.12 a Schematic of the ultrasound detection experiment. b The signal dependence on the
ultrasound power for two different metamaterial transducers (red and blue lines) and a reference
SPR-based sensor (black). The metamaterial transducers operate in a non-resonant regime under
illumination in the total internal reflection configuration, at an angle of incidence of 45°. The SPR
transducer is based on a 50 nm thick Au film and operates in the resonant regime at the SPR angle
(illuminated through a glass prism at an angle of incidence of 64°). The operating wavelength is
600 nm. Adapted from [19]
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based on the resonant excitation of surface plasmon polaritons, while also exhibiting
a linear dependence in the range of studied parameters, shows more than an order of
magnitude lower sensitivity under the same conditions.

The upper detection limit of the transducer is determined by the noise in the
detection channel, which corresponds to a sensitivity level, in the measured config-
uration, of less than 500 Pa—and is at least an order of magnitude better than the
corresponding detection limit for SPR-based ultrasound sensors [40–44], as well as
commercially available high-frequency ultrasound transducers based on piezoele-
ments [45, 46]. Moreover, it is approaching the sensitivity of the state-of-the-art
micro-ring resonator transducers [47, 48], without compromising the sensitivity at
the higher frequencies for which microring-based sensors are not applicable.

4.4.3 Core-Shell Refractive Index Structures

Plasmonic metamaterials with core-shell-type arrangements represent a suitable
nanostructured system for applications based on monitoring the refractive index (RI)
changes of a substance incorporated into the sub-attolitter volume shell [49]. The
transducer was studied in transmission under an oblique angle of incidence and under
TM light illumination, in order to access the appropriate modes of the metamaterial.
Similar geometrieswith nanoscale volumes around sensingplasmonic nanostructures
based on arrays of nanotubes [50] and arrays of coaxial rod-in-tube nanostructures
[51] allow operation in transmission, even at normal incidence and with comparable
performance.

The shell thickness—in combination with other parameters such as aspect ratio,
separation, and length—determines the sensitivity of the structure to the refractive
index changes within it. The sensitivity calibration is shown in Fig. 4.13 for different
parameters of the core-shell nanorod metamaterial. The shift of the extinction reso-
nance for the different structures follows a fairly linear dependence on the shell RI.
Thebehavior iswell reproducedusing theEMTsimulations. The slopeof these curves
determines FoMλ—and is a function of both the shell thickness and the aspect ratio
of the rod. For example, in Fig. 4.13a for an aspect ratio of 27 and a shell thickness
of 20 nm, a typical sensitivity of around 100 nm/RIU is obtained.

For a fixed value of the aspect ratio of the rod, increasing the shell thickness will
increase the spectral window covered by the shift of the extinction peak for a given
change of RI in the shell. A linear fit reveals a slope that scales as ~12 s, where s is the
thickness of the shell, a value that was found to be rather insensitive to the rod aspect
ratio. The significant bandwidth of the extinction resonance provides simplicity in the
experimental implementation, themetamaterial considered in Fig. 4.13, and provides
sensing of RI changes in the range from 1.0 to 1.6, with a sensitivity on the order
of 2 × 10−2, when using a wavelength within the 80 nm bandwidth. An improved
FoM can be achieved using material with lower losses, albeit at the price of reduced
bandwidth. The main advantage of the structure considered is however in its flexible
geometry and the possibility of engineering the optical properties. In particular, it
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Fig. 4.13 Spectral position of the extinction resonance for an array of Au-core/shell nanorods
embedded in an aluminamatrix, plotted for different parameters (α,β),whereα is the rod aspect ratio
and β is the shell thickness, as a function of the refractive index of the shell. a Experimental results.
The values of n = 1.6 and n = 1 correspond to rods surrounded by a homogeneous environment (no
shell) made of alumina and air, respectively. b Theoretical dependences from the effective medium
model calculations, exemplifying the experimental behavior. Adapted from [49]

allows the volume of the sensed substance to be controlled with a resolution on the
order of a fraction of an attoliter (10−18 L) through control of the thickness of the
nanoshell—and independently enables tuning of the spectral range of operation over
the visible and infrared spectral ranges by varying the aspect ratio of the plasmonic
core.

4.4.4 Hydrogen Gas Sensors

Efficient and accurate detection of hydrogen is extremely important, due to the poten-
tial hazards associated even with very low concentrations of hydrogen. Large-area
core-shell nanorod metamaterials, synthesized using highly-ordered porous alumina
templates, provide extremely strong, easily seen by the eye, modification of trans-
mission and reflection of light produced by the presence of hydrogen gas, due to the
modification of the modes of the metamaterial [17]. More than 30% change in both
the reflection and transmission of themetamaterial layer is observed for 2%hydrogen
mixed with nitrogen gas (Fig. 4.14). The performance of these metamaterial sensors
is far superior to conventional palladium sensors and can provide visual hydrogen
detection in practical environments, without the need for sophisticated optical or
electronic detection systems.

In order to achieve sensitivity to hydrogen, hybrid Au-Pd bi-metallic metamate-
rials based on Au-core and Pd-shell nanorods (Fig. 4.14a) or composite Au-Pd-Au
nanorods have been used. Palladium is used as the transducer in many hydrogen
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Fig. 4.14 a Schematics of the Au-core/Pd-shell metamaterial for hydrogen gas sensing. bVariation
of the metamaterial transmission at the angle of incidence of 40° for p-polarised light, on exposure
to 2% hydrogen gas in nitrogen, with increasing exposure time. The insert shows images of the
sensor, both in the absence and presence of hydrogen: the brightness is significantly reduced on
exposure toH2. The metamaterial parameters are: Au nanorod diameter 70 nm, separation 100 nm,
length 195 nm, and Pd shell thickness 3 nm. Adapted from [17]

sensing technologies because Pd-hydride formation is reversible and thermodynam-
ically stable under ambient conditions - and leads to changes in both the DC conduc-
tivity and optical properties, on exposure to hydrogen, due to electronic and structural
modifications [52]. The variations in the refractive index can be detected optically
with very high sensitivity by incorporation of Pd in a plasmonic metamaterial.

When the core nanoshell array is illuminated by p-polarized light in the transmis-
sion geometry, the transmission of the metamaterial slab mode decreases by almost
40% at 550 nm wavelength (Fig. 4.14b), when hydrogen gas is introduced into a
flow cell. At the same time, the reflection also dramatically increases by about 40%
at a wavelength of 600 nm, corresponding to a leaky waveguide mode. The high
sensitivity of this optical system to changes in hydrogen concentration results from
a combination of the physical changes (expansion) and the corresponding change
in the complex permittivity of the palladium shell. Both of these changes result
in a change in the plasmonic properties of each individual nanorod and the modi-
fication of the permittivity of the shell also strongly modifies the optical coupling
between them. It reacts chemically, forming palladium hydride reversibly, and results
in volume expansion of the lattice constant, which is accompanied by a shift in the
Fermi level, resulting in a change in both the real and imaginary parts of the refrac-
tive index of the palladium. The properties of such a metamaterial are based on these
pronounced optical interactions. The optical interactions and the optical resonance
produce extraordinary changes in the transmission from the material caused by a
shift in the resonant wavelength and a change in overall extinction. The sensitivity
of segmented Au-Pd-Au nanorods is smaller [17].
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4.5 Summary

We have presented an overview of the sensing capabilities and practical examples
of sensing applications based on anisotropic plasmonic materials and, in partic-
ular, hyperbolic metamaterials based on nanorods. The analysis carried out shows
the advantages of the anisotropic materials in general - and hyperbolic metamate-
rials in particular - for refractive index sensing applications. These capabilities of
the nanorod-based metamaterials stem from their strong sensitivity to the plasmon-
mediated interactions between the nanorods in the array that form the metamaterial,
providing unprecendented sensitivity when the analyte is incorporated between the
nanorods—andmodifies the interaction.The analysis thatwehavepresentedprovides
the design principles for the nanorod metamaterial based transducers with increased
refractive index sensitivities that are expected for the higher-order modes of the
metamaterial slab and its smaller thickness. The metamaterial transducer is shown
to provide enhanced sensing performance by comparison with both the SPP and
LSP-based geometries presented in the literature to date, in terms of both the figures
of merit FoMλ,I and the nm/RIU sensitivity characteristics achievable. Hyperbolic
metamaterials can be used as a design strategy to enhance the flexibility of ultra-
sensitive transducers for bio-sensing, chemical sensing and nonlinear nanophotonic
devices.
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Chapter 5
Photonic Crystal Biosensors

Martina Gerken and Richard De La Rue

Abstract This chapter is concerned with biosensor devices that exploit photonic
crystal (PhC) principles in their operation. We have chosen to use a definition of
the term ‘photonic crystal’ that is fairly broad. In surveying the already extensive
literature,wehave accepted that the author’s or authors’ choice of thewords ‘photonic
crystal’ in a description of their work makes it appropriate for consideration in the
present chapter.

5.1 Introduction

This chapter is concerned with biosensor devices that exploit photonic crystal (PhC)
principles in their operation.We have chosen to use a definition of the term ‘photonic
crystal’ that is fairly broad. In surveying the already extensive literature, we have
accepted that the author’s or authors’ choice of the words ‘photonic crystal’ in a
description of theirworkmakes it appropriate for consideration in the present chapter.

Theguidelines thatwehave just stated are consistentwith describing andanalysing
the operation of a particular set of photonic devices that are based on physically
solid structures that exhibit a spatially periodic variation in their optical properties.
In this chapter the physical structures that are at the core of the photonic crystal
biosensor devices, sub-systems and systems of interest may exhibit spatial period-
icity in one, two or three dimensions. In the case of one-dimensionally periodic
structures, the words ‘diffraction grating’ have been used routinely by optical physi-
cists and engineers for the structures used, for example, in spectroscopy to produce
a wavelength-dependent (and therefore frequency-dependent) change in the propa-
gation direction of a collimated beam of light. Where the collimated light-beam has
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power in it that is distributed over a range of wavelengths, i.e. a spectrum, the diffrac-
tion grating disperses the propagating light over a corresponding range of angles,
thereby enabling measurement of the wavelength via a suitable calibrated detection
system.

One-dimensionally periodic structures that are characterised as ‘photonic crystal’
structures typically diffract light inmuch the sameway as does a conventional diffrac-
tion grating—and so they can be considered as particularmanifestations of diffraction
gratings. Extension of the spatial periodicity to twoor even three dimensions arguably
justifies the use of the term ‘photonic crystal’ more strongly, particularly when the
close analogy is recognised between the interaction of photonic crystal structures
with light and the Bragg diffraction process for X-rays by classical crystalline solid
materials, due to the periodic arrangement of their constituent atoms. A characteristic
feature of the Bragg diffraction process for X-rays interacting with amonocrystalline
solid, provided that the illuminating radiation is sufficiently close to monochromatic
and it is well-collimated, is the production, on a suitably located detector plate, of a
regular pattern of diffraction ‘spots’. The positions of the diffraction spots are deter-
mined by the alignment of the various sets of lattice planes that make up the crystal.
Measurement of the corresponding angles can be used to determine the symmetry
and the lattice positions of the atoms/molecules that make up the crystal. An intrinsic
assumption that is normally made is that the scattering process, for each individual
crystal lattice plane, is weak—so that multiple scattering effects can be neglected.

At the other extreme, the one-dimensionally periodic grating structure routinely
used in distributed feedback (DFB) and distributed Bragg reflector (DBR) lasers
involves, in first-order operation, only one guided-wave mode in each of the forward
and backward directionswithin the periodic grating—with Bragg scattering coupling
the two modes to produce feedback and/or reflection.

Spatial periodicity in the optical properties is a characteristic feature of photonic
crystal structures. An obvious generalisation of this statement is that optical waves,
for our purposes, are simply tangible manifestations of Maxwell’s equations—and
that the frequency or wavelength plays a directly scalable role in relation to the
characteristic periodicity of the environment within which the light (or electromag-
netic waves more generally) is propagating. Bandgap properties and the associated
behaviour are characteristic features of the propagation of waves in periodic media,
whether the waves of interest are matter waves, electromagnetic waves, electronic
waves, acoustic waves or some other form of wave.

The term photonic crystal was coined by E. Yablonovitch and by S. John as an
appropriate term for the description of periodic optical media—by way of analogy
with the ‘electronic’ properties of, in particular, single-crystal semiconducting mate-
rials [1, 2]. The transport of information and energy in a photonic crystal is controlled
by the aggregate group velocity of the Bloch modes at the specified frequency of the
electromagnetic wave (i.e. light at optical frequencies) that encounters the photonic
crystal medium. The velocity of a Bloch mode in a periodic medium is determined
by coherent multiple (Bragg) scattering by the regular arrangement of the photonic
‘atoms’ of the photonic crystal.
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Device functionality that arises, for example, from the formation of resonant
micro-cavities within a photonic crystal ‘environment’ typically involves controlled
deviation from periodicity. Relevant deviations from periodicity include the insertion
of small or large ‘defects’ of one kind or another into the interior of an otherwise (in
principle) perfectly periodic photonic crystal—and the relative displacement of entire
finite or notionally infinite blocks of periodic photonic crystal regions with respect to
one another. As we shall describe later in this chapter, microcavities may be created
in various ways in both one-dimensional and two-dimensional photonic crystal struc-
tures. Detailed design determines the magnitude, frequency and sharpness (i.e. the
quality-factor or Q-factor) of the characteristic resonance(s) of the microcavity. In
the context of biomedical sensing, photonic crystal based microcavity structures
have the key characteristic features of very small resonant electromagnetic modal
volumes that are precisely located in position on a nanometre scale—and accurately
defined and very sharp resonance frequencies that are determined by the detailed
geometry of the microcavity. The resonance frequencies are also readily perturbed
by small changes in local refractive index. The various different examples of photonic
crystal microcavities that have now been demonstrated have the common feature, in
most cases, of being fabricated using the planar technologies of microelectronics and
nano-scale engineering.

Significant deviations from periodicity in photonic crystal structures also
include the possibility of forming, for example, chirped structures where there is
local (quasi-) periodicity—but also progressive and systematic variation in the peri-
odicity with spatial position. More-or-less simple variations in periodicity can be
defined algorithmically and exploited tomodify the response of a system.An obvious
enough example is the use of controlled chirping of the PhC periodicity to produce
a focusing action in space and/or time.

One of the authors of this chapter has previously been responsible for the produc-
tion of an introductory review [3], with some useful references, on the application
of photonic crystal principles, structures and devices in biomedical sensing. Several
more substantial reviews are available in the literature [4, 5]. B. Troia et al. [4]
have covered the application of various photonic crystal structures in a range of
sensing applications. Integrated photonic crystal sensors based on refractive index
change are considered in some detail, with a strong emphasis on device structures and
processes that are relevant to biomedical sensing. In all the cases cited, the devices
are based on planar fabrication processes, most notably ones based on silicon-on-
insulator (SOI) and the structures are, inmany cases, microcavity resonators. Sensors
based on interferometric photonic crystal channel guide structures and on slow light
behaviour near photonic band edges also feature. Refractive index change, in the
context of biomedical sensing, is particularly relevant to label-free sensing, together
with specific binding processes that intrinsically modify the effective (guided-wave)
refractive index andwaveguidemodal distribution. The review also extends to several
useful definitions of sensitivity that are closely relevant to biomedical sensing. The
interested reader should note that the word ‘sensible’ that appears, for instance, in
Fig. 12 of B. Troia et al. [4] should be understood to mean ‘sensitive’, as elsewhere
in that article.
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The review by B. Troia et al. [4] also covers sensors based on three-dimensionally
periodic photonic crystal structures and the important topic of sensing based on
photonic crystal (more generally ‘microstructured’) fibers. The latter topic is also
covered in the chapter in the present book by Ding and Brambilla (Chap. 6). Another
review by an overlapping group of authors [6] deals with the more restricted topic
of chemical sensors realised in the more general form of ‘photonic structures’.

A further review article of considerable value is that by M. C. Estevez et al. [5]. It
covers, in a comprehensive manner, (integrated) optical devices that are characteris-
tically realised using planar technology and then specifically applied to biosensing.
The essential processes of biofunctionalisation and immobilization of bio-material
are explained before a range of differentwaveguide-based planar device structures are
reviewed, with devices based on photonic-crystal principles receivingmuch attention
and thirty seven references being cited.

D. Threm et al. [7] have reviewed the application of various types of photonic
crystal structures for use as biosensors. The structures are categorised under the
headings: 1D photonic crystals (periodic deposited thin-film multilayer struc-
tures), photonic crystal slabs, photonic crystal waveguides and photonic crystal
microcavities. All four categories fit to the description of ‘on-chip integration’.

X. Fan et al. [8] have reviewed optical biosensors that exploit label-free princi-
ples, i.e. typically changes in local refractive index associated with specific binding
of target bio-material, rather than, for instance, fluorescent labelling. Photonic
crystal structures are cited as providing one category of optical biosensors, with
sub-categories that include waveguides, passive microcavities, optically pumped
microcavity lasers and photonic crystal fibers.

R. V. Nair and R. Vijaya [9] have addressed the topic of sensors based on photonic
crystal structures, over a wide range of measurands. In particular, they have consid-
ered both photonic crystal based biosensors and photonic crystal based refractive
index sensors—which may also be relevant in bio-sensing. Likewise, measurement,
for instance, of glucose levels in human beings can be considered as biomed-
ical sensing—while the sensing of oils and the sensing of gases, which are also
considered, may be relevant as forms of environmental sensing.

A quite general feature that applies to many photonic crystal based biosensors, but
also to other bio-sensing structures (e.g. biosensors basedonmeta-surfaces), is the use
of planar substrates onwhich the sensing ‘surfaces’ have been organised. The sensing
surface of such bio-sensors is often realised by using planar fabrication processes
that include thin-film deposition, lithographic patterning and etching processes. One
interesting planar fabrication process in this context is the use of a colloidal silica
microsphere monolayer formed and deposited on a glass substrate to pattern the
deposition of an evaporated metal film into a structured meta-surface on the glass
substrate [10]. Similar processes have been used to realise arrays of nano-pillars and
nano-holes [11, 12], using both silica and polymeric microspheres.

One characteristic approach to constructing a bio-sensor is to create a more-or-
less uniform and substantial area of photonic crystal patterning on the surface of a
planar substrate. As a reasonably typical example, a thousand period grating with a
period of 0.5µmwill occupy a square area of only 0.5mm× 0.5mm (i.e. 0.25mm2).
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Fig. 5.1 Schematic of sensor with photonic crystal slab as transducer for biomolecular binding and
out-of-plane illumination. Reprinted with permission from [13]. Copyright (2015) Optical Society
of America

Such photonic crystal patterning can take the form of one-dimensional (1D) or two-
dimensional (2D) grating structures. The resulting photonic crystal slab can be used
for multiparametric sensing as well as enhancement purposes in a photonic crystal
microscope.

Figure 5.1 depicts as an example the schematic of multiparametric biomarker
detection using out-of-plane illumination and imaging. Such amicrofluidic chip with
photonic crystal detection units allows for label-free and real-time protein detection
in small reagent volumes [13]. In the case of the use of a photonic crystal slab in a
photonic-crystal enhancedmicroscope, the entire sensor surface areamay be imaged,
for example, by taking spectra line-by-line and computer-based image processing to
obtain the hyperspectral image.

Alternatively, the sensor surface may be covered partially by localised detection
areas in the formof photonic crystalmicrocavities. Consider a situation inwhich light
is distributed, for example, to 10,000 individual microcavities organised in a square
array where each microcavity is addressed by a feeder waveguide that continues
further to feed other microcavities. For such an arrangement, an area of only 1 mm2

would be required. This calculation assumes that each microcavity, together with
a section of feeder and interconnection waveguide, occupies an area of 10 µm ×
10 µm, i.e. 100 µm2. This, even if the numbers involved are somewhat optimistic,
serves to emphasize the scope of what is possible—in terms of sensor compactness,
mass-scale production of sensor chips and the generation of large amounts of data
to be analysed. For this alternative case—where a 2D array of microcavities is fed
by means of an array of waveguides, which in turn is scanned at its output by using
an electronically scanned 1D photo-detector array—some form of optical spatial
multiplexing or distribution system will be required.

Figure 5.2 is a scanning electron micrograph (SEM) image that shows a specific
example of a photonic crystal micro-cavity array that has been evaluated in a proto-
type biosensing role [14]. In this case—realised using silicon photonics technology,
i.e. silicon-on-insulator (SOI) wafer sections—the PhC microcavities were based on
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Fig. 5.2 SEM image of photonic crystal micro-cavity. Reprinted with permission from [14].
Copyright (2008) Optical Society of America

one-dimensional photonic crystal (Bragg) mirrors, in the form of periodically spaced
holes embedded in photonic wire waveguides. Relatively simple cavity structure
design was sufficient to achieve useful sensitivity values with bio-material deposited
from solution and delivered through microfluidic channels.

Figure 5.3 shows SEM images of three-dimensional (3D) photonic crystal struc-
tures. Figure 5.3b depicts a synthetic opal structure assembled from spherical ‘atoms’
in a face-centred cubic (fcc) crystal lattice [15]. For the purposes of this chapter,
it is interesting that the naturally occurring photonic crystal material opal—and its
synthetic form—are both of direct relevance to the present context of photonic crystal
based biosensing. The intrinsic porosity of synthetic opal and inverse opal structures
can be exploited in biosensing through permeation of biomaterial in solution into
the photonic crystal [16, 17]. Furthermore, a single monolayer of colloidal silica
spheres deposited on a substrate is already sufficient for the realisation of biosensor
functionality [18].

This chapter is structured as follows. Section 5.2 treats biosensing with photonic
crystal slabs using out-of-plane illumination. Section 5.3 considers photonic crystal
micro-cavities and slow light effects. Section 5.4 gives an overview on other types
of photonic crystal biosensors such as 3D photonic crystal biosensors. Conclusions
are drawn in Sect. 5.5.

Fig. 5.3 SEM images of 3D photonic crystals fabricated by a layer-by-layer direct laser writing.
Reprinted with permission from [19]. Copyright (2004) Springer. b Self assembly of 220-nm
polystyrene and c inversion of polystyrene structure by silica. b, c Reprinted with permission
from [15]. Copyright (2007) Optical Society of America
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5.2 Photonic Crystal Slab Sensing Using Out-of-Plane
Illumination

Nanostructured waveguides with a periodic structure at or close to the surface are
of primary interest for photonic crystal biosensors that use out-of-plane illumina-
tion. In the first place, one-dimensionally (1D) periodic structures, as shown in the
example of Fig. 5.4a, have been employed. In other words, the periodic structure is
a specific type of grating. Furthermore, the interaction of light with such a grating
leads to diffraction, provided that the grating period is appropriately related to the
wavelength of the light that illuminates the grating. A commonly used name for
such a waveguide with a 1D periodic nanostructure is ‘resonant waveguide grating’
(RWG). We prefer to label this grating as a ‘photonic crystal slab’ (PCS), since
this term includes the more general case of a waveguide with a two-dimensionally

Fig. 5.4 a Schematic of a one-dimensional (1D) photonic crystal slab (PCS) (also named resonant
waveguide grating, RWG). b Simulated transmission spectrum for TE- and TM-polarization of
different diffraction orders at θa = 4° with air as analyte (� = 370 nm, F� = 220 nm, na = 1,
nHI = 2.44, ns = 1.52, d = 85 nm, dg = 60 nm). c Schematic of two-dimensional (2D) PCS with
square symmetry
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nanostructured surface—as depicted, for example, in Fig. 5.4c. The name ‘photonic
crystal’ is arguably appropriate, since it can be organised so that only a narrow range
of wavelengths are selected for strong reflection or, more generally, for large changes
in reflection or transmission. In the absence of significant losses due to scattering or
absorption, reflection and transmission are complementary.

For a general diffraction situation, light is scattered intomultiple diffraction orders
and the total amount of light (i.e. the power in the light beam) that emerges in the
various diffraction orders (including the transmitted or reflected ‘zeroth order’ light)
must equal the amount of light that is incident on the photonic crystal slab, for the
case of negligible absorption. While the most ‘obvious’ situation for diffraction,
particularly in the context of microscopy, is one where the light is incident normally
on the surface of the photonic crystal slab—themore general situation of incidence at
an angle with respect to the normal to the surface, and from either ‘above’ or ‘below’,
has been used advantageously in different system layouts, as detailed in the following
subsections. Figure 5.4b gives an example of the transmission into different diffrac-
tion orders for an incidence angle of 4°. The simulation results in Figs. 5.4, 5.5, 5.6,
5.7 and 5.8 are obtained with the finite-element method (FEM) using the commercial
software COMSOL Multiphysics® with the Wave Optics Module (COMSOL Inc.).

For generality, it should be noted that it is possible to reduce the characteristic
period of the grating to a point where no light emerges in any diffracted order,
because there is no possible angular direction where wave-vector matching (i.e.
photonmomentumconservation) is possible [23].When this strongly sub-wavelength
situation occurs, light is (again in the absence of losses) reflected and transmitted by
amounts that are complementary and determined by the weighted average refractive
index of the grating structure and its effective thickness or depth.

This section is structured as follows: Sect. 5.2.1 introduces biosensing with
photonic crystal slabs. This is followed by Sect. 5.2.2 on biochemical binding
analyses and cellular assays employing photonic crystal slabs and Sect. 5.2.3 on
photonic crystal enhanced microscopy (PCEM). Factors determining the sensitivity
of photonic crystal slab sensors will be addressed in Sect. 5.2.1, while the spatial
resolution for imaging sensors is considered in Sect. 5.2.3.

5.2.1 Principles of Photonic Crystal Slab Sensing

The physical origin of the resonances visible in the transmission and the reflection
spectrum of a photonic crystal slab is the diffraction of light into and out of the
high-index waveguide layer, together with resonant interference [20, 24–26]. The
basic ray schematic in Fig. 5.5a depicts the different components involved. Part of
an incident beam of light (Einc) is directly transmitted (Et) and part is reflected (Er)
by the waveguide layer. Additionally, higher order diffraction may cause part of the
beam to couple into a waveguide mode (Ed,1). This quasi-guided mode is diffracted
out of the waveguide by the grating structure. For constructive interference of the
reflected parts of the beam (Er,Er

′,Er
′′,…) a resonance peak is obtained in reflection.
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a

b

Fig. 5.5 a Light ray propagation in a nanostructured waveguide (adapted from [20]). b Simulated
reflectance as a function of incidence angle θ and wavelength λ for the square grating structure in
Fig. 5.4b for TE polarization

This peak is called a guided-mode resonance. Simultaneously, a dip is observed in the
transmission spectrum. Figure 5.5b gives an example of the reflectance as a function
of incidence angle θ and wavelength λ for the one-dimensional grating structure
in Fig. 5.4a. The resonance angle θB and wavelength λB are related by the Bragg
equation obtained from momentum conservation [27]:

sin(θB) = ±neff ± m
λB

Λ
; m = 1, 2, . . . (5.1)
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a

b

Fig. 5.6 Simulated TE reflectance for sinusoidal gratings with upper and lower waveguide surface
described by s(x) and a waveguide thickness of d = 85 nm. a Influence of amplitude of the
fundamental spatial Fourier component. Schematic depicts PCS with d1 = 35 nm, d2 = 0 nm,
φ2 = 0°. b Influence of amplitude of second-harmonic spatial Fourier component and relative
phase of Fourier components. Schematic depicts PCS with d1 = 35 nm, d2 = 20 nm, φ2 = 0°

Here, neff is the effective refractive index of the waveguide mode, � is the period
of the grating and m is an integer. At normal incidence (θ = 0°) a set of counter-
propagating waveguide modes is excited. The splitting of the two modes, i.e. the
width of the bandgap between the modes, depends on the grating parameters. D.
Rosenblatt et al. [20] give analytical expressions for the case of a ‘thin’ grating (dg
� λ) obtained from a perturbation approach. It is demonstrated that the fundamental
spatial Fourier component of the grating profile determines the Bragg scattering
strength, while the second-harmonic spatial Fourier component causes the mode
splitting as it couples the counter-propagating waveguide modes.

For dielectric photonic crystal slabs with low absorption, Bragg scattering out of
the waveguide dominates the waveguide mode losses. Thus, strong scattering leads
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a

b

c

Fig. 5.7 a Simulated reflectance with wavelength for the grating in Fig. 5.4b for θ0 = 0° (incidence
angle in air) with air and water in the upper hemisphere. b Simulated reflectance for θ0 = 4°.
c Experimental, normalized transmittance measured with crossed polarization filters as described
in [21]

to a low quality factor, while a weak grating (with small refractive index contrast or
small groove depth) shows a high quality factor. The design of the resonance quality
factor and the bandgap width have been discussed in detail in the context of resonant
waveguide grating filters [24, 28–30]. As examples, Fig. 5.6 shows the resonance
spectra at normal incidence for gratings composed of two Fourier components with
the following surface profile:
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Fig. 5.8 Simulated and
normalized electric
near-field intensity for the
TM resonance at 598 nm in
water for normal incidence
upon the structure given in
Fig. 5.4b. For comparison of
the dimensions of biological
quantities of interest: protein
layer ~1–20 nm, bacteria
~1–5 µm, higher cells
~5–20 µm [22]

1

0

s(x) = d1 sin

(
2π

Λ
x

)
+ d2 sin

(
2
2π

Λ
x + φ2

)
(5.2)

In Fig. 5.6a it is seen that the quality factor of the resonance decreases with
increasing amplitude d1 of the first spatial Fourier component of the grating.
Figure 5.6b illustrates that the second Fourier component d2 causes a splitting of the
mode. This splitting is also influenced by the phase φ2 of the second spatial Fourier
component relative to the first component. W. L. Barnes et al. [31] have discussed
the corresponding results obtained for surface plasmons on metallic gratings.

It should be noted that the simulated spectra are calculated for ideal plane-wave
illumination. In experiments, the illumination has a finite angular width. Figure 5.7c
shows as an example an experimentally measured spectrum obtained with white light
illumination limited in angle by two apertures. The spectrum shows a characteristic
splitting of the TE resonance, which we often observe experimentally and attribute to
an angular averaging of the bandstructure in Fig. 5.5b. In setting up the experiment,
it needs to be considered that even a numerical aperture of NA= 0.02 corresponds to
an opening angle of±1.15°—and therefore has a considerable influence on the spec-
trum. In addition, the effect of the illumination incoherence needs to be considered
[32].

Two-dimensional PCSs such as the one depicted schematically in Fig. 5.4c exhibit
similar guided-mode resonances in the reflection and transmission spectrum of
photonic crystal slabs. S. Fan and J. D. Joannopoulos [25] link the Fano-like line-
shape of the resonances to the interference between directly reflected light and light
scattered from the waveguide. S. G. Tikhodeev et al. [26] give a lucid description
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of the origin of the different resonances observed—and investigate the resonance
quality factors of the different modes.

Next, let us consider the application of photonic crystal slabs for sensing.A change
in the refractive index in the upper hemisphere of the photonic crystal slab causes
a change in resonance wavelength, resonance angle, and quality factor. Figure 5.7
gives examples of the spectral changes for a change of the analyte in the upper
hemisphere. The spectral or the angular response may be monitored, in order to
measure changes in the refractive index. The experimental results are obtained with
crossed polarization filters as described in [21]. Alternatively, the integrated intensity
across a specific spectral or angular range may be tracked.

One commonly used measure of sensitivity is the amount that the guided-mode
resonance shifts in wavelength, measured in nanometres, for a given change in the
refractive index of the medium, specified therefore in units of nm/RIU, where RIU
is the recognised abbreviation for ‘refractive index units’. This sensitivity is also
termed the bulk sensitivity and values for the resonances in Fig. 5.7 are given in
Table 5.1.

Specifying sensitivity in nm/RIU may well be convenient from the character-
isation viewpoint—and it may also be appropriate, e.g., where the bio-medical
measurand is delivered in solution and no attempt is made to deposit the measurand
on the surface of the sensor device. Typical bio-applications include the sensing
of protein adsorption or cell activity at the surface of the photonic crystal slab.
These events cause refractive index changes in a limited volume above the waveg-
uide surface. Figure 5.8 shows an example of the electric near-field distribution and
gives the dimensions of the objects of interest. Typical evanescent field penetration
depths are on the order of 100 nm. For comparison dimensions, protein layers have
a thickness of ~1–20 nm, bacteria ~1–5 µm, and higher cells ~5–20 µm [22].

The resonance wavelength change �λ or frequency change �ω, respectively,
depend on the overlap of the electric field with the refractive index change, as
described by J. Yang et al. [33]:

Table 5.1 Bulk sensitivity calculated from the spectra in Fig. 5.7

Mode λ1/nm at n = 1 λ2/nm at n = 1.33 Sensitivity in nm/RIU

Sbulk = �λ
�n = λ2−λ1

1.33−1

Simulation, TE, 0° 659 671 36.4

Simulation, TM, 0° 576 598 66.7

Simulation, TE1, 4° 637 649 36.4

Simulation, TE2, 4° 679 692 39.4

Simulation, TM1, 4° 550 572 66.7

Simulation, TM2, 4° 596 616 60.6

Measurement, TE, 0° 655 666 33.3

Measurement, TM, 0° 578 597 57.6
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�ω = −ω

˚

Vp

�ε(r, ω)Ẽapp(r) · Ẽ(r)d3r (5.3)

Here, V p is the perturbed volume, �ε is the change in dielectric constant due to
the perturbation, Ẽ is the unperturbed electric field vector of the quasi-normalized
mode and Ẽapp is the approximate perturbed normalized electric field vector. In
consequence, for high sensitivity, a strong electric field in the volume is required to
change the refractive index. Comparing the electric field penetration into the analyte
with the typical dimensions of biological quantities, it is seen that the structure
in Fig. 5.8 is particularly suitable for the detection of thin protein layers at the
surface of the PCS. For the detection of whole bacteria or even larger cells, a PCS
with an electric field extending further into the analyte region should be designed.
For this purpose, the use of low-index substrates has been suggested [34]. For the
detection of thin protein layers at the surface, a small penetration depth is actually
advantageous as it renders the sensor insensitive to non-specific refractive index
variations in the sample volume and thereby reduces background noise. I. D. Block
et al. [35] discuss the design of the PCS to match the particular sensing task. In order
to characterize the sensor sensitivity for bio-applications, a sensitivity figure of merit
that is matched to the task is more meaningful than the bulk sensitivity. In particular,
a ‘surface sensitivity’ has been defined that describes the influence of a refractive
index change at the surface on the spectral or angular resonance characteristics [22,
35, 36]. Table 5.2 gives the calculated surface sensitivity for the detection of a 20-nm
thick bio-layer of refractive index nbio = 1.38.

It should be noted that sensitivity values scale with wavelength. Therefore, it is
necessary to consider the resonance wavelength in judging how good is a partic-
ular sensitivity value. While the sensitivity is determined by the nanostructure, the
detection limit depends on the employed read-out instrumentation that determines
the noise and the resolution [37]. In the following sections, different realizations of
sensor systems are discussed.

Table 5.2 Simulated surface sensitivity for the structure in Fig. 5.4b for a 20-nm thick biolayer of
refractive index nbio = 1.38

Mode λ1/nm at n = 1 λ2/nm at n = 1.38 Sensitivity in nm/RIU

Ssurf = �λ
�n = λ2−λ1

1.38−1

Simulation, TE, 0° 659.2 663.5 11.3

Simulation, TM, 0° 575.5 580.3 12.6
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5.2.2 Photonic Crystal Slab Biosensors

As a first sensing system, we consider a sensor for refractive index measurements of
liquids, as realized byM.Huang et al. [38]. As depicted in Fig. 5.9, the PCS is formed
as a free-standing membrane with a two-dimensional hole array. Additionally, the
PCS is combined with a fluidics system to allow for flow across or through the
membrane. This sensor system reaches a record-high sensitivity of 510 nm/RIU, at
a resonance wavelength around 850 nm, and a line width of ~10 nm in solution.
This high sensitivity may be explained by the large field overlap with the analyte. In
addition, the authors argue that the convective flow through the nanohole openings
leads to improved analyte delivery to the surface, as compared with laminar flow
across the surface. J.O.Grepstad et al. [39] employ aPCSmembranewith sub-micron
thickness and through holes to detect nanoparticles smaller than the diffraction limit
of the optical microscope used. They demonstrate the detection and location of single
particles with radius down to 75 nm in air.

Commercial systems used for high-throughput drug discovery and cellular assays
based on PCS are already available on the market. Figure 5.10 shows, as an example,
a 384-well microtiter plate with a one-dimensional PCS at the bottom of eachwell (as
supplied by Epic® system, Corning Incorporated, Corning, NY, USA). The corre-
sponding readout instrument employs spectral monitoring of the reflected light. N.
Orgovan et al. [40] determine for this type of system a detection limit of 2.2 × 10−6

for the refractive index change, by employing serial dilution of glycerol solution.
They obtain a surface sensitivity of 0.078 ng/cm2 to adsorbed mass with layer-by-
layer deposition of polyelectrolyte films. In cellular assays the mass redistribution
in the cell within the penetration depth of the quasi-guided PCS mode is monitored
(Y. Fang [41]). Upon stimulation, e.g., by bradykinin for A431 cells, a so called
dynamic mass redistribution (DMR) occurs in the cell. This mass redistribution is
accompanied by a refractive index change in the volume sampled by the quasi-guided
PCS mode. Y. Fang [41] gives an overview of different types of cellular assay used
for drug discovery.

In designing an instrument for cellular assays the scattering of light by the cells
must be considered. The amount of scattering depends on the cell type and, in partic-
ular, on the surface density of the cells. Spectral and angular measurements of the
guided-mode resonance have the advantage of being intensity independent. Y. Nazi-
rizadeh et al. [42] have demonstrated that an intensity-based measurement may be
utilized if resonance near cut-off is employed. Figure 5.11 depicts a cell adhesion and
spreading experiment, together with the experimentally measured wavelength shift,
resonance width, and resonance intensity, for two different modes—one near cut-off
and one far away from cut-off. Both modes show a monotonic wavelength shift after
addition of the cells, due to the attachment of cells to the surface. The resonance
width of the non-cut-off mode shows an increase and a subsequent decrease, which
can be attributed to the increased light scattering as cells attach to the surface. As the
cell confluency at the surface passes a critical point, scattering decreases again, at
high cell densities. This behaviour is reflected in a decrease in the resonance intensity
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Fig. 5.9 PCS formed by free-standing membrane with nano-hole array and combined with fluidics.
High sensitivity of 510 nm/RIU at 850 nmachieved. Reprintedwith permission from [38]. Copyright
(2009) Optical Society of America
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Fig. 5.10 a 384-well biosensor microplate (Epic® system, Corning Inc.). b Schematic of mass
redistribution in cell upon stimulation. Reprinted with permission from [41]. Copyright (2006)
Mary Ann Liebert, Inc.

of the non-cut-off mode, up to a minimum value and a subsequent intensity increase
as scattering decreases for high cell confluency. The cut-off mode on the other hand
shows an overall monotonic behaviour due to the additional effect of passing the
cutoff wavelength. Comparing the resonance intensity change of the cut-off mode to
the wavelength shift of the non-cutoff mode shows that the same information may
be retrieved. Based on this result the most compact microtiter plate readout system
to date was designed by employing simply a light-emitting diode and a photodiode
for an intensity-based read-out of each of the wells [42].

Targeting a compact instrument design for mobile applications, D. Gallegos et al.
[43] have constructed the smartphone adapter shown in Fig. 5.12. It uses the inte-
grated camera of the smartphone to realize a spectrometer and carry out spectral
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Fig. 5.11 Wavelength shift, resonance width and resonance intensity change for two different
modes in cell experiments. Readout-instrument based on intensity interrogation of cutoff mode.
Reprinted with permission from [42]. Copyright (2016) Springer

Fig. 5.12 Compact readout system using a spectrometer camera for retrieving spectral information.
Reprinted with permission from [43]. Copyright (2013) The Royal Society of Chemistry
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measurements on PCSs. Using custom software they obtained a wavelength accu-
racy for the resonance peak of 0.009 nm. The system is utilized for detection of an
immobilized protein monolayer and for antibody binding experiments.

An intensity-based imaging readout system was demonstrated by S. Jahns et al.
[13]. As depicted in Fig. 5.13 a functionalized PCS is imaged onto a camera. Protein
binding to specifically-functionalized sites on the surface causes an intensity change.
The surrounding unfunctionalized surface area is used for background correction.
Specific detection of three different types of protein was demonstrated. On a 1-cm2

surface area potentially 20× 20= 400 functionalized spots could be positioned with
approximate spot diameters of 350 µm. This work has demonstrated that a point-of-
care system for parallel detection of a panel of biomarkers is within reach. Figure 5.1
depicts how the system may be combined with a microfluidic chip requiring only a
single drop of blood.

Fig. 5.13 Compact system employing a camera for intensity-based readout. False-colour image on
the lower right shows an example of a difference intensity image after protein binding to specifically-
functionalized circular positions. Reprinted with permission from [13]. Copyright (2015) Optical
Society of America
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5.2.3 Photonic Crystal Enhanced Microscopy (PCEM)

Microscopes of various kinds are in widespread use for a great variety of specific
imaging tasks. The conventional optical microscope, in particular, is a ‘natural’ tool
for use in biomedical applications—and versions of the conventional microscope
that include detection and image formation by means of fluorescence or multiple-
photon processes have been of vital importance in the major advances that have been
made in recent years. In photonic crystal enhanced microscopy (PCEM), biological
objects of various kinds may be studied through the use of more-or-less conventional
microscope optics, but with illumination through a specially-prepared, periodically-
nanostructured substrate. The imposition of a structured surface on the substrate on to
which the biological objects are placed can give major enhancements in the qualities
of the imaging process and the amount of information that can be extracted.

Figure 5.14 has two parts. Figure 5.14a is a schematic diagram of the grating
structure—and shows the polymer layer that has been shaped by using nano-imprint
lithography (NIL) to have a moderate depth (120 nm), a 1-to-1 mark-space ratio
and a rectangular profile—and a period of 400 nm. The polymer grating has also
been covered with a higher refractive index layer of titanium oxide (TiO2) that has a
thickness of 60 nm. The combination of the polymer layer refractive index, grating
depth and period—and the TiO2 layer thickness and refractive index, together with
the fact that the refractive index ofwater (n= 1.33) applies for the region immediately
above the PCS, lead to the desired end result, which is that there is nearly complete
reflection of a selected part of the spectrum of the light used to illuminate the imaging
region. Figure 5.14b is a scanning-electron microscope (SEM) image of an actual
fabricated grating structure, i.e. a particular form of photonic crystal slab (PCS).

Figure 5.15 is a schematic representation of the actual instrument, taken (with
permission) from reference [44]. The light source used in this work is a ‘white light’
source. More precisely: the illumination uses a sufficiently broadband, low coher-
ence, source—a light emitting diode (LED) with a central peak emission wavelength

Fig. 5.14 Schematic diagram and scanning-electronmicroscope (SEM) image of PCS substrate for
photonic crystal enhanced microscopy (PCEM). Reprinted with permission from [44]. Copyright
(2013) The Royal Society of Chemistry
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Fig. 5.15 Instrument for live cell imaging. Reprinted with permission from [44]. Copyright (2013)
The Royal Society of Chemistry

of ~625 nm and a spectral width of ~50 nm. An important element in the instru-
ment is the polarising beam-splitter (PBS). Because the diffraction properties of the
grating/PCS structure are intrinsically polarisation dependent—and the polarisation
of the light emitted by the LED is uncontrolled (i.e. random), the PBS selects that
part of the light which, at a given moment, interacts resonantly with the surface.

Figure 5.15 also shows, schematically, a ‘typical’ object for investigation with the
PCEM. Specifically, the object of interest is a cell with a characteristic diameter of
several tens of micrometres (relating e.g. to the circle within which the entire cell
can be located). The cell is amurine dental cell. An important aspect of cell imaging
is that the refractive index is close to that of water, but the density of the different
components has a direct correlation with the local refractive index. Information on
the refractive index of cellular components has been reviewed by P. Y. Liu et al. [45].

The schematic diagramofFig. 5.15 indicates clearly enough that the imagederived
from the cell adhering to the structure surface is projected through a spectrometer onto
a CCD camera. But it is also important to note that a cylindrical lens is incorporated
into the optical system and thereby transforms the beam that is illuminating the
structured surface into a line focus. In consequence, theCCDbehind the spectrometer
captures the spectrum of a line on the sample surface simultaneously. Scanning is
required to obtain a 2D image of the surface.

Figure 5.16 compares a bright-field image with an image obtained by the peak-
wavelength measurement employing a PCS substrate. A much better contrast is
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Fig. 5.16 a Bright-field image and b Peak-wavelength image of Panc-1 cells attached to a photonic
crystal surface. c Example of spectral response. Reprinted with permission from [44]. Copyright
(2013) The Royal Society of Chemistry

observed for the PCEM. As can be seen in the example spectrum, a typical wave-
length shift of around 1 nm is measured for positions with cells when compared to
surrounding PCS sites without cells.

An important consideration in employing a PCS for imaging applications is
the resolution. Due to the coupling of light into waveguide modes, propagation
occurs along the waveguide—and the resolution is thereby reduced. The propa-
gation length is proportional to the quality factor of the quasi-guided mode and is
therefore inversely proportional to the resonance linewidth [46]. An experimental
demonstration of this effect is shown in Fig. 5.17. Two different photonic crystal
slabs are considered, with linewidths of 17 nm and 4.5 nm, respectively. A USAF
1951 resolution standard pattern is etched into each of the photonic crystal slabs.
Imaging is performed by evaluation of the resonance angle. It is clearly visible that
the left image, which corresponds with a broader spectral linewidth, exhibits a higher
spatial resolution, i.e., smaller features may be resolved. Experimentally, a spatial
resolution of 3.9 µm is obtained for the broader spectral linewidth and 11 µm for
the narrow one.
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Fig. 5.17 a Resonance spectra for two different photonic crystal slabs. Images of USAF 1951
resolution standard patterns etched into the photonic crystal slabs taken by evaluation of the reso-
nance angle for b the PCS with the broad and c with the narrow spectral linewidth. Reprinted with
permission from [46]. Copyright (2009) Optical Society of America

G. J Triggs et al. [47] compared the resolution achieved with one-dimensional
photonic crystal slabs to the case of a two-dimensional photonic crystal slab. As
depicted in Fig. 5.18, the single grating vector Gx only allows for coupling into one
propagation direction in the waveguide. On the other hand, two-dimensional PCSs
offer more than one grating vector -and coupling is possible into multiple direc-
tions. A photoresist pattern consisting of lines with different pitch and orthogonal
orientation is deposited on the photonic crystal slab, as shown in Fig. 5.19. Experi-
mentally, a better resolution is obtained in the direction of the incident electric field
vector. This result may be explained by the fact that the wave-vector of the inci-
dent beam is perpendicular to the electric field vector and therefore causes modal
propagation in the direction perpendicular to the electric field vector. The coupling
into the quasi-guided mode degrades the resolution. In the direction of the electric
field vector, no propagation occurs and the resolution is determined by the optical
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Fig. 5.18 Coupling of incident light into a photonic crystal slab for a a one-dimensional and b a
two-dimensional nanostructure. Reprinted with permission from [47]. Copyright (2015) IEEE

Fig. 5.19 Images obtained by evaluation of the peak-wavelength position for a two-dimensional
photonic crystal slab. The sample is rotated by a 0°, b 45° and c 90° with respect to the depicted
electric field vector orientation. Reprinted with permission from [47]. Copyright (2015) IEEE

imaging system. For a two-dimensional PCS mode, propagation may be excited in
multiple directions—thereby degrading the spatial resolution, as compared with a
one-dimensional grating structure.

Y. Nazirizadeh et al. [21] suggest that, in the case of sufficient refractive index
contrast, PCEM may be conducted as a simple colour-based measurement. Crossed
polarization filters are used to suppress background light that does not interact with
the quasi-guided modes. Without the use of a spectrometer or an angle-scanning
mechanism, a significantly increased contrast is obtained for objects at the surface.
Additionally, for objects with known refractive index, a three-dimensional image
may be reconstructed with PCEM [48].

In the sensing of biological molecules—and organic molecules more generally—
characteristic resonant features directly related to the vibration of particular chem-
ical bonds may be observed by scanning the wavelength of the light incident on the
molecule and observing changes in the reflection, transmission or absorption spec-
trum of the light. By designing a PCEM at infrared wavelengths, these molecular
resonances may be evaluated for further information. Finally, photonic crystal slabs
have been successfully employed for enhanced fluorescence microscopy [49].
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5.3 PhC Micro-cavities and Slow Light

By definition, slow light takes longer to transport optical energy or information over
a given distance than normal ‘fast’ light. In terms of velocity, slow light is identi-
fied with a reduced group velocity—and, for normalized comparison purposes, one
appropriate measure is the (phase) velocity of light in the medium from which the
waveguide core is constructed. Slow light PhC structures, e.g. in the form of waveg-
uide channels through block regions of 2D photonic crystal, have been demonstrated
to exhibit experimental group velocities that are several tens of times smaller than
the group velocity of guided light in the waveguide core material.

Slow light behaviour characteristically occurs in situations where the dispersion
curve for optical propagation, defined in terms of ω versus β, has a strongly reduced
slope. Here, β refers to the wavevector in the propagation direction.

Slow light occurs characteristically in the near zone-boundary regions of the
PhC band-structure. In terms of the characteristic Bloch modes of the periodic
structure of the photonic crystal, the group velocity decreases progressively as the
zone-boundaries are approached from either side. In the limiting case, at the exact
zone-boundary, the group velocity goes to zero.

Slow-light can lead, for instance, to enhanced non-linearity—and to enhanced
sensitivity in sensing applications such as biomedical sensing. For applications
of slow light in which broadband operation is desirable, e.g. the delay controlled
processing of digital data, there are also dispersion control issues that can be
addressed by local flattening of the dispersion curve, via designed local variation
of the PhC lattice on either side of a channel waveguide in a PhC lattice. Such disper-
sion control issues are arguably of interest and relevance where it is desirable or
essential to obtain a controlled amount of propagation delay for signals, e.g. pulses
of light, that are spectrally broadband.

1D PhC structures in the form of more-or-less strong gratings created in slab
waveguides can exhibit band-structure—and spectral regions where dispersion is
strong—and propagation is slow.

Slow light propagation in PhC structures and waveguide channels through 2D
PhC regions can also be considered as a particular situation in terms of the Bloch
modes of the structure—in which the principle constituent modes in the forward and
backward directions are strongly coupled through the intrinsic scattering processes
of the PhC structure—and have comparable magnitudes. If the constituent forward
and backward propagating modes are equal in magnitude, the (net) group velocity
goes to zero—and the effective mass (or refractive index) goes to infinity.

In, for example, a slab waveguide that has a 1D grating/PhC structure imposed
on it, there will be a finite band of frequencies—the stop-band—over which strong
reflection occurs within the PhC lattice—or, equivalently, there is a strong reduction
in transmission.

While the enhancement of sensitivity that is a characteristic feature of slow light
propagation is potentially useful, the resonantmicrocavity approach is arguably supe-
rior to the slow light approach, because of the intrinsically compact path-folding
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Fig. 5.20 a 1D grating PhCwaveguide structure schematic showing fluid delivery cell. bMeasured
transmission stop-bands for two different upper cladding fluid refractive indices. Reprinted with
permission from [51]. Copyright (2005) IEEE

involved in the resonant operation of a microcavity. Furthermore, in example situa-
tions described in the literature, e.g. by J. García-Rupérez et al. [50], the finite length
slow light waveguide structure may become part of a Fabry–Perot cavity structure,
because of partial reflection at each end of the slow light waveguide—i.e. a some-
what microcavity is generated. With a deliberately formed resonant microcavity,
the greatly enhanced sensitivity of the structure is typically associated with strong
spatial localisation that implies that only a very small amount of correctly located
bio-material is required to shift the resonance frequency of the microcavity by a
detectable amount.

W. C. L. Hopman et al. [51] demonstrated a compact refractometric sensor by
launching light in the waveguide mode of a one-dimensionally periodic PhC—in the
form of a shallow, ~76 µm long, grating etched into a ridge waveguide formed by
depositing a high-index (2.01µm)filmof silicon nitride on a fairly thick (9µm) silica
(n= 1.46) buffer layer, on a silicon substrate. The structure is shown schematically in
Fig. 5.20a. The basic sensing effect demonstrated, as shown inFig. 5.20b,was awhole
band shift (with �λ = 4 nm) obtained by changing the modal effective refractive
index of the waveguide via changing the refractive index of a liquid upper cladding—
between the n = 1.36 of pure ethanol and n = 1.528 of a mixture of ethanol and
benzyl-alcohol. This structure was evaluated as a temperature sensor, with a readily
observable shift in the stop-band being obtained by changing the temperature of the
fluid cladding between 20 and 142 °C.Much the same structure could be exploited as
a compact biosensor, with changes in the waveguide modal index resulting from the
presence of a bio-material in solution, deliveredmicrofluidically—and the possibility
of detecting bio-material deposited, e.g., via molecular binding processes.

Another version of a waveguide PhC sensor is described in the paper by N.
Skivesen et al. [52]. In this paper, the sensor device used a waveguide channel
through 2D hole-based PhC regions, with a core layer of silicon on a silica (n= 1.44)
buffer layer—on a single crystal silicon substrate, i.e. close to a standard commercial
SOI wafer section. The configuration is depicted in Fig. 5.21a. The basic refracto-
metric action of the sensor structure was clearly and quantitatively demonstrated by
observing the long wavelength transmission spectral edge position as the refractive
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Fig. 5.21 a Schematic of PhC channel waveguide realised in SOI. b Pass-band edge wavelength
shifts—with upper cladding refractive index as parameter. Reprinted with permission from [52].
Copyright (2007) Optical Society of America

index of the ambient medium was increased from that of air (n = 1) through that
of water (n = 1.33) to the refractive indices of two different immersion oils (n =
1.48 and n = 1.518). Biosensing action was evaluated by investigating the effects of
depositing bovine serum albumin (BSA), on to the sensor device, from solution in
purified water. An edge wavelength transition of 0.2 nm was readily detected after
deposition from a solution concentration of 10 µg/ml. The deposited layer thickness
was estimated to be 2.6 nm for this situation.

Figure 5.22 shows the device presented by J. García-Rupérez et al. [50]. By using
the band edge Fabry–Perot fringes seen in Fig. 5.22b a higher interaction with the

Fig. 5.22 a SEM image of the fabricated SOI planar photonic crystal waveguide. b Spectrum
with Fabry–Perot fringes visible at the band edge. Reprinted with permission from [50]. Copyright
(2010) Optical Society of America
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analyte is obtained, resulting in a sensitivity of 174.8 nm/RIU. As these Fabry–
Perot fringes have a reduced bandwidth, the uncertainty in detecting their position
is reduced. A mass density detection limit below 2.1 pg/mm2 is achieved.

E. Chow et al. [53] carried out pioneering work on the exploitation of biosensor
devices based on microcavity structures realised within a 2D PhC format. The
geometry and spectra are shown in Fig. 5.23 and results are reproduced in Fig. 5.24.

Fig. 5.23 a Scanning electron microscope view of a photonic crystal microcavity integrated with
two ridge waveguides. The regular hole diameter is d = 0.58 a, the defect hole diameter is d′ = 0.4 a,
and a = 440 nm is the lattice constant of the photonic crystal. b Scanning electron microscope view
of a photonic crystal microcavity integrated with two ridge waveguides. The regular hole diameter
is d = 0.58 a, the defect hole diameter is d′ = 0.4 a, and a = 440 nm is the lattice constant of
the photonic crystal. Reprinted with permission from [53]. Copyright (2004) Optical Society of
America

Fig. 5.24 aResonantwavelength and the corresponding refractive index as a function of timeduring
the evaporative process of water in a glycerol–watermixture. bResonant wavelength shift Dl plotted
as a function of ambient indexn.The inset shows thefluctuation in the resonantwavelengthmeasured
at n = 1.450 over a time interval of 30 min. Reprinted with permission from [53]. Copyright (2004)
Optical Society of America
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Fig. 5.25 Micrograph of the
resonant microcavity created
within a 2D hexagonal
symmetry PhC region and
fabricated in an SOI wafer
section—together with input
and output ridge waveguides.
Reprinted with permission
from [54]. Copyright (2007)
Optical Society of America

M. R. Lee and P. M. Fauchet [54] have also described the operation of a sensor
based on a microcavity that was realised within a 2D hole PhC region, as shown
in the micrograph of Fig. 5.25. Although the microcavity design was non-optimum,
resonanceQ-factor values as large as 2000were estimated. To demonstrate the poten-
tial capabilities of this device as a biosensor, measurements were carried out using
small diameter (370 nm) latex spheres—to determine the shift in the resonance peak
produced when the latex sphere lodges in the central hole of the microcavity region.

As already described in the introduction to this chapter—and shown in the SEM
image of Fig. 5.2—arrays of 1D PhC microcavities have been used to demonstrate
their possible application in a prototypical biosensing role [14]. As the figure shows,
each microcavity was coupled to a feeder/output photonic wire waveguide. With the
application of a measure of design, resonance Q-factor values of around 2000 were
achieved, with the microcavity structure array immersed in fluid that had a refractive
index close to that of water, i.e. n = 1.33.

This Q-factor value was sufficiently large to achieve useful sensitivity, e.g. detec-
tion of a refractive index change as small as 7 × 10−5 in microfluidically delivered
test solutions, and readily resolve five different geometrically controlled resonance
frequencies/wavelengths. (Fig. 5 of the reference suggests that many more than five
resonances, e.g. fifty, could be achieved with much the same cavity design). Numer-
ical simulation was used to calculate 10 attogram sensitivity for single-strand DNA
binding in a target zone on an individual microcavity, as identified by a shift in the
cavity resonance wavelength by 10−2 nm.

Y.-F. Chen et al. [55] developed the 1D PhC cavity significantly further. The
optical trapping action of the resonantmode concentrates the deposition of the protein
molecules at the centre of the microcavity. The trapping action can be described as
the operation of a ‘molecular nanotweezer’. Also shown in Fig. 5.26 are a top-
view micrograph of the microcavity, with a small hole at the centre of the spacer
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Fig. 5.26 Schematic representation of silicon nitride based 1d PhC microcavity resonator showing
protein molecules in solution being attracted to the peak optical field strength region of 1.06 µm
wavelength light launched into the microcavity. Reprinted with permission from [55]. Copyright
(2012) American Chemical Society

section acting as an optical concentrator, together with a representation of the reso-
nant modal field distribution. With the use of appropriately prepared surfaces on the
microcavity structure, specific binding can be used to ensure that the local change
in refractive index, after removal of the trapping light, is identifiable with the pres-
ence of a specific protein in the solution, via a shift in the microcavity resonance
frequency/wavelength. With such cavities arranged in an array—and the application
of distinctly different preparation processes to each microcavity in the array—the
presence of a selected range of different proteins becomes possible. At the same time,
the resonance frequencies of the individual microcavities can be chosen, leading to
coding of the protein identification process via the resonance frequency/wavelength
and the frequency/wavelength shift of the resonance produced by the sensing action.
In the actual experiments carried out, Wilson disease molecules with a molecular
weight of ~46 kDa were used. Resonance Q-factor values of 3000–5000 were clearly
sufficiently high for successful demonstration of the capabilities of this approach.

S. Zlatanovic et al. [56] use a simple microcavity structure with a relatively low
Q factor. In a label-free approach binding of anti-biotin to biotinylated-bovine serum
albumin (b-BSA) is detected. The total sensor area is 50 µm2, while the effective
cavity area is only 0.27 µm2. The resonance shift with concentration is shown in
Fig. 5.27. The detection limit of 20 nM corresponds to 4.5 fg deposited on an area of
approximately 50 µm2. For an effective modal area of 0.272 µm2, this corresponds
to 80 molecules and a mass of 21 attogram of the anti-biotin.

As Fig. 5.27 shows, the response of this photonic crystal sensor indicated a clearly
detectable resonance wavelength shift (0.5 nm) at a solution concentration of 3 ×
10−9 M for the binding of anti-biotin to biotinylated–BSA that was deposited and
immobilised on the carefully prepared surface of the PhC microcavity. From the
slope of the main part of the graph, the value of the affinity constant was estimated
to be 6.9 × 107 M−1, which is considered to be a moderate value, e.g. c.f. the value
of 1015 M−1 that has been cited for the streptavidin-biotin pair.
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Fig. 5.27 Concentration response curve for anti-biotin measured with photonic crystal microcavity
sensor. Reprinted with permission from [56]. Copyright (2009) Elsevier B.V.

W.-C. Lai et al. [57] have realised high-Q (values up to 26,700) microcavity
structures in membrane PhC waveguides as shown in Fig. 5.28. Because of the
fragility of an unsupported membrane, the buffer silica region from the SOI wafer
section was retained. The significant optical absorption of water at the operating
wavelength (~1.55 µm) represents an intrinsic barrier to the achievement of higher

Fig. 5.28 a Schematic diagram of feeder W1 channel waveguide through 2D silicon supported
nano-membrane PhC regions, coupled with Ln(3) microcavity centered on the third row of the PhC
region away from the waveguide channel region, b inkjet printed bio-molecule regions on PhC
waveguide/microcavities, and c normalised frequency (inverse wavelength!) versus wave-vector
(dispersion) for waveguide and microcavity modes, with resonant modal distributions. Reprinted
with permission from [57]. Copyright (2012) Optical Society of America
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Fig. 5.29 a Top view of square lattice pillar PhC microcavity. b Slanting angle view of the same
microcavity. Reprinted with permission from [58]. Copyright (2010) Optical Society of America

resonance Q-factor values—and also means that the potential advantages of using
an unsupported membrane approach are not significant.

The photonic crystalmicrocavity structure realised byT.Xu et al. [58] is of interest
because it is based on high aspect-ratio pillars in a square lattice, with a lattice period
of 483 nm as shown in Fig. 5.29. The microcavity is formed by the combination of
the square core area and a surrounding “wall” area that has a larger lattice period
along one axis. Note that the main lattice axes are at a 45° angle with respect to the
defining x–y axes of the core and wall domains. The pillar photonic crystal structure
is particularly suitable for immersion in a fluid delivery and sensing environment,
with a large effective surface area. Because the photonic crystal structure uses finite
height pillars it is inherently somewhat leaky—but nevertheless resonance Q-factors
as large as 27,000 were achieved with this structure. The pillar photonic crystal
structure has a generic resemblance to the nanorod metamaterial described in A. V.
Kabashin et al. [59], with which the remarkably high sensitivity of 30,000 nm per
RIU was achieved.

In the text above, we have covered a number of interesting examples of micro-
cavity and slow-light PhC device structures that have been used in demonstrations
of biosensing action. This coverage is surely not exhaustive—other examples are
presented in the literature. For a comparison of achieved detection limits we refer to
the work of Y. Zou et al. [60].

5.4 Other Types of Photonic Crystal Sensor

The previous two sections have discussed sensors based on one- or two-dimensional
photonic crystal structures implemented in a supportedwaveguide layer on a substrate
or in a light-guiding membrane. In this section, we provide an overview of other
approaches to photonic crystal biosensors. As described in Sects. 5.1 and 5.2 of
this chapter, a one-dimensional (1D) photonic crystal region may be realized as
a diffraction grating structure. An alternative 1D arrangement is a periodic layer
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Fig. 5.30 1D photonic crystal—commonly called Bragg stack: a Reflection spectra for three
different periods. b Cross-sectional SEM images for polymer and titania layers, respectively, of
b 9 nm and 70 nm, c 20 nm and 80 nm, and d 57 nm and 89 nm. Inset photographs show sample size
of 20 mm by 20 mm. Reprinted with permission from [62]. Copyright (2011) The Royal Society of
Chemistry

sequence of two or more materials deposited on a substrate, although suspended
membrane formats are also possible. Such structures are well known in the form of
optical interference filters—and are commonly calledBraggmirrors [61]. Figure 5.30
shows a Bragg stack of different periods fabricated by the spin-coating of organic
and titania nanoparticle sol layers, as well as example spectra for the three period
case [62]. Adding a sensing cavity into the periodic sequence results in a Fabry–Perot
resonator (called a Gires-Tournois resonator, if one mirror has a 100% reflectivity
and the device is operated in reflection).

Photonic crystal structures have been integrated with fibers for several different
types of sensor configuration. Here, distributed sensing, as well as lab-on-a-fiber
applications, have been investigated. Two different configurations and combinations
of these have been proposed. The periodic arrangement of refractive indices may
be either in the longitudinal direction of the fiber or in the transverse cross section.
The first configuration is known as a fiber Bragg grating (FBG)—and Fig. 5.31 (left)
depicts an example structure of a microfiber Bragg grating (MFBG) [63]. Examples
of the transverse periodic structuring of the fiber are the solid-core and hollow-core
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Fig. 5.31 (Left) Microfiber Bragg grating. Reprinted with permission from [63]. Copyright (2011)
Optical Society of America. (Right) Solid-core (top) and hollow-core (bottom) photonic crystal
fiber. Reprinted with permission from [64]. Copyright (2007) IEEE

photonic band gap fibers shown in Fig. 5.31 (right) [64]. Light guiding is provided
by the photonic crystal band gap material around the hollow core. Sensitizing the air
holes allows for the binding of biomaterial at specific positions. A combination of
longitudinal and transverse periodic structuring has, for example, been demonstrated
in [63]. For details on photonic crystal fiber sensors the reader is referred to Chap. 6 of
this book. The remainder of this section is devoted to the class of three-dimensional
(3D) photonic crystal structures used for sensing—and closely related 2D structures.

5.4.1 3D Photonic-Crystal Biosensors

Three-dimensional (3D) photonic crystals exhibit a periodic arrangement in the
refractive index in all three spatial dimensions. Several different methods have been
demonstrated for the fabrication of such 3D photonic crystals. Figure 5.3a shows an
SEM image of a 3D photonic crystal fabricated using direct laser writing. The laser
light illuminates a thick region of photoresist-type material at a wavelength that is
greater than the single-photon polymerization threshold wavelength. For a tightly-
focused laser beam the multi-photon polymerization threshold is reached locally
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in the focal region [19]. An alternative to direct laser writing is laser interference
lithography. Polymer-based opal-type 3D photonic crystals have been fabricated
using four-beam laser exposure [65]. Both fabrication methods are referred to as
forms of top-down fabrication. A continuous layer of material is structured to obtain
the 3D photonic crystal. A quite distinct fabrication process is the self-assembly
of colloidal material into a regular lattice arrangement. Such a process is a form of
bottom-up fabrication—where colloidal spheres are assembled into a large structure.
Figure 5.3b shows an example of such a photonic crystal structure.

Silica colloids may be fabricated in solution by the Stöber process [66, 67]. Layer-
by-layer depositionof hexagonally close-packed (in 2D)monolayers of silica colloids
leads typically to the formation of 3D structures with face-centered cubic (fcc)
symmetry. Fcc is favoured over hcp (in 3D) because of the forces involved in crystal
formation, which are distance-dependent. This truth holds, even though the forces
involved are many orders of magnitude smaller than those involved in the bonding of
atoms in crystalline solid materials. Polymer-based opal-type 3D photonic crystals
can also be readily fabricated. The processes for their realisation can resemble those
used in forming silica-based opals, but with the polymer (near-)spheres typically
formed in a separate process from the multi-layer deposition process involved in 3D
photonic crystal formation.

Silica- or polymer-based opal-type photonic crystal structures typically provide a
3D periodic structure with the relatively low index contrast of approximately 1.5:1,
assuming that the background refractive index is close to that of air (n = 1). Higher
index contrast ratios are desirable in many situations. Therefore, inverted struc-
tures have been realised in e.g. silicon, taking advantage of the specifically different
chemistries of silica and silicon [68]. The differential wet-etch chemistry exploited
here is much the same as that used routinely in the silicon electronics industry. Silica
is soluble in hydro-fluoric acid (HF), while silicon is soluble in sufficiently alkaline
liquid—e.g. potassium hydroxide (KOH). Inversion of silica-based opal into poly-
meric inverse photonic crystal structures is also possible via selective chemistry. The
HF that dissolves silica does not attack polymeric materials. Figure 5.3c shows an
example of an inverted opal structure obtained by sol-gel formation of the inverted
silica opal structure and subsequent removal of the polystyrene template with ethyl
acetate [15].

Porosity is an important aspect when considering possible applications of 3D
photonic crystal materials for sensing, whether explicitly chemical or biochemical in
nature. The porosity scalemay be labelled as nano- or micro- or evenmacro-porosity.
Unfortunately, the terminology used is problematic—because ‘nano-porous’ struc-
tures based on inverted opal typically have pore sizes in the size range of hundreds of
nanometres, i.e. they are really (sub-)micro-porous. In contrast, for instance, the pore
sizes involved in what is now commonly called ‘porous silicon’ are much smaller.
C. Pacholski [69] has reviewed photonic crystal sensors based on porous silicon.
The structures realised may be multi-layers with alternating high-low-high-low…
configurations (1D photonic crystals)—or 2D or 3D photonic crystals.

As for other formats, 3D photonic crystal structures can form the basis for bio-
sensing and bio-medical sensing through a number of different approaches. These
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approaches include fluorescent molecular labelling of target species in immuno-
reactions, label-free specific binding reactions—and modification of light emission
from, e.g., deposited quantumdots. Colour change in 3Dphotonic crystal structures is
one mechanism that can be exploited for bio-sensing, most obviously in intrinsically
porous materials such as synthetic silica opal or inverse photonic crystal structures
that are realised via inversion of synthetic opal. Colour changes can be produced,
e.g., by changes in the refractive index of fluid material that permeates the pores
of the 3D photonic crystal structure—or, alternatively, by deposition of biomaterial
on the interior surfaces of the 3D photonic crystal—or by swelling (dilatation) or
contraction of the photonic crystal lattice.

In 3D photonic-crystal hydrogel sensors the photonic crystal is embedded in the
hydrogel [70, 71]. Fabrication chemistry needs to be carefully adjusted to allow for
electrostatic self-assembly and to prevent disordering of the lattice by polymerization
and functionalization of the hydrogel with recognition units [71]. Figure 5.32a shows
the measurement principle based on the reversible contraction and swelling of the
hydrogel causing a corresponding change in the lattice constant of the colloidal
3D photonic crystal. The readout is performed by colour evaluation in a reflection
measurement. Such a sensing principle has been proposed for glucose sensing in tear
fluid by integration of the hydrogel sensor into a contact lens [70]. An alternative
to integration of the photonic crystal into the hydrogel is attaching the photonic
crystal to surface of hydrogel. Under suitable conditions, hexagonally close-packed
2D photonic crystal lattices of nano-/micro-spheres can be produced that closely
mimic the individual (111) planes of the fcc-symmetry 3D photonic crystal lattice.
Figure 5.32b shows a schematic of such a 2D photonic crystal at the surface of a
hydrogel [71].

Next, we shall consider one concrete example of a photonic hydrogel sensor for
protein binding. As depicted in Fig. 5.33, the hydrogel is functionalized with biotin
[18]. Upon the binding of the avidin, the hydrogel shrinks. This change in the period
of the colloidal array is detected bymonitoring theDebye diffraction ring. The sensor
allows for a visual detection of 0.1 mg/ml avidin. The sensitivity is particularly high
for low avidin concentrations. A picoMole (pM) to milliMole (mM) detection range
has been given for the different types of photonic hydrogel sensor that have been cited
in the review by A. K. Yetisen et al. [16]. A femtomole (fM) limit of detection was
demonstrated by J. P. Walker and S. A. Asher [72]. The high sensitivity was achieved
by using an enzyme—and the sensor is irreversible. An issue for photonic hydrogel
sensors is their nonspecific response to temperature, pH and ionic concentration.

Figure 5.34 depicts a 3D photonic-crystal sensor that utilizes the superprism effect
as a different means of detecting refractive index changes [73]. The light propagation
angle in the photonic crystal changes as a function of the refractive index. In a
theoretical and computational study, the exit position of the beam as a function of
the refractive index is calculated by computing the normal to the dispersion surface
to obtain the group velocity.
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Fig. 5.32 a 3D photonic hydrogel sensor based on a crystalline colloidal array (CCA). A lattice
change in the CCA is detected as a colour change. b 2-D photonic hydrogel sensor based on the same
principle. Reprinted with permission from [71]. Copyright (2015) American Chemical Society

These last two sensing systems proposed by J.-T. Zhang et al. [18] and T. Prasad
et al. [73] are inspiring because they offer alternative options for evaluating sensor
signals besides the use of spectral measurements. J.-T. Zhang et al. [18] evaluate
diffraction intensities and T. Prasad et al. [73] consider a spatial displacement. This
demonstrates that system approaches beyond using a spectrometric evaluation are
possible and may be advantageous for compact systems.
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Fig. 5.33 2D biotin-functionalized hydrogel sensor for avidin detection. aDiffraction intensity as a
function of avidin concentration inmg/ml in 0.1MNaCl aqueous solution. bDiffractionwavelength
as a function of avidin concentration. Inset shows photographs in close-to Littrow configuration.
c Schematic of avidin binding in hydrogel. Reprinted with permission from [18]. Copyright (2013)
The Royal Society of Chemistry

Fig. 5.34 3D photonic-crystal sensor employing superprism effect. The graph shows the calculated
change of the exit beam position as a function of the refractive index. Reprinted with permission
from [73]. Copyright (2006) Elsevier B.V.
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5.5 Concluding Statement

This chapter has addressed the important topic of biomedical sensing based on
photonic crystal (PhC) structures—attempting to provide a wide-ranging review,
albeit not an exhaustive one. Our hope is that the interested reader will consult the
literature that we have cited, in a critical manner—and be motivated to carry out their
own further study and help to develop this field towards maturity. As other chapters
in this book have shown, together with other work in the literature, photonic crystal
structures are certainly not the only scientific and technological approach of interest
for biomedical sensing applications. Despite the intrinsic attractions of photonic
techniques, alternative approaches such as ones based on electrochemistry are avail-
able and strongly competitive [74]. Within the optical domain, surface plasmon reso-
nance (SPR) sensing has an established position in label-free bio-medical sensing. In
the appropriate (Kretschmann) configuration, a thin additional layer of bio-material
modifies the exact angle (for a specified wavelength) at which light couples strongly
to the surface plasmonmode of a thin shinymetallic layer deposited on a glass prism.
The most typical metal used is gold, because of its high plasma resonance frequency
and the narrowness of this resonance, allied to its chemical inertia. The SPR situ-
ation is termed a resonance because it is sharply defined in terms of the coupling
angle of the light for plasmon propagation. The sharpness of the resonance—i.e. the
narrowness of the range of angles over which coupling occurs for a specified optical
wavelength—is primarily determined by the degree of collimation of the incident
beam. In turn, the degree of collimation increases as the area of the sample that is
illuminated by the coherent light beam used increases. In consequence, high resolu-
tion and sensitivity are synonymous with illumination of a large sample area—and
therefore substantially inimical to miniaturisation.

Within the domain of optics or photonics based sensing techniques, other
approaches based on plasmonic resonator structures [75], optoplasmonics [76, 77]
meta-surfaces [78–80], stripe-waveguide ring resonators and stripe waveguide-based
Mach-Zehnder interferometers [81–83] all offer attractive possibilities. These device
structures may well be organised in arrays that have several thousand elements in
them. Arrays of plasmonic devices (i.e. arrays of photonic ‘atoms’) supported by
flat (or even gently curved) surfaces can be regarded as two-dimensional metama-
terials or meta-surfaces. Arrays of such resonant ‘atoms’ are typically organised in
regular patterns, but this is not an intrinsically essential requirement. In passing, we
remark that periodic arrays of light scattering ‘atoms’ unavoidably have the poten-
tial to behave as photonic crystal structures and therefore to exhibit, for example,
photonic bandgap behaviour. The conditions for exhibition of a photonic bandgap
are determined by the wavelength used, in relation to the Bragg scattering angular
dependence. Photonic-crystal slabs [44, 47, 48] such as those used in photonic-crystal
enhanced microscopy (PCEM), are also a particular form of structured surface.

Measurement techniques based on some of these structures include ‘surface
enhancedRaman scattering’ (SERS) [84, 85] and ‘surface enhanced infra-red absorp-
tion’ (SEIRA) spectroscopy [86–88]. SEIRA allows the spectroscopic identification
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of particular bio-molecules or classes of bio-molecules, via the specific chemical
bond resonances that typically occur at mid-infrared wavelengths in organic mate-
rials. PCEM typically generates spectrally encoded images e.g. colour encoding of
the depth of penetration of light into a cell—or local variations in the refractive index
of the cell. Various spectroscopic and spectrometric approaches have been used in
biomedical sensing and imaging—and have been demonstrated in the laboratory.
In sufficiently well characterised situations, spectral scanning requirements may be
either reduced or even eliminated. Organisation of bio-sensing devices in arrays or as
structured surfaces implies the need for a multiply repeated scanning approach to the
sensing process, with each element of an array being allocated a specific processing
time during each field scan. In the structured surface (e.g. PCEM) approach, an
unscanned 2D image may be simultaneously scanned spectrally—or one spatial
dimension may be scanned and the second scanning dimension be encoded spec-
trally. In the present era of optical microscopy, electronic scanning, together with
digital storage and processing, has become a standard approach—and approaches
such as hyperspectral imaging are now routine.

Recently a review paper has appeared [89] that is concerned with resonant waveg-
uide grating (RWG) structures—also knownas guided-mode resonant (GMR)grating
structures. Apart from the use of different nomenclature, these structures are essen-
tially the same as one-dimensionally periodic photonic crystal slabs. This paper
covers a wide range of theoretical/computational techniques, as well as addressing
fabrication methods and a wide range of possible applications. These applications
include fluorescence enhancement in bio-sensing. Another issue that we have not
attempted to cover exhaustively is that of fluorescence labelling, as an alternative to
reliance on, for example, specific binding in conjunction with the detection of small
changes in refractive index that are identified and measured using resonant cavities,
waveguide grating resonances or nulling interferometric approaches. In this chapter,
the exploitation of refractive-index change (generalised, if need be, to mean change
in the real part and/or the imaginary part of the complex refractive index) has played
a central role. The most obvious alternative to the refractive-index based approach is
the use of fluorescent labelling in the bio-analyte of interest. In particular, fluorescent
labelling has been exploited in the ‘classical’ competition immunosensing reaction
between antibodies and antigens, where the presence of specific antigens in a sample
of analyte suppresses the fluorescence from identical antigens that have been fluores-
cently labelled and added into the analyte. P. C.Mathias et al. [90] have demonstrated
that, by comparison with the situation for a plain glass substrate (i.e a microscope-
slide), there is a remarkable (60-fold) enhancement of the fluorescence from the
fluorophore cyanine-5, when it is spotted onto a streptavidin conjugated photonic
crystal substrate. C. Wang et al. [91] have demonstrated detection of thrombin in the
pM range with fluorescence enhancement in 3D PhC.

Only a few publications present a direct comparison with a standard technique or
other techniques. Two publications providing a certain degree of comparability are
the rotavirus detection performed byM. F. Pineda et al. [92] and B.Maeng et al. [93].
Both also perform a comparison with standard enzyme-linked immunosorbent assay
(ELISA) tests.M. F. Pineda et al. [92] detect the rotaviruswith a 1DgratingPhC.They
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observe peak-wavelength shifts in the 10 pm-range. Even though B.Maeng et al. [93]
report a much higher sensitivity, their limit of detection (LOD) appears rather similar
to the one by M. F. Pineda et al. [92]. This demonstrates that, besides sensitivity, the
system noise is another important factor for detecting low concentrations. In order
to quantify the fundamental limit of detection, the fundamental noise sources need
to be analyzed in addition to the system sensitivity. S. Kroker et al. [94] investigate
photonic crystal designs that are optimized for low noise behavior.

In due course, i.e. on a ten or twenty year timescale, new and decisive winners
in biomedical sensor device technology will surely have emerged. Success will
result from the resolution of many issues, not least of which will be the ability to
generate and protect the intellectual property aspects of a particular type of photonics
based biomedical sensor device.Whatever the scientificmerits or intellectually inter-
esting content of a particular biomedical optical sensing concept or sensor device,
the vital practical issues of reliability, reproducibility, manufacturability and cost
will need to be addressed as central aspects of product development. Such issues
should only be considered as providing a starting point in the quest for a successful,
widely exploitable and useful approach to biomedical sensing. The qualities of the
initial samples of bio-analyte and their pre-filtering, purification and preparation
(e.g. the dilution of blood samples in water) for assessment will be of vital impor-
tance. Eventually various systems issues, including human factors and the techniques
used for signal and data processing, will be of predominant importance for full
implementation.

We conclude that photonic crystal structures in various forms offer many inter-
esting possibilities for application in bio-medical sensing. Time, aided by a consid-
erable measure of human endeavour, will tell if this promise will actually be
fulfilled.
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Chapter 6
Optical Fiber Sensors

Ming Ding and Gilberto Brambilla

Abstract Fiber optics represents a platform suitable for themonitoring of numerous
physical properties. In biology and medicine, optical fibers have found a range of
applications ranging from diagnosis to therapy such as cavitational and endoscopic
laser surgery. This chapter reviews optical fibers and their wealth of applications
in biomedical sensing: from cellular microenvironment to pH, gas, temperature,
pressure, and blood flow.

6.1 Optical Fibers

6.1.1 Solid Core Fibers

Optical fibers are cylindrical waveguides that generally consist of an inner glass core
with a refractive index n1, surrounded by a glass or polymeric cladding of lower
refractive index n2—and are often covered by layers of a plastic coating (Fig. 6.1).

Optical fibers are frequently classified as single-mode fibers or multi-mode fibers
according to the number of modes supported by the core. If the core refractive
index profile is uniform, the fiber is called a “step-index fiber”, while if it gradually
decreases along the radial coordinate, the fiber is called a “graded-index fiber”. In
glass optical fibers, the core is typically made from a silicate glass doped with oxides
of germanium, phosphorus and other elements in smaller amounts, while the cladding
is made of pure silica or fluorosilicate glasses. Index guiding fibers have also been
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Fig. 6.1 Optical fiber
geometry

fabricated from polymers, natural fibers (i.e. silk) and liquid materials, but their
applications in the biomedical field have been somewhat restricted.

6.1.2 Microstructured Fibers

Glass and polymer fibers have also been manufactured from a single solid material.
These fibers, often calledmicrostructured fibers or photonic crystal fibers (PCFs), are
structures where guiding is achieved by a regular spatial distribution of micrometre
size air holes [120]. By tailoring the hole sizes and positions, microstructured fibers
can vary the dispersion and confinement—and even confine light in a lower refractive
index hollow core. Microstructured fibers are often classified into two categories:
solid-core and hollow-core fibers.

In the solid-core microstructured fibers (Fig. 6.2a), waveguiding occurs through
total internal reflection, in a similar manner to that of traditional optical fibers, with
a central core that has a refractive index larger than the average refractive index of
the cladding. However, there is no definite boundary between the solid-core region
and the air-hole cladding region.

(a) (b)  (c)

Fig. 6.2 Schematic diagram of a a solid-core PCF and b a hollow-core photonic crystal fiber (PCF);
c SEM image of the PCF core region
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In hollow-core microstructured fibers (Fig. 6.2b), the air-guided mode has an
effective index that is lower than the effective index of the cladding. This type of
fiber requires strict control of the periodic cladding structures, since guiding strongly
depends on the fiber geometry, with the holes and the related pitch havingmicrometre
dimensions (Fig. 6.2c). Because of the limited applications to biomedical sensing,
only fibers having a core refractive index that is larger than the cladding refractive
index will be considered in this chapter. These optical fibers are often called index
guiding fibers.

6.1.3 Optical Micro/Nanofibers

Optical micro/nanofibers (MNFs) are optical fibers that have been tapered until their
uniform waist region has a size comparable to the wavelength. MNFs are fabri-
cated by heating conventional optical fibers to the softening temperature under a
moderate degree of stretching [16]. This results in a micrometric optical fiber that is
connected by biconical tapers [13, 134] to other fiberized components. MNFs have
been manufactured in numerous different optical materials, including bismuthate
[17] lead silicate [17], phosphate [146], tellurite [146], and chalcogenide glasses
[92]—and a variety of polymers [47, 49, 54, 102, 159]. The extraordinary optical
properties exhibited byMNFs include large evanescent fields, strong optical confine-
ment, flexibility, configurability and robustness. Such desirable features have made
MNFs an excellent platform for applications in sensing. Light propagation in MNFs
is easily explained by refractive index guiding, where the core is effectively the
optical fiber material and the cladding is represented by the surrounding medium,
usually air or an aqueous solution.

6.1.4 Light Propagation

The propagation of light in index guiding fibers is usually explained either in terms
of rays or of waves [106, 129]. In the ray theory, a light ray entering the fiber from a
medium with a refractive index n0 is reflected at the boundary between the fiber core
and the fiber cladding (Fig. 6.3). If the incident angle is smaller than θNA, then the
reflection angle at the core/cladding interface is greater than the critical angle θ c, and
the light is totally reflected; θNA is therefore called the maximum acceptance angle.
If the medium outside the optical fiber is air with a refractive index value of n0 ≈
1, the application of Snell’s law at the air-fiber and at the core-cladding interfaces
provides an expression for θNA:

sin θNA =
√
n21 − n22 = n1n

√
2� = NA (6.1)
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Fig. 6.3 Ray propagation by total internal reflection at the core/cladding interface in optical fibers.
θc, θNA, n1, n2, and n0 represent the critical angle at the core-cladding interface, the incident angle
at the optical fiber end surface and the refractive indices of the core, the cladding and the air,
respectively

whereNA is the numerical aperture of the fiber and�= (n1 −n2)/n1 is the normalized
refractive index difference.

In wave theory, the solution of Maxwell’s equations provides orthonormal
field distributions called “modes”. Assuming a step index profile, the solution of
Maxwell’s equations in cylindrical coordinates leads to the propagation equation:

d2ψ

dr2
+ 1

r

dψ

dr
+ 1

r2
dψ

dφ
+ (

k2 − β2
) = 0 (6.2)

where ψ is the wave function of the guided light, r is the radial coordinate, φ is
the azimuthal coordinate, k is the wave vector in the medium and β is the modal
propagation constant.

If the wave-function is assumed to be a propagating wave, then the solutions
of (6.2) are expressed by linear combinations of Bessel functions. The boundary
conditions require that the optical field has a finite value on the axis (r = 0) and
tends to zero for very large distances from the fiber axis (r → ∞), providing an easy
mathematical formulation for the longitudinal field components:

AJv(ur/a)eivφ for r < a (in the core)

BKv(wr/a)eivφ for r > a (in the cladding) (6.3)

where Jv(ur/a) and Kv(wr/a) are Bessel functions of the first and second kind, and
u2 = (

k21 − β2
)
a2, k1 = 2πn1/λ0, w2 = (

β2 − k22
)
a2, k1 = 2πn2/λ0 and w2 + u2 =

V 2.
The functions in (6.3) are called guided modes and are quantised. While Jv repre-

sents the fraction of the mode propagating inside the core, Kv describes the fraction
of the mode which lies outside the core and is often called the “evanescent field”.
A specific geometry and refractive index profile can support only selected values
of the propagation constant β. The parameter V is related only to the optical fiber
geometry:
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V = 2πa

λ0
(N A)2 (6.4)

and determines the number of modes supported by an optical fiber waveguide: at
V < 2.405, only a single-mode, designated as HE11, is supported, while at V > 2.405
the number of modes increases with increasingV and asymptotically tends toV 2/2. It
is important to note that the fibers that are commonly called ‘single-moded’ in reality
support two modes with orthogonal polarizations—and the HE11 mode is therefore
said to be degenerate. Moreover, the choice of angular position is arbitrary, as the
mode is a continuously angularly degenerate mode—i.e. it has infinite degeneracy
in the azimuthal coordinate.

In most practical fibers, the normalized index difference � is on the order of 1%
and therefore the approximation n2/n1 ≈ 1 is applicable, which is called the weak-
guidance approximation [127, 128]: the modes are called linearly polarized [44] and
designated as LP modes. The fundamental mode is designated as LP01.

6.1.5 Optical Fiber Sensor Technologies

Fiber optics represents a platform that can be applied to the sensing of a number of
physical properties, including displacement, temperature, pressure, rotation, sound,
strain, magnetic field, electric field, radiation, flow, liquid level, chemical analysis,
and vibration, to cite just a few examples.

Optical fiber sensors are commonly grouped into distributed or point sensors,
according to whether their sensing can be performed along the length of the fiber
or at a specific single position, usually at one extremity of the fiber. They can also
be divided according to the output used to evaluate a measurand: phase or intensity
[28, 43, 45, 46].

Intensity-based sensors rely on external physical perturbations, or mechanical
transducers in close contact with the fiber, to produce a change in the transmitted
intensity, usually through increased attenuation, bending, reflection, scattering, or
fluorescence. Intensity-modulated sensors can use large core fibers (or fiber bundles)
and cheap detection systems—and have therefore found widespread application in
industry.

Phase-based sensors evaluate the change in the phase of the signal propagating in a
sensing fiber, usually by comparison with a reference in an interferometer. Figure 6.4
shows a schematic diagram of a typical Mach-Zehnder interferometer: light from a
laser source is split into a reference fiber unaffected by external perturbations and
a sensing fiber that is exposed to the surrounding environment—and the light is
then recombined by means of a fiber coupler, before reaching a detector. If the two
components are exactly in phase upon recombination, they interfere constructively—
while, if they are out of phase, destructive interference occurs. The two components
are usually deliberately placed in quadrature, meaning that a small change in the
environmental conditions results in the maximum relative change in intensity.
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Fig. 6.4 Schematic of a sensor based on the Mach-Zehnder interferometer. Light is injected from
a laser source into a 50/50 coupler, where it is split in two equal parts traveling through a reference
fiber and a sensing fiber, respectively. In the sensing fiber the signal experiences a phase delaywhich,
when recombined with the reference at the second 50/50 coupler, is measured by the detector in the
form of an intensity change due to interference

In general, phase-based sensors have a higher accuracy and amuch larger dynamic
range than intensity-based sensors, since phase-differences can be measured with
extreme precision, often to down to the tens of μrad level, within a very broad range.
Yet, phase-modulated sensors often require a more expensive detection system—and
therefore have application in the distributed sensing market, where the cost per unit
of length is small.

Amongst the point sensors, a significant fraction of the industrial implementations
has relied on fiber gratings, which are structures inscribed in the fiber core by peri-
odically changing the refractive index. There are two types of gratings: Fiber Bragg
Gratings (FBGs) and Long Period Gratings (LPGs). While the former has a period
comparable to the wavelength of the light propagating in the core—and couples
forward propagating core modes with backward propagating core modes, the latter
is characterised by a period that is orders of magnitude larger than the wavelength
and couples forward propagating core modes with cladding modes [37]. Because of
the relatively strong photosensitivity effects exhibited by optical fibers when exposed
to ultraviolet light, fiber grating fabrication has widely exploited ultraviolet lasers,
often in conjunction with phase masks (for FBGs) or amplitude masks (for LPGs).

6.2 Sensors

Biological and medical sensing have benefited extensively from the use of optical
fibers, because of their minimal cross section, negligible loss and extreme flexibility.
Indeed, it is widely recognised that optical fibers found applications in medical
imaging well before their application in telecommunications: in 1954 fiber bundles
were successfully deployed in endoscopy [62]—providing easy access to otherwise
inaccessible parts of the human body and thereby paving the way to beam delivery
for endoscopic laser surgery.

This section will review the wealth of applications of optical fibers in biosensors
that have arisen since their first deployment in endoscopy. This review will include
biomolecule sensing, blood flow, gas, pressure, pH, and temperature.
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6.2.1 Biomolecules

Optical fiber biosensors mostly use surface functionalization with biological
molecules, such as antibodies or enzymes, that show high selectivity for a specific
analyte.When the analyte binds to the functionalised surfaces, there is a change in an
optical property (typically absorption, refractive index, luminescence, fluorescence
emission or quenching) that can then be used for detection. Biomolecular sensing can
be carried out in two distinct configurations, i.e. by exploiting the mode evanescent
field along the direction of propagation—or in the so-called optrode configuration.

In the optrode configuration, the distant fiber end is functionalisedwith recognition
biomolecules (Fig. 6.5) and the optical fiber simply delivers light to the sensing region
at the fiber tip—and then collects it, after reflection, back to the detector. Functional-
izing molecules are frequently encapsulated inside a polymer, a membrane or beads
[11, 15, 41, 57, 85, 147] that often also perform the additional task of concentrating
the analyte to be detected. Although the sensor selectivity in optrode biosensors can
be extremely high, the sensitivity is limited by the size of the functionalised area and
by the concentration of recognition molecules at the surface.

When the signal to be detected is considerably smaller than that used for excita-
tion, collection can be performed using a secondfiber, aCCD (charge coupled device)
camera or an inverted fluorescence microscope. This method found large application
in the simultaneous detection of multiple analytes using fiber bundles [2, 39, 57],
where each single core transmits information about a single analyte. Microstructured
fibers have been widely deployed in sensors exploiting fluorescence because the air
holes provide easily functionalisable surfaces in close proximity to the core evanes-
cent field. α-streptavidin and α-CRP (cancer-reactive protein) antibodies have been
functionalised inside polymer microstructured fibers and fluorescence—and have
provided a detection limit of 80 nM when analysing a sample volume of 27 μL [64].

A sensor configuration exploiting evanescent fields was first proposed in 1965
[60]—and later applied to immunoassays [80]. In this class of sensors, the evanescent
field overlaps with recognition molecules bound to the fiber surface (Fig. 6.6). As
the mode propagating in the core has an extremely small overlap with the cladding
surface, part of the cladding is usually removed from the fiber until the guided
mode has a significant overlap with the molecules in the solution. The evanescent

Fig. 6.5 The optrode
configuration: a biological
recognitor is immobilized at
the distant end of an optical
fiber, where it interacts with
the analyte molecules in
solution
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Fig. 6.6 Evanescent wave
biosensors: part of the
cladding is etched away and
interaction between the
mode propagating in the core
and the analyte occurs at the
side surface of the fiber
where recognition molecules
can be immobilized

field is extremely sensitive to the refractive index at the sensor surface—and any
change that modifies the refractive index of the surface, such as binding of analyte
to an immobilized recognition molecule, will result in the change of the propagation
properties of themode. The evanescent field generatedwithin themediumor cladding
decays exponentiallywith the distance from the core surface and its penetration depth,
defined as the distance at which the field strength decays to 1/e of its value at the
interface, is comparable to the wavelength of light. The detectable optical changes
are therefore limited to a small region in close proximity to the fiber surface, with
relatively little interference from the bulk solution.

Because of the large surface area available in their voids, microstructured fibers
have found a prompt application in biomolecular sensing. Selective detection of
α-streptavidin and Cy5-labelled α-CRP antibodies in series, at preselected posi-
tions, was demonstrated using a single piece of microstructured fiber fabricated
from a cyclic olefin copolymer and serial fluorescence-based selective sensing [36].
The sensitivity and detection limit of sensors based on microstructured fibers are
strongly dependent on the overlap between the mode and the analyte—and the fiber
cross section geometry can be optimised for aqueous or gas detection [56]. Long
period gratings have been used to improve the overlap in refractometers, providing a
maximum sensitivity of 1500 nm/RIU at a refractive index of 1.33, and a detectable
index change of 2 · 10−5, two orders of magnitude larger than the sensitivity observed
for a long-period grating in a standard optical fiber [117]. Long period gratings in
microstructured fibers have also been used to determine the thicknesses of a mono-
layer of poly-L-lysine and double-stranded DNA, with a sensitivity of 1.4 nm/1 nm
in terms of the shift in resonance wavelength in nanometre per nanometre thickness
(l nm) of the biomolecular layer [116].

MNFs have a very strong evanescent field and have therefore been used to detect
biomolecules in close vicinity to the waist region (Fig. 6.7). Stiebeiner et al. [135]
performed spectroscopy of 3,4,9,10-perylenetetracarboxylic dianhydride molecules
(PTCDA) using between 1 and 10 mm long MNFs that had as little as 100 nm diam-
eter. Optimized surface spectroscopy of organicmoleculeswas performed byWarken
et al. [153], who measured sub-monolayers of 3,4,9,10-perylene-tetracarboxylic
dianhydride (PTCDA) molecules with a 500 nm diameter, 3 mm long, MNF—and
showed that the sensitivity exceeds free-beam absorption spectroscopy by several
orders of magnitude. Takiguchi et al. [140] used MNFs with a diameter of 410 nm
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Fig. 6.7 Schematic diagram of a coated MNF for bio-chemical sensing

for saturated absorption spectroscopy of the acetylene (C2H2) ν1 + ν3 band tran-
sitions. Vishnoi et al. [149] demonstrated a spectrophotometer based on a tapered
multimode fiber and used it to measure dye solutions with concentrations as low
as 1 ppm in water. A 900 nm diameter MNF embedded in a 125 mm wide micro-
channel with a detection length of 2.5 cm was used by Zhang et al. [163] to measure
the absorbance of methylene blue (MB)—with a detection limit of 50 pM within
the operational range of 0 to5 nM. The sensor was also functionalised to test bovine
serum albumin (BSA) and achieved a detection limit of 10 fg.mL−1.

A 3.69μm-diameter, 7.1 mm-longMNFwas used byWiejata et al. [157] to detect
a fluorescein solution at concentrations of 10–60 μM by exciting it at a wavelength
of 460 nm and collecting the fluorescence emitted at 516 nm. Tian et al. [144] used a
micro-channel chip designed for the label-free bio-testing of an IgG antibody-antigen
pair to detect biomolecules, exploiting themodal interference that occurs along a non-
adiabatic MNF. Wang et al. [152] modelled a bio-sensor using the effective phase
shift in a fiber Bragg grating inscribed in a MNF. Proteins and DNA adsorbed on the
surface were detected with a detection limit of 3.3 pg.mm−2—by using the stop-band
degeneracy and its application to refractive index sensing.

6.2.2 Single Cell Environments

Cellular micro-environments at the single cell level have been monitored by using
MNF tips [141], since these allowed for a respective reduction in probe size, sample
volume and response time of three, six and two orders of magnitudes with respect to
the equivalent conventional optical sensor based on conventional 125 μm diameter
optical fibers. In its easiest configuration, the sensor head is excited by light launched
into its fiber pigtail and the resulting evanescent field at the MNF tip is used to
excite target molecules bound to the antibody molecules (Fig. 6.8); the fluorescence
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Fig. 6.8 Schematic diagram of a functionalized MNF tip for selective bio-chemical sensing

emission from the analyte molecules is then collected and analysed in the same fiber
pigtail. MNF tips of 30–50 nm diameter [150] were covalently boundwith antibodies
that selectively target analyte molecules within the cellular microenvironment: this
included benzo[α]pyrene [71], benzo[α]pyrene tetrol (BPT) [27] and caspase-9 [70].
A detection limit of ~0.64 × 10–11 M was reported for BPT.

DNA/RNA detection without the need for a dye-labelled target molecule or an
intercalation reagent in the testing solution was demonstrated using fluorescence-
based MNF biosensors [88]. Experimental results showed that the concentration and
the mass detection limits for a sub-micron diameter MNF tip are 10 nM and 0.27 aM,
respectively. MNF tips have also been used to detect telomerase in the nucleus of
living MCF-7 cancer cells [165]. The encapsulation of dextran-linked fluorescence
indicators in an organic hydrogel [111] enabled the co-immobilization of different
indicators.

An intensity-based sensor in a compact micro-ball lens structure fabricated at the
cleaved tip of aMNFcouplerwas proposed [55] for sensing the glucose concentration
in deionized water. A sensitivity of 0.26 dB/% was achieved for a concentration
change from 0 to 12 volume %, with the output intensity of the sensor decreasing
linearly from −57.4 to −60.5 dBm.

6.2.3 Potential of Hydrogen (pH) Measurement

pH is often considered to be the single most important indicator in medicine, as
it is strictly related to the correct operation of many organs of the human body.
pH is frequently measured by a chromophore or by absorption-based indicators.
In the first configurations demonstrated, optical fiber pH sensors used phenol red,
covalently bound to polyacrylamide microspheres, as an indicator. The microspheres
were inserted in a cellulose dialysis tube connected to two large-core plastic fibers,
which were in turn inserted into a blood vessel through a needle. In vivo testing
was carried out by detecting extracellular acidosis during regional ischemia in dog
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hearts [138], conjunctival pH [1], and pH gradients in canine myocardial ischemia
[155]. The first fiberized sensor for the simultaneous monitoring of pH, oxygen and
carbon dioxide concentrations relied on three optical fibers enclosed in a polymer
tube [42]. The pH measurement was carried out using hydroxypyrene trisulphonic
acid attached to a cellulose matrix at the fiber tip.

The measurement of pH level in the stomach and oesophagus is extremely impor-
tant for monitoring of the human foregut. One of the first sensors demonstrated
used two fluorophores, fluorescein and eosin, immobilized in amino-ethyl cellulose
particles fixed on polyester foil [7, 103]. Another sensor used two absorbance dyes,
meta-cresol purple and bromophenol blue, attached to polyacrylamidemicrospheres.
Although the accuracy achieved, better than 0.1 pH units, satisfied clinical require-
ments, the response time, between 1 and 6min depending on the pH step, was consid-
ered too long—so long that it would prevent detection of any rapid change of pH, like
the detection of gastro-oesophageal reflux, where pH changes occur over time scales
shorter than 1 min). A third sensor [8] used two chromophores, bromophenol blue
(BPB) and thymol blue (TB), fixed at the end of plastic optical fibers, to form a very
thin pH-sensitive layer with an accuracy of the order of 0.05 pH units. A pH sensor
using an acid-base indicator covalently immobilized on the core of a 200/380 μm
fiber demonstrated a detection limit of 0.05 pH units [9].

A multi-layered assembly of poly(allylamine hydrochloride) and poly(acrylic
acid) on a 30 μm diameter, 10 mm length MNF was exploited as a pH sensor by
detecting the wavelength shift associated with changes in the pH level [130]—and
provided a sensitivity of 87.5 nm/pH unit between pH 4 and 6, a response time of
60 s and a detection limit of 0.05 pH units.

6.2.4 Oxygen and Carbon Dioxide

The continuous monitoring of oxygen (O2) and carbon dioxide (CO2) is very impor-
tant in many biomedical fields, such as cardiovascular and cardiopulmonary systems,
and they are therefore the two chemical parameters that have been most investigated
for in vivo applications.

Carbon dioxide (CO2) sensors rely on measurement of the pH of carbonate solu-
tions, as these depend on the amount of CO2 dissolved in them. All optrodes devel-
oped for measurement of blood CO2 concentration exploit the same dye as utilized
for pH measurement, fixed at the fiber end and covered by a membrane permeable
to CO2. In situ measurements use fluorophores, such as hydroxypyrene trisulphonic
acid, dissolved in a bicarbonate buffer solution enclosed by a membrane permeable
to CO2.Many optical fiber CO2 sensors have been described for the detection of CO2

in blood or in human breath [42, 59, 97]. An optical fiber sensor for the continuous
detection of gastric CO2 has a measurement range of 0–14 kPa, with a resolution of
less than 0.1 kPa and an accuracy of 0.27 kPa.

The measurement of oxygen concentration is often performed either spectroscop-
ically, by targeting haemoglobin, or by using a fluorophore the efficiency of which
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is strongly affected by the presence of oxygen. The maximum oxygen concentration
in blood was the first quantity to be measured optically—by exploiting the different
absorption spectra of the haemoglobin and the oxyhaemoglobin in the near infrared
[69]. Optical fiber sensors that are capable of being inserted in arteries and veins
rely on the collection of reflected or absorbed light in the greatest absorption regions
of haemoglobin and oxyhaemoglobin—and the oxygen saturation is calculated as
the ratio of the absorptions at the two different wavelengths. The use of multiple
wavelengths or of the whole spectrum was proposed [91, 96] to discriminate other
haemoglobin derivates. Non-invasive sensors use the light transmitted through body
extremities, such as earlobes, toes, or fingertips, but suffer from strong signals from
adjacent tissues [122]. Blood oxygen saturation has also been measured in teeth [94]
by measuring reflectance in the visible to near-infrared spectral range (typically at
660 and 850 nm). The use of spectrophotometer analysers [40] enabled the real-time
measurement of intracapillary haemoglobin oxygenation and concentration, local
oxygen uptake rate, local capillary blood flow, changes in subcellular particle sizes,
and capillary wall permeability. The tissue was illuminated by a Xenon arc lamp via
a bifurcated fiber bundle—and the back-scattered light provided in situ, real-time
spectra of small volumes of tissue.

Haemoglobin is fully saturated at≈100Torr—and its use for the indirectmeasure-
ment of oxygen concentration has limited application in the case of the respiration
of gas mixtures with oxygen contents larger than 20%, as routinely used in anaes-
thesia. The first oxygen sensor involving optrodes used perylene-dibutyrate as a
fluorophore fixed on amberlite resin beads at the end of two plastic optical fibers that
were coated by a hydrophobic membrane permeable to oxygen [109, 133]. In vivo
testing was carried out in dog eyes by measuring the fluorophore quenching due to
arterial oxygen. A non-invasive sensor measured the oxygen flow at the skin surface
to provide information on the oxygen flow inside the underlying tissue [61]: two
optrodes based on a ruthenium complex were placed in contact with the skin—and
used to measure, in real time, the difference in oxygen pressure across a membrane.
An oxygen sensor using MNFs relied on the fluorescence quenching of tris-(1,10-
phenanthroline)ruthenium(II) chloride in the presence of oxygen or dissolved oxygen
[119] and provided a detection limit of 1×10−17 mol with response times shorter than
1 s, in volumes as small as 100 fL.

6.2.5 Temperature

Because of the immunity of fibers to electromagnetic interference, optical fiber ther-
mometry has found application in the controlled heating of biological tissues—
e.g. hyperthermia for cancer treatment, the thermal mapping during photoradia-
tion therapy of malignant tumors and the thermodilution technique for blood flow
measurement. A number of mechanisms have been proposed, including all-fiber
devices [18], the use of transducers [33] or wavelength modulators [75, 108]. In
one of its early demonstrations, a reflective fiber Fabry–Perot resonator [75] that



6 Optical Fiber Sensors 167

was formed by coating the fiber end-face with a dielectric was used for continuous
temperaturemonitoring in hyperthermia systems, covering the temperature range 25–
45 °C, with a resolution better than 0.1 °C. Subsequently, a thermographic phosphor
containing rare-earth atoms was bonded to the end of an optical fiber (~ 400μm core
diameter)—and the variation of its fluorescence with the temperature was utilized
as a transduction sensing mechanism [156] in the −50 to 200 °C operational range,
with an accuracy of 0.1 °C. Long period gratings [66] and fiber Bragg gratings
(FBG) have also been exploited for thermometry with a sensitivity up to 175 pm/°C
[115]. FBG thermometry has been used to perform distributed measurements in soft-
tissue [121] by means of an array of ten gratings. The biocompability of the optical
fiber sensor has been a major issue, with a number of coatings such as polyimide,
polydimethylsiloxane (PDMS), ethylene-tetrafluoroethylene (or Tefzel®), and poly-
tetrafluoroethylene (or Teflon) being investigated for biomedical applications [14,
118]

MNFs have also been used in temperature sensing, in the form of a simple modal
interferometer [166], by coating the waist region with a material having a high
thermo-optic coefficient. In this design, the interference pattern strongly depends
on the refractive index, which in turn depends on the ambient temperature—with an
operational range from −20 to 80 °C. The lyotropic liquid crystal decylammonium
chloride/water/NH4CI (DACI-LLC) was combined with an MNF to produce a ther-
mometer with an operating range from 40 to 80 °C [148]. Coating the MNF with a
sol-gel thin-film that entrapped quantum dots provided variations in photolumines-
cence with temperature in the range from 30 to 70 °C, with a sensitivity of 1%/°C
[162, 163]. An in-lineMach-Zehnder using two cascadedMNFs to excite and recom-
bine the cladding mode with the core mode provided a sensitivity of 0.08 nm/°C over
the temperature range from 20 to 60 °C [86, 90]. A 100 μm long intrinsic Fabry–
Perot etalon fabricated using a femtosecond laser on the waist of a 30 μm diameter
MNF [164] provided the means to measure temperature in the range from 0 to
100 °C, with a sensitivity of 12 pm/°C. Temperature and strain discrimination were
achieved by exploitingmultimode interference in a tapered core-lessmultimode fiber
[3]: the temperature and strain resolutions were 1.6°C and 5.6 με, respectively. A
tapered bend-resistant fiber, with different phase shifts between the inner and the
outer cladding modes, provided a temperature sensitivity of −0.0253 rad/°C [89].

The combination of MNFs with Bragg gratings as end-reflectors showed a sensi-
tivity of 9.7 pm/°C between 20 and 70 °C [65]. AnMNF coupler tip thermometer was
also demonstrated at temperatures up to 1283 °C—with a 2-dimensional resolution of
<200μm, a sensitivity of 11.96 pm/°C—and a detection limit of 0.836 °C for a wave-
length resolution of 10 pm [31]. A 4.4 μm long micro-cavity fabricated within an
MNF tip section smaller than 10 μm in diameter provided a reflective Fabry–Perot
modal interferometer with a temperature sensitivity of 20 pm/°C between 19 and
520 °C, and a detection limit of 0.58 °C [77]. A similar temperature probe using
a first-order, 36.6 μm long, FBG fabricated by focused ion-beam machining in a
6.5 μm diameter MNF demonstrated a similar sensitivity of 20 pm/°C and was oper-
ated at temperatures up to 500 °C [78]. A shorter device combining an MNF tip and
a FBG exhibited a similar temperature sensitivity [38].
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Tapered photonic crystal fiber coatedwith a layer of liquid crystal provided a sensi-
tivity of 0.2 nm/°C within an operational range of 50–78 °C [114, 125]. Microfiber
coil resonators embedded in Teflon with opposite thermo-optic coefficients were
proposed and demonstrated as a temperature-insensitive device [20, 21] and showed
a sensitivity of <6 pm/°C at room temperature.

6.2.6 Pressure

Although pressure sensors have found many applications in medicine [113, 118],
most optical fiber pressure sensors have been designed for inclusion in catheters. The
early sensors relied on monitoring the movement of mirrors mechanically coupled
to pressure-sensitive membranes, which results in the modulation of light reflected
and coupled into the output [82, 87, 95]. Applications included intra-muscular [26,
101], intra-cranial [107], cardiovascular [126] and skeletal muscle [124] pressure
monitoring, airway pressure monitoring in young [131, 132] and in mechanically
ventilated patients [29]—and even urological neurology and urodynamics. A typical
fiber optic pressure sensor device is based on a pressure-balancing system: a pressure-
sensitivemembrane, located in a side hole of the catheter tip, is attached to a cantilever
mirror. Under pressure, the membrane deflects the cantilever mirror with respect to
the end of the fiber bundle and proportionally alters the intensity of the back-reflected
light. Membranes have been positioned either at the distal end of the optical fiber
[76, 100] or on the side [110, 142], in order to decrease the artefacts related to
biological flow. Another typical fiber optic pressure sensor is based on a bifurcated
fiber optic bundle with a pressure-sensitive membrane diaphragm at the end [51].
Although the sensor operated up to a pressure of 3000 mm of mercury (mmHg), the
device response was highly nonlinear above 1000 mmHg. Physiological measure-
ments could be performed in the range from 100 to 300 mmHg, with a typical
linearity of 0.5% and a temperature shift of 0.1%/°C [50]. This micro-transducer
was deployed in the measurement of pressure profiles in urethral conducts [58] and
of intra-uterine pressure during labour [136, 137]—and provided results in agree-
ment with those obtained using a catheter-tip bridge strain-gauge transducer [143].
The use of an external Fabry–Perot cavity bonded to the end of the fiber [25, 139]
has made it possible to improve the pressure sensitivity, at the expense of the size.
Diaphragms made of polymers [22, 23] or silica [34] have been added at the ends of
optical fibers that were previously etched to form Fabry–Perot cavities, providing a
more robust solution—with a dynamic range of 0–1200 kPa and resolutions of 10 Pa
and 30 Pa, respectively.

Other optical fiber pressure transducers have relied on mirror bending rather than
displacement [81]: in this design, the light is brought to the diaphragm surface by a
cylindrical array of fibers and the reflected light from the diaphragm is thendistributed
over an array of collection fibers arranged concentrically around the illumination
fibers. The pressure is calculated from the ratio of the amount of light received by an
outer ring of collection fibers to that from an inner ring with more collection fibers.
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More recent manometers have exploited Bragg gratings [5], which enables multi-
plexing [10] up to a series of seventy-two sensing elements—with a distance of
1 cm separating the adjacent sensing elements. Optical fiber manometry in catheters
has shown extremely high sensitivity, enabling immediate applications in colonic
diagnostics [4, 6, 32] and high-resolution mapping of the upper gastrointestinal tract
[151].

Multiplexing has also enabled easy embedding of sensor fibers in pressure mats
[112] with applications in pedobarography [52], which was previously carried out
using critical reflection at the interface between plastic and glass [12]. Long period
gratings in polymeric fibers [19] have been proposed for pressures up to 150mbar and
showed a sensitivity of 10.5 pm/mbar. Hollow-core microstructured fibers have been
used for pressure sensing by selectively blocking cladding air holes by glue sealing
and femtosecond laser machining [63]. By immersing the fiber end into a liquid, a
compressible Fabry–Pérot cavity was formed in the fiber core of the PCF. A pressure
sensitivity of 18.15 nm/kPa was demonstrated experimentally in the pressure range
from 110 to 130 kPa.

6.2.7 Blood Flow

The velocity of blood flow in vessels is an important measurable quantity for medical
applications, such as thrombosis and strokes, and it has been monitored using laser
Doppler flowmetry [67, 79, 98], which relates the Doppler frequency shift of laser
light scattered by moving blood to its flow velocity. The fiberized version of laser
Doppler flowmetry allows for invasive measurements of blood flow [68]. Figure 6.9
shows the basic scheme for fiber-optic laser Doppler flowmetry: light from a laser is
guided by an optical fibre onto the tissue or vascular network being studied, where
it is scattered and partially absorbed by the tissue [72]. Light scattered by moving
blood cells suffers a Doppler shift, which is analysed by the detector and is then
processed to derive the blood flow rate through spectral analysis [99].

This technique has been widely applied in cardiology and has even been used
to evaluate phasic blood flow in deeper intramyocardial layers [99]—having been

Fig. 6.9 Basic schematic of fiber-optic laser Doppler flowmetry
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previously restricted to the epimyocardium because of methodological limitations.
It has also been used to visualize and measure non-invasively the middle cardiac
vein flow [53]. The use of feedback optical stabilization has been shown to improve
significantly the Doppler signal in self-mixing intra-arterial measurements [30]. On
the other hand, the target scattering properties have proved to be a major issue
that hinders the sensor detection limit [160]. Self-mixing laser Doppler performed
on extra-corporeal blood flow has shown that the Doppler shift is generated by
erythrocyte cells [104, 105].

6.2.8 Endoscopy

Although many different types of sensor have been developed for applications in the
biomedical realm, it is fair to state that the most successful application of optical
fibers in healthcare is represented by the endoscope, which has been integrated with
gas/liquid delivery lines and cutting tools for keyhole surgery and investigation of
symptoms, mostly of the gastro-intestinal and respiratory tracts.

Even though in its original conception the endoscope was designed in the form
of an array of small diameter optical fibers that transferred, in a coherent manner, a
visual image over a distance of the order of 1 m [35], the most recent research has
aimed to replace the use of numerous optical fiber cores (each representing a single
pixel)with a single optical fiber supporting thousands ofmicrometric cores supported
by thin struts [158] or with a single solid fiber supporting multiple modes [24, 48].
Multicore fibers made from suspended cores with air claddings have an extremely
large numerical aperture—and each core can guide modes at visible wavelengths
in a very small, sub-micron diameter—thus reducing the overall size of a single
pixel. The use of polarization maintaining cores [73], semi-random arrangements
[74] and proximal detection [154] in these multicore fibers allowed also for adaptive
multiphoton endomicroscopy, which it has been suggested could allow for internal
cell-scale examination, even during neurosurgery.

The use of one multimode fiber (MMF) allows the reduction of the endoscope
cross-section by a factor of 20x, thus increasing the endoscope flexibility, while
preserving a high resolution [93]. MMF endoscopy has quite suddenly become avail-
able because of the development of a device, named the photonic lantern [83, 84],
that is capable of relating each mode of an array of optical fibers, to a single mode
(or finite linear combination of modes) in an MMF. The photonic lantern has made it
possible to transfer the information associated with each single spatial position to a
different mode that can propagate in the same physical position as for other modes,
thereby reducing the overall footprint of the average endoscope. Additional analysis
on the phase relationship between the different modes has been used to focus light
transmitted through an MMF to an unprecedentedly small size, to remove lenses at
the endoscope ends and to reconstruct images behind the fibers using holographic
techniques [24] (Fig. 6.10).
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Fig. 6.10 Schematic of the microscopy based on multimode fibres (reproduced with permission
from Cižmár and Dholakia [24])

Endoscopy has seen significant development in extending its operational range
towards longer wavelengths [123], allowing for thermal imaging of internal organs
and easier detection of tumours. Although the intrinsic fragility of chalcogenide
glasses and their relatively poor compatibility with biological matter seems to be
a major hurdle for the deployment of mid-IR endoscopes in the operating theatre,
suitable packaging would solve these issues and allow for additional information on
thermal imaging to be made readily available during surgery.

In order to visualize remotely and noninvasively the tissue microstructure and
operation with micrometre resolution, optical coherence tomography (OCT) has
been integrated within endoscopy, providing real time 3D imaging. Figure 6.11
shows a configuration where an external Michelson interferometer has been used to
compensate the optical path difference between the reference and the signal coming
from the sample in the endoscopic Fizeau sensing interferometer, which included a
graded index lens at its end.

A more significant development in endoscopy could possibly come from the
deployment of high power lasers in surgery procedures. In addition to the optical
fiber bundles utilised to deliver imaging, current endoscopes include light delivery
systems to illuminate the organs—and a channel to deliver medical instruments to
manipulate and cut tissues. High power lasers have been used for a variety of material
processing tasks and it is not inconceivable to think that in future they will replace the
medical instrumentation used within endoscopes to cut and incise biological tissue.
Indeed, carbon dioxide (CO2) and NeodyniumYAG lasers have both been advocated
for reduction of bleeding during surgery and post-operative ecchymosis [145].
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Fig. 6.11 Schematic of an endoscopic OCT with outside path compensator (reproduced with
permission from Yang et al. [161])
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Chapter 7
Planar Optofluidics for On-Chip Particle
Manipulation

Hong Cai, Kaelyn D. Leake, and Holger Schmidt

Abstract Optical forces can be used to mechanically manipulate small particles on
the micrometre and sub-micrometre scales. We review the recent development of
planar optofluidic devices that harness optical forces to control particle movement
on a chip. Complementary implementations using solid-core and liquid-core optical
waveguides are described, along with potential applications in biosensing and other
fields.

7.1 Introduction

Optical forces on massive particles have been known for a long time and operate on
a truly cosmic scale. Indeed, Kepler postulated as early as 1619 that the sun exerts a
repulsive force on the tail of a comet, and Lebedev, in 1901, demonstrated the exis-
tence and basic properties of such light-induced forces [1]. It was, however, not until
the development of the laser as a convenient, powerful light source—and the seminal
experiments by Ashkin in 1970 [2, 3]—that optical forces were systematically used
to manipulate the motion of small particles. Over the course of a few years, two
main directions have developed: one being the control of atoms, which has culmi-
nated in the demonstration of a new type of matter in the form of a Bose–Einstein
condensate [4]. The other is the application to biological particles of micrometre and
sub-micrometre size. Ashkin developed both dual-beam and single-beam (“optical
tweezer”) traps that allow for holding and affecting individual cells and bioparticles
[5]. Over the years, a number of scientific breakthroughs have been achieved with
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these optical traps, for example the observation of single viruses [6], and the obser-
vation of the movement of messenger RNA molecules through a ribosome during
protein synthesis [7]. Due to the experimental complexity and relatively elaborate
components and setups, optical particle manipulation has largely been confined to
specialized research labs, while mainstream commercial applications have remained
virtually non-existent.

It could be argued thatwe are on the cusp of yet another quantum leap in the history
of optical particlemanipulation. The recent emergence of the newfield of optofluidics
has led to a surge in activities aimed at harnessing light-matter interactions in the
context of integrated, lab-on-a-chip devices [8–12]. It has already been demonstrated
that not only can we replicate some of the previously known bulk optics techniques
on an integrated chip, but also the use of planar, waveguide-based structures has
already led to the introduction of new particle manipulation concepts and devices
that could be the basis of stand-alone instruments, or assist in optimizing other
functions, in particular bioparticle detection, sensing, and analysis. This progress
in research suggests that in the near future optical particle manipulation will have
transcended from providing a celestial spectacle to being an integral part of powerful
and easy-to-use instruments for application in laboratory and clinical diagnostics.

In this chapter, we review the current state-of-the-art of optical particle manipula-
tion using planar, optofluidic approaches. We describe two canonical approaches in
detail, give an overview of other promising approaches, and discuss possible practical
applications.

To this end, we need to classify the types of optical force that are being utilized as
well as the types of optical waveguide that form the basis of the photonic integration.
In the photon picture, each photon in a laser beam carries a linear momentum of p =
h/λ where h is Planck’s constant and λ is the wavelength. As a light beam interacts
with a particle via reflection, refraction, or absorption, the photon momentum is
changed. In order to conserve the total momentum, an optical force Fopt = dptot/dt
has to be imparted on the particle. This force can be used to control the motion of the
particle. We distinguish two components of the optical force as shown in Fig. 7.1,

Fig. 7.1 Optical forces on
dielectric particle
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which shows a dielectric particle subjected to a propagating light beam with an
inhomogeneous (here Gaussian) intensity profile.

The scattering force FS acts along the propagation direction of the light beam,
and its magnitude is proportional to the amount of power (intensity) that hits the
particle. The gradient force FG occurs in beams with spatially varying intensity
profiles—and its magnitude is proportional to the local power (intensity) gradient.
For most practical cases (refractive index of particle larger than index of surrounding
medium), the gradient force pulls the object towards higher intensity regions of the
beam. Both types of force are present in integrated waveguide structures, and one
of the attractive motivations for using waveguides for particle manipulation is the
possibility to precisely control the spatial dependence of these forces with proper
fabrication. As we shall see, one can take advantage of either or both of these forces
to manipulate particles in many different ways and configurations. Moreover, the
optical forces can be readily combined with other forces on a chip such as electro-
kinetic forces, flow-based forces or forces from physical walls, providing even more
opportunities for device design. The fact that the gradient force FG typically pulls
an object towards regions of higher light intensity implies that a concentrated (e.g.
focused) light beam acts like a potential well, in which the object on which the light
is acting is trapped in the higher-intensity region—with a stiffness that increases with
light intensity.

The second fundamental design criterion for on-chip particle manipulation is the
choice of optical waveguide. There are two canonical approaches to creating the
necessary interaction between light and particles as illustrated in Fig. 7.2, dictated
by the fact that liquids and gases typically have lower refractive indices than all solid
materials used in standard micro-device fabrication.

The first approach is to use conventional solid-core optical waveguides in which
light is guided by total internal reflection in a high index core. Because the light
will not be guided efficiently in the liquid, interaction is facilitated either near the
core surface via the evanescent tail of the guided mode (Fig. 7.2a) or over a short
channel segment in which the light is not guided, but not too much power is lost.
These approaches allow for more straightforward integration of optical waveguides
and microfluidic channel devices. However, proper mechanisms to ensure particle

Fig. 7.2 Strategies for waveguide-based optical particle manipulation. a Evanescent field of solid-
core waveguide; b guided mode field of liquid-core waveguide. Both approaches are shown in
cross-sectional and side view, respectively.
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transport to the surface, in order to experience an optical force, have to be built into the
device design. The second option is to guide both light and particles through the same
channel of a hollow-core or liquid-corewaveguide (Fig. 7.2b). This has the advantage
that particles experience the full intensity of the optical field over extended distances.
Here, the main challenge lies in creating efficient optical confinement in a low-index
non-solid core and developing an interface to deliver light and liquid to the interaction
region. A number of liquid-core waveguide types including leaky waveguides [13],
porous claddingwaveguides [14], slot waveguides [15], liquid-liquid [16] and liquid-
air waveguides [17], hollow-core photonic crystal fibers (HC-PCF) [18], and liquid-
core antiresonant reflecting optical waveguides (LC-ARROWs) [19–21] have been
developed for this purpose.

The remainder of this chapter is dedicated to providing a more in-depth under-
standing of the fundamental challenges and possibilities for on-chip particle manip-
ulation. To this end, Sect. 7.2 is devoted to implementations using solid-core waveg-
uides, while Sect. 7.3 discusses liquid-core waveguide-based approaches. In each
case, we first provide an overview of several key demonstrations to illustrate the
full breadth of possibilities, followed by a more thorough discussion of a specific
system that has been used to implement a number of particlemanipulation techniques.
Section 7.4 summarizes the chapter and provides an outlook on future developments
and applications.

7.2 Particle Manipulation Using Solid-Core Waveguides

There are two types of planar photonic devices for surface wave optical manip-
ulation: waveguide-based and microresonator-based devices. They both have the
key advantages of overcoming the diffraction limit to manipulate nanoparticles
and parallel manipulation of multiple particles compared to conventional optical
tweezers. Furthermore, waveguide-based devices offer the advantages of relatively
simple device design, high fabrication tolerance and wide operation wavelength
band. Microresonator-based devices enable wavelength-tunability, optical manipu-
lation force enhancement, and two-dimensional manipulation, with the compromise
of more challenging design and fabrication requirements.

7.2.1 Waveguide-Based Optical Manipulation

Using evanescent waves on the surface of a planar photonic device for optical manip-
ulation of micro/nanoparticles was first reported in 1996 [22]. In this configuration
(Fig. 7.3a), light is coupled into a channeled glass waveguide and propagates inside
the glass core. The evanescent field near the waveguide surface provides enough
gradient force to confine the micro-objects in both the lateral and vertical directions.
Due to the propagation of light along the waveguide, the scattering force propels the
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Fig. 7.3 Schematic of optical manipulation a on a channeled glass waveguide (reproduced from
[22] with permission), and b on an optofluidic chip with integration of SU8 rib-waveguides and
PDMS microfluidic channels (reproduced from [23] with permission)

trapped particles (dielectric andmetallic micro-sized particles) along the waveguides
with a maximum recorded velocity of ~14 μm/s.

High refractive index (RI) contrast between the waveguides and the surrounding
medium is needed to obtain a sufficiently large evanescent field/optical force. This
requirement is more critical for biological applications, which require a water-
based environment and low RI contrast between the environment and the biolog-
ical cells/systems. For example, silicon nitride (SiN) with an RI contrast to water of
~2/1.33, enhances optical forces on the microparticles by up to ~20 times compared
to a glass waveguide with an RI contrast of ~1.45/1.33 [24]. Optical manipulation of
biological cells using evanescent fields [24] is very promising, given the compact size
and possiblemass-production capability leverage from the traditional CMOS fabrica-
tion process [25], and could complement conventional optical tweezers. Evanescent
fields can even be used for optical manipulation of particles in the nanometre range
[26, 27], in which the conventional optical tweezers are limited by the diffraction
limit.

Thanks to soft lithography technology, planar waveguides on a photonic chip can
be immediately integrated with microfluidic channels, which serve as an efficient
sample delivery method, as shown in Fig. 7.3b. Using SU8 (RI of ~1.57) waveguides
to optically manipulate microparticles delivered by a microfluidic channel on top
was demonstrated in 2007 [23].

7.2.2 Functional Waveguide Devices

7.2.2.1 Waveguide Junctions

One main feature of conventional optical tweezers is their ability to trap micro-
sized objects in a fixed location for further analysis. The simple straight waveguides
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discussed above, on the other hand, always move trapped objects. In order to imple-
ment the trapping capabilities of 3D conventional optical tweezers on to a 2D scheme,
planar optical tweezers using waveguide junctions have been developed, as shown
in Fig. 7.4a [28, 29]. In this design, waveguide junctions connecting a single-mode
input-waveguide and a multimode output-waveguide are used to trap microparticles
at the junction area (Fig. 7.4b). Although no strong standing wave is generated, the
field divergence in the junction area gives rise to a backward gradient force (Fg)
balancing the forward scattering force (Fs). As such, the total optical force upon a
particle is given as F0z = Fg + Fs which finds an equilibrium point (F0z = 0) near
the junction area, as shown in Fig. 7.4c, d.

Figure 7.5a shows SEM pictures of one of the waveguide junctions on a SiN
platform. The input single-mode waveguide is ~0.5 μm wide and the output multi-
mode waveguide is ~4 μmwide. Experimental results show that a single 1 μm-sized
polystyrene particle can be trapped at the junction each time—until it is replaced by
another incoming particle, as shown in Fig. 7.5b–e. The dependence of this trapping
capability of the waveguide junction on the input waveguide width has also been
studied [28].

Fig. 7.4 a Schematic of optical manipulation using single-mode to multi-mode waveguide junc-
tions. b Top-view schematic of particle trapping on a waveguide junction. Curved profiles: the
mode-field profiles in the vicinity of the junction at z = 0. Hollow circles: travelling particles.
Shaded circle: trapped particle. c Schematic mode-field intensity distribution along the z-direction.
d Schematic of the optical forces exerted on a Rayleigh particle along the z-direction (reproduced
from [28, 29] with permission)

Fig. 7.5 a SEM pictures of the fabricated waveguide junctions: input width ~0.5 μm and output
width ~4 μm. b–e Optical micrographs of the waveguide junctions with particles at various times.
(reproduced from [28, 29] with permission)
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Like conventional optical tweezers the focal volume of which can be adjusted by
changing focusing objective lens, the trapping volume of this kind of planar optical
tweezers can also be adjusted by adding a shallow taper in between the input and
output waveguides (not visible in Fig. 7.4a). Up to two 1 μm-sized polystyrene
particles can be trapped each time [28]. This kind of waveguide-junction promises
a key feature of holding a certain number of particles with successive substitutions
by the incoming particles delivered from the input waveguide.

7.2.2.2 MMI Power Splitters

Another natural extension of a single waveguide manipulation device is to use
multiple waveguides to form structures with various output ports. For example, one
can split a waveguide into two output ports to form a Y–junction. The input optical
power is also split into the outputwaveguides. By simply adjusting the input-coupling
fiber positions to differentiate the power between the output ports, dielectric particles
can be trapped by the input waveguide and routed to the preferred output port with
higher guided power [30].

Another way to structure this kind of 1 × 2 power splitter is to use multimode-
interference (MMI)-based power splitters. A symmetric 1 × 2 MMI-based power
splitter consists of one single-mode input waveguide, one multi-mode waveguide
and two output waveguides. The multimode waveguide supports multiple modes
with various phase velocities. These can be excited simultaneously with the single-
mode input waveguide. If the phase difference between any of the two excited modes
is 2π or an integer multiple of 2π, a constructive interference pattern is formed at
the output [31, 32]. By proper design of the output-port location, one can route the
particles to the two output ports.

Figure 7.6a shows a microscope picture of a fabricated 1 × 2 MMI-based power
splitter on aSiNplatform.Themultimodewaveguide is designed to be~4μminwidth

Fig. 7.6 a Optical micrograph of the optofluidic device with air cladding. Inset: zoomed-in image
of the 1 × 2 MMI power splitter. b Measured TM-polarized optical transmission spectra of the
MMI from output-ports 2 and 3. The dashed-dotted lines label the wavelengths A, B and C used in
the particle manipulation experiment. (reproduced from [33] with permission)
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and ~28μm in length. The input waveguide and output waveguides are ~0.4μmwide
and are coupled to the multimode waveguide by tapers of 6 μm in length (tapering
angle θ of ~1.91°). The device is designed for a 50/50 power split between the two
output ports at 1550 nm wavelength. Figure 7.6b shows the measured TM-polarized
optical transmission spectra from output ports 2 and 3 with 1 μm-sized polystyrene
particles colloidal solution. The output power levels from ports 2 and 3 vary with the
input wavelength. Instead of adjusting the input coupling fiber positionmechanically,
the output power ratio between the two output ports can be tuned by wavelength.
Various particle branching ratios were observed upon tuning the output power ratios
from the two output ports at various wavelength A, B and C (Fig. 7.6b) [33]. Similar
results are reported later on an SU8 platform with 10 μm-sized particles [34].

7.2.2.3 Directional Couplers

If two waveguides are placed in close proximity, optical power is evanescently
coupled back and forth between the input waveguide and the coupled waveg-
uide. By proper design of the coupling gap and coupling length, one can achieve
different output power ratios. Suchdevices are called directional couplers. Figure 7.7a
schematically shows microparticle manipulation on a waveguide-based directional
coupler. The microparticles are initially propelled by the surface wave of the input
waveguide and can be transferred laterally by gradient force to the coupledwaveguide
through small gap spacing along a certain interaction length. Because the coupling
length also depends on the input laser wavelength, the coupling transfer efficiency
can be controlled by tuning the input laser wavelength. For example, microparti-
cles can be routed to the left output port using laser wavelength λ1 and to the right
output-port using laser wavelength λ2, as shown in Fig. 7.7b, c [34].

By introducing a structural perturbation near the junction of the coupling region,
particle sorting on directional couplers was demonstrated [35]. Figure 7.8a shows
an SEM picture of a directional coupler on an SOI platform. The input-coupled
waveguide is ~420 nm wide and coupled to a slot waveguide which is 450 nm wide,
with a 50 nmwide slot in its center. The coupling region is designed to achieve a 3 dB

Fig. 7.7 a Schematic of microparticle manipulation on an evanescently coupled waveguide-based
directional coupler. b, c Schematic of particle trajectories on the directional coupler for different
wavelengths. (reproduced from [34] with permission)
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Fig. 7.8 a SEM picture of a directional coupler with a rib-waveguide coupled to a slot waveguide.
b Schematic of particle sorting with presence of a stuck particle. (reproduced from [35] with
permission)

splitting of the TM mode with a coupling gap of ~200 nm over a coupling length of
4.6 μm.

The two waveguides provide two potential energy wells for the smaller particles,
but only one broad potential well for the larger particles. By introducing a stuck
particle (red) near the output junction of the coupling region, as shown in Fig. 7.8b,
the smaller particles were bounced to the second potential well associated with the
slot waveguide, while the larger particles were brought to the region between the
two waveguides and eventually followed the channel waveguide, which is associated
with a deeper potential well. Therefore, small particles with a diameter of ~320 nm
and larger sized-particles with a diameter of ~2 μm were separated.

7.2.3 Resonator-Based Optical Manipulation

Because the optical forces scale with the guided optical power, a stronger waveguide
field is always desirable. One way of increasing the optical forces is to increase
the laser power. Another viable solution is to use microresonators that can route
light and store strong cavity fields. The field enhancement inside the resonator can
enable efficient optical manipulation while keeping the input laser power relatively
low. Microresonators can also greatly expand the functionalities of waveguide-based
micro/nanoparticle routing and sorting.

7.2.3.1 Photonic Crystal Resonators

The first planar resonator-based optical manipulation has been reported by S.Mandal
et al. using a photonic crystal cavity, in 2010 [36]. Photonic crystal cavities are formed
by introducing well-defined defects into waveguiding slabs of which the refractive
index is modulated by a group of submicron-scale periodic air holes. The defects in
the photonic crystal act as optical resonators or cavities by creating a pass-band in the
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Fig. 7.9 a Schematic of optical manipulation of particles on a one-dimensional photonic-crystal
resonator (left) and 3DFEMsimulation of opticalmode field inside the resonator (right) (reproduced
from [36] with permission); b 3D FDTD simulation of coupled resonance modes on 2D resonators
upon different laser wavelengths. (reproduced from [38] with permission)

photonic band gap. Small modal volume with large optical field enhancement can be
achieved inside the cavities. For example, a one-dimensional silicon photonic crystal
resonator can be constructed by taking out one hole in the center of a row of periodic
air holes, as shown in Fig. 7.9a. The photonic resonator can be evanescently coupled
to a single-mode waveguide. When the photonic crystal cavity is on resonance, a
strong standing wave is formed inside the cavity, which provides a three-dimensional
stationary potential well to confine micro/nano particles, as shown in Fig. 7.9a.
For such a design with a measured quality factor (Q-factor) of ~2500, dielectric
nanoparticles with sizes from ~48 nm to ~500 nm can be trapped, and an order-of-
magnitude trapping stiffness enhancement and several orders stronger confinement
than from straight waveguides was reported. Large bacteria such as B. subtilis and
E. coli were successfully trapped using a different kind of one-dimensional silicon
photonic crystal cavity for trapping [37].

One can also greatly enhance the trapping capability through reduction of the
thermal background by exploring laser wavelengths in the visible to near-IR range
where water has lower optical absorption than at 1.55 μm. An alternative optical
platform, e.g. one based on SiN or glass, with high transmission in that range is
required. For example, with a similar design in a SiN platform using a 1064 nm laser
wavelength, 22 nm-sized polymer particles could be trapped stably [39].

Through expansion of the one-dimensional photonic crystal cavity into two-
dimensional form using coupled resonators, one can shape the resonance mode field
pattern by changing the laser wavelength, as shown in Fig. 7.9b. Microparticles that
were trapped by the field can then be rotated by switching the laser wavelength [38].

7.2.3.2 Microring Resonators

Among all the different kinds of microresonators, circular-shaped microring [40, 41]
and microdisk [42–44] resonators have been the two most investigated structures
for silicon photonics. For integrated photonic devices, light is usually evanescently
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coupled into the microresonator through planar input waveguides and confined by
total-internal-reflection (TIR) at the microresonator sidewalls. When the wavefront
of the cavity lightwave is matched with the input-coupled lightwave upon traveling
each round trip, an enhanced cavity field builds up due to constructive interference
over multiple round-trips. If a drop-waveguide is placed near the microresonator,
part of the on-resonance cavity field can be coupled out to the drop-waveguide. Only
a few selective resonance wavelengths can travel in round-trips and be coupled out
to the drop-port. The spectral selectivity and field enhancement inside the resonators
enable microresonators to be a versatile and powerful building block for tunable
optical manipulation devices/circuits.

Microring-based notch filters usually consist of one input-couplingwaveguide and
one ring-shaped resonator. At an off-resonance wavelength (λoff), most of the light
from the input waveguide is transmitted to the through-put waveguide and therefore
any particles trapped on the input waveguide will be directed to the throughput
port. At an on-resonance wavelength (λon), particles from the input waveguide are
transferred to the enhanced field above the microring, where stronger trapping/drive
forces are present, as shown in Fig. 7.10a. For example, 250% enhancement of
optical intensities and particle velocity compared to that of the input waveguide was
reported in a SU8 solid-core microring resonator [45]. In a later demonstration of
such trapping devices on an SOI platform, the on-resonance microring provided the
same trapping capability as the input waveguide, but required an order of magnitude
lower input laser power. In this case, the optically created potential energy profile
over the entire microring circumference reached a depth of 25 kBT on resonance. The
microparticles traveled around the microring at hundreds of micrometres per second,
producing periodic revolutions at a few Hertz, with highly accurate positioning [46].

In order to facilitate a three-port particle switch, one can add a drop waveguide to
the microring-notch filter to form a microring add-drop filter [47, 48], or add another
microring resonator that is coupled to the input waveguide [49].

For the microring add-drop filter, as shown in Fig. 7.10b, at the microring off-
resonance wavelength (λoff), optically driven microparticles are transported to the

Fig. 7.10 a Schematic of optical manipulation on a micro-racetrack notch filter: particles are
transported to throughput (green) or buffered on the resonator (red) (reproduced from [45] with
permission). b Schematic of optical manipulation on a micro-racetrack add-drop filter: particle
throughput (blue), buffering (red) and dropping (green) (reproduced from [47, 48] with permission).
c Schematic of particle trapping on double-ring notch filters. (reproduced from [49]with permission)
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throughput port as in the case of the microring notch filter. At the microring on-
resonant wavelengths (λon and λ′

on), both the guided field in the microring and the
drop-waveguide interfere constructively. For a sufficiently enhanced microring field
(namely, one larger than the drop-waveguide field), the particles can be trapped on the
microring in round trips, as shown inFig. 7.10b. For a smallermicroringfield (namely,
comparable to the drop-waveguide field), the particles can be output-coupled to the
drop waveguide, as shown in Fig. 7.10b. By tuning the input laser wavelength and
choosing proper microring Q-factors, three-port optical manipulation (throughput,
buffering and dropping) was demonstrated and design rules for implementing these
functions were derived [47, 48, 50].

For the double-ring notch filters, the two microring resonators are designed to
have different sizes in order to have different resonance wavelengths. Microparticles
are routed to the throughput port at off-resonance wavelengths for both microres-
onators. By switching the input laser wavelength to different microring resonances,
microparticles can be routed and stored on different microrings [49].

7.2.3.3 Microdisk Resonators

The preceding discussion illustrates the point that single microring-based devices
for trapping particles along the microring waveguides only provide a single trapping
channel and limited trapping area. It is natural to seek for wider trapping area and
possible parallel processing in optical manipulation. Microdisk resonators in which
the surface comprises the entire disk solve this problem and form another impor-
tant building block for on-chip particle manipulation. Unlike microring resonators,
which are single-waveguide-mode devices, microdisk resonators usually support
multiple whispering gallery modes (WGM), as illustrated in Fig. 7.11 [51]. Inside
the microdisk resonators, the high-orderWGMs exhibit multiple mode-field maxima
(MFM) along the radial direction, resulting in multiple tracks for particle trapping.
The extended mode-field distribution inside the microresonator of the high-order
mode extends the particle trapping range inward from the disk edge. The evanes-
cent field outside the microdisk sidewall also enables an additional particle trapping

Fig. 7.11 Schematic of
microparticle trapping by
multiple trapping tracks on a
microdisk resonator. υ:
radial mode order.
(reproduced from [51] with
permission)
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Fig. 7.12 a SEMpictures of a SiNmicrodisk resonator. Zoomed-in SEM pictures of the b coupling
region and c coupling gap spacing. dMeasured throughput- and drop-spectra of the microdisk add-
drop device. eMeasured particle trajectories upon laser wavelength on B-C-A in an R versus θ plot.
(reproduced from [51] with permission)

track. Particles trapped on these tracks are driven by the optical force of these resonant
traveling waves, as in the microring resonator case.

Figure 7.12a shows SEM images of a fabricated microdisk add-drop device on
a SiN platform. The resonator is 30 μm in diameter, and 0.7 μm-thick, on top of a
1.8 μm-thick silica under-cladding layer on a silicon wafer. Figure 7.12b, c show the
coupling region between the input waveguide and the microdisk. The sidewall of the
microdisk and the waveguide appear relatively rough due to the dry etching process
used. The coupling gap is ~380 nm.

Figure 7.12d shows the measured throughput- and drop-spectra of the waveguide-
coupled microdisk add-drop device with colloidal solution cladding. The spectra
show two free spectral ranges containing multipleWGMswith Q factors from ~3000
to ~6000. Each WGM has a different major trapping track from each other and it is,
therefore, possible to switch the trapped particle trajectories on the microresonator
by tuning the input laser wavelength. Figure 7.12e shows a particle trajectory on the
microdisk resonator in a polar plot with various trapping tracks indicated by the lines
when the laser wavelength is tuned away from the resonances B-A-C.

On each WGM, particles can be trapped in multiple tracks within a single reso-
nance wavelength. For example, Fig. 7.13a–f show the radial position, R, and the
angular position, θ, of the accumulated particle trajectories upon resonances A′, B′,
C′, A, B and C in Fig. 7.12d. The particles travel in multiple tracks on the disk
(tracks 1 and 2) with R < 15 μm and along the microresonator sidewall edge (track
3) with R > 15 μm. The experimental data show that the particles cannot be trapped
stably between the trapping tracks. The experimental results are consistent with the
simulated modal field distribution (for 2nd, 3rd and 4th order TM modes) using the
finite-element method, as shown in Fig. 7.13g–i.
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Fig. 7.13 a–f Measured R versus θ plots for the resonator-trapped particles upon resonances.
a A′, b B′, c C′, d A, e B and f C. g–i Simulated cross-section of the mode-field distributions of
the second to fourth order radial modes (reproduced from [51] with permission)

7.3 Particle Manipulation Using Liquid-Core Waveguides

7.3.1 Particle Pushing in Hollow-Core Fibers

The earliest demonstration of moving a particle inside a waveguide was reported in
1995 by Renn et al., who used a laser guided through a hollow core fiber to move
rubidium (Rb) atoms along the interior of the fiber [52]. The propulsion along the
fiber was due to the scattering force while the atoms were drawn to the center of the
waveguide by the gradient force generated by the guided optical mode. By changing
the wavelength of a titanium-sapphire laser around the Rb D2 resonance lines, the
magnitude of the forces and thus the number of atoms pushed through the fiber per
second could be tuned. With a 40 μm core diameter, a 45 mW laser source, and a
detuning of−6GHz from theD2 resonance, a potential depth of 71mKwas achieved
with a transverse capture velocity of 3.7 m/s [52]. The maximum atomic flux was
found to be about 2400 s−1 at a detuning of −3 GHz. The effects of fiber bending
and varying laser intensities on the atomic flux were also investigated. At lower
intensities the atom flux scales as a power law, but saturates at higher intensities. As
the fiber is bent it takes larger intensities to get the same amount of flux. A critical
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Fig. 7.14 a Schematic of particle in PCF fiber particle would be pushed to the right. bNear the fiber
inlet a 3μm polystyrene bead is pushed upwards (red arrow shows particle movement) (reproduced
from [53] with permission)

radius of about r = 6 cm was observed, beyond which the movement of the atoms
was no longer possible since the guiding properties of the fiber were too weak.

In 2007, Mandal et al. pushed 3 μm polystyrene beads in a liquid-core photonic
crystal fiber (PCF) with a core diameter of 20 μm. By shining a 488 nm argon laser
upwards particles could be stopped by balancing the scattering forcewith the gradient
force due to fiber loss and with gravity (see Fig. 7.14) [53].

By equating these forces with the Stokes viscous drag force, the velocity of the
particle can be determined using [53]
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where a is the particle radius, and nm and np are the indices of refraction for the
medium and the particle, respectively; λ is the wavelength of light, c is the speed
of light, μm is the viscosity of the medium, I is the intensity of light incident on
the particle, mp is the mass of the particle and g is the acceleration of gravity. A
maximum particle movement of 2 cm was found at a laser power level of 210 mW
before coupling. At a laser power of 120 mW, the measured velocity of the particles
varied normally over a large range from 30 to 100 μm/s with its median at 70 μm/s.
This large variation was most likely due to the movement of the particles between
modes in this large-core multi-mode fiber.

7.3.2 On-Chip Particle Trapping

In 2006 Cran-McGreehin et al. reported an integrated microfluidic chip with built-in
semiconductor lasers for particle trapping in a fluidic channel [54]. Their design
features two pairs of opposing lasers that can be independently switched on and
tuned (see Fig. 7.15a). This geometry corresponds to an on-chip implementation of
a dual-beam trap in which opposing scattering forces from diverging beams balance
at the trapping point. The device consists of a GaAs/AlGaAs heterostructure with
InAs quantum dots that emit at 1290 nm. Each laser produces up to 20 mW of optical
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Fig. 7.15 a Schematic of device with four built in lasers, one particle is shown trapped. bMultiple
trapped particles; fluid channel is shown left to right, dashed line represents beam axis. a, b Shows
20 μm particles pushed back and forth across channel. c Image of trapped SA2 cell. d, e Trapped
crystal in divergent beams. (reproduced from [54] with permission)

power, which is sufficient for trapping of biological and colloidal microparticles. The
movement of a 5 μm particle was detected by shining a 411 nm laser diode from
above and then detecting the fluorescence of the dyed spheres. By tuning the relative
intensities of opposing lasers, the particle position was controlled (See Fig. 7.15b).
By switching the lasers off, the particles could be released and transport along the
fluidic channel could resume.

Depending on the flow directions, particles can be switched back and forth
between the two sets of opposing lasers, i.e. the two trapping points. Cran-McGreehin
et al. determined that the trapping efficiency, the efficiency of photons in transfering
theirmomentum to the particle, increaseswith particle size aswell aswith the distance
from the output facet. This behavior is due to the lower intensity, since the farther the
particle is from the facet, the more divergent the light. The trap stiffness, defined as
the effective spring constant that relates optical force and spatial displacement, was
determined to be 3.2 × 10−8 Nm−1.

In 2009 Yang et al. manipulated particles with a sub-wavelength-scale slot waveg-
uide [55]. They were able to capture, trap, and transport polystyrene nanoparticles
and λ-DNA. Figure 7.16a shows that particles are drawn into the slot via the gradient
force and propelled along the nano-channel by the scattering force.

Slots withwidths of 100 nm and 120 nmwere used for 75 nm and 100 nmdiameter
nanoparticles, respectively. The optical power levels were as high as 300 mW at
1550 nm, in TE polarization. Flow in a microfluidic channel defined above the slot
waveguideswas directed perpendicularly to the slot waveguides (See Fig. 7.16).With
flow speeds of 80 μm/s, less than 25% of the particles were successfully captured.
Once a 100 nm particle was trapped, optical transport at 1.5 μm/s at a laser power of
250 mW was possible. λ-DNA is difficult to trap when uncoiled since most optical
traps work at a focused location. Yang et al. were able to draw partially uncoiled
λ-DNA into the slot waveguide because of the extended distribution of the gradient
force in the guided mode along a line rather than at a single point. The trap had a
stronger stiffness for particles in the slot than for those outside, and, due to the higher
force levels there, the majority of the trapped particles was found inside the slot. A
trap stiffness of 0.2 pN/nm was estimated for a 100 nm nanoparticle being trapped
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Fig. 7.16 a Schematic of slot waveguide showing force directions. b 75 nm particles are shown
trapped in 100 nm slot waveguide, LC is shown left to right, flow moves right to left. (reproduced
from [55] with permission)

by 1 W of light. Due to the lower stiffness of the trapping outside the slot, particles
there had lower stability and were therefore released from the trap after less time.
It was also shown that the stability of the trapping of DNA was lower due to the
extended state of the coils.

In 2010 Bellini et al. fabricated an optofluidic fused silica glass-based chip using
a femtosecond laser that was designed to trap and stretch a single red blood cell (See
Fig. 7.17) [56].

The chip featured two optical waveguides that intersect with a microfluidic
channel, both fabricated with the same femtosecond laser, but with different laser
repetition rates. The trapping and stretching was carried out with a 1070 nm laser
coupled into a fiber and then split between the two waveguides. The power on
each side could be independently tuned by adjusting variable optical attenuators,
thereby allowing the particle position to be changed. The cells were flown through
the microchannel at 10–50 μm/s and could be trapped with 20 mW of laser power
from each waveguide. Once a particle was stably trapped it could be stretched by

Fig. 7.17 Schematic of
stretching chip. Red blood
cell shown being stretched at
the intersection of optical
and fluid channels.
(reproduced from [56] with
permission)
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increasing the power of both waveguides simultaneously. Since the two waveguides
are still balanced, the particle remains trapped but the increased power deforms the
cell.A25%elongationwas seenwith a change in laser power from20mWto300mW,
which stretches the cell to the point that it no longer returns to its original shape.
Lower power levels allowed for the cell to be stretched and released by turning the
power level up and down, which represents a key demonstration of on-chip trapping
and manipulation of biological microstructures.

7.3.3 Particle Manipulation in Liquid-Core ARROW
Waveguides

Liquid-core antiresonant reflecting optical waveguides (LC-ARROWs) are a specific
type of hollow-core optical waveguide in which both light and liquid are guided
through the same microchannel [57]. Optical confinement in a low-index liquid is
created using dielectric layers of alternatingmaterials that are antiresonant, i.e. highly
reflective, for the transverse wavevector component of a propagating mode [57, 58].
The hollow cores are fabricated with either a sacrificial core process [59] or by wafer
bonding [58]. The hollow channels are optically interfaced with solid-core ARROW
(SC-ARROW) waveguides that ensure light delivery to and from the edges of the
chip. LC-ARROW devices have successfully been used for particle detection and
sensing using fluorescence or Raman scattering all the way down to single DNA
molecules [60–62]. They have also proven to be an ideal platform for a number
of optical and electro-optical particle manipulation techniques, and we will review
these capabilities in more detail here.

7.3.3.1 Single Beam Particle Pushing and Confinement

In 2008 it was shown by Measor et al. that particles could be pushed along an LC-
ARROW by optical forces [63]. The ARROW chip used has an LC-ARROW which
runs perpendicular to an SC-ARROW (See Fig. 7.18).

A particle in the channel experiences three types of forces. The scattering force,
gradient force, and the Stokes drag force resulting from pressure-based or electroki-
netic fluid flow. The main source of the forward movement of the particle is due to

Fig. 7.18 Schematic of ARROW chip a used for pushing, b used for trapping, and detection [64]
and c used for sorting (reproduced from [65] with permission)
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the scattering force that is acting along the direction of light propagation, z. In addi-
tion, transverse gradient forces exist that pull the particle towards the high-intensity
regions of themode. The scattering force is highly dependent on the amount of power
acting on the particle. Due to the propagation loss, α, along a waveguide the power
entering the waveguide P0 decays exponentially with distance [63]. This leads to a
scattering force equation that varies with propagation distance:

FS(z) = Q
n

c
P0 exp(−αz) (7.2)

where Q is a dimensionless factor, n is the refractive index of the medium, and c
is the speed of light. In the steady state, the Stokes drag force must counteract and
balance the scattering force:

FStokes(z) = −6πη′r
dz

dt
= −Fs(z) (7.3)

where r is the radius of the particle and η′ is the average dynamic viscosity of the
fluid. Therefore, the particle trajectory along the channel can be calculated as:

z(t) = 1

α
ln

[
v0αt + exp(αz0)

]
(7.4)

where z0 is the initial particle position, and v0 = QP0n/
(
6πη′rc

)
.

The gradient force acts to center the particle in the channel since the direction of
the gradient force, FG, is towards the highest intensity. The motion of the particle
diffusion perpendicular to the propagation direction is defined by the corresponding
potential U(x):

U (x) = −kT ln p(x) = − γ

cε
I (x) = −

∫
Fg(x)dx (7.5)

where p(x) is the probability of finding the particle at a given location, k is the Boltz-
mann constant, T is the temperature, ε is permittivity, γ is the effective polarizability
of the particle, and I(x) is the intensity profile of the guided mode.

The aforementioned dependence of the scattering force on channel position (7.2)
enables a new way for characterizing the loss and mode profile of a hollow-core
waveguide, as shown by Measor et al. [63]. The particle trajectory along the channel
z(t) is recorded using a CCD camera in top-down view. Equation (7.4) can then be
fitted to the measured trajectory to extract the waveguide loss, as shown in Fig. 7.19a.

Similarly, the transverse location of the particle in the channel x(z, t) gives infor-
mation on how the intensity of light changes along that axis. Since the gradient force
pulls particles into high intensity regions, the likelihood of finding a particle in such
a region is higher.

A histogram of lateral position distributions was created from the movie of the
particle moving along the channel under the influence of a single-beam optical force
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Fig. 7.19 a Plot of experimental data, fit used to calculate loss and initial velocity. b Calculated
mode and measured particle trajectory of multimode LC. c Multi-mode LC histogram (inset),
calculated mode (line) and averaged intensity potential (circles). d Single-mode LC histogram
(inset), calculated mode (line) and averaged intensity potential (circles). (reproduced from [63]
with permission)

(Fig. 7.19c, d). The figure shows excellent agreement between the shape of these
histograms and the waveguide mode profiles calculated using commercial photonic
simulation software.

Measor et al. introduced another use for a single optical beam in 2009 [66]. One
of the main issues with particle sensing in liquid-core waveguides is the fact that
particles can assume lateral positions in the channel that result in poor coupling
of any generated fluorescence into the liquid-core waveguide modes. In the typical
fluorescence experiment shown in Fig. 7.20b, the excitation light is coupled into a
SC-ARROW using a single-mode fiber, exciting particles in the location where the
SC-ARROWintersectswith theLC-ARROWchannel. Fluorescence is then collected
along the flow channel and detected using a sensitive photodetector. By adding a near

Fig. 7.20 a Measured particle trajectory in LC and histogram of particle’s transverse (x) position,
showing single mode guiding. Fluorescence collected from LC bwithout and c with guiding beam.
(reproduced from [66] with permission)
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infrared guiding beam along the liquid channel, particles are pulled into the center
of the channel by the gradient force. This “optical focusing” results in higher and
more uniform coupling of fluorescence into the LC-ARROW modes, and therefore
in a large improvement in collection efficiency, by up to 85% (See Fig. 7.20).

A practical application of exerting optical forces on small particles with a single
beam is optical particle sorting on an optofluidic chip. This capability was demon-
strated by Leake et al. [65], who used a combination of fluid flow and a single optical
beam to implement novel size-based sorting methods for micron and sub-micron
sized particles. Sorting requires an extended fluid channel layout—which was imple-
mented using an “H-shaped” channel configuration, as shown in Fig. 7.18c. Two
geometries for the relative orientations of particle movement, flow, and optical beam
propagation were introduced. They offer size tunability and up to 100% sorting effi-
ciency, and good agreement between experimental results and calculated trajectories
was found.

As before, both the scattering force and the Stokes drag force act upon a particle,
and it is their relative magnitude that enables size selectivity and therefore sorting.
The scattering force can be recast as:

FLASER = Qπ
r2

c
I. (7.6)

Notice thatFLASER scales quadratically with particle size whileFStokes (7.3) scales
linearly. By adjusting the relative flow velocity and laser power, smaller particles can
be made to follow the flow direction, while larger particles will move in the direction
of the propagating optical mode. Experiments were carried out using mixtures of
sulfate latex beads of varying size (r = 0.25, 0.5, 1 and 1.5 μm). In the first config-
uration, flow acted perpendicularly to the optical propagation direction, while the
second orientation had the flow in the opposite direction. To determine the position
of the particle in the channel, similar methods were used to those for the propaga-
tion loss measurements. The measured trajectories were compared with dynamic
simulations for which the optical forces were calculated at each location using
formulae for loosely focused and collimated beams [67]—and known mode profiles
for LC-ARROWs. Similarly, position-dependent drag forces were determined using
3D COMSOL simulations. The instantaneous velocity at a particular location is
therefore the vector sum of the velocities in all three directions.

The first orientation that used the perpendicular beam orientation has the bulk of
the flow, which contains the bead mixture, moving through the LC-ARROW bottom
to the top of the channel (Fig. 7.21a). The intersecting LC has a small amount of
flow that escapes and departs from the intersection to the right. The sorting beam is
incident from the left through an SC-ARROW, pushing the beads to the right. Large
particles will move to the right and are considered “sorted”—and small particles
will continue upwards with the bulk of the flow (See Fig. 7.21a). Depending on the
ratio of the flow speed to the power output of the laser, all the larger beads can be
removed—or alternatively a well-defined percentage of each bead size.
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Fig. 7.21 a Schematic of first orientation with perpendicular flow and laser. b Comparison of
experimental and calculated trajectories for perpendicular orientation. c Removal efficiency plot for
perpendicular orientation showing calculated and experimental values.d Schematic of second orien-
tation with optical beam counter-propagating to flow. e Comparison of experimental and calculated
trajectories for counterpropagating orientation. f Removal efficiency plot for counterpropagating
orientation. (reproduced from [65] with permission)

Since particles can start at any location in the channel and therefore have both
different amounts of lateral movement required to “sort” and have different flow
speeds and optical intensities, this method is very position dependent. Some small
particles along the right-hand edge of the channel are pushed out of the flow despite
their small size. Therefore, some small beads are removed from the flow, when the
scattering force is not strong enough to remove all the large beads (See Fig. 7.21b),
which leads to removal efficiencies (ratio of the number of particles removed to the
total number of particles) greater than zero for all particle sizes (See Fig. 7.21c).
Depending on the ratio of the flow speed to the laser output power, the removal
efficiencies of each size can be tuned.

In the second orientation (counter-propagating), beads flow into the T-junction
from the top in a mixture—and a second flow originates from the right. The flows
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meet to the left of the intersection where the laser is coupled in. Since the beads
come from the top, they either turn towards the laser or they move in the direction of
light propagation, depending on the balance between scattering and drag forces (See
Fig. 7.21d, e). In this case, the particles are considered “sorted” if they move to the
right with the optical beam. This configuration exhibits only a very weak dependence
on the lateral starting position of each particle, allowing for achievement of removal
efficiencies of zero for small particles, in this orientation (SeeFig. 7.21f). This enables
the complete removal of particles from the flow, above a tunable cutoff size.

7.3.3.2 Dual Beam Particle Trapping

While a single beam manipulating particles inside a liquid-core waveguide clearly
adds a diverse range of capabilities to a planar optofluidic platform, it is the use of
multiple beams that enables additional particle manipulation options, in particular
particle trapping.

In 2009 Kühn et al. introduced a new type of dual-beam trap based on counter-
propagating beams [64]. Unlike Ashkin’s original dual-beam trap, which relied on
spatial variations of the beam area, this method used the propagation loss in confined
LC-ARROW modes to create beam-dependent force profiles and to trap particles
(See Fig. 7.22a). This loss-based (LB) trap is a long-range trap in which the particles
can be held at any point along a several millimetres long channel by adjusting the
relative power of the two beams. In this case, the scattering force takes on a similar
form to (7.2),

FSca
r/ l = ∓Q

c

n
P0
r/ lExp

(
−α

(
L

2
± z

))
, (7.7)

where L is the length of the LC-ARROW, P0
i is the input power at each end of the

liquid core waveguide, and z is the particle position relative to the center of the liquid
core in the lateral direction. The trapping point occurs where the scattering forces
are balanced:

z1 = 1

2α
Log

(
P0
r

P0
l

)
(7.8)

Fig. 7.22 a Schematic of forces and loss in liquid-core waveguide. b Trajectory of particle in trap.
Particle enters from the left. (reproduced from [64] with permission)
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Fig. 7.23 a Schematic of forces and loss in liquid-core waveguide. b Photon counts of trapped
particles, initially one particle is trapped, particles concentrate to create larger signal [66]. c Image
showing two simultaneously trapped particles: one particle is trapped with a loss based trap (hori-
zontal) and the second is trapped with a divergence-based dual beam trap (vertical). (reproduced
from [64] with permission)

For a waveguide with α = 5.2 cm−1 the forces were found to be about 0.14 pN at
the beginning of the LC and the trap was found to have a stiffness of about 50 nN/m
(See Fig. 7.22b).

With this method, Kühn et al. were able to trap single silica beads as well as silica
beads tagged with Escherichia coli (E. coli) bacteria the DNA of which was stained
with Acridine Orange intercalating dye. This LB trapping method can be extended
to multiple particles to function as a particle concentrator for increased detection
efficiencies [68]. When trying to detect particles at low concentrations, near the
single particle level, it can be difficult to detect the fluorescence. Here, particles from
either end of the channel are drawn to the trapping point under the influence of the
two trapping beams (see Fig. 7.23a), which can increase the concentration of the
particles by more than two orders of magnitude (see Fig. 7.23b). Once trapped, the
group of particles can easily be moved by adjusting the relative input powers.

Moreover, a traditional divergence based (DB) trap can be created by matching
beam powers via two SC-ARROWS, similarly to [54]. Once the beam exits the solid
core it diverges as it propagates across the liquid core. Due to the chip architecture,
this DB trap can be used simultaneously with the LB trap—as shown in Fig. 7.22
[64].

It was shown that this “dual dual-beam trap” can be used to control the relative
spacing of two particles trapped in each beam pair. A separation of 7.4 μm from
each other was achieved without losing the two separate traps. Such a configuration
could be used to facilitate controlled interactions and binding between twomolecules
tethered to trapped microbeads.

Due to the simplicity of counter-propagating beam traps where scattering forces
balance each other, the majority of traps work on that concept. In 2013 Leake et al.
introduced an orthogonal dual beam trap that uses two beams where the scattering
force from the first beam is balanced by the gradient of the second beam, and vice
versa (see Fig. 7.24a) [69].

Unlike free-space dual-beam or single-beam traps that need to be focused, the
orthogonal trap works with collimated beams—making it ideal for on-chip applica-
tions. If the intensity distributions of the two intersecting beams take on the form
of:
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Fig. 7.24 a Schematic of beams and forces in orthogonal trap. b Simulated trajectory of particles
in trap. c Total force at intersection. The trapping point is shown in black, beam 1 (red) and beam
2 (blue) have beam waists shown by dotted lines. (reproduced from [64] with permission)

I1(x) = I0 · e−γ x2 ; I2(z) = I0 · e−γ z2 (7.9)

where γ = 2/w2
0, and w0 is the beam waist, then the scattering and gradient forces

become:

FS1(x) = kS · I1(x) = QS · A

c
· I1(x) (7.10)

FG1(x) = kG ·
∣∣∣−→∇ I1(x)

∣∣∣ = 2γ kG · x · I1(x) = QG(x) · A

c
· I1(x). (7.11)

In this case, kS and kG are constant coefficients and QS and QG are the scattering
and gradient force specific pre-factors [2]. It can be found, by setting the gradient
force for one beam equal to the scattering force of the other, that the trapping point
is located at:

xT = zT = kS
kG

1

2γ
= kS

kG

w2
0

4
. (7.12)

This trapping method is stable when:

w0 ≤ 2
kG
kS

. (7.13)

The stability and depth of the trap depends on the beam power, wavelength, and
w0. This trap is self-loading, which makes it ideal for on-chip applications (See
Fig. 7.25b). According to simulations performed in the same manner as the sorting
method mentioned earlier, for beams with w0 = 0.75 μm, λ = 532 nm, and P =
60mW, the trapping point is located at (xT, zT) = (0.1 μm, 0.1 μm) and the trapping
potential has a depth of 
W = 1.9 × 10−18 J = 12 eV (See Fig. 7.25c).
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Fig. 7.25 a Schematic of on-chip implementation of Anti-Brownian Electrokinetic (ABEL)
trap. b Time-dependent fluorescence signal and z-position showing photobleaching of trapped E.
coli, fluorescence signal fitted with a monoexponential decay curve (reproduced from [70] with
permission)

The major drawback of all-optical traps, including the chip implementations
described thus far, is the relatively high laser power that is needed to generate a
sufficiently deep trapping potential. One method of reducing the amount of power is
to use electro-optical traps that combine an ultra-low power optical source with elec-
trical feedback. The optical source can be used for either generation of the feedback
signal required for trapping and fluorescence or scattering analysis of the trapped
particle. Such traps are termed Anti-Brownian electrokinetic (ABEL) traps and exist
in various bulk optical implementations [71, 72]. The ABEL trap scales favorably
with reduced particle size, and objects on the nanometer scale down to single dye
molecules have been trapped in bulk versions [73]. Kühn et al. demonstrated an
optofluidically integrated version of an ABEL trap, as shown in Fig. 7.25 [70]. This
trap has two solid core waveguides that are offset from each other so that they overlap
by half their modal beam-waist. These waveguides are alternately excited, creating
a modulated fluorescence or scattering signal from a particle in the intersection.
By correlating the fluorescence signal with the excitation sequence, the location of
the particle can be determined—and an electrical force can be applied to push the
particle towards the center of the intersection, which compensates for Brownian
motion along the channel direction and was proven to be sufficient to trap micro- and
nano-scale beads with ultralow optical power levels as low as 10 μW, approximately
five orders of magnitude lower than the all-optical version on a similar chip [70].
Moreover, single, fluorescently stained E. coli bacteria were successfully trapped—
and the photobleaching process of their stained DNAwas observed. In addition to the
low power requirement, another unique characteristic of ABEL traps is that they are
true single-particle traps, since random Brownian motion can be corrected only for
one particle.
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7.4 Summary

Planar integration of optofluidics has seen a lot of progress over the past few years.
We have shown that optical particle manipulation on a chip has been a particularly
fruitful area in this regard. Numerous inventive approaches to affecting the location
and velocity of a particle in a fluidic microchannel with light have been implemented
on a number of platforms. These were broadly categorized into surface-based and
channel-based arrangements in which the light is guided in solid- and liquid-core
waveguides, respectively.While the initial emphasis has been on exploring the possi-
bilities of creating sufficiently strong forces and exploring the operational parameters
and limitations of each scheme, the research focus is gradually shifting towards devel-
oping applications that incorporate particle manipulation concepts. In particular, the
combination with ultrasensitive particle detection and analysis on a chip for applica-
tions in biosensing, single molecule spectroscopy, and molecular biology promises
a bright future indeed.
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Chapter 8
New Directions in Sensing Using Raman
Analysis on Paper and Microfluidic
Platforms

Derek Craig and Kishan Dholakia

Abstract The vibration and rotational dynamics of molecules are very specific and
offer an interesting route for characterisation, analysis and sensing. Spectroscopic
probing of the bond dynamics, notably their energies, particularly using an optical
source has emerged as a powerful route to ascertaining the chemical composition of a
sample. This type of information can be crucial for a detailed molecular analysis and
indeed can complement other information within a sample, for example morpholog-
ical information. Light can be very selective and probe specific transitions in atoms
and molecules at will. In terms of sensing, optical approaches can be attractive—due
to the fact that they can be highly specific, sensitive and often can be engineered into
compact systems that are relatively inexpensive.

8.1 Basic Principles of Raman Spectroscopy

The vibration and rotational dynamics of molecules are very specific and offer an
interesting route for characterisation, analysis and sensing. Spectroscopic probing
of the bond dynamics, notably their energies, particularly using an optical source
has emerged as a powerful route to ascertaining the chemical composition of a
sample. This type of information can be crucial for a detailed molecular analysis and
indeed can complement other information within a sample, for example morpholog-
ical information. Light can be very selective and probe specific transitions in atoms
and molecules at will. In terms of sensing, optical approaches can be attractive—due
to the fact that they can be highly specific, sensitive and often can be engineered into
compact systems that are relatively inexpensive.

Raman spectroscopy has emerged as a powerful technique that has generated
major interest and importance for the sensing community over the last few decades.
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This method relies on the inelastic scattering of light from a sample, which is indica-
tive of itsmolecular composition. Importantly, themethod can be label-free, implying
minimal intrusion or interference with the sample in question. Indeed, though it has
been around for several decades, its increasing applicability, the enhancement through
processes such as surface plasmonics and the potential in healthcare mean that now
is a very timely juncture in this burgeoning field.

In this chapter we describe the basics of the Raman spectroscopic approach, with
an emphasis on some of the recent work for sensing that usemicrofluidic approaches.
We concentrate upon native and ‘linear’ Raman approaches that rely neither on
nonlinearity nor on surface enhanced approaches. We remark that surface enhanced
Raman scattering (SERS) typically refers to the interaction of the sample with a
metal surface that exhibits roughness, typically at the nanoscale. The enhancement
can occur when molecules are adsorbed onto this surface, which may dramatically
increase the Raman signal and potentially offer single molecule detection [1]. Such
enhancements can be crucial where native Raman measurement is too weak (for
example, in trace material analysis). Nonlinear approaches to acquisition of molec-
ular signatures can include CARS and SRS. Though such approaches offer enhance-
ments in terms of the speed of data acquisition as well as increased sensitivity, they
also often involve complex fabrication and surface preparation—or laser apparatus
that may offset any advantages gained.

In contrast, native Raman spectroscopy can be relatively inexpensive and straight-
forward to implement, label-free and is the main focus of this chapter, though we
do mention some key SERS experiments for both microfluidic and paper platforms.
We direct the reader to other excellent reviews for further information on SERS and
nonlinear Raman approaches [2].

The virtual transitions that lead to the Raman process can be visualised by looking
at Fig. 8.1.

Fig. 8.1 Diagram showing the energy transitions that occur during Raman scattering (both Stokes
and Anti-Stokes lines), Rayleigh scattering and Fluorescence. It is typically the Stokes line that is
observed in Raman analysis
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Here we see that Raman transitions denote a virtual process that involves a ground
state and a virtual excited state. These can be amplified by exploring transitions close
to an actual real transition, a process referred to as resonance Raman excitation. The
fact that this is a virtual process means that Raman emission is very fast, in contrast
to processes such a fluorescence or phosphorescence. Raman is often accompanied
by fluorescence and there are numerous approaches in the literature that can be used
to obviate its influence. The most popular approaches include numerical approaches
where polynomial fits to data are used to subtract the background, though care has
to be taken as artifacts can arise in such an approach [3]. An emergent sub-topic
in recent years has been more physics-based approaches that extract the Raman
signature in the presence of a background. This includes use of the fact that theRaman
signal is generated through the interaction with virtual states and so is emitted before
fluorescence. Thus gating the signal can lead to directly recording the Raman signal.
Alternative approaches include modulating the laser wavelength, which results in a
direct modulation of the Raman signal, but if the range of modulation is small the
background fluorescence remains essentially constant. In turn this means that it is
possible to extract the Raman signal as a derivative-like feature [4].

8.2 Soft Lithography Geometries for Microfluidic Raman
Analysis

Microfluidic geometries have rapidly come to the fore over the last few decades,
since they offer a route to the analysis of very small volumes of analyte (typically
mL or less) in very compact, often disposable, systems. Various forms of microflu-
idic platform have emerged. A popular route—due to its ease of fabrication, cost
and implementation—has been the use of soft lithography approaches based on elas-
tomers such as poly(dimethylsiloxane) (PDMS) for the fabrication of microfluidic
systems [5].

PDMS has been at the heart of numerous microfluidic systems. It is an opti-
cally transparent elastomer. The stiffness of PDMS can be varied: at the soft end
of its range, it is readily deformed by hand. Importantly, fabrication with PDMS
is straightforward and lends itself to reproducibility and mass production. From a
research perspective, this means that rapid prototyping of devices to realise new
modalities at the microfluidic scale is feasible. If we compare PDMS to other mate-
rials such as glass or silicon, PDMS can be used to make a reversible Van der Waals
force contact between two surfaces (but one that is dependent upon smoothness).
In turn, this makes microfluidic PDMS chips demountable and resealable, which
has obvious advantages for reusability. Liquid confinement in very small channels
embedded in PDMS leads to interesting physics, due to the typically low Reynolds
number regime, and strategies have emerged for enhanced mixing and directing of
fluid in an environment where inertia and turbulence play an insignificant role.
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Various approaches have emerged to realise Raman spectroscopy on-chip. Many
embodiments use a standard microscope platform into which the chip of interest is
inserted. In several instances, this platform has been combined with optical trapping.
The latter modality allows one to isolate the sample from the surrounding environ-
ment and literally suspend the cell or sample in a suitablemedium—which can lead to
reduced background signals from interfering cover slips, for example. Optical forces
are relatively weak and—in the ray-optics picture—originate from the reflection or
refraction of light at a refractive index boundary. The forces are gentle and in the
piconewton range—and so they are not typically suitable for holding more than a
single cell. The laser wavelength for trapping has to be chosen carefully in Raman
trapping systems—to ensure that there is no interference betweenmodalities.Geome-
tries that have used so-called single-beam optical tweezers and also dual-beam trap
geometries, with Raman analysis performed in a direction orthogonal to the trap-
ping fields, have appeared. A key feature of trapping and Raman scattering in a
microfluidic environment is the prospect of a system for higher throughput, akin to a
flow cytometer—though based on Raman analysis. Novel geometries have enabled
realization for studies of key cell types [6].

The research described above relies on Raman apparatus that requires bulk free-
space optics for its realisation. The size of a typical Ramanmicrofluidic systemmakes
it impractical for portable applications [7], which is typically due to the requirement
of appropriate laser sources—and analysis via a bulk spectrometer. Separately, fiber
Raman probes have been developedwith clinical aims inmind and offer ease of align-
ment. TheRamanapproachdescribedhere has advanced to the stageof achievingboth
portable spectrometers and compact lasers for Raman spectroscopy [8]. However it
is to be noted that fiber based probes may not be the best choice to record the Raman
spectrum from a small amount of analyte. This problem can arise for a number of
reasons, including low numerical aperture and reduced collection efficiency. One
way that fiber optics can add value is by turning to the popular Lab-on-a-Chip (LoC)
techniques, which aim to use the methods of soft lithography for chamber construc-
tion and then use this combination for spectroscopic analysis of small amounts of
sample—on the order of micro-litres or even nano-litres [9–11].

We now turn to a description of some of the key approaches in this area. A recent
study has worked towards assembling an all-fiber based Raman analysis on-chip.
The aim of this approach is to reduce the physical footprint of the device by the use
of fibers on a chip platform. A key attribute of this study is the absence of lenses
in either the illumination or the collection paths. Close proximity of the fibers used
to the sample and the sample geometry design used permitted useful excitation and
collection of the Raman signal. This methodology, developed at the University of
St Andrews was termed waveguide confined Raman spectroscopy (WCRS) and has
been realised as a fiber-based microfluidic chip, where the Raman and fluorescence
signatures are delivered and recorded using optical fibers [9]. The microfluidic chip
used embedded multimode optical fibers to optimise the collection of the Raman
signal, while simultaneously minimising any background signal. The device used is
shown in Fig. 8.2.
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Fig. 8.2 On-chip, all-fiber based Raman analysis based on a Polydimethylsiloxane (PDMS) chip
fabricated using soft-lithography. Two optical fibers were used. One to deliver the Raman excitation
beam and the other to record both the Raman and fluorescence signal. a A diagram to show the
geometry of the chip-based Raman approach. b A diagram to illustrate the collection region where
confined collection of Raman signal was achieved. c Top view of the Raman signal collection region
in the PDMS microfluidic chip [9]. Reproduced from [9] with permission from the Royal Society
of Chemistry

This device was used in a number of studies to prove the versatility of such an
approach. The on-chip approach was used for process monitoring. Specifically, the
all-fibre WCRS chip was placed within a micro-reactor to explore a binary reaction
on-chip, with sulfuric acid being used as the catalyst. In this instance, the reactionwas
acid-catalysed esterification of ethanol with acetic anhydride—and resulted in ethyl
acetate. Further work on the same all-fiberWCRS platform looked at the detection of
micro-droplets. These droplets were ethanol based and generated in silicone oil. The
major application of this device is to perform Raman spectroscopy of analytes. As
envisaged, the WCRS device records spectra that contain both Raman information
and fluorescence information from the sample. A study of the urea concentration
showed detection down to around 80 mM, with reasonable excitation power and
relatively low acquisition time [9, 11, 12]. More extensive work was performed
on urea detection using the same CRS architecture to look at modulated Raman
spectroscopy, which is an approach that removes the background fluorescence and
may yield a higher signal-to-noise ratio [4].

In 2013 a group in Jena, Germany, developed another form of quartz-plate based
microfluidic chip, with the aim of achieving on-chip Raman analysis. A key innova-
tion in this approach was the use of multi-core single-mode fibres, with integrated
fiber Bragg-gratings being used for detection. Raman detection limits of 7.5 mM for
urea and 2.5 mM for nicotine respectively were recorded with this set-up. The fibre
Bragg-grating assisted with the removal of unwanted signals in the system. Typically
scattered light is removed in Raman apparatus using low-pass filters or notch filters.
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Long-period fiber gratings for filtering open up the prospect of single-cell Raman
analysis on-chip.

Such on-chip approaches can be extended to sensing and analysis—not only for
biomedicine but also for applications ranging from bio-analyte detection to detailed
analysis of single malt Scotch whisky [9, 13]. For this latter application, pertinent
to the food and drink industry, a 20 μl whisky sample was used—and both Raman
spectroscopic and fluorescence spectroscopic information could be obtained. From
these signatures, the alcohol concentration of the samplewas predicted to an accuracy
of 1%—alongwith additional information to classify the sample, based on its inherent
aromatic features. Such analysis could provide a key step in identifying counterfeit
samples. This article briefly describes the scope of optofluidic devices that can be
implemented using the WCRS technique.

On-chip compact Raman analysis based on this device was also applied to key
challenges for the food and drinks industry. As an example, the device was used to
record spectra from various single-malt Scotch whiskies, with the aim of enabling
discrimination and their detailed characterization [9, 13].Whisky spectra had Raman
bands from both ethanol and a broad fluorescence background. Using the partial
least-square (PLS) method, the alcohol concentration of each whisky investigated
was determined. Furthermore, using the multivariate statistical analysis approach
of principal component analysis (PCA) based clustering, a correlation between the
broad fluorescence background and the aromatic features of the Scotch whisky was
revealed—allowing a clear delineation of whisky type. This is shown in Fig. 8.3.

Beyond being an analyte detection tool, a WCRS device may also be combined
with other microfluidic functionalities. It has already been demonstrated that it is
possible to monitor micro-reaction and probe micro-droplets using WCRS [11].
Hence aWCRS based device may have a variety of applications ranging from chem-
ical fingerprinting of a low volume of analyte to on-line process monitoring. The
completely alignment-free nature makes it possible for a non-optics expert to use
this device.

Another key feature of the device is its fabrication cost. Since the chip can be fabri-
cated by soft-lithography or injection moulding and does not require any millimeter
size filters at the tip of the probe, the cost of the device can be at least two orders
of magnitude lower than that of a commercially available fiber Raman probe. Since
the optical signal is delivered and collected through optical fibers, with appropriate
light-proof shielding of the chip, it is even possible to use the device for measuring
the Raman spectrum of an analyte in broad daylight, which would make it more
amenable for various field applications.

“Lab-on-a-chip” technologies envisage the use of miniscule sample volumes for
a range of analyses. In optofluidic devices where optical techniques are combined
with microfluidics, it is important to ensure a smaller form-factor and an alignment-
free nature—thereby making it appealing for point-of-care applications.WCRS is an
example where these criteria are satisfied, with the added advantage of the low fabri-
cation cost of this optofluidic chip. These devices can have applications in various
fields—such as point-of-care diagnostics, environmental sensing, food and drink
sensing and on-line process monitoring.
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Fig. 8.3 Whisky analysis on theWCRS chip [13]. The Raman analysis delivers the ethanol content
whereas the fluorescence spectra can be used to cluster based on each type of whisky. Reprinted
with permission from [13], published by OSA

8.3 Paper: An Alternative Platform for Microfluidic
Raman Analysis

In a biomedical sensing environment microfluidic devices have been shown to
significantly reduce the consumption of samples and reagents, as well as reducing
the complexity of operating procedures. The overall cost of assaying time is
reduced, without any significant disadvantage in terms of specificity or sensi-
tivity. However, the majority of microfluidic devices are constructed from glass,
silicon or thermo-elastic polymers such as poly(dimethylsulfoxide) (PDMS) or
poly(methylmethacrylate) (PMMA). These devices all require complex fabrication
processes and a range of external instrumentation, which discourages their imple-
mentation in point-of-care (POC) testing. In low resource settings such as the devel-
oping world, commonly available POC tests are regarded as being too expensive.
These nations lack basic infrastructure, which is a key requirement for common POC
testing—such as appropriate laboratory conditions that include power and refrigera-
tion, as well as a lack of trained personnel to undertake and understand the analyses.
The World Health Organization maintains that diagnostic devices for use in low
cost resource settings should follow the ASSURED proverb, i.e. they should be:
affordable, sensitive, specific, user-friendly, rapid and robust, equipment-free and
deliverable to end users.
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Paper microfluidics in the form of paper analytical devices (μPADs) has now
moved to the forefront of such research. Paper is a cheap, ubiquitous and biodegrad-
able material that is robust in the presence of most organic solvents and requires no
external instrumentation due to its natural capillary action, which enables thewicking
of fluid. Having already been widely implemented in a range of analyses, paper is
a strong platform for producing POC products. Paper offers numerous advantages
over conventional microfluidic materials whilst being free of many of the significant
disadvantages also associated with these other materials. As paper is made from the
meshing of cellulose fibers it is compatible with a range of biological materials. It
can also be modified very easily by physical or chemical methods for tailoring to
a particular need. It has also been widely used as a platform for both filtering and
separation of materials.

Initial examples of the use of paper in POC devices include dipstick and lateral-
flow assay (LFA) devices. Dipstick devices have exploited the natural wicking ability
of paper for the analysis of urine. LFAs are more complex and are fabricated
using nitrocellulose membranes. Typically, LFAs are constructed from a number
of sections—including an absorbent pad, a wicking pad, a detection pad, etc. The
nitrocellulose has a dual action since it provides a platform for both the reaction
and detection capabilities of the devices. LFAs and dipstick analyses have been
widely implemented for applications such as home pregnancy tests, blood and DNA
testing, respectively. As such these devices are outwith the remit of this discussion.
In what follows, the discussion will focus on the emergence of both two-dimensional
and three-dimensional μPADs—and their implementation in the field of biomedical
analysis.

8.4 Device Fabrication for Paper Based Analysis

Whitesides et al. are widely acknowledged as the pioneers of the field of μPADs
[14]. Their initial research conveyed means by which paper could be modified in a
cheap and simplemanner for low-cost resource settings. Typically paper can bemodi-
fied in one of two ways; (i) physical modification, such as cutting and shaping—or
by: (ii) chemical modification of the paper surface. Chemical modification involves
the formation of hydrophobic barriers on the paper surface, in order to create micro-
channels. The dimensions of these micro-channels, as well as the porosity and chem-
ical structure of the paper used and the ambient conditions, will control the wicking
rate of any fluid through the device. The patterning of the micro-channels on the
paper surface can be achieved by a variety of methods. Themost common techniques
used are photolithography, ink-jet etching, plasma etching and wax patterning. The
various advantages and disadvantages of each technique are set out in Table 8.1.

Wax printing is currently themost commonly used technique for the production of
paper microfluidic devices. Using a cheap and readily available solid wax printer it is
possible to deposit hydrophobic wax barriers of controllable thickness and resolution
onto the surface of the paper. Heating of the wax results in its re-distribution, both
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Table 8.1 Various approaches to the patterning of microchannels, along with their advantages and
disadvantages

Patterning technique Advantage(s) Disadvantage(s)

Photolithography Can pattern a variety of paper Hydrophilic areas are exposed to
polymers and solvents

Ink-jet etching Reagents can be inkjet printed into
the test zones using the printer

Requires a customized inkjet
printer. Hydrophilic areas are
exposed to polymers and solvents

Plasma etching Useful in laboratories with a
plasma cleaner which wish to make
many replicates of the same pattern

Hydrophilic areas are exposed to
polymers and solvents. Individual
metal masks are required for each
pattern

Wax printing Rapid. Requires only a commercial
wax printer and a hotplate.
Hydrophilic areas are not exposed
to polymers and solvents

Consideration must be given, when
designing the pattern, to the
spreading of wax, which will occur
upon heating

laterally and vertically, through the paper to create 2D hydrophobic barriers. Various
microfluidic devices have been designed, due to the ease with which multiple wax
designs can be conceived and printed onto the paper surface. As a result, wax printing
is currently themost routinely used technique for the fabrication of papermicrofluidic
devices.

Paper has been shown to be a hospitable environment for many biological
molecules and chemical substrates, which can be bound onto the paper surface by
either physical deposition or chemical attachment. Physical deposition of the analyte
into the reagent zone can be achieved by either hand dispensing or by printing the
reagents into these zones, using techniques such as ink-jet printing. Chemical or
biological molecules can also be immobilized onto the paper surface by physical
absorption, chemical coupling and by carriermediated deposition.When the reagents
have dried upon the substrate, the analyses can be performed. If the desired applica-
tion of the device requiresmultiple or complex functions to occur, such as pre-mixing
of the sample or filtering of sample components, then the use of two dimensional
μPADs in this area is very limited. To overcome these issues and to perform more
complex analyses 3D paper analytical devices (3D μPADs) are favoured.

3D μPADs possess many advantages in comparison with their two-dimensional
counterparts. The combination of multiple layers ofμPADs on a single device allows
for multiple assays to be conducted on the same area as used previously by a 2D
μPAD, due to it enabling the fluid to move through multiple layers of paper. As a
consequence, 3D μPADs are able to perform multiple-step assays within a single
device and the sample volume typically lost due to paper swelling is vastly reduced,
which in turn lowers the initial sample volume required. There currently exist two
main types of 3D μPAD: (i) those formed by affixing layers of paper on top of one
another, using an ordered layer-by-layer approach, and: (ii) a 3D stack of layers
being assembled and then compressed together, using either a clamp or an adhesive
to bring the layers into contact with one another.
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Whitesides et al. proposed the original concept for 3D μPADs, which were
constructed using double-sided sticky tape to fix layers of paper together to form
overlapping channels [15]. This approach allowed for the alignment of hydrophilic
channels through the device and a reduction in the sample volume required. However,
constructing these 3D μPADs in this manner is a tedious and time-consuming
process. As a result other approaches have been sought. One approach that has
been considered is the gluing of adjacent sheets together using an adhesive, which
results in the rapid construction of the 3D stacks and enables the layering of many
paper devices to be achieved. A ‘cold-lamination’ approach has also been used,
which involves stacking layers of devices together prior to affixing them in place by
sealing. Typically a metal framework such as a clamp has been used to seal the layers
together. Recently a new approach has emerged for the construction of 3DμPADs—
which is inspired by origami, the Japanese art of folding, where the layers are folded
into place prior to being fixed together using a clamp. The origami approach has the
advantage of permitting the opening of the device and the alteration of sheet orien-
tation, which is not possible when adhesives are used (see Fig. 8.4). Liu and Crooks
were the first to propose the origami approach and their initial research highlighted
the capabilities of 3D μPADs to perform parallel reactions on the same device [16].
The application of origami paper analytical devices (oPADs) has since been extended
to many studies—including the aptamer sensing of adenosine and immunosensing,
for serum-based cardiac biomarkers [17].

Functional devices such as switches, valves and fluidic timers can also be incor-
porated into μPADs. Shen and co-workers produced a reconfigurable paper switch
to connect and disconnect microfluidic channels and control fluid wicking [18]. Noh

Fig. 8.4 Paper origami device: a Chromatography paper with photolithography defined channels.
All channels were 900 μm wide and the reservoirs were 2.5 mm in diameter. b Folded device
revealing the four inlet reservoirs. cBottomof the paper device showing the four detection reservoirs.
The four corners of the paper device were cut so that it could be housed in the aluminum housing
(d). e The unfolded device, following injection of four-coloured devices through the four injection
ports of the aluminum housing [16]. Reprinted (adapted) with permission from J. Am. Chem. Soc.
2011, 133, 17564–17566. Copyright 2011 American Chemical Society
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and Phillips chose a different approach bymodulating the wettability of themicroflu-
idic channels to control the flow of the fluid to individual channels andMartinez et al.
created single use buttons that could be activated to connect two paper strips together
and activate the wicking of fluid by using a ballpoint pen or stylus [19]. Fluidic timers
have been implemented for tracking of the end-point of a time-based assay on paper.
Phillips et al. have integrated a fluidic timer in a paper device to signify the end-point
of a glucose analysis test. The fluidic timer constructed consists of three components;
(i) hydrophilic channels of paper which link the timer to the assay, (ii) a graduated
area that modulates the flow rate of the fluid (in this case made of paraffin wax)
and a signaling component which unequivocally communicates to the user that the
assay could be read. Sugar bridges have also been used to regulate fluid flow. By
saturating the paper strip to different lengths in sugar, the movement of fluid can be
both retarded and accelerated in comparison with surrounding paper channels. This
technique has been employed in an antigen-antibody immunoassay by Yager and
co-workers [20]. By employing fluidic timers, the paper device can be programmed
to carry out multi-step reactions in sequence—without the need for an external user
to intervene.

The ability to pattern the paper surface for biological analyses has resulted in the
emergence of an abundance of papermicrofluidic devices for a variety of applications.
In parallel with the emergence of these devices, a variety of detection methods has
been implemented for the translation of the information they hold to biologically
relevant data. In what follows, a non-exhaustive summary will be provided of a
number of biomedical applications in which paper microfluidic devices have been
successfully implemented, together with a discussion of the detection methodologies
that have been interfaced with these devices to make the analysis possible.

8.5 Sensing Approaches Using Paper Based Analysis

8.5.1 Colorimetric Detection

Label-free detection methodology lends itself to paper microfluidic assays, due to
the avoidance of any expensive instrumental costs for analysis. The most commonly
used detection method that has been interfaced with paper microfluidics has been
colorimetric detection. Colorimetric detection is based upon the production of a
colour change that accompanies the interaction of components embedded in the
paper substrate. This technique is typically exploited in devices where a yes or no
answer can be achieved by visual inspection of the sample, either by eye or by
using inexpensive imaging devices. Such imaging devices include digital cameras,
mobile phone cameras and desktop scanners. The relative simplicity and inexpensive
nature of these materials make them ideal for use in low-cost resource settings. As
colorimetric detection is widely implemented in the field of paper microfluidics, it
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can be sub-classified into three main areas: enzymatic reactions, immunoassays and
subsequent applications.

Enzymatic reactions are the most commonly observed in paper microfluidics—
and have been used for the detection of important analytes such as glucose. There
exist numerous devices in the literature that have been employed for this type of
analysis. Methods of analysis typically focus on enzymatic reactions through the
reaction of glucose with glucose oxidase—or the combination reaction of glucose
with glucose oxidase and other enzymes, such as horseradish peroxidase (HRP). The
enzymatic detection of proteins such as serum albumin is also a common application
of μPAD technology. One such example was one of the eminent publications in
this field by Whitesides et al. A quantitative 2D μPAD for the detection of both
glucose and bovine serum albumin (BSA) in urine was developed. The assay was
based upon well-known chemical and enzymatic reactions that are commonly used
in dipstick analysis. The benefits of this device were that multiple assays could be
completed on the one device, simple colorimetric detection was possible—with the
colour developing as a function of the analyte concentration present—and very small
volumes of fluid (≈5 μl) were required [14]. Some data from this work is seen in
Fig. 8.5.

Tian et al. have also uniquely incorporated text reporting into their assay designed
to test a patient’s blood type [21]. Using a bioactive paper device that has been
impregnated with specific blood group antibodies and water-soluble inks, the testing
of all eight blood types of the ABO Rh system was shown to be possible and highly
accurate. However, the use of only colorimetric detection restricts the use of these
devices to mainly enzymatic coloured reactions. A number of disadvantages are also
attributed to colorimetric detection, such as non-homogenous distribution of colour
and the negative influence of the background colour of the paper.

8.5.2 Fluorescence Spectroscopy

Optical detection methods such as fluorescence spectroscopy are widely used for
diagnostic assays, due to their being highly sensitive and producing low limits of
detection (LODs).The combinationoffluorescence spectroscopy andpapermicroflu-
idics has been retarded due to the inherent fluorescent background of the paper
substrate (arising from whitening additives added to the paper) and the inability to
yield the low LODs required. However, studies have recently begun to emerge that
have overcome these limitations and have established LODs on the scale required
for the implementation of these devices in diagnostic applications. Examples of such
studies have led to the implementation of fluorescence-based devices for the detection
of bacteria, proteins and cancer biomarkers [22].

Potential methods to circumvent the inherent fluorescent background of paper
and couple fluorescence analysis to this technology have been proposed. One such
successful method has been the embedding of an up-conversion (UC) fluorescence
assay within a paper device. Using near-Infrared light (NIR) to excite up-conversion
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Fig. 8.5 2DμPAD for analysis of glucose and BSA. a Photoresist patterned chromatography paper
following absorption of red ink. b Paper device prepared for analytical testing following the spotting
of the protein and glucose reagents into the appropriate reservoirs. c Paper device following exposure
to the reactant solution and d the completed assay following exposure to the solution containing
glucose and BSA. eComparative analysis of the colorimetric difference between devices exposed to
different concentrations of glucose and BSA. Figure from [14]. Figure reproduced with permission
from Wiley publishers.
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phosphors results in a form of anti-Stokes luminescence known as up-conversion
fluorescence. This up-conversion fluorescence has been shown previously to over-
come background auto-fluorescence—and it affords a promising tool for point-of-
care diagnostics. Liu et al. established such a device, termed the UC-μPAD, for the
detection of matrix metallo-proteinase-2 (MMP-2), which is an important biomarker
in blood [23].MMP-2was introduced into the device and resulted in the cleavage of a
peptide substrate attached to the UCPs, which was known to be specific for MMP-2.
Following this peptide cleavage the UCPs fluoresced. This assay produced clinically
relevant sensitivity with an MMP-2 detection limit of 8.3 pg mL−1. Therefore, the
merits of fluorescence detection using this approach have been established through
its ease of fabrication, low sample volume requirements and high sensitivity.

Another area which could benefit from the coupling of fluorescence spectroscopy
to paper microfluidics is DNA analysis. DNA analysis is an expanding field that
has largely been avoided in paper microfluidics, due to the difficulty of achieving
sub-nanomolar detection limits. However, recently there have been interesting devel-
opments reported in this area. Through the passivation of the paper substrate using
bovine serum albumin (BSA), Crooks et al., have reported successful analysis of
on-chip DNA hybridization events, which have utilized fluorescence spectroscopy
to achieve detection limits of less than 5 nM [24]. Using an oPAD approach, the
DNA detection system was based on the displacement of a quencher-labeled single-
strand of DNA (ssDNA) from a fluorophore labeled ssDNA, upon addition of the
analyte. This reaction took place upon the folding of the paper, which brought into
contact the different types of labeled ssDNA. The fluorescent signal achieved was
directly proportional to the concentration of analyte present. With detection limits in
the nanomolar region and relative standard deviations of less than 3% reported, this
marks an exciting foray into on-chip paper DNA analysis using fluorescent detection
[24].

While these recent examples are exciting and have established a paradigm shift
in the capabilities of fluorescence analysis on paper microfluidic devices, they still
require the need for external instrumentation, which is a limiting capability for imple-
menting these devices for point-of-care diagnostics. Yun et al. have reported a paper
microfluidic fluorescence assay that was self-powered using a microfluidic battery
[25]. A galvanic cell was created by pre-depositing silver nitrate, magnesium chlo-
ride and barium chromate onto the hydrophilic region of a wax-printed oPAD. After
affixing electrodes to the hydrophilic battery regions, it was possible to power an
ultra-violet light emitting diode (UV-LED) to induce the fluorescence of alkaline
phosphatases on the paper device. Alkaline phosphatases are relevant analytes as they
are indicators of a variety of diseases such as liver cancer and hepatitis, etc. Following
analysis of the fluorescent responses for the presence of different concentrations of
alkaline phosphatases, it was possible to determine a calibration curve dependent on
the concentrations observed. Phillips and co-workers published a similar study that
used a paper device self-powered by a galvanic battery for the quantitative detec-
tion of the enzyme β-D-galactosidase at 700 pM levels [26]. Again this approach
emphasises the point that, through the use of an LED and smartphone technology
combination, fluorescent assays can be conducted with high sensitivity—and, as
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such, this approach can expand the application of this technology for a variety of
analyses. By avoiding the use of expensive equipment such as excitation light sources
and spectrometers, it is possible to produce low-cost, reproducible devices that can
utilise fluorescence detection in this manner.

8.5.3 Raman and Surface-Enhanced Raman Spectroscopy
(SERS) Detection

Raman scattering is an inherently weak process, with only 1 in 106 photons being
inelastically scattered.Due to thisweakness, the uniquefingerprint spectrumafforded
by Raman spectroscopy can be masked by auto-fluorescence from the sample or
substrate being analysed. Typically, in order to overcome these failings, surface-
enhanced Raman spectroscopy has been deployed [27]. SERS overcomes these fail-
ings by using a roughened metal surface to provide an increased sensitivity, which
negates the problems with fluorescence, encountered using non-surface enhanced
mechanisms. Typically roughened metal surfaces such as densely-packed arrays of
metallic nanoparticles made from coinage materials, such as gold and silver, are
exploited for this technique. In order to utilise SERS with paper microfluidics, metal
nanoparticles are typically deposited onto the paper surface. Methods for depositing
the nanoparticles onto the surface range from the simplistic approach of dip-coating
the paper device in a concentrated solution of nanoparticles to using a low-cost inkjet
printer to deposit ‘nanoparticle ink’ into specific reaction zones.

SERSanalysis hasmainly been usedwithμPAD technology for the trace detection
of substances of abuse.Narcotics such as cocaine and heroinwere both detected using
paper based SERS devices, as reported by Yu and White et al. Through creation of a
nanoparticle ink, silver nanoparticles were deposited onto a reaction zone configured
on a paper dipstick [28]. The dipstick was then used to swab different concentrations
of the narcotic components prior to being allowed to dry and then analysed using a
785 nmexcitationwavelength. Following analysis, this nanoparticle-dipstick testwas
shown to permit the detection of cocaine and heroin in the ng mL−1 range. This limit
of detection range is comparable to the current detection ranges for such analytes
through the use of more complex and expensive techniques. Ngo et al. have utilised
SERSdetectionwith papermicrofluidics to build a bio-diagnostic platform [29].Gold
nanoparticles were absorbed onto the paper to create a metal enhanced substrate
for analysis. Following sequential functionalisation steps, involving the addition
of functionalising ligands and antibody receptors to the particles, an immunoassay
platform was created. This preliminary immunoassay platform was used to detect
the interactions between specific antibodies and antigens such as rabbit IgG antigen
using SERS. The detection of spectral bands related to specific amino acid residues
was used to confirm that binding between the antibody and antigen had occurred on
the paper device.
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Chen et al. have also reported the fabrication of an immunoassay detection plat-
form on a paper device. Passivation of the paper surface using poly-vinyl pyrrolidone
(PVP) was first completed followed by the drop-wise addition of silver nanopar-
ticles which had been pre-concentrated and then aggregated to ensure that an
increased SERS enhancement was achieved. A magnetic-bead based immunoassay
was conducted ‘off-chip’, involving the formation of a sandwich complex of mouse
IgG antibodies and antigens. The anti-mouse IgG antibodies were labelled with
alkaline phosphatase, which underwent a catalytic reaction when the aromatic
compound BCIP was added. This produced a dimeric BCIP substrate, which showed
an enhanced surface-enhanced resonant Raman spectroscopy (SERRS) response.
This solution was added to the enhanced paper substrate and the SERRS spectra
recorded. The concentration of dimeric BCIP present was in direct correlation with
the concentration of mouse IgG antibody present in the immunoassay solution.
The immunoassay solution was then spotted onto the enhanced paper substrate and
the SERRS spectra were recorded. A linear range of detection of mouse IgG of
1–500 ng mL−1 was achieved. This assay was also extended to other important
biomarkers such as α-fetoprotein (AFP) and carcinoembryonic antigen (CEA), with
detection limits of sub 20 and 5 ng mL−1 levels being achieved, respectively.

The limiting factors that have prevented the wider implementation of SERS for
paper microfluidic analysis are the loss of key functionalities such as on-device pre-
concentration and separation of analytes. These key processes are inhibited due to
the covering of the paper substrate with an enhancing material. However, Abbas
et al. have produced a SERS-based paper microfluidic device that encompasses both
of these unique functionalities, whilst affording unprecedented sensitivities in the
attomolar range. Faster drying of the solvent occurs at the tips, in comparison with
the bulk of the paper substrate. As a result of this drying process, rapid flow is induced
from the wet area to the dry area, resulting in the concentration of analytes into the
test regions. Further to this process, concentration and separation of the analytes
present was achieved by exposing the tips of the paper substrate to a polyelectrolyte
solution—which forms a concentration gradient of polyelectrolyte charge along the
tips of the paper platform and permits the subsequent separation of the analytes, due
to electrostatic interactions with charged substrates.

Recent studies by Craig et al. have returned the focus to implementing Raman
spectroscopy as a detection technology for paper microfluidics [30]. To circumvent
the auto-fluorescence that plagues the coupling of standard Raman spectroscopy
with paper microfluidics, this study implemented wavelength-modulated Raman
spectroscopy (WMRS). WMRS involves the recording of a series of spectra whilst
switching the excitation wavelength by less than 1 nm, which results in a signifi-
cant increase in the signal to noise ratio of the spectra and, while the Raman-active
bands shift with the excitation wavelength, the fluorescence remains insensitive to
small wavelength changes and, as a result, it can be easily removed. Through the
use of WMRS the Raman spectral features of the paper substrate become unmasked
and, in turn, the spectral features of the analytes swabbed onto the paper surface are
also revealed. Craig et al. capitalised on the benefits of using WMRS in this study
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to identify pharmaceutical compounds at nano-molar concentrations (see Fig. 8.6)
[30].

The emergence of SERS analysis in this field could yield significant advances in
the sensitivity of current paper microfluidic devices. However, until miniaturization
of expensive SERS instrumentation can be achieved at an affordable cost it will
remain on the periphery of techniques deployed for point-of-care diagnostic analyses.

(A) (B)

WMRS 
 and 

PCA Analysis 

Fig. 8.6 Wavelength modulated Raman spectroscopy (WMRS) was employed for the quantitative
detection of paracetamol solutions of different concentration. a Displays the spectra obtained from
(a) Standard Raman spectroscopy (785 nm) of the microfluidic paper device, (b) WMRS spectra
of the paper device and (c), (d) represent the spectra obtained with paracetamol (c) and ibuprofen
(d) on the paper substrate respectively. b The type of paper device used in the experiment and
following swabbing of the paracetamol and WMRS analysis it was possible to obtain a PCA plot
of the detected concentrations of paracetamol. Figure adapted and reproduced from Craig et al.,
PLoS ONE 2015, 10(5): e0123334; https://doi.org/10.1371/journal.pone.0123334

https://doi.org/10.1371/journal.pone.0123334
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8.6 Challenges and Future Directions

Although there are many advantages in using paper microfluidics, this technology
remains in the early stages of development. As such, this technology will continue
to evolve, as will the detection technologies that each device will incorporate. In
the meantime there are several limitations that paper microfluidics must overcome.
The evaporation of the sample from microfluidic channels has a destructive affect
on sample retention. Since one of the main advantages of these devices is that they
require very small sample volumes, it is essential that sample retention is improved.
Currently problems exist in terms of variations in the specificity and sensitivity
of devices. These variations can result from discrepancies between the fabrication
of batches of individual paper devices, user error introduced through the addition
of reagents to the paper device due to common instrumental errors—and issues
with the device read-out due to misinterpretation of the results by the user and
poor interfacing with the detection technologies being used. Due to these variations,
false positives and false negatives can occur. In an ideal scenario the use of paper
microfluidic devices would be become common in the developing world. However,
current detection technologies being explored still require vast resources, which are
economically not viable. Therefore, there exists scope for progress to be made in the
development of detection technologies that can be made compact and affordable for
use in developing areas of the world.

In this chapter we have shown some emergent themes in the use of Raman anal-
ysis—using, in particular, microfluidic platforms based on soft lithography and the
use of paper-based platforms. As we see a burgeoning need for such analysis, these
approaches are likely to stay at the forefront for both biomedical and food/drink
studies in the foreseeable future.
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