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Preface

Welcome to the proceedings of the 25th Argentina Congress of Computer Science
(CACIC 2019), held in Río Cuarto, Córdoba, Argentina, during October 14–18, 2019.
CACIC 2019 was organized by the National University of Rio Cuarto (UNRC) on
behalf of the Network of National Universities with Computer Science Degrees
(RedUNCI).

CACIC is an annual congress dedicated to the promotion and advancement of all
aspects of computer science. It aims to provide a forum within which the development
of computer science as an academic discipline with industrial applications is promoted,
trying to extend the frontier of both the state of the art and the state of the practice. The
main audience for and participants of CACIC are researchers in academic departments,
laboratories, and industrial software organizations.

CACIC 2019 covered the following topics: intelligent agents and systems; dis-
tributed and parallel processing; software engineering; hardware architecture; networks
and operating systems; graphic computation, visualization, and image processing;
computer technology applied to education; databases and data mining; innovation in
software systems; computer security; innovation in computer science education; signal
processing and real-time system; and digital governance and smart cities.

This year, the congress received 185 submissions. Each submission was reviewed
by at least two, and on average 3.1, Program Committee members and/or external
reviewers. A total of 135 full papers, involving 265 different authors from 48 uni-
versities, were accepted. According to the recommendations of the reviewers, 27
of them were selected for this book.

During CACIC 2019, special activities were also carried out, including a plenary
lecture, a discussion panel, an invited keynote address, a special track titled “Digital
Governance and Smart Cities”, and an International School with four courses.

Special thanks to the members of the different committees for their support and
collaboration. Also, we would like to thank the Local Organizing Committee,
reviewers, lecturers, speakers, authors, and all conference attendees. Finally, we want
to thank Springer for their support of this publication.

April 2020 Patricia Pesado
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Predicting Information Quality Flaws
in Wikipedia by Using Classical and Deep

Learning Approaches

Gerónimo Bazán Pereyra1, Carolina Cuello1, Gianfranco Capodici1,
Vanessa Jofré1, Edgardo Ferretti1,2(B) , Rodolfo Bonnin1 ,

and Marcelo Errecalde1,2

1 Universidad Nacional de San Luis (UNSL), San Luis, Argentina
{ferretti,merreca}@unsl.edu.ar

2 Laboratorio de Investigación y Desarrollo en Inteligencia Computacional, UNSL,
San Luis, Argentina

Abstract. Quality flaws prediction in Wikipedia is an ongoing research
trend. In particular, in this work we tackle the problem of automatically
predicting five out of the ten most frequent quality flaws; namely: No
footnotes, Notability, Primary Sources, Refimprove and Wikify. Differ-
ent classical and deep learning state-of-the-art approaches were studied.
From among the evaluated approaches, some of them always reach or
improve the existing benchmarks on the test corpus from the 1st Inter-
national Competition on Quality Flaw Prediction in Wikipedia; a well-
known uniform evaluation corpus from this research field. Particularly,
the results showed that under-bagged decision trees with different aggre-
gation rules perform best improving the existing benchmarks for four out
the five flaws.

Keywords: Wikipedia · Information Quality · Quality Flaws
Prediction · Deep Learning

1 Introduction

The automatic assessment of text quality using machine-learning techniques has
become a topic of enormous interest. This particularly applies to user-generated
Web content, which can be attributable to two main factors: first, the rapidly
evolving data volumes that render manual quality assurance activities infeasible,
and second, the increasing diversity of produced content quality (see e.g. [7]). A
specific example is the online encyclopedia Wikipedia, which is one of the largest
and most popular user-generated knowledge sources on the Web.

Considering its size and dynamic nature, (e.g., authors are heterogeneous
and contributions are not reviewed by experts before their publication), a com-
prehensive manual quality assurance of information is infeasible. Information
Quality (IQ) is a multi-dimensional concept and combines criteria such as accu-
racy, reliability and relevance. A widely accepted interpretation of IQ is the
“fitness for use in a practical application” [34], i.e. the assessment of IQ requires
c© Springer Nature Switzerland AG 2020
P. Pesado and M. Arroyo (Eds.): CACIC 2019, CCIS 1184, pp. 3–18, 2020.
https://doi.org/10.1007/978-3-030-48325-8_1
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4 G. Bazán Pereyra et al.

the consideration of context and use case. In Wikipedia the context is well-
defined by the encyclopedic genre, that forms the ground for Wikipedia’s IQ
ideal, within the so-called featured article criteria.1 A featured article exempli-
fies Wikipedia’s very best work and is distinguished by professional standards of
writing, presentation and sourcing. Indeed, a good deal of the existing research
targets the classification of articles into this quality schemes viz. “featured” or
“non-featured” (see e.g. [15,25–27]).

In fact, as pointed out by Anderka et al. [5], this kind of research provides
only limited support for Wikipedia’s quality assurance process as the rationale
why a non-featured article violates Wikipedia’s quality standards is not revealed.
That is why, they made a first step towards an automatic quality assurance in
Wikipedia by proposing the detection of quality flaws in Wikipedia articles. This
approach provides concrete hints for human editors about what has to be fixed in
order to improve article quality. The detection of quality flaws is based on user-
defined cleanup tags, which are commonly used in the Wikipedia community
to tag content that has some shortcomings. Thus, the tagged articles serve as
human-labeled data that is exploited by a machine learning approach to predict
flaws in untagged articles. Particularly, Anderka et al. [4,5] stated quality flaws
prediction as a one-class classification problem and in 2012 the 1st International
Competition on Quality Flaw Prediction in Wikipedia (overviewed in [3]) was
organized.

As detailed in Sect. 2, from this competition, different classification
approaches to tackle quality flaw prediction have been studied [1,9,12,13,17].
In particular, our work extends the study from [9], where the so-called Refim-
prove (Refimp) flaw was evaluated by means of classical classification methods
based on alternative formulations of SVM and bagging of decision trees as well.
We extend it by evaluating the same flaw with new deep-learning approaches,
and also by incorporating to our comparative study four more flaws belonging
to the ten most frequent one from Wikipedia [3]. These flaws are: No footnotes
(No-foot), Notability (Notab), Primary Sources (PS) and Wikify (Wiki).

The remaining five flaws, from among these ten, were not included in our
study given that three of them, viz. Unreferenced, Orphan and Empty Section
can be detected in a very efficient way by means of the so-called intentional
modeling paradigm [6], where no training data is required since it is based on a
rule-based pattern matching approach which relies on few basic features of the
document model; or put it in another way only a few specific features need to
be computed to check whether an article suffers the flaw. The other two flaws,
namely: Advert and Original Research, where not tackled given that in our view,
the document model used in our experiments (detailed in Sect. 3.3) does not
contain specific features to address these flaws (cf. [32], for a discussion on the
need of using factual external information from Wikipedia, in order to capture
the gist of a flaw like Original Research in its assessment).

The rest of the article is organized as follows. Section 2 introduces related
work with the aim of providing a well-specified context of the problem faced

1 http://en.wikipedia.org/wiki/Wikipedia:Featured article criteria.

http://en.wikipedia.org/wiki/Wikipedia:Featured_article_criteria
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in this work. Then, in Sect. 3, we present the formal problem statement and
the different prediction approaches evaluated are briefly described. Also, the
document model used to represent the articles is discussed. Section 4 reports on
the experimental setting carried out and the obtained results. Finally, Sect. 5
offers the conclusions.

2 Related Work

As mentioned above in the introductory section, as far as we know, the first
exploratory analysis targeting the existence of IQ flaws in Wikipedia articles
was reported in [5]; where the flaw detection task was evaluated as a one-class
classification problem presuming that only information about one class, the so-
called target class, is available. Then, [4] extends [5] by formally stating quality
flaw prediction as a one-class classification problem for the ten most frequent
quality flaws compiled by Anderka et al. [3]. Moreover, in [2] it was pushed
further the exploratory analysis reported in [5] by presenting the first complete
breakdown of Wikipedia IQ flaws for the snapshot from January 15, 2011.

These studies gave rise to the 1st International Competition on Quality Flaw
Prediction in Wikipedia. Despite the fact that the evaluation task was proposed
as a one-class classification problem, the two best approaches of the competition
belong to the semi-supervised and supervised learning domains. In this respect,
a tailored PU-learning algorithm (see [14]) achieved the best average F1 score
of 0.815 over the ten flaws evaluated. In the second place, with an average F1

score of 0.798, Ferschke et al. [16] tackled the problem as a binary classification
problem. Later, in [17], they stated the quality flaw prediction problem as a
binary classification problem for another subset of quality flaws, and they also
argued practically and theoretically in favor of casting quality flaw prediction in
Wikipedia as a binary classification problem.

Since then, several classification approaches to tackle quality flaw prediction
and IQ assessment in Wikipedia have been proposed [1,8,9,11–13,24,30,33,35].
The approaches mainly differ in the IQ problem faced and hence in the type of
classification algorithm that is applied (e.g., semi-supervised or supervised) as
well as in the underlying document model (e.g., the number of features, features
complexity, the rationale to quantify flaws and whether the features were learned
or built). Moreover, the approaches are not directly comparable in terms of their
prediction effectiveness that is reported in the individual experimental evalua-
tion studies. This is mainly because the experimental settings differ in the task
(e.g., the number of flaws to be detected and their types or the quality grading
schemes to be predicted) and the data set (e.g., the employed Wikipedia snap-
shot, the applied sampling strategy, and the ratio between positive and negative
articles in the test set). This diversity makes a conceptual comparison of the
existing IQ assessment methods difficult.

For example, [1,9,12,13] have followed working methodologies close to the
original one proposed by Anderka et al. [4,5]. In [1], the quality flaw prediction
task was faced as a one-class classification problem and the used classification app-
roach combines density estimation with class probability estimation [21]. The idea
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is to apply a density estimator to build a reference density for the target class, then
use this reference density to generate artificial negative data suitable for a class
probability estimator, and finally combine the predictions of the reference den-
sity and the class probability model to form predictions for new test objects. This
approach was applied to a more recent Wikipedia snapshot than the one used for
the competition [3]. Besides, it was used a document model composed of 95 fea-
tures capturing aspects of documents related to their content, structure, edit his-
tory, and how they are embedded into Wikipedia’s network. Given the so-called
optimistic test set of [4] and a balanced class distribution, eight out of ten most
important flaws can be detected with a precision close to 1.

In [13], the same document model used by Anderka [1] was evaluated on the
corpus from the “1st International Competition on Quality Flaw Prediction in
Wikipedia”, where a modified version of the PU-learning winning approach [14]
was proposed. A key issue of this new proposed approach consists of using a bal-
anced setting for training the first-stage classifier. The obtained results showed
an improvement of 18.31%, averaged over the ten flaws. From among the ten
flaws of the competition, the so-called Refimprove flaw –which alerts that the
tagged article needs additional citations for verification–, has been particularly
studied in [9,12]. It is worth mentioning that this information quality flaw, ranks
among the five most frequent flaws and represents 12.4% of the flawed articles
in the English Wikipedia [1].

In particular, Bazán et al. [9] used the same document model proposed by
Anderka [1] and it was also evaluated on the corpus from the 1st international
competition mentioned above. With respect to the classification algorithms,
three different state-of-the-art binary approaches were used with the aim of han-
dling the existing imbalances between the number of articles tagged as flawed
content, and the remaining untagged documents that exist in Wikipedia. These
approaches were under-bagged decision trees, biased-SVM and centroid-based
balanced SVM. The results showed that under-bagged decision trees with the
min rule as aggregation method, perform best achieving an F1 score of 0.96.
Likewise, biased-SVM and centroid-based balanced SVM, also achieved F1 scores
that outperform previously published results [13].

These three classification approaches had not been used before to assess
quality flaw prediction in the English Wikipedia, but in the Spanish version
they were evaluated for the first time in [12]; where seven classification methods
were experimentally compared, including PU-learning and the one-class classifier
v-SVM [31]. The obtained results showed that the binary approaches like under-
bagged decision trees (with sum or majority voting rules), biased-SVM, and
centroid-based balanced SVM, perform best. The document model used was
composed of 42 features; 41 already present in Anderka’s document model [1] and
a new one specifically engineered to assess the Refimp flaw—so-called reference
ratio.

To the best of our knowledge, Anderka’s document model [1] and the one
proposed in [8], are the most comprehensive document models built so far based
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on a features engineering approach. In particular, Bassani and Viviani document
model [8] is composed of 264 features and in principle it seems to contain the 95
features from Anderka’s document model. They evaluated their model with the
aim of building a suitable ground truth for a (single-label) multi-class classifica-
tion task, where each article is assigned exactly to one of the seven classes from
the quality grading scheme that Wikipedia employs nowadays.2 They evaluated
eight state-of-the-art classifiers and Gradient Boosting performed best achieving
and accuracy of 90% in some experiments.

A similar classification problem to that reported in [8] was evaluated by
Zhang et al. [35], since that a 6-class classification task was performed –
considering the Wikipedia quality grading scheme mentioned above–, but where
AC was skipped on the grounds that is not a real quality class and it overlaps
with FA and GA classes. The proposed history-based article quality assessment
model combines feature engineering with learned features by a Recurrent Neural
Network (RNN); and it only contains 16 features. Zhang et al. argue that this
can be one of the reasons why the best-achieved accuracy value rounds 69%.

In [30], the same 6-class classification task performed by Zhang et al. [35]
was tackled but with a different document model that relies on explicitly defined
features. Moreover, as classification method it was used gradient boosted trees
(XGBoost); a powerful state-of-the-art approach that allows computing the rel-
ative importance of each feature, ultimately enabling to derive the most decisive
features. Furthermore, a deep learning-based baseline was used for assessing the
performance of XGBoost given the same feature set. In this respect, the accuracy
achieved by XGBoost was 73% against 67% of the deep learning-based base-
line. Additionally, XGBoost was also compared against the RNN-LSTM evalu-
ated by Dang and Ignat in [11], where the classification of Wikipedia articles
in English, French, and Russian languages in different quality grading schemes
was promising without the need of a feature extraction phase. In particular, for
the English dataset, XGBoost outperformed the RNN-LSTM by 5%; i.e. RNN-
LSTM achieved an accuracy of 68%.

Finally, in [33], following a feature engineering approach to build articles’
documents models –composed of 68 features–, Wang and Li present a compar-
ative study of state-of-the-art deep-learning approaches by distinguishing high
quality articles from low quality. With this aim, a 6-class classification problem
on the Wikipedia quality grading scheme mentioned above, was reduced to a
binary classification problem where the high-quality class includes FA, AC and
GA; and the low-quality class includes BC, SC and SB. Stacked-LSTM networks
achieved the best performance reporting an F1 measure of 0.8. Also, the influence
of different features and feature sets on the proposed models were extensively
investigated.

2 https://en.wikipedia.org/wiki/Template:Grading scheme.

https://en.wikipedia.org/wiki/Template:Grading_scheme
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3 Problem Statement and Flaw Prediction Approaches

We start with a formal definition of the problem faced in this paper, namely
the algorithmic prediction of quality flaws in Wikipedia (Sect. 3.1). We then
provide the theoretical background of the flaw prediction approaches used in our
work (Sect. 3.2) and finally, we introduce the document model used to represent
articles (Sect. 3.3).

3.1 Problem Statement

Following [1], quality flaw prediction is treated here as a classification problem.
Let D be the set of English Wikipedia articles and let fi be the specific quality
flaw that may occur in an article d ∈ D. Let d be the feature vector representing
article d, called document model, and let D denote the set of document models
for D. Hence, for flaw fi, a specific classifier ci is learned to decide whether an
article d suffers from fi or not; that is, ci : D → {1, 0}. For flaw fi a set D+

i ⊂ D
is available, which contains articles that have been tagged to contain fi (so-called
labeled articles). However, no information is available about the remaining arti-
cles in D \ D+

i —these articles are either flawless or have not yet been evaluated
with respect to fi (so-called unlabeled articles).

In recent studies, ci is modeled as a one-class classifier, which is trained
solely on the set D+

i of labeled articles (see e.g. [1]). However, in the Wikipedia
setting, the large number of available unlabeled articles may provide additional
knowledge that can be used to improve classifiers training. Thus, addressing the
problem of exploiting unlabeled articles to improve the performance of ci lead
us to cast the problem as a binary classification task.

3.2 Flaw Prediction Approaches

Despite its theoretical one-class nature, quality flaw prediction has been tackled
in prior studies as a binary classification task –which relates to the realm of
supervised learning– and the results achieved in practice have been quite com-
petitive [9,12,16,17]. Supervised learning deals with the situation where training
examples are available for all classes that can occur at prediction time. In binary
classification, the classification ci(d) of an article d ∈ D with respect to a qual-
ity flaw fi is defined as follows: given a sample P ⊆ D+

i of articles containing
fi and a sample N ⊆ (D \ D+

i ) of articles not containing fi, decide whether d
belongs to P or to N . The binary classification approach tries to learn a class-
separating decision boundary to discriminate between P and a particular N . In
order to obtain a sound flaw predictor, the choice of N is essential. N should be
a representative sample of Wikipedia articles that are flawless regarding fi.

ANN. An Artificial Neural Network (ANN) is just a collection of units (math-
ematical model that it simply “fires” when a linear combination of its inputs
exceeds some hard or soft threshold; that is, it implements a linear classifier)
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connected together; the properties of the network are determined by its topology
and the properties of the “neurons” [29]. In this work, we will refer as an ANN, a
feed-forward network; that is, every unit receives inputs from “upstream” units
and delivers output to “downstream” units, i.e. there are no loops—like in the
case of Recurrent Neural Networks [28]. A feed-forward network represents a
non-linear function of its current input; thus, it has no other internal state than
the weights themselves.

DNN. As stated in [18], the quintessential example of a deep learning model
is the feedforward deep network (DNN), or multilayer perceptron; that is an
ANN with more than one hidden layer. The input of the model is presented to
the so-called “input layer”, because it contains the variables that we are able
to observe. Then a series of hidden layers extracts increasingly abstract features
from the input. These layers are called “hidden” because their values are not
given in the data; instead the model must determine which concepts are useful
for explaining the relationships in the observed data.

Stacked-LSTM. Long short-term memory (LSTM) [22] are a modification of
the original Recurrent Neural Networks, which includes three types of gates:
the forget gate, the input gate, and the output gate. The original LSTM model
is comprised of a single hidden LSTM layer followed by a standard feedforward
output layer. Stacked-LSTM model [19] extends the reach of this type of network,
to the realm of deep neural architecture, in that it has multiple hidden LSTM
layers where each layer contains multiple memory cells. Every LSTM in the stack
obtains all the information from the preceding layer only.

Biased SVM. Since the ratio between the unlabeled data and the positive sam-
ples is unbalanced, a more principled approach to solve the problem allows having
independent penalty terms for both classes, in opposition to the standard formu-
lation of SVM, where the penalty factor C is applied to elements of both classes
in the same way. Hence, we will have a penalty term C+ for elements belonging
to the positive class P and a penalty term C− for elements belonging to the
so-called negative class N (unlabeled data). It is expected that these penalty
terms reflect the underlying imbalance proportion of the classes in the dataset.

Under-Bagged Decision Trees. In this ensemble learning approach, many differ-
ent decision trees are bagged by under-sampling the majority class, in order to
train each decision tree with a balanced dataset. Let us suppose that we split the
positive set P in k chunks. We will refer them as P1, . . . , Pk, respectively. Then,
from the unlabeled data N , we under-sample the set by uniformly selecting k
subsets N1, . . . , Nk, such that |Pi| = |Ni|,∀i = 1, . . . , k. Therefore, k different
training sets (Ti=1,...,k) can be built by combining P1 with N1, P2 with N2, and
so on. When there are no enough positive samples, like in [12], set P can be
matched with each subset Ni. In turn, each sampled dataset Ti=1,...,k is used
to train a C4.5 decision tree that will be referred as Ci=1,...,k. Then, for each
document j from the test set, the prediction of each classifier Ci=1,...,k has to be
aggregated in a final prediction to decide if article j is found flawed or not.
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3.3 Document Model

To model the articles, we used Anderka’s document model [1], that is one of the
most comprehensive document model proposed so far for quality flaw prediction
in Wikipedia. It comprises 95 article features, including all of the features that
have been used in [5,14] and many of the features that have been used in [16].
Formally, given a set D = {d1, d2, . . . , dn} of n articles, each article is represented
by 95 features F = {f1, f2, . . . , f95}. A vector representation for each article di
in D is defined as di = (v1, v2, . . . , v95), where vj is the value of feature fj . A
feature generally describes some quality indicator associated with an article.

In [1] four such subsets were identified by organizing the features along the
dimensions content, structure, network and edit history. Content features are
computed based on the plain text representation of an article and mainly address
aspects like writing style and readability. Structure features rely on an article’s
wiki markup and are intended to quantify the usage of structural elements like
sections, templates, tables, among others. Network features quantify an article’s
connectivity by means of internal and external links. Edit history features rely on
an article’s revision history and model article evolution based on the frequency
and the timing of edits as well as on the community of editors. Table 1 details
the specific features included in the document model.

4 Experiments and Results

To perform our experiments, we have used the corpus available in the above-
mentioned Competition on Quality Flaw Prediction in Wikipedia [3], which has
been released as a part of PAN-WQF-12,3 a more comprehensive corpus related
to the ten most important article flaws in the English Wikipedia, as pointed
out in [2]. The training corpus of the competition contains 154116 tagged arti-
cles (not equally distributed) for the ten quality flaws, plus additional 50000
untagged articles. The test corpus (19010 articles) contains a balanced number
of tagged articles and untagged articles for each of the ten quality flaws, and
it is ensured that 10% of the untagged articles are featured articles. Table 2
introduces a brief description for each flaw evaluated in our work. Moreover, for
each flaw, the numbers of tagged and untagged articles in the training and test
corpus of the 2012-competition is specified. The training corpus does not con-
tain untagged articles for the individual flaws, but it comprises 50 000 additional
randomly selected untagged articles.

4.1 Experimental Setting

For the biased-SVM classifier, as usual, their parameters were experimentally
derived by a ten-fold cross-validated grid-search with different kernels. For the
linear kernel, C was set to values in the range C ∈ {2−1, . . . , 211}. For the
RBF kernel, in addition to the values evaluated for C, γ ∈ {0.125, 0.5, 1, 2}.
3 The corpus is available at https://webis.de/data/pan-wqf-12.html.

https://webis.de/data/pan-wqf-12.html
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Different configurations of polynomial kernels were also evaluated with d ∈
{2, 3, 4} and r ∈ {0, 1}. It is well known that increasing γ and d parameters from
the RBF and polynomial kernels allows for a more flexible decision boundary, but
if they are increased too much, this might yield in principle an over-fitting of the
model and hence obtaining a poor capability of generalization of the classifier.

Moreover, the penalty terms C+ and C− mentioned above, in LIBSVM [10]
are obtained by multiplying the C value by parameters w+ and w−, respectively.
Thus, w− was set to 1 and w+ was experimentally set to different proportions so
as to reflect different penalization values close to the existing imbalances between
the classes. As estimated by Anderka’s study [1], the flaw ratios for the five flaws
we are evaluating are: 1:8 for Refimp, 1:34 for No-foot, 1:30 for Notab, 1:44 for
PS and 1:79 for Wiki. These flaw ratios are interpreted as follows: for example,
for the Refimp flaw this means that approximately about every nine English
Wikipedia articles, one is expected to contain the flaw. For all the flaws except
for Wikify the maximum amount values were evaluated; that is, w+ was set to 8,
34, 30 and 44, respectively. As expected the maximum ratio was not evaluated
for Wikify flaw given that only 50 000 untagged articles are available.

The achieved results with this setting were not promising for No-foot, Notab
and PS flaws. That is why, we decided to evaluate lower ratios like half of the
maximum amount, a quarter of it, etc. For example, for Notability flaw w+ ∈
{7.5, 15}, and consequently |P | = 1000 and |N | ∈ {7500, 15000}, respectively. We
proceeded in the same way for the remaining flaws, including Wikify. Besides, we
decided to set up |P | = 1000, given that this was the amount of positive samples
used in [9,13,14], and more importantly in [9,13] where it was also used the
document model proposed in [1] to represent the articles. Fourth row of Table 4,
presents the best performance values achieved with this method during validation
stage. The kernel used and its particular parameters setting are reported as table
notes.

In our implementation of the under-bagged decision trees, we performed dif-
ferent experimental settings varying the number of decision trees to be bagged.
In particular, for the Refimp flaw up to 23 decision trees were bagged, given that
it is the flaw containing more positive samples. For the remaining flaws exper-
iments with 3, 5, 7 and 9 trees were carried out. For the PS flaw, the bagging
of 5 decision trees reported the best F1 values in the validation stage; which
are reported in Table 4. For No-foot, Notab and Wiki flaws, the best values pre-
sented in Table 4 correspond to the case where 7 decision trees were bagged. It is
worth mentioning that to perform the experiments with decision trees, we have
used the WEKA Data Mining Software [20]. Moreover, the five ensemble rules
presented in Table 3 were programmed in AWK language.

For the case of the Refimp flaw, in order to train each decision tree with a
balanced dataset, the 23 decision trees were bagged with under-sampling of the
untagged documents. Hence, 23 different training sets were built by combining
chunks of 1000 articles. From the 23144 positive samples, 23 chunks of 1000 arti-
cles were selected. We will refer them as P1, . . . , P23, respectively. The remaining
144 articles were discarded. Similarly, from among the 50000 untagged articles, 23
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Table 1. The 95 features used in our document model organized along the four dimen-
sions: content, structure, network, and edit history. (For a detailed feature description,
refer to [1].)

Dimension Features

Content Text statistics: character count, complex word rate, information-
to-noise ratio, long sentence rate, long word rate, longest sentence
length, one-syllable word count, one-syllable word rate, paragraph
count, paragraph length, question count, question rate, sentence
count, sentence length, short sentence rate, shortest sentence length,
syllable count, word count, word length, word syllables

Part of speech: article sentence rate, auxiliary verb rate, conjunction
rate, conjunction sentence rate, interrogative pronoun sentence rate,
nominalization rate, passive sentence rate, preposition rate, preposi-
tion sentence rate, pronoun sentence rate, pronoun rate, subordinate
conjunction sentence rate, “to be” verb rate

Readability formulas: automated readability index, Bormuth index,
Coleman-Liau index, FORCAST readability, Flesch Reading Ease,
Flesch-Kincaid, Gunning Fog index, LIX, Miyazaki EFL readability
index, new Dale-Chall, SMOG grading

Closed-class word sets: common word rate, difficult word rate,
peacock word rate, stop word rate, weasel word rate

Structure Category count, file count, heading count, image count, images per
section, list ratio, reference count, reference sections count,
references per section, references per text length, section count,
section length, section nesting, shortest section length, shortest
subsection length, shortest subsubsection length, subsection count,
subsection length, subsection nesting, subsubsection count,
subsubsection length, longest section length, longest subsection
length, longest subsubsection length, table count, template count,
trivia sections count

Network Broken internal link count, external link count, external links per
section, incoming internal link count, internal link count, internal
links per text length, inter-language link count, PageRank,
reciprocity

Edit history Age, age per edit, anonymous editor rate, currency, discussion edit
count, edit count, edits per editor, editor count, editor rate,
registered editor rate

chunks of 1000 articles were randomly selected following a uniform distribution.
We will refer them as N1, . . . , N23, respectively. The remaining 27000 articles were
kept aside. Therefore, 23 different training sets (Ti=1,...,23) were built by combining
P1 with N1, P2 with N2, and so on. That is: T1 = P1∪N1, T2 = P2∪N2, . . . , T23 =
P23∪N23. In turn, each sampled dataset Ti=1,...,23 was used to train a C4.5 decision
tree (with default parameters) that will be referred as Ci=1,...,23. The performance
of each decision tree Ci was evaluated by a tenfold cross-validation. For the other
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Table 2. Five out of the ten quality flaws of English Wikipedia articles that are
comprised in the PAN-WQF-12 corpus.

Flaw name Flaw description Training corpus Test corpus

Tagged
articles

Untagged
articles

Tagged
articles

Untagged
articles

No footnotes The article’s sources are
unclear because of its
inline citations

6 068 – 1 000 1 000

Notability The article does not
meet the general
notability guideline

3 150 – 1 000 1 000

Primary
sources

The article relies on
references to primary
sources

3 682 – 1 000 1 000

Refimprove The article needs
additional citations for
verification

23 144 – 999 999

Wikify The article needs to be
wikified (internal links
and layout)

1 771 – 999 999

Additional random (untagged) articles – 50 000 – –

four remaining flaws, we followed a working methodology analogous to that men-
tioned above for theRefimp flaw, evenly splitting the maximum number of positive
samples available for each flaw (cf. tagged articles column of Table 2) and then dis-
carding the remaining files.

Finally, for each document j belonging to the test set (cf. test corpus column
of Table 2), the prediction stated by each classifier Ci=1,...,|Nt| (|Nt| ∈ {5, 7, 23})
has to be aggregated in a final prediction to decide if article j is found flawed
or not. Table 3 presents the five ensemble rules evaluated in our experiments.
Whatever the rule used, when it holds that R1 ≥ R2 then the evaluated article
is deemed positive; otherwise negative.

For the neural-based approaches, due to resource and time-execution con-
straints, in the validation stage cross validation was not used and a split of
80%–20% was used instead. All the networks (ANN, DNN and Stacked-LSTM)
consist of an input layer of 95 units and a sigmoid layer output. All the neu-
rons in the hidden layers use ReLU activation functions and Adam optimization
strategy. The loss function used was sparse categorical crossentropy. In order to
obtain the best possible model, we carried out a random search over the different
variables that influence each model. Besides, each model on the random search
was trained during 10 epochs, using the whole training set.
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Table 3. Strategies and descriptions for ensemble rules as proposed by [23].

Rule Strategy Description

Max R1 = arg max1≤i≤K Pi1, Use the maximum classification
probability of these K classifiers

R2 = arg max1≤i≤K Pi2 For each class label

Min R1 = arg min1≤i≤K Pi1, Use the minimum classification
probability of these K classifiers

R2 = arg min1≤i≤K Pi2 For each class label

Product R1 =
∏K

i=1 Pi1, Use the product of classification
probability of these K classifiers

R2 =
∏K

i=1 Pi2 For each class label

Majority votea R1 =
∑K

i=1 f(Pi1, Pi2), For the ith classifier, if Pi1 ≥ Pi2, class
C1 gets a vote, if Pi2 ≥ Pi1,

R2 =
∑K

i=1 f(Pi2, Pi1) Class C2 gets a vote

Sum R1 =
∑K

i=1 Pi1, Use the summation of classification
probability of these K classifiers

R2 =
∑K

i=1 Pi2 For each class label
aFunction f(x, y) is defined as 1 if x ≥ y; 0 otherwise.

For the case of the ANN, different hidden layer widths were tried (from 512
to 2018, in 512 units steps) and values 0.001 and 0.005 were evaluated as Adam’s
learning rate. In the first row of Table 4, we can observe the performance values
achieved for each flaw, where the reported values correspond to a learning rate
of 0.001 and for four out of the five flaws 1024 units were used in the hidden
layer, except for the Wiki flaw where the hidden layer width was of 512 units. For
the DNN, a variable number of hidden layer (up to three) was evaluated with
optional dropout layers. Similarly, for the Stacked-LSTM, a variable number of
LSTM layers (up to four) was tried. The width of each hidden/LSTM layer was
set from 128 units up to 2048, in 128 units steps and the learning rate was varied
from 0.0001 to 0.005. First and second rows of Table 4, show the obtained results
for these approaches in the validation stage. The particular settings of number of
layer and units per layer are described as table notes, indicating in brackets and
separated by commas the amount of layers, and in each position, the number of
units per layer. Also, the learning rate (α) used is specified. All the experiments
with the above-mentioned neural-based approaches were implemented in Keras
2.2.4-tf and TensorFlow 2.0.0.
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Table 4. F1 comparative performance measures for the validation set.

Algorithm No-foot Notab PS Refimp Wiki

ANN 0.96 0.87 0.89 0.99 0.68

DNN 0.97a 0.86b 0.89c 0.99d 0.68e

Stacked-LSTM 0.94f 0.97g 0.97h 0.97i 0.94j

Biased-SVM 0.98k 0.98l 0.96m 0.95n 0.98o

Under-bagged DT (Max rule) 0.98 0.99 0.99 0.98 0.99

Under-bagged DT (Min rule) 0.98 0.99 0.99 0.99 0.99

Under-bagged DT (Product rule) 0.98 0.99 0.99 0.98 0.99

Under-bagged DT (Majority rule) 0.98 0.99 0.99 0.99 0.99

Under-bagged DT (Sum rule) 0.98 0.99 0.99 0.99 0.99
a(1024, 1536, 2048), α = 0.001 b(512, 1536, 512), α = 0.002
c(512, 1536, 1536), α = 0.001 d(1536, 1024), α = 0.001
e(1024, 1536, 1024), α = 0.001 f(384, 128, 128, 128), α = 0.0001
g(384, 384), α = 0.001 h(256, 256, 256, 384), α = 0.001
i(384, 512, 384, 256), α = 0.0001 j(256, 256, 384, 384), α = 0.0001
kw+ = 5, C = 25 lw+ = 15, C = 29, γ = 0.125
mw+ = 7.5, C = 25 nw+ = 8, C = 23, γ = 0.5, d = 3, r = 1
ow+ = 7.5, C = 25, γ = 0.125, d = 2, r = 0

4.2 Results

The state-of-the-art F1 scores for the assessed flaws on the test set of the
1st International Competition on Quality Flaw Prediction in Wikipedia are
reported in brackets in the first row of Table 5. As we can see in this table,
ANN and DNN did not reach any of the existing benchmarks and their perfor-
mances were below our expectations. Stacked-LSTM performed well and reach
the existing benchmark for the Refimp flaw. Biased-SVM also reach the bench-
mark for No-foot, Notab and PS flaws, it was close to the benchmark of the
Refimp flaw and performed a little worse for the Wiki flaw. Finally, as reported
in [9] for the Refimp flaw, under-bagged decision trees was the approach with
best performance in general improving the benchmarks for four out the five flaws.
In particular, majority vote and the sum rules were the two aggregation meth-
ods which achieved the best performance values (for three out of the five flaws).
Notab and PS flaws are those with the highest benchmarks (F1 = 0.99), the
former was the easiest one to assess for most of the evaluated methods while the
latter was the most difficult one; only biased-SVM achieved an F1 score of 0.99
for this flaw. Nonetheless, it is worth mentioning that the existing benchmarks
are quite competitive and the new results presented push the classification per-
formance to an almost perfect level; being in our view the Refimp flaw the only
one which leaves in principle room for improvement.
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Table 5. F1 comparative performance measures for the test set.

Algorithm No-foot Notab PS Refimp Wiki

(Benchmark from [13]) (0.98) (0.99) (0.99) (0.94) (0.98)

(Benchmark from [9]) – – – (0.96) –

ANN 0.72 0.97 0.88 0.64 0.71

DNN 0.78 0.98 0.90 0.64 0.69

Stacked-LSTM 0.96 0.97 0.96 0.96 0.96

Biased-SVM 0.98 0.99 0.99 0.95 0.91

Under-bagged DT (Max rule) 0.94 0.99 0.98 0.94 0.94

Under-bagged DT (Min rule) 0.94 0.99 0.94 0.96 0.95

Under-bagged DT (Product rule) 0.94 0.99 0.98 0.94 0.94

Under-bagged DT (Majority rule) 0.99 0.99 0.98 0.94 0.99

Under-bagged DT (Sum rule) 0.99 0.99 0.98 0.94 0.99

5 Conclusions

In this work, we carried out a comparative study of different state-of-the-art
approaches to automatically assess information quality of Wikipedia articles;
in particular, to identify five quality flaws of the ten proposed in 1st Inter-
national Competition on Quality Flaw Prediction in Wikipedia. The obtained
results showed that a classical approach like under-bagged decision trees is robust
and improved the existing benchmarks for two out the five flaws; thus yielding
new state-of-the-art benchmarks for No footnotes and Wikify flaws. Moreover,
our results are directly comparable to the values found in [13], since we used the
same data set and document model for representing the articles. As stated in [33]
(for other information quality assessment problem), Stacked-LSTM performed
well and reach the existing benchmark for the Refimprove flaw. To the best of
our knowledge, this is the first time that this approach is used for quality flaws
prediction and in our view, the presented results can be improved exploring in a
more intensive way the search space of the variables that influences the model.
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Abstract. Different parameters feed mathematical and/or empirical
models. However, the uncertainty (or lack of precision) present in such
parameters usually impacts in the quality of the output/recommendation
of prediction models. Fortunately, there exist uncertainty reduction
methods which enable the obtention of more accurate solutions. One
of such methods is ESSIM-DE (Evolutionary Statistical System with
Island Model and Differential Evolution), a general purpose method for
prediction and uncertainty reduction. ESSIM-DE has been used for the
forest fireline prediction, and it is based on statistical analysis, parallel
computing, and differential evolution. In this work, we enrich ESSIM-DE
with an automatic and dynamic tuning strategy, to adapt the genera-
tional parameter of the evolutionary process in order to avoid premature
convergence and/or stagnation, and to improve the general performance
of the predictive tool. We describe the metrics, the tuning points and
actions, and we show the results for different controlled fires.

Keywords: Dynamic tuning · Differential Evolution · Fire
prediction · Parallel computing

1 Introduction

Year after year, forest fires constitute a great threat in different regions of the
world, especially in summer, where high temperatures and prolonged drought
provide an environment favorable to the development of these phenomena. In
2019, several serious fires occurred worldwide, including the case of the Amazon
area with a loss of 2.5 million hectares of rainforest, and the case of Australia with
a loss of 6 million hectares, as shown in Fig. 1. Due to the serious consequences
they produce, it is important to have tools that allow predicting the behavior of
fire to collaborate in fire fighting and fire prevention plans.
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Fig. 1. Left: Forest fire in the Amazon area [14]. Right: Forest fire in Australia [15].

The prediction of a forest fire consists in determining how the fire will spread
on the terrain in an instant of future time. Figure 2 illustrates both the general
view of the simulation process and the particular case of the forest fire simu-
lation for prediction. Generally, the prediction methods implement models that
describe the behavior of the fire, and use as input data a set of variables repre-
senting those factors that condition the propagation. Some of the variables that
are worth mentioning are: the wind speed and direction, the slope of the terrain,
the type of combustible material, the humidity of the material, etc.

Simulator

Model
SimulationData and

Parameters

FS

Fire spread
model

PFL
RFL

Environment
variables

(a) General view of the simulation process (b) Clasical view of the forest fire prediction

Fig. 2. General view of simulation and prediction process. RFL: Real Fire Line. PFL:
Predicted Fire Line. FS: Fire Simulator.

Unfortunately, in general it is not possible to have the exact values for these
factors, due to two main reasons: on the one hand, it is not feasible to provide
all forest land with sensors and measuring instruments. On the other hand, the
value of some of the parameters can vary dynamically throughout the develop-
ment of the fire itself. This lack of information and/or precision regarding the
values of the parameters is called uncertainty. There are also other sources of
uncertainty, such as the limitations for mathematically modeling all the details
of the system under consideration, the computer representation of the informa-
tion (which for example causes truncation), the implementation of the simulator,
etc. Every uncertainty source could cause drastic consequences if the output of
the model provides a solution certainly different from reality. All of them are
detrimental to the accuracy of the simulator and the quality of the prediction.
In [11] we introduced a series of methods belonging to the class of so-called Data
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Driven Methods with Multiple Overlapped Solutions (DDM-MOS [1]). In this
article, we provide some details about them, as can be appreciated in Fig. 3.

FS PFL

RFL

Environment variablesEnvironment variablesEnvironment variablesEnvironment variablesEnvironment variables

METAHEURISTICS

STATISTICS PARALLELISM

Guides the search

Determines
tendences

Empowers the
processing and the

size of the
considered sample

DDM-MOS

Fig. 3. Subjects involved by Data Driven Methods with Multiple Overlapped Solutions
(DDM-MOS). RFL: Real Fire Line. PFL: Predicted Fire Line. FS: Fire Simulator.

On the one hand, the DDM-MOS take the initial state of the phenomenon as
input parameter, in this case the real fire line (RFL). On the other hand, unlike
what is observed in Fig. 2(b) in which the simulator takes as input a single combi-
nation of input parameters, the DDM-MOS take into account a certain number
of combinations of values for the input parameters, valid within the possible
search space. Each combination is called a scenario or individual, and is consid-
ered a possible solution to the problem. Since several individuals are considered
at the same time, DDM-MOS are considered multiple solution methods. The set
of individuals is called a population. As can be seen in Fig. 3, the operation of
the simulator is enriched by the interrelation of Metaheuristics, Statistics and
Parallelism. The metaheuristic allows to orientate the search within the exten-
sive search space. Statistics allow to determine the tendency of the behavior of
the individuals under consideration, by aggregating the results obtained for each
of them; and this is why the DDM-MOS are considered as multiple overlapping
solutions methods. Finally, the parallelism provides the necessary power to face
the large amount of computation required by so many simulations in parallel
and the consequent treatment of the results to yield a single prediction (PFL).
The level of parallelism of DDM-MOS is also determined by the amount of pop-
ulations considered: some DDM-MOS manage a unique population, whilst other
operate on several populations in parallel, obeying to the Island Model [9]. In
summary, these methods obtain predictions of the fireline based on the aggrega-
tion of multiple solutions, and focus on reducing the negative impact caused by
uncertainty.

In particular, we have developed the ESSIM-DE method (Evolutionary Sta-
tistical System with Islands Model and Differential Evolution), a DDM-MOS
which involves Differential Evolution as metaheuristic [8], and increases the level
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of parallelism by considering the Master/Worker pattern [5] and the Island Model
[9] with several islands each responsible for the evolution of an independent pop-
ulation. In order to improve the performance of ESSIM-DE, we have defined and
incorporated into the method a dynamic and automatic tuning strategy, which
was presented in [11] and is extended in this work. Given that dynamic tuning
is the core of this work, in the following we provide the general background
necessary to understand this new version of the method: ESSIM-DE(ldr). In
general, the Tuning process [2,6] allows to calibrate, improve, adjust, or modify
any critical aspect, bottleneck or factor that limits application performance. It
consists of incorporating the phases of instrumentation, monitoring, analysis and
tuning, during the execution of the program, as Fig. 4 illustrates.

Running
ApplicationInstrumenting

Monitoring Analysis

Tuning
Collected
metrics

and data

Recorded and
preprocessed

data

Diagnosis

Points to
improve or

modify

Fig. 4. The tuning process and its phases operating on the improvement of the appli-
cation

In the Instrumentation phase, the code of the application is augmented or
annotated with sentences or record certain metrics of interest. These metrics,
in general, correspond to some model of the behavior of the application, and
define specific knowledge about the behavior of it. This knowledge can respond
to mathematical performance models, fuzzy logic, ad hoc heuristics, among oth-
ers. Along the Monitoring phase the metrics are detected and recorded, for later
analysis and tuning. The Analysis phase is focused on the processing and analysis
of the recorded metrics. The type of expert knowledge considered (mathematical
performance models, fuzzy logic, ad hoc heuristics, etc.) defines how the analysis
process is carried out to determine the tuning actions necessary to improve the
performance of the application. Subsequently, in the Tuning phase the defined
actions are applied in order to improve the critical aspects. In this work, all
these phases are performed with no user intervention, at runtime. This is why
the proposed tuning strategy is classified as automatic and dynamic. In particu-
lar, in this paper we present a performance model to dynamically and automat-
ically tune one of the key stages of ESSIM-DE: the Optimization stage, which
involves the Differential Evolution algorithm (more details are provided in the
next section). This metaheuristic is a population optimizer (based on multiple
solutions) and consists of an iterative process in which a population of indi-
viduals evolves. Each individual represents a possible solution to the problem.
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Stagnation and/or premature convergence towards a local optimum constitute
possible performance problems associated with Differential Evolution [4]. This
paper establishes a criterion by which it is possible to tune the number of gen-
erations by which populations have to evolve in order to detect in advance a
tendency to stagnation and/or premature convergence. The performance model
uses statistical information from the trend of population dispersion, monitored in
a distributed manner. The objective is to prevent the performance of the ESSIM-
DE method from being affected by stagnation or premature convergence, both in
the quality of the predictions and in the response time. Another objective is that
the tuning can be carried out independently of the case of burning considered
and the particular characteristics of the execution. We call ESSIM-DE(ldr) this
version of the method, given that it is capable of tuning the limit of evolutionary
generations for a given prediction step, according to the analysis of the tendency
of the distributions; what is more, it is capable of restart the populations
along the successive prediction steps. In [11], we presented a general view of
ESSIM-DE(ldr) and all the related basis of it. In this article, we are extending
some key concepts (such as uncertainty, DDM-MOS, differential evolution, archi-
tecture and operation of ESSIM-DE), we provide some complementary graphics,
and we include two new experimental cases of study that allow for confirming
the effectiveness of ESSIM-DE(ldr). Section 2 provides more details about the
architecture and operation of ESSIM-DE. In Sect. 3 we explain the performance
problem addressed by ESSIM-DE(ldr). In Sect. 4 we show the results obtained
for five study cases. Finally, in Sect. 5 we present the main conclusions of this
work.

2 Forest Fires Prediction with ESSIM-DE

To make the prediction of the fire front, ESSIM-DE divides the total develop-
ment of the fire into different discrete time slots, called simulation steps. For the
simulation step i, ESSIM-DE operates in the manner explained in Fig. 3. It takes
as input the real fire line at instant i − 1, and also takes a sample of candidate
individuals which manages in several parallel populations. After processing them
through Differential Evolution, parallelism and statistics, ESSIM-DE yields the
corresponding prediction for instant i. The Differential Evolution (or DE) algo-
rithm [8,13] is a population-based optimizer that uses multi-dimensional vec-
tors to represent candidate solutions, also called population of individuals. Each
dimension encodes a variable of the problem to be optimized and is represented
with a value belonging to real numbers. The population evolves in different gen-
erations or iterations, in which the mutation, crossing and selection operators
are applied to all of the individuals in the population. The mutation operator
disturbs each individual in the current population, and for each one generates
a new individual, called a “mutated vector”. To do this, vector differences are
applied between each individual considered and other randomly selected indi-
viduals. Subsequently, each mutated vector is submitted together with the orig-
inal individual to the crossing operator, generating a new vector, called “trial
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vector”. Finally, the selection stage determines the best candidate between the
original individual and the trial vector. The one that has the best value regarding
the function to be optimized will be the one that will survive the next gener-
ation. Below we present more details about the architecture and operation of
ESSIM-DE. We also explain how the quality of an individual and a prediction
is evaluated. In the next section we focus on the tuning component that allows
to improve the performance of ESSIM-DE, constituting ESSIM-DE(ldr).

Architecturally, ESSIM-DE has a double hierarchy of processes that are orga-
nized in parallel islands and collaborate through migration, under the supervision
of a Monitor process. Figure 5 presents how ESSIM-DE organizes its processes
in a double hierarchy model, basing on the Master/Worker pattern [5] and the
Island Model [9]. At a lower hierarchy level, each island manages a population of
individuals, that is, different scenarios that constitute subsets of the total search
space. On each island operates a main process called Master (green box), which
is responsible for generating the initial population and applying the evolutionary
operators of DE to improve the scenarios. In turn, each island has a group of
Workers processes (light-blue “W” boxes) that are responsible for accelerating
the prediction process, thanks to the parallel simulation of the different indi-
viduals or burning scenarios. In a higher hierarchy, a Monitor process (yellow
box) coordinates the interaction between the Master processes of each island.
These communicate with each other to exchange individuals from their islands
through the Migration operator [9], a particular operator related to the evolu-
tionary island models. The migration process promotes the global exploration of
the search space represented by the populations of the different islands.

Island Island

Fig. 5. Architecture of ESSIM-DE: double hierarchy of processes. W: Worker. (Color
figure online)

Taking into account the ESSIM-DE architecture and the operation of the
DE algorithm, we can now concentrate on the mode of operation of ESSIM-DE.
The general operational scheme of ESSIM-DE is described in Fig. 6. For each
prediction step four main stages operate: Optimization stage (OS), Statistical
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stage (SS), Calibration stage (CS) and Prediction stage (PS). Because ESSIM-
DE uses a hierarchical process scheme, these four stages are subdivided to be
cooperatively performed by the different entities of the process hierarchy: Master
(M), Workers (W) and Monitor (Mon).

OS
M/W

SS
M

CS
M/Mon

PS
Mon

RO
M

-DE
-Aptitude
-Fitness

Maps
aggregation

k-ignition
value

-Global
Aptitude
-Prediction

Populations
restart

pop pop' Probability
matrix k-ignition

Probability
matrix

Prediction
map

Analysis + TuningMonitoring + Analysis

Fig. 6. General operation of ESSIM-DE. OS: Optimization stage. SS: Statistical stage.
CS: Calibration stage. PS: Prediction stage. RO: Restart Operator. DE: Differential
Evolution. M: Master. W: Worker. Mon: Monitor. Dotted line: tuning process in
ESSIM-DE(ldr). (Color figure online)

In Fig. 6 can be seen the four stages involved in the method, of which we will
focus on the Optimization Stage (OS), which is carried out between the Work-
ers (W) and the Master (M) processes of each island. This stage allows a popula-
tion of individuals to evolve based on the Differential Evolution algorithm. Each
individual represents a combination of values for variables that determine the
progress of the fire (the wind speed, direction and slope of the land, type of com-
bustible material, humidity of the living combustible material, etc.). The Master
process initializes the population (pop), applies the DE mutation and crossing
operators to generate new candidate individuals, and distributes the individuals
among the Workers. These use the current state of the fire, together with an
individual to perform the simulation. Subsequently, each Worker evaluates the
aptitude of the prediction obtained, weighing the accuracy of the simulation by
comparing the cells burned in the real fire and the cells reached by the fire on
the simulated map. The evaluation of the prediction quality is quantified based
on a fitness function, which obeys to the Jaccard index [7], where the division
between A and B is performed, being A the set of cells on the real map without
the subset of cells burned before starting the predictive process, and being B
the set of cells on the simulated map, without the subset of cells burned before
starting the prediction (the subset of cells burned before starting the predictive
process are not considered to avoid biased results). Therefore, the fitness value
can be considered the percentage of coincidence between the map obtained from
the simulation and the real map, and will be in the range [0, 1]: a value equal
to 1 will represent a perfect prediction, and a value equal to zero would indicate
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the maximum error. Therefore, aptitude represents the percentage of coincidence
between both maps. Subsequently, the following stages are carried out: Statistics
(SS), Calibration (CS) and Prediction (PS), which collect the information and
results obtained by all the islands in the OS stage, and based on this, they allow
to obtain the global prediction of the state of the fire. As the Prediction stage
finishes and the following fire step is going to start, ESSIM-DE also involves the
Restart Operator (RO). This operator generates a new population (new search
space). For more detail on the operation of the ESSIM-DE stages it is possible
to consult [10].

3 Dynamic Tuning: Performance Model

In this section we concentrate on the performance model defined to enhance
ESSIM-DE, constituting ESSIM-DE(ldr). For each prediction step, the Master
process of each island determines when the evolution of its population finishes
to continue with the next stages of the prediction process. In the OS stage
of ESSIM-DE, the termination condition of the evolutionary cycle consists in
determining a certain maximum level or limit of iterations. This condition has a
double influence on the optimization process, since it limits the amount of evolu-
tionary generations through which each population will evolve, and consequently
determines the execution time of the evolutionary process. In part, these were
the reasons why it was proposed to define the dynamic tuning process applied
to the limit of evolutionary iterations.

In the definition of the tuning process we have considered two possible prob-
lems associated with the evolution process carried out by DE: premature con-
vergence and stagnation. Premature convergence is the situation in which the
population converges to a local optimum, due to the loss of diversity; for its
part, stagnation is the situation in which the optimizer is not able to gener-
ate new solutions better than its predecessors, even when the population has a
certain diversity [4]. The problem of population stagnation depends on the effec-
tive movements of the DE optimizer. When a new individual is generated, there
is a movement in the search space. This movement is considered effective if the
new generated individual has a better aptitude compared to his predecessor [13].
Among all the possible movements that are made in the population, some are
effective, while others are not, and therefore the latter involve a computational
effort in vain. To address the treatment of these problems, it was proposed to
quantify two different metrics for the population:

– Effective movements (EM metric): quantifies the number of individuals
that have been improved after an evolutionary cycle (better fitness value than
that of their predecessor).

– Population diversity (IQR metric): quantifies the dispersion of the pop-
ulation (variability of the population distribution). It is computed based on
the Interquartile Range [3] of the fitness values of individuals.
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These metrics are proposed after an experimental analysis in which they were
monitored, recorded and studied for different cases of controlled burning. In a
first approximation, a fixed threshold value was used for each metric. However,
analyzing the results presented in Fig. 7, it was possible to note that the graphic
of the IQR metric is variable from case to case, throughout the iterations, even
when the same seeds are involved in the different fire cases. This is because the
distribution of the values of fitness is influenced by multiple factors (method
convergence speed, mutation factor, crossing probability, migration rate, map
dimensions, among others). For this reason, the proposed performance model
uses the information of the dispersion of the population, considering the succes-
sive IQR values obtained throughout the evolutionary generations. The purpose
is –according to the current burning case considered– to detect states with some
tendency to stagnation and/or premature convergence, making use of recent
information about fitness distributions.

Case A Case C Case E

Iteration Iteration Iteration

s1
s2
s3

Fig. 7. The distribution of IQR is dependent of the study case. The same three seeds
were used for the three illustrated cases: s1, s2 and s3.

To achieve this, it was proposed: (i) to record the minimum IQR value
obtained; (ii) to update such minimum IQR value throughout the iterations;
and (iii) to compare it with respect to the IQR value obtained in the current
iteration. This idea is exemplified in Fig. 8.

Iteration

Fig. 8. Example: how is Delta determined.
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The x axis represents the evolutionary generation (iteration) whilst the y
axis represents the registered IQR value. The graph shows the minimum IQR
recorded (MinIQR) and the IQR of the current iteration (CurrIQR). If the
difference between both of them –called Delta– is very small, it means that the
population has achieved a very similar distribution (in terms of fitness values)
to that achieved in any of the previous iterations. Defining Delta = (MinIQR
− CurrIQR), the tuning criterion is defined by the Eq. 1 in which it is verified
that the tendency of IQR is decreasing (Delta >= 0) and Delta is bounded by
a certain small thresholdDELTA value.

Delta ≤ thresholdDELTA ∧ Delta ≥ 0 ∧ ME ≤ thresholdME (1)

For its part, the value of the ME metric is also considered, required to analyze
whether the optimizer still has effective movements to be made on the search
space, bounded to a certain threshold value thresholdME. In ESSIM-DE, the
Eq. 1 is computed in each iteration throughout the OS, according to the current
population distribution, for each burning map and particular conditions of exe-
cution. The proposal aims to improve response times with respect to the method
without tuning, since the new condition used as a cut-off criterion is a specific
property of each population, which avoids unnecessary cycles. The tuning pro-
cess is included in Fig. 6 (see the boxes in red dotted lines). The aptitude values
are recorded along the Monitoring phase and the metrics are computed in the
Master Analysis phase. When analyzing each iteration, each Master sends the
metrics of its island to the Monitor (Mon) process, who makes an aggregation
of the values received in its Analysis phase, and determines if there is any island
with a tendency to stagnation and/or premature convergence. If some island
evaluated as true the Eq. 1, the Monitor decides: (a) to stop the evolution of all
the islands; (b) to make the prediction by aggregating the information of all of
them; and (c) to resume the next prediction step.

4 Experiments

In [11] the proposal was validated based on experimentation with three cases of
controlled burning belonging to the SPREAD project [12] (see Table 1, cases A, B
and C). In this article we extend such experimentation, including two additional
cases also from SPREAD project (see Table 1, cases D and E). For each case of
burning, the experiment was performed to compare two different scenarios:

– Fire prediction with ESSIM-DE (with no tuning process).
– Prediction of the fire with ESSIM-DE(ldr) (ESSIM-DE empowered by

dynamic tuning).

It should be remembered that ldr is the acronym with which we call the method
with the process of dynamic tuning of the iteration limit and with the population
restart operator. Each experiment was executed 10 times with different seeds. We
present the average of the results obtained along the ten executions. The island
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model was configured with 5 islands, of 7 Workers each. The migration process
involves 20% of the individuals in the population, and it is carried out in each
iteration. The size of each population was defined as 200 individuals. For ESSIM-
DE and ESSIM-DE(ldr) the same configuration of the evolutionary parameters
was used: crossover probability 0.3, mutation factor 0.9, and binomial crossover.
The value used as the thresholdME was set at 20%. The value established for
the thresholdDELTA parameter was 10−3.

Table 1. Study cases: dimension, slope, start time, end time, and increase.

Case Width (m) High (m) Slope (degrees) St. T. (min) Incr. (min) End T. (min)

A 89 109 21 2 2 14

B 60 90 6 2 2 10

C 89 91 21 2.5 2.5 12.5

D 95 123 21 2 2 12

E 75 126 19 3 1 9

The results obtained are presented in Fig. 9, 10, 11, 12 and 13. Two graphics
are included in each figure. The graph (a) represents the fitness averages for
each prediction step, obtained by ESSIM-DE(ldr), and compared with respect
to the ESSIM-DE with no tuning. Graph (b) shows the distribution of fitness
values obtained for each prediction step and method, which allows analyzing the
dispersion of the results and the robustness of the method in terms of obtaining
different solutions under different executions. Table 2 shows the average runtime
values obtained.

Figure 9 shows the results obtained for the case of burning A of Table 1. The
fire starts in minute 2 and lasts for 14 min, constituting a calibration step and
five prediction steps (calibration: minute 2 to 4; prediction steps: minutes 4 to 6
first step, minutes 6 to 8 second step, minutes 8 to 10 third step, minutes 10 to 12
fourth step, and minutes 12 to 14 fifth step). In general, it can be seen from graph
(a) that ESSIM-DE obtains low quality of prediction, especially in the prediction
step 3. Figure 9(b) shows how step 1 and step 5 present a wide variability of the
results obtained with ESSIM-DE, whilst for ESSIM-DE(ldr) there is less distri-
bution in all prediction steps, which indicates robustness in terms of obtaining
solutions under different executions. In general, ESSIM-DE(ldr) gets better per-
formance, with average of fitness greater than 0.7 in all the prediction steps, and
with a reduction of the execution time of approximately 38%. This reduction
in time is associated with the ability of ESSIM-DE(ldr) to prematurely detect
the tendency to stagnation and/or premature convergence, avoiding unnecessary
cycles, and therefore, achieving less response time. Execution time reductions are
very relevant in the context of prediction methods, allowing decisions to be made
in advance of the fire. It is important to note that the reduction of time not only
depends on the speed with which the stagnation and premature convergence is
detected, but also depends on the characteristics of the burning case and the
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Fig. 9. Case A. (a) fitness average for ESSIM-DE and ESSIM-DE(ldr). (b) Distribution
of the fitness values obtained in the successive prediction steps.

size of the considered map, which influences the overall behavior of the system
in the different stages.

Table 2. Average execution times and percentage reduction.

Case ESSIM-DE ESSIM-DE(ldr) Time reduction

A 3540 1292 63.5%

B 1696 446 73.7%

C 2332 1438 38.3%

D 3582 1265 64.7%

E 2406 702 70.8%

Figure 10 shows the results obtained for the case of burning B of Table 1. The
fire consists of three prediction steps (minutes 4–6, 6–8, 8–10). It can be seen
from the Fig. 10(a) that ESSIM-DE has a decreasing trend in the quality of the
predictions, with a low percentage of coincidence in the third prediction step, less
than 60%. Although in the first prediction step can be observed good quality
(higher than 0.8) and low distribution (see the results obtained in Fig. 10(b),
step 1 for ESSIM-DE), ESSIM-DE(ldr) improves all prediction steps, with fitness
averages greater than 0.85 in all steps. In addition, in this case ESSIM-DE(ldr)
obtains a gain in runtime, with a significant reduction of approximately 73%.

Figure 11 shows the results obtained for the case of burning C of Table 1.
The fire consists of three prediction steps. It can be seen from the Fig. 11(a) that
ESSIM-DE(ldr) obtains a better fitness average in the first and third prediction
step, while ESSIM-DE obtains a quality close to 0.9 in the second prediction step.
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Fig. 10. Case B. (a) fitness average for ESSIM-DE and ESSIM-DE(ldr). (b) Distribu-
tion of the fitness values obtained in the successive prediction steps.

Fig. 11. Case C. (a) fitness average for ESSIM-DE and ESSIM-DE(ldr). (b) Distribu-
tion of the fitness values obtained in the successive prediction steps.

It is important to highlight in this experiment that ESSIM-DE(ldr) significantly
improves the quality of the prediction obtained in the third prediction step with
respect to ESSIM-DE, achieving a percentage of coincidence with the real fire
close to 80% of coincidence (fitness close to 0.8). In addition, it can be seen
from the results in Table 2 that ESSIM-DE(ldr) reduces the execution times
approximately by 63% compared to ESSIM-DE.

Figure 12 shows the results obtained for the case of burning D of Table 1.
The fire consists of four prediction steps (minutes 4–6, 6–8, 8–10, 10–12). It
can be seen from the Fig. 12(a) that ESSIM-DE present good results. However,
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Fig. 12. Case D. (a) fitness average for ESSIM-DE and ESSIM-DE(ldr). (b) Distribu-
tion of the fitness values obtained in the successive prediction steps.

it has a decreasing trend in the quality of the predictions, showing a loss in
the percentage of coincidence in the third prediction step, less than 70%. Even
when ESSIM-DE(ldr) overtakes ESSIM-DE only in the third prediction step, it
is possible to note that the quality of ESSIM-DE(ldr) is maintained around a
70% of coincidence with the real fire situation along the four prediction steps,
and from Table 2 it is possible observe that ESSIM-DE(ldr) obtains a gain in
runtime, with a significant reduction of approximately 65%.

Fig. 13. Case E. (a) fitness average for ESSIM-DE and ESSIM-DE(ldr). (b) Distribu-
tion of the fitness values obtained in the successive prediction steps.
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Figure 13 shows the results obtained for the case of burning E of Table 1.
The fire consists of five prediction steps. It can be seen from the Fig. 12(a) that
ESSIM-DE(ldr) improves the average fitness in every prediction step, whilst
ESSIM-DE obtains a quality at most close to 0.6 in the last prediction step. It
is important to highlight in this experiment that ESSIM-DE(ldr) significantly
improves the quality of the prediction obtained in the first and fourth prediction
steps with respect to ESSIM-DE, achieving a percentage of coincidence with
the real fire over 70% of coincidence, in contrast to the 30% or 40% reached
by ESSIM-DE without tuning. Figure 13(b) shows that in this case, the fitness
distributions for ESSIM-DE(ldr) do not present major variability, confirming
the robustness of the method. In addition, it is important to note that ESSIM-
DE(ldr) reduces the execution times approximately by 70% compared to ESSIM-
DE, as shows Table 2.

In general, considering all studied cases, the quality of the predictions
obtained by ESSIM-DE(ldr) was improved regarding ESSIM-DE (the method
without tuning). With respect to response times, ESSIM-DE(ldr) obtained the
results with a significant reduction in the execution time: between 38% and 73%
savings with respect to ESSIM-DE. Both improvements are associated with the
early detection of stagnation and premature convergence, avoiding unnecessary
cycles to the Evolution Differential optimizer, and obtaining better individuals
that contribute to the overall solution. It is important to highlight that the use
of a mathematical/statistical model as the basis of expert knowledge for the
dynamic tuning process allows for the reduction of the time taken in decision
making, unlike other strategies with higher computational cost, such as search,
iterative processes, logic diffuse, neural networks, approximations, among others.
This is because the analysis and tuning decisions are based only on the evalua-
tion of mathematical expressions. In the context of prediction methods such as
ESSIM-DE, these time reductions are essential to obtain short-term predictions.

5 Conclusions

In this paper, we proposed a performance model to dynamically tune the ESSIM-
DE method, a general method for the uncertainty reduction in the prediction of
spread phenomena. We proposed to incorporate the tuning process in order to
improve the ESSIM-DE performance both in terms of quality of the obtained pre-
dictions, and the response time. The defined performance model uses the infor-
mation of the dispersion of the population in the succession of values obtained
throughout the evolutionary generations, in order to detect tendency to stagna-
tion and/or premature convergence of the population. The state and distribution
of the search space (populations) is computed at two different levels: (i) in a dis-
tributed manner, given that each island analyzes the current distribution of its
own population, for each burning map and particular conditions of execution,
and (ii) in a centralized manner as the Monitor process analyzes the search space
in a global view. The results obtained have shown that the proposal improves
both the quality and the response times with respect to the method without
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tuning, since the new condition used as a cut-off criterion is a specific property
of each population, which avoids unnecessary cycles once certain level of conver-
gence has been detected. As future work, we propose to tune the threshold values
of the metrics defined in the performance model, and consider other parameters
of the method that may be potentially tunable, such as the population size, or
the parameters related to the parallel/distributed model.
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Abstract. The N-body simulations have become a powerful tool to test
the gravitational interaction among particles, ranging from a few bodies
to complete galaxies. Even though N-body has already been optimized
on many parallel platforms, there are hardly any studies which take
advantage of the latest Intel architectures based on AVX-512 instruction
set. This SIMD set was initially supported by Intel’s Xeon Phi Knights
Landing (KNL) manycore processors launched at 2016. Recently, it has
been included in Intel’s general-purpose processors too, starting at the
Skylake (SKL) server microarchitecture and now in its successor Cas-
cade Lake (CKL). This paper optimizes the all-pairs N-body simulation
on both current Intel platforms supporting AVX-512 extensions: a Xeon
Phi KNL node and a server equipped with a dual CKL processor. On
the basis of a naive implementation, it is shown how the parallel imple-
mentation (can) reach, through different optimization techniques, 2355
and 2449 GFLOPS on the Xeon Phi KNL and the Xeon CKL platforms,
respectively.

Keywords: N-body · AVX-512 · Xeon Phi · Knights Landing · Xeon
Platinum · Skylake · Cascade Lake

1 Introduction

Nowadays, the scientific community is experimenting with a new revolution on
parallel processor technologies in the road to the Exascale. The novelties and
enhancements not only involve hardware technologies but also changes in parallel
programming models [6]. Beyond that, one of the most important challenges that
still remains is how to perform large-scale simulations in a reasonable time using
affordable computer systems. In that sense, a deep knowledge of hardware and
software optimization is required in these cases to fulfill that purpose.

Physics is one of the areas affected by the above-mentioned challenges due
to an increasing number of simulation-based applications demanding High-
Performance Computing (HPC) to meet time requirements. One of these appli-
cations is the N-body simulation, which approximates a in numeric manner
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the evolution of a system of bodies where each body interacts with the rest
of them [1].

The best-known use of this simulation corresponds to Astrophysics, where
each body represents a galaxy or a single star that experiment attraction due
to the gravitational force. The N-body simulations have become a powerful tool
to test the gravitational interaction among particles, ranging from a few bodies
to complete galaxies. However, they are also used in other areas. For example,
for protein folding in computational biology [3] or for global illumination in
computer graphics [4].

There are different methods to compute the N-body simulation [12]. The sim-
plest way is known as all-pairs (or direct) and involves evaluating all interactions
among all pairs of bodies. It is a brute force method with high computational
cost (O(n2)). Due to its complexity, the direct version is only used when the
number of bodies is small or moderate at most. When the number of bodies is
large, this version is still employed to calculate the interactions between near
bodies but combined with a distinct strategy to distant bodies. This is the app-
roach used by advanced methods, like the Barnes-Hut (O(n log n)) or the Fast
Multipole Method (O(n)). Therefore, optimizing the direct version also benefits
the other alternatives that makes use of it.

This paper optimizes the all-pairs N-body simulation on Intel’s architectures
based on the latest AVX-512 instruction set, which allows the exploitation of
512-bit vectorial instructions. This SIMD set was initially supported by Intel’s
Xeon Phi Knights Landing (KNL) manycore processors but has been recently
included in Intel’s general-purpose processors too (starting at the Skylake server
microarchitecture). The contributions of this work can be seen as an extension
of [8], where the optimization process only considered the Xeon Phi KNL archi-
tecture. By incorporating Intel’s general-purpose processors to the study, this
work is able to offer insights regarding both Intel’s architectures based on the
AVX-512 instructions. Additionally, the power-performance perspective is also
addressed.

The rest of the paper is organized as follows. Section 2 introduces the basic
concepts of the N-body simulation. Section 3 briefly introduces Intel’s archi-
tectures based on AVX-512 instruction set. The optimized implementation is
described in Sect. 4. In Sect. 5, performance results are presented and finally, in
Sect. 6, conclusions and some ideas for future research are summarized.

2 N-Body Simulation

The problem consists in simulating the evolution of a system composed by N
bodies during a time-lapse. Given the mass and the initial state (speed and
position) for each body, the motion of the system is simulated through discrete
instants of time. In each of them, every body experiences an acceleration that
arises from the gravitational attraction of the rest, which affects its state.
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The simulation basis is supported by Newtonian mechanics [9]. The sim-
ulation is performed in 3 spatial dimensions and the gravitational attraction
between two bodies C1 and C2 is computed using Newton’s law of universal
gravitation:

F =
G×m1 ×m2

r2
(1)

where F corresponds to the magnitude of the gravitational force between
bodies, G corresponds to the gravitational constant1, m1 corresponds to the
body mass of C1, m2 corresponds to the body mass of C2, and r corresponds to
the Euclidean distance2 between C1 and C2.

When N is greater than 2, the gravitational force on a body corresponds
to the sum of all gravitational forces exerted by the remaining N − 1 bodies.
The force of attraction leads each body to accelerate and move, according to the
Newton’s second law, which is given by the following equation:

F = m× a (2)

where F is the force vector, calculated using the magnitude obtained from
the equation of gravitation and the direction and sense of the vector going from
the affected body to the body exerting the attraction.

Regarding the above equation, it is clear that the acceleration of a body can
be calculated by dividing the total force by its mass. During a small time interval
dt, the acceleration ai of the body Ci is approximately constant, so the change
in velocity is approximately:

dvi = aidt (3)

The change in body position is the integral of its speed and acceleration over
the dt time interval, which is approximately:

dpi = vidt +
ai
2
dt2 = (vi +

dvi
2

)dt (4)

This formula uses an integration scheme called Leapfrog [13], in which one
half of the position change is because of the old speed while the other half is
because of the new speed.

3 Intel’s Architectures Based on AVX-512 Instruction
Set

AVX-512 is a set of new 512-bit SIMD x86 instructions presented by Intel in 2013.
It was initially supported by Xeon Phi KNL manycore processors but has been

1 Equivalent to 6.674 × 1011.
2 The Euclidean distance is given by

√
((x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2), where

(x1, y1, z1) is the position of C1 and (x2, y2, z2) is the position of C2.
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recently included in the general-purpose sector too (starting at the Skylake-X
microarchitecture). A single AVX-512 instruction can pack eight double-precision
multiply-add operations (16 FLOPS) or 16 single-precision multiply-add opera-
tions (32 FLOPS).

3.1 Intel Knights Landing

KNL is the second generation of the Intel Xeon Phi family and the first one
capable of operating as a standalone processor. The KNL architecture features
up to 72 cores based on the Intel’s Atom microarchitecture, which are organized
in Tiles. A Tile includes 2 cores and is interconnected with the rest of them by a
2D mesh. Additionally, each Tile features 2 Vector Processing Units (VPUs) and
a shared L2 cache of 1 MB. Besides supporting the AVX-512 SIMD set, these
VPUs are also compatible with prior vector sets such as SSEx and AVXx [7].

The 2D mesh can be configured in three different cluster operating modes: 1)
All-to-All ; 2) Quadrant/Hemisphere; and 3) SNC-4/SNC-2. The main difference
between these modes is whether the cores will access in UMA or NUMA manner
to a particular memory.

The KNL architecture also features a 3D-stacked DRAM known as Multi-
Channel DRAM (MCDRAM). This special memory offers 3 operating modes: 1)
Cache, where the MCDRAM works as an L3 cache; 2) Flat, where the MCDRAM
has a physical addressable space offering the highest bandwidth and lowest
latency; and 3) Hybrid, where this memory is divided in two parts: one part in
Cache mode and one in Flat mode. From a performance point of view, Flat mode
can achieve better results. However, programmer intervention may be required,
as opposed to the Cache mode [2].

3.2 Intel Cascade Lake

Cascade Lake (CKL) is the latest microarchitecture presented by Intel for
general-purpose processors. This microarchitecture is an optimization of the pre-
vious Skylake (SKL), which was the first to support the AVX-512 SIMD set in
the general-purpose segment. As the SKL case, Intel distinguishes between two
CKL processor versions: client and server, being the latter considerably larger
than the former.

CKL server processors present up to 56 cores, which share a last level cache
of (up to) 80 Mb. In a similar way to the KNL case, CKL server cores are
organized in Tiles that are interconnected by a 2D mesh. Additionally, these
cores also feature AVX-512 extensions and support previous vector instructions
such as SSEx and AVXx.

4 Optimization of the N-Body Simulation

This section describes the optimization techniques that were applied to the par-
allel implementation for both target architectures.
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4.1 Naive Implementation

Initially, a naive implementation was developed, which served as a baseline in
order to assess the improvements introduced by the subsequent optimization
techniques. The pseudo-code of the naive implementation is shown in Fig. 1.

4.2 Multi-threading

The first optimization consists in introducing thread-level parallelism through
OpenMP directives. The loops on lines 4 and 25 are parallelized by inserting
parallel for directives. In this way, the dependencies of the problem are guaran-
teed since one body cannot move until the rest have finished calculating their
interactions. And they cannot advance either to the next step until the others
have completed the current step. Finally, the static option for the schedule clause
permits an equal distribution of bodies among the threads, achieving a minimum
cost load balance.

4.3 Vectorization

The ICC optimization report makes possible to identify loops that are automat-
ically vectorized. Given its feedback, it was possible to know that the compiler
detects false dependencies in some operations, disabling the generation of SIMD
instructions. Consequently, in order to guarantee the vectorization of operations,
a guided approach was implemented through the use of the OpenMP 4.0 simd
directive. In particular, the vectorized loops are those of lines 8 and 25, the lat-
ter being combined with the parallel for directive (as mentioned in the previous

Fig. 1. Pseudo-code of the naive implementation.
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section). Finally, to avoid the overhead of potential misaligned memory accesses,
the data was aligned to 64-bytes and the aligned clause was added to the simd
directives.

4.4 Block Processing

Block processing is implemented to exploit data locality. The pseudo-code of the
parallel block implementation is shown in Fig. 2. Regarding the naive implemen-
tation, the i -loop (line 4) is divided and placed inside the j -loop (line 8). Con-
sequently, one loop is replaced by two others: a loop that iterates over all blocks
(line 5) and an inner loop that iterates over the bodies of each block (line 12). This
minimizes the traffic between cache and main memory by increasing the number
of times that each data is used in the innermost loop.

4.5 Loop Unrolling

Loop unrolling is another optimization technique that can improve the perfor-
mance of a program. In particular, it was found beneficial to completely unroll
the innermost loop of the implementation presented in Fig. 2 (line 9), in addition
to the one that will update the body positions later (line 35).

Fig. 2. Pseudo-code of the optimized parallel implementation.
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5 Experimental Results

All tests were carried out using the platforms described in Table 13. To generate
explicit AVX2 instructions, the flag -xAVX2 was used in both servers. In similar
manner, the flags -xMIC-AVX512 and -xCORE-AVX512 -qopt-zmm-usage=high
were employed to exploit AVX-512 extensions in the Xeon Phi and in the
Xeon Platinum platforms, respectively. Also, the flag -fp-model fast=2 was
enabled to accelerate floating-point operations. Regarding the Xeon Phi server,
the numactl utility was used to take advantage of its MCDRAM memory (no
source code modification is required). Finally, different workloads were tested in
both platforms: N = {65536, 131072, 262144, 524288}4.

Table 1. Experimental platforms used in the tests.

Platform Processor Memory OS + Compiler

Xeon Phi KNL Intel Xeon Phi
7250 64-core
1.30 GHz (4 hw
threads per core)

16 GB HBW +
192 GB DDR4

Ubuntu 16.04.3
LTS + ICC
(v19.0.0.117)

Xeon Platinum CKL 2×Intel Xeon
Platinum 8276
28-core 2.20 GHz
(2 hw threads per
core)

256 GB DDR4 Ubuntu 18.04.3
LTS + ICC
(v19.1.0.166)

5.1 Performance Results on the Intel Xeon Phi 7230

The metric GFLOPS (billion floating-point operations per second) was selected
as performance metric and is calculated by using the formula GFLOPS =
20×N2×I

t×109 , where N is the number of bodies, I is the number of simulation steps,
t is the runtime in seconds, and 20 represents the amount of floating-point oper-
ations required for each interaction5.

Figure 3 shows the performance for the different affinity types when N =
65536 and the number of threads varies. It can be observed that enabling multi-
threading significantly improves the performance, especially when all hardware
threads are active (except with scatter affinity). Regarding affinity, it can be
seen that it is advisable to select one of the available strategies instead of dele-
gating the distribution to the operating system (none). Unlike scatter, balanced
and compact guarantee the proximity among OpenMP threads with consecutive

3 The Xeon Phi server was used in All-to-all cluster mode and the MCDRAM memory
was set to Flat mode. Because DDR memory modules present different sizes, it was
impossible to configure the processor in a different mode.

4 The number of simulation steps was set to I = 100.
5 A widely accepted convention in the available literature for this problem.
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Fig. 3. Performance for the different affinity types when N = 65536 and the number
of threads varies on the Xeon Phi 7230.

identifiers, minimizing in this way the data communication that each thread
requires6.

As it was mentioned in Sect. 4.3, the compiler detects false dependencies in
that loop and it is not able to generate SIMD binary code by itself. Figure 4
presents the performance for the different SIMD sets used varying the number

Fig. 4. Performance for the different SIMD sets used when the number of bodies varies
on the Xeon Phi 7230.

6 Since all processor cores are in the same package, balanced and compact produce the
same distribution when using all hardware threads.
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of bodies. By adding the corresponding simd constructs, the compiler generates
SSE4.1 instructions, reaching a 3.9× speedup. Re-compiling the code including
the -xAVX2 and -xMIC-AVX512 flags force the compiler to generate AVX2 and
AVX-512 SIMD instructions, respectively. AVX2 extensions accelerated the pre-
vious version by a factor of 7.4× while AVX-512 instructions achieved a speedup
of 15.1×. Therefore, it is clear that this application benefits from wider vectorial
instructions. Additionally, no performance improvement was noted from memory
alignment.

Fig. 5. Performance for the block processing and loop unrolling techniques when the
number of bodies varies on the Xeon Phi 7230.

Fig. 6. Performance for precision relaxation when both the dataytpe and the number
of bodies varies on the Xeon Phi 7230.
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As it can be seen in Fig. 5, the block processing technique significantly
improves performance and its benefit enlarges as the number of bodies increases.
In particular, this technique yields an average speedup of 2.9× and a peak of
4.1× (BS = 16). Besides, if the loop unrolling is applied, this technique leads to
a 9% performance improvement.

Figure 6 presents the performance for precision relaxation when both the
datatype and the number of bodies varies. Performance increases 22% when using
the compiler optimization to relax precision. On the contrary, performance drops
by approximately 60% when doubling numeric precision (double datatype).

Fig. 7. Performance for MCDRAM exploitation when the number of bodies varies on
the Xeon Phi 7230.

Finally, from Fig. 7 it can be seen that the performance remains (almost) con-
stant as the number of bodies increases, obtaining a maximum of 2355 GFLOPS.
Also, the MCDRAM exploitation produces a free, small performance improve-
ment (2%). This behavior is similar to the one observed in [10] and is related
to the fact that memory latency is more influential than bandwidth in this
application7.

5.2 Performance Results on the Intel Xeon Platinum 8276

As in the previous subsection, the performance metric selected is GFLOPS.
Figure 8 shows the performance for the different affinity types used when N =
65536 and the number of threads varies. A similar behavior was observed in the

7 The latencies of DDR4 and MCDRAM memories are similar.
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Xeon Phi case: multi-threading improves performance and the best results are
obtained when all hardware threads are active. However, two small differences
can be mentioned. The first one is that the naive implementation reaches higher
GFLOPS in this platform. As the Xeon Platinum CKL processor is designed as
a general-purpose device, serial codes perform better than in Xeon Phi architec-
ture. The second difference is that thread affinity does not play an influential
role in this platform when hyper-threading is enabled.

Fig. 8. Performance for the different affinity types used when N = 65536 and the
number of threads varies on the Xeon Platinum 8276.

Figure 9 presents the performance for the different SIMD sets used when the
number of bodies varies. As in the Xeon Phi architecture, higher GFLOPS are
obtained when using wider vectorial instructions. Average speedups of 3.7×,
7.2× and 10.5× are achieved when using SSE, AVX and AVX-512 instructions,
respectively. In addition, memory alignment does not affect performance.

The performance for the block processing and loop unrolling techniques when
the number of bodies varies is illustrated in Fig. 10. The blocking version (BS
= 16) runs 2.1× faster than the non-blocking one. The improvement factor is
smaller than in the Xeon Phi case due to the larger cache subsystem of the CKL
microarchitecture. Still, it represents a key factor to improve performance in this
implementation. Moreover, 2% of additional GFLOPS are obtained through loop
unrolling.

Lastly, Fig. 11 shows the performance for precision relaxation when both the
dataytpe and the number of bodies varies. As opposed to the Xeon Phi case,
no performance improvement is obtained in relaxed mode. By analyzing the
assembly code, it was observed that the compiler generated the same binary



48 E. Rucci et al.

Fig. 9. Performance for the different SIMD sets used when the number of bodies varies
on the Xeon Platinum 8276.

code for both versions in this architecture (with or without floating-point opti-
mization). Furthermore, doubling the numerical precision reduces performance
by approximately 78%, a larger penalty compared to the Xeon Phi architec-
ture. Considering the increase in the number of bodies, the performance remains
(almost) constant, obtaining a peak of 2449 GFLOPS.

Fig. 10. Performance for the block processing and loop unrolling techniques when the
number of bodies varies on the Xeon Platinum 8276.
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Fig. 11. Performance for precision relaxation when both the dataytpe and the number
of bodies varies on the Xeon Platinum 8276.

5.3 Performance and Power Efficiency Comparison Between
Platforms

Currently, in the HPC community not only performance matters but also energy
efficiency does. Table 2 presents power efficiency ratios considering the GFLOPS
peak performance and the Thermal Design Power (TDP) of each platform. Con-
sidering the single-precision case (SP), while Xeon Platinum CKL server reaches
more GFLOPS than the Xeon Phi platform, the associated high power con-
sumption results in lower GFLOPS/Watt quotient. On the contrary, the Xeon
Phi platform becomes the best option in both aspects in the double-precision
scenario (DP).

Table 2. Performance and power efficiency comparison between platforms.

Platform GFLOPS (peak) TDP (Watt) GFLOPS/Watt

SP DP SP DP

Xeon Phi KNL 2355 883 215 10.95 4.1

Xeon Platinum CKL 2449 532 2×165 7.42 1.61

6 Related Works

The acceleration of the N-body simulation has been widely studied in the liter-
ature. However, few works considered the Xeon Phi architecture, using mostly
the first generation of this family (KNC) [5,11,12]. Regarding KNL, the work
of Vladimirov and Asai [10] can be mentioned, which has some similarities and
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differences with the present investigation. As in this paper, the authors study the
parallelization of the all-pairs version of the simulation. They show how it is pos-
sible to improve the performance through different optimizations, although the
final implementation reaches a higher peak performance (2875 GFLOPS). Unlike
this study, the work prioritizes the optimizations for KNL, simplifying some
calculations of the simulation, such as employing a simpler integration scheme
(requiring fewer operations) and just computing a single simulation step. By
using the same performance metric8, they overestimate the FLOPS obtained. In
relation to the performance analysis, several additional aspects were considered
in this paper, such as the number of threads and their affinity, the different SIMD
instruction sets, the tuning of the block size, the impact of doubling numerical
precision, and the variation in the number of bodies.

With respect to Intel’s general-purpose processors based on AVX-512 instruc-
tions, to the best of the authors’ knowledge, this is the first work studying the
all-pairs N-body optimization on these processors.

Finally, from the energy efficiency point of view, Zecena et al. [14] evaluated
the performance and energy efficiency of different N-body codes on CPUs and
GPUs. In this work, they showed that GPU-based implementations can boost the
performance and energy efficiency by orders of magnitude compared to CPUs.
No power-performance study considering Intel’s architectures based on AVX-512
instructions was found.

7 Conclusions and Future Work

This paper focused on the optimization of the all-pairs N-body simulation on
Intel’s architectures based on the AVX-512 instruction set. On the basis of a
naive implementation, it was shown how the parallel implementation reached,
through different optimization techniques, 2355 and 2449 GFLOPS on the Xeon
Phi and the Xeon Platinum platforms, respectively. Among the main conclusions
of this research, it can be mentioned that:

– In general, a higher number of threads bettered performance. Regarding affin-
ity, significant differences were found among the different options in the Xeon
Phi platform, so this is a factor that should not be omitted when running a
parallel application.

– Vectorization represented a fundamental factor to improve performance. In
that sense, it was possible to achieve almost linear speedups with regard to the
number of simultaneous operations of each SIMD set, at a low programming
cost.

– The exploitation of the data locality through block processing was another
key aspect to obtain high-performance. The impact of this optimization was
larger in the Xeon Phi platform due to its smaller cache subsystem.

8 They also assume that 20 floating point operations are performed per interaction but
the real number is lower because of the simpler integration scheme (fewer operations
are computed).
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– Accuracy is usually an important aspect of N-body simulations. Double pre-
cision reduces performance to less than the half, so it must be used only when
required.

– The MCDRAM memory usage did not provide large performance improve-
ments in this application. However, no source code modification was required
to reach it.

– From a power efficiency perspective, the Xeon Phi platform resulted as the
best option in both single and double precision computations.

As future work, two possible research lines can be mentioned:

– Implementing advanced methods for this simulation considering the results
obtained with all-pairs version.

– Extending the power-performance comparison in order to include GPUs since
they are the dominant accelerators today.
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Abstract. Monitoring processor power is important to define strategies that
allow reducing energy costs in computer systems. Today, processors have a
large number of counters that allow monitoring system events such as CPU
usage, memory, cache, and so forth. In previous works, it has been shown that
parallel application consumption can be predicted through these events, but only
for a given SBC board architecture. In this article, we analyze the portability of a
power prediction statistical model on a new generation of Raspberry boards. Our
experiments focus on the optimizations using different statistical methods so as
to systematically reduce the final estimation error in the architectures analyzed.
The final models yield an average error between 2.24% and 4.45%, increasing
computational cost as the prediction error decreases.

Keywords: Power � Raspberry Pi � Hardware counters � Modeling � Statistical
models

1 Introduction

One of the main challenges in system design is the need for fast and accurate energy
consumption prediction. In recent years, various innovations have helped meet this
requirement.

The underlying idea is that power consumption depends not only on hardware, but
also on the use of the software and its internal characteristics. For example, more
complex software will require more CPU cycles, or a single huge disk write operation
can require less power than multiple small write operations. In general, if a person is
aware of how much power they are using, they can find their own suitable solution to
save energy when using their device [1, 2].
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While it is possible to perform hardware measurements on the system to implement
fine-grained power control, such instrumentation is expensive and not frequently
available.

However, with information about application execution, power consumption can be
estimated. These data are collected through hardware counters that can be used to
monitor a wide variety of events related to system performance with high precision.
Since each event is associated with a certain level of energy consumption, any one of
them can be used as a parameter in a performance model. While some events represent
activities with little impact on energy, correlation is high in others. Even though the
number of counters is usually limited, they can be used to count a wide variety of
events.

One way to estimate energy consumption is by generating a statistical model based
on these counters. To obtain a real-time prediction, a limited set of events must be
selected that describes most of the variation in power.

In [3], a power estimation model was developed using hardware counters which did
not contemplate the variation in the number of threads of the parallel application.
Similarly, the statistical linear regression model was used, which is intrinsically simple
to apply, but may result in greater estimation error. This model was implemented using
the Raspberry Pi 3 model B (RPI3B) development board.

In [4], the error obtained using the aforementioned model on the successor board
Raspberry Pi 3 model B+ (RPI3B+) is analyzed. Then, to improve predictions, the
power model developed for multi-thread applications supported by both boards is
optimized.

This work is an extension of [4]; here, different statistical methods are analyzed that
allow obtaining better accuracy in the prediction.

The article is organized as follows: Sect. 2 presents an overview of related works in
the energy consumption prediction field using different CPU and GPU architectures.
Section 3 presents the process for obtaining a statistical model that is compatible with
RPI3B and RPI3B+ boards and validates the model generated using linear regression.
Section 4 analyzes other statistical methods present in the development tool and
compares them to the one discussed in Sect. 3. Finally, in Sect. 5, conclusions and
future works are presented.

2 Related Work

This section presents some related previous research works. Lee et al. [5] proposed
regression modeling as an efficient approach to accurately predict performance and
power for various applications that use any microprocessor configuration considering
various microarchitecture designs, addressing cost simulation as a fundamental chal-
lenge to obtain correct values in the prediction. With the appearance of hardware
counters, Weaver et al. [6] analyzed the values obtained with them to check if there is a
good correlation with what was happening inside the processor architecture. From their
results indicated that it is reasonable to expect that counters reflect processor behavior.
This allowed many researchers to use tools to extract performance values.
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Singh et al. [7] developed a model to measure processor power consumption in real
time by compiling the information provided by the counters.

On the other hand, Bircher et al. [8–10] explored the use of performance counters to
predict the energy consumption of various subsystems such as CPU, memory, chipset,
I/O, disk, and GPU. It was developed and validated on two different platforms.
Likewise, Rodrigues et al. [11] studied the use of applied performance counters for
estimating energy consumption in real time on two different architectures – one ori-
ented to high performance, and the other based on low consumption.

On the other hand, Lively et al. [12] developed a set of hybrid application-centric
performance and consumption estimation models. They analyze a set of scientific codes
in their MPI/OpenMP implementation, and generate an appropriate procedure to carry
out modeling and validation.

Asymmetric core architectures have recently emerged as a promising alternative in
an environment with power and thermal limitations. They typically integrate cores with
different power and performance characteristics, which makes assigning workloads to
the appropriate cores a challenging task. Pricopi et al. [13] presented a model for
asymmetric multi-cores in which the performance and power consumption of the
workloads assigned to each core can be obtained using the hardware counters.

More recently, with the use of FPGAs, O’Neal et al. [14] developed predictive
performance and power consumption models for CPUs, GPUs, and FPGAs, saving
simulation costs.

With the appearance of low consumption Single Board Computers (SBCs) boards,
the authors of [3] designed a statistical model to predict the energy consumption of
applications run on the RPI3B board. However, this model is limited in that it only
allows consumption to be predicted for sequential execution and with four cores, added
to the disadvantage that different prediction coefficients are used based on the number
of threads. This article is an evolution of that previous work, and focuses on developing
a model that allows evaluating parallel applications taking into account the variation in
the number of cores used. Likewise, the need to build a multi-architecture model that
considers the technological changes of new generations of SBC boards is highlighted.

3 Generating a Single Power Model for Various
Raspberry Pi Generations

Because this work is based on statistical models, information extracted from applica-
tions with different computational behaviors should be used, so as to obtain data related
to performance and energy consumption for the analyzed architectures.

In particular, the methodology used in our previous work [3] is applied: use of NAS
[15] and RODINIA [16] benchmarks, which have different computational behaviors;
instrumentation and parallel applications source code compilation; collection of per-
formance counters and instantaneous power sampling; counter-power correlation and
mutual correlation between counters; linear regression model training and model val-
idation through the technique of leaving one out.

Taking into account the model obtained in [3] (which we will call the “Original
Model”), the necessary modifications are applied to include the new Raspberry
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generation, generating a new statistical model that allows reducing the final estimation
error; we will call this updated version the “Unified Model”.

Since RPI3B and RPI3B+ are compatible SBC boards, the instrumented source
code is reused for the different applications.

The model is based on linear regression, a statistical engine that presents a
regressand, an offset constant and predictor or independent variables. Based on the
architecture used, five independent variables are used, which correspond to the per-
formance counters L2_DCM, L2_DCA, SR_INS, BR_INS and TOT_INS. In addition,
the TOT_CYC counter is included in order to normalize previous events, obtaining five
performance ratios.

First, the predictions obtained using the Original Model on the new generation of
Raspberry boards are studied. All necessary optimizations are then carried out to reduce
the error and thus obtain an accurate estimate [4].

3.1 Prediction with the Original Model

The model presents a constant that is added to the normalized values of the five
counters, which have an associated weight. Equation 1 shows how to obtain the esti-
mated power for the parallel applications.

Yi ¼ 1:595þ 14:696L2DCM þ 2:308L2DCA þ 0:108SRINS þ 0:093BRINS þ 0:058TOTINS
ð1Þ

To estimate the power required by the RPI3B+ board, we started by compiling all
applications. Then, we proceeded to record used power and performance counters in
each application running with 1, 2 and 4 threads.

Once the information is generated, the values obtained for each parallel application
from the six counters used in the model are used to estimate power for the new board.

This prediction has an average percentage error of 30% in the RPI3B+ , as opposed
to the 6.8% recorded for RPI3B [3]. This increase in error for the new boards is
explained by the architectural difference between generations, since the new version
has a higher clock rate.

3.2 Generating the Unified Model

Figure 1 shows the actual power used by the different parallel applications on each
board. The increase in power as more threads are used is similar in both architectures.
The 23 sequentially run applications (1 thread), found in the first third in the figure,
represent the lowest power consumption on both boards. On the other hand, with
2-thread and 4-thread parallel execution (second and third thirds in the figure,
respectively) devices are better exploited and, therefore, power consumption is greater.

For the RPI3B board, consumption ranges between 2–3 watts, while for the RPI3B+
model, this range is between 3–4 watts approximately. The first step in finding a unified
consumption prediction model for both boards is to study the cause of this difference.
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First, the values recorded by performance counters feeding the model for each
application are analyzed. In this case, the CFD application is chosen as an example;
however, the other algorithms show the same behavior in their counters. Figure 2
shows that all events have the same trend in both development boards. Since these
boards have several architectural similarities (cache levels and sizes, volatile memory,
execution pipeline, etc.), running the same applications yields similar behavior results.
Therefore, since there is no variation in performance counter values between the
boards, the model cannot be used to differentiate application execution between them.

Subsequently, the generational changes between the two boards are analyzed to
assess their effect on the prediction. The most significant change between both boards
is the increase in clock rate from 1.2 GHz to 1.4 GHz. As a result, applications require
more power to run, which can cause the increase analyzed in Fig. 1. To verify this, a
predictor corresponding to maximum frequency value at runtime is added to the

Fig. 1. Actual power for each application, considering number of threads.

Fig. 2. Performance counter values on each development board considering number of threads
running on the CFD application.
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statistical model. This change decreased the error in the estimate, reaching 14% on
average.

When training the original model, only the execution of 1- and 4-threaded appli-
cations was taken into account, since the goal in [3] was to evaluate the power for
sequential and parallel executions with the maximum number of cores available in the
processor. Therefore, to consider the impact of the level of parallelization used in the
application, a predictor that considers the number of threads (cores) necessary for
execution is added, since the applications are developed with the OpenMP shared
memory multi-thread programming interface [17].

These optimizations allow estimating used power in both versions of the devel-
opment board. Thus, the final statistical model based on linear regression (Unified
Model) is described in Eq. 2.

Yi ¼ b0 þ b1L2DCM þ b2L2DCA þ b3SRINS þ b4BRINS þ b5TOTINS þ b6THREADSþ b7MAXFREQUENCY

ð2Þ

To build the statistical model, the RapidMiner development tool was replaced by
Python. This allows optimizing data cleaning time and the creation process of the
prediction model with the inclusion of embedded libraries within the tool. It also
provides different statistical models with efficient training. In addition, it allows to
easily customize parameters to train each model. Table 1 shows weight bi values after
the model has been trained.

3.3 Evaluating the Unified Model

After training the model, which results in a set of weights that are applied to the
aforementioned predictors, the result is evaluated against the actual power values
measured. The predictions obtained for both Raspberry generations can be seen in
Fig. 3, together with actual power used. Two types of samples are observed – circles
represent the applications run on RPI3B, while triangles correspond to applications run
on RPI3B+ .

Table 1. Weights obtained for each predictor.

Predictor Counter Coefficient Value

– INTERCEPT b0 −2.656
X1 L2_DCM b1 18.437
X2 L2_DCA b2 4.381
X3 SR_INS b3 0.037
X4 BR_INS b4 −0.032
X5 TOT_INS b5 0.169
X6 THREADS b6 0.221
X7 MAX_FREQUENCY b7 3.546
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Finally, prediction errors for each model can be seen in Fig. 4. The X axis lists each
application analyzed, the Y axis represents the model used to run the applications, and
the Z axis corresponds to the percentage error in the prediction. Model 0 corresponds to
the Original Model developed in [3]. In model 1 (Model Opt. 1) clock rate is added as a
predictor. As a last improvement, model 2 (Unified Model) adds the independent
variable that corresponds to the number of threads that the application uses for its
parallel execution.

Fig. 3. Used power prediction for both boards.

Fig. 4. Application prediction error comparison for the improvements proposed in the statistical
model.
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In the Unified Model, the average prediction error taking into account all tests
carried out is 4.45%, the maximum prediction error is 16.95%, and error dispersion or
standard deviation for the sample set is 3.85%.

3.4 Validating the Unified Model

To estimate model accuracy, the leave-one-out cross-validation (LOOCV) technique is
used. This evaluation method is better than residual ones. The main problem with
residual methods is that they do not generate an indicator of how the model behaves
with predictions for applications not included in the training phase.

One possible solution is not using the entire set of applications for training. After
obtaining the model, the set of applications that was removed for training is used to
make the prediction. This type of evaluation methods is known as cross-validation.

Among the different cross-validation variants, the leave-one-out technique is used
in our model, which allows separating the information in such a way that, for each
iteration, a single sample is destined for the test data while the remaining set makes up
the model’s training data. Then, the average of the errors in each iteration is calculated
to obtain the final error for the validation.

Figure 5 shows the error for each iteration with the validation technique used. The
maximum prediction error is 18.46%. Error dispersion or standard deviation for the
sample set is 4.14%. The average error for all iterations is 4.76%, which is considered
acceptable and does not result in great differences between actual and estimated power
to run a parallel application.

Fig. 5. Prediction error percentage for each application.
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4 Analysis of Other Statistical Models

In an attempt to minimize the estimation error of the linear regression statistical
method, various models from the Python’s Sklearn library [18] were studied.

4.1 Support Vector Regression (SVR)

This algorithm is a modified version of SVM (Support Vector Machine) used for
classification in machine learning. SVM generates a hyperplane that separates data
maximizing margin. To create the margin, two lines including all data are defined. Each
predictor used generates one dimension, resulting in a hyperplane with D (number of
predictors) dimensions. Kernels allow decreasing the number of input dimensions.
Finally, Support Vectors refers to all the data enclosed by margin lines [19].

The model generated with this statistical method is evaluated for each application,
obtaining the percentage error relative to actual power consumption. Figure 6 shows
the application errors for each generation of RPI3 for different number of execution
threads (1, 2 and 4 threads). SVR generates an average prediction error of 2.24% and a
maximum error of 17.66%.

4.2 Gaussian Regression (GR)

The regression of the Gaussian process is not parametric (that is, it is not limited by a
functional form) so, instead of calculating the probability distribution of the parameters
of a specific function, GPR calculates the probability distribution over all allowable
functions that fit the data. GPR has several benefits, including good performance in
small data sets and the ability to provide uncertainty measurements on predictions [20].
For this model, the procedure used in the previous method is repeated. Figure 7 shows
an average error of 2.58% and a maximum error of 11.21%.

Fig. 6. Prediction error for each application evaluated with the SVR model.
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4.3 Kernel Ridge Regression (KRR)

Kernel ridge regression is a non-parametric form of ridge regression [21, 22]. The aim
is to learn a function in the space induced by the respective kernel k by minimizing a
squared loss with a squared norm regularization term. The form of the model learned
by KernelRidge is identical to SVR. However, different loss functions are used: KRR
uses squared error loss while support vector regression uses e-insensitive loss.

Fig. 7. Prediction error for each application evaluated with the Gaussian Regression model.

Fig. 8. Prediction error for each application evaluated with the Kernel Ridge Regression model.
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Figure 8 shows that the average prediction error is 3.45%, and the maximum error
is 12.23%.

4.4 Statistical Models Comparison

After generating the prediction models based on the different statistical methods, each
behavior should be analyzed to choose the one with the best performance and the
lowest cost at runtime.

Table 2 shows, for each statistical method, prediction average and maximum error,
as well as the increase in training time compared to the Linear Regression model.

To achieve a training process with lower execution time but higher error percent-
age, the Linear Regression method should be used. On the other hand, if a higher
prediction accuracy is desired, regardless of how long training takes, then the SVR
model is better.

5 Conclusions and Future Work

In this article, power consumption prediction for various parallel applications based on
readings from performance counters present on the RPI3B and RPI3B+ development
boards was discussed.

We considered the possibility of adding to a previously built power model (com-
patible only with RPI3B), new predictors that allow integrating new board generations,
as well as considering the level of parallelism applied to each algorithm.

A statistical power model based on linear regression was designed for multi-thread
applications, and it was validated using samples obtained from the analyzed boards.
The previously created model was optimized by adding the number of threads used by
the application and maximum board frequency as predictors.

Model validation (using LOOCV) yielded an average prediction error of 4.76%,
meaning that power consumption was estimated with a high degree of accuracy for
both boards.

Different statistical techniques were analyzed in an attempt to reduce the estimation
error: SVR, KRR, and GR. These achieved estimation average error reductions
between 22.48% and 49.67%, compared to the Linear Regression method, which help
achieve significant improvements in the prediction. As a disadvantage, there is an
increase in training time as prediction accuracy increases.

Table 2. Average prediction error for supplementary models.

Model Mean error [%] Max error [%] Increase
training time

SVR 2.24 17.66 55.9X
Gaussian Regression 2.58 11.21 1.56X
Kernel Ridge Regression 3.45 14.22 1.25X
Linear Regression 4.45 16.95 1X
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Based on the target error margin for the prediction, one of the different models can
be chosen:

– Linear Regression is simple and requires less training time. Its disadvantage is that
it has a high average prediction error.

– SVR yields the lowest average error, but it is the most expensive method in terms of
training time. Additionally, it does not minimize maximum prediction error.

– On the other hand, GR has a low average error (close to that achieved by SVR), but
with the advantage that it minimizes maximum prediction error.

As a future line of work, we are planning to apply the methodology developed to
the new Raspberry Pi 4 development board. Similarly, we are planning on imple-
menting a tool that collects all required information in real time, applies the proposed
statistical model and generates a report on power consumption for a given parallel
application.
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Abstract. This paper presents a flexible web authoring tool called MoLE for
teachers to build their own mobile learning experiences. MoLE allows teachers
to define learning activities (set of learning tasks within a workflow) that can be
accessed from a mobile learning application. Through MoLE, the reuse of
learning tasks and learning activities is favored so that a community of teachers
can co-create activities and share them. Additionally we present an evaluation of
it in order to assess the usability of the tool for users with different backgrounds.
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1 Introduction

New opportunities are presented in different fields from the mass use of mobile devices.
Moreover, these devices have been widely adopted by users from a wide range of ages,
and for different activities (entertainment, games, social networks, messaging, etc.).
Particularly in education, these devices represent an opportunity for teachers to add
them in their educational proposals as another tool to add to the motivation of their
students. Within this context teachers are called to act not only as creators of educa-
tional materials, but also as creators of mobile-mediated learning experiences for their
students [1]. Such creation and adoption can promote a safe and appropriate use of
mobile devices in educational contexts and serves to carry out what is known as M-
learning [2].

Mobile learning however is more than the use of mobile devices, since it allows, on
the one hand, to learn at any time and in any place and on the other, to take advantage
of the place where the student is to study about the real world that surrounds him at a
given time [1]. The above allows educational experiences to be different according to
the objective of the teacher. On the other hand, this type of learning has been analyzed
from different perspectives: technological, mobility and proper education [1].
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Different proposals for the creation of this type of experiences have been presented
[3–5], however, in many of them it is necessary for the teacher (creator) to know some
technical aspects such as block programming.

In a previous work, we have presented MoLE [6], an authoring tool for designing
mobile learning experiences. MoLE is a web authoring tool that allows teachers to
design, implement and carry out mobile learning experiences in an intuitive and
independent way. These experiences are meant to be used by their students through
mobile devices.

In this work, we present a more advanced version of the web authoring tool where
visual aspects of the user interface were developed, in particular, for the creation of task
sequencing (creation of workflows for human interaction). Additionally, refactoring
was carried out in the proposed API code and its standardized documentation was
generated. Finally, a first test with end users has been carried out to evaluate aspects of
usability of the authoring tool, including the access phase of the activity created using
MoLE from a mobile device.

This paper is structured as follows: Sect. 2 presents related works, Sect. 3 the
implementation of MoLE, Sect. 4 a Validation of the web authoring tool and finally,
Sect. 5 present Conclusions and Futures Works.

2 Related Work

Different approaches for creating mobile applications that can be used in education
have been presented in the literature. In this section we analyze some authoring tools
for this purpose.

App Inventor [3], allows users to generate their own mobile applications using
block programming and allows them to use features such as GPS, camera, storage and
other functionalities provided by the mobile devices. Many users of App Inventor
cannot exploit all of its functionalities since they are not familiar with programming. As
mentioned in [7], users do not use something that is not intuitive.

Vedils [4], is based on App Inventor. This tool incorporates augmented reality and
learning analytics features and it maintains most of the features of the App Inventor [3].
In [8] Vedils tool is studied by a case of use where it is presented for teachers to
develop their own educational activities, but for this, teachers first had to carry out
workshops about programming in blocks assisted by technological experts. In [9] there
is another case of use of Vedils tools to support teaching a mathematics course. Again
in [10] Vedils tool is used to generate an application, this time is added support for
internet of things such as hand gesture sensors or electroencephalography
(EEG) headsets, among other features.

The above suggests that Vedils requires its users advanced knowledge or even more
knowledge about block programming to design and implement learning activities with
mobile devices on their own. Moreover, in the particular case of [9] an extra difficulty
is added since whoever uses the authoring tool must have knowledge of the internet of
things and of connection with peripherals.
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In [11] authors present a proposal to unify the creation of games based on geolo-
cation (given the different amount of methods that exist for this). This article presents,
on the one hand, different patterns that occur in this type of application and on the
other, an implementation in its own language, called LEGaL, which is based on NCL
(Nested Context Language) and XML. The use of LEGaL requires prior knowledge of
the languages on which it is based, in addition to the study of the wide range of options
available to create the application. Its syntax can be confusing for users unfamiliar with
it. In general, because of the above, this tool is not defined for end users.

In [5] authors propose a framework that provides the necessary tools to the
developer to implement mobile applications based on outdoor geopositioning. Its focus
is on microservices that work with Google Cloud, which makes it essential that the
developer has the necessary knowledge about these technologies. Although it is a tool
to generate mobile applications, it is not an authoring tool designed for end users and
its use is through GPS positioning, which limits its use for indoor spaces.

In [12] authors propose a web tool to generate games for mobile devices that can
support virtual reality and geopositioning. Its focus is general purpose games based on
missions (for example, touring a physical space looking for the pieces needed to build a
bomb). Every time you want to make a new game it is necessary to create a new
application without allowing to share missions between games and thus facilitate reuse.
Additionally, this means that different games cannot be accessed from the same app.

In the work done in [13] the focus is on educational experiences, being a platform
that allows the creation of games based on positioning, mainly oriented to closed
spaces. Within the enclosed space, positioning is considered through the use of sensors,
QR codes and Bluetooth beacons. The games are based on a narrative that consists of
different positioned missions. An example of a mission is for the student to collect
“lines of code” on a campus. In a mission, the user receives informative multimedia
content or digital elements (for example, a “line of code”). In this work, the user does
not generate content as part of the missions, but only receives it.

Another work is described in [14], where a web authoring tool is developed so that
mathematics teachers can design learning activities based on positioning, in which
students must go through a series of locations on a map, guided by mobile devices.
Although no specific programming knowledge is required to design an educational
activity with this tool, it is aimed exclusively at the area of mathematics, and the
locations on the map are only used to build a route, so the student does not receive
specific content in each of them.

The tools discussed above do not yet have the necessary flexibility so that end users
without advanced knowledge or programming can design and generate their own
mobile educational applications, even more so that they can be used in both indoor and
outdoor spaces. As a result, in [6], the authors present a preliminary version of a web
authoring tool called MoLE.
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3 MoLE Authoring Tool

Based on the need to have a flexible authoring tool that allows the teacher to create
mobile learning activities, in [6] we propose a work in progress named “MoLE”. MoLE
is a web authoring tool that allows teachers without knowledge about mobile devel-
opment or programming to create their own learning activities to be used mediated by
mobile technology.

The construction of mobile learning activities using MoLE follows the stages pro-
posed in [15] (a conceptual framework). This implies that the learning activity is defined
in terms of the following aspects: tasks (educational content), the physical space where it
will take place, the identification of relevant places within that space (these last two
characteristics are optional since sometimes the learning activity means a free movement
around a non pre defined space, for example a town), the structuring of the task (linear,
sequential or free) and finally indicating in which place of the physical space each
component of the chosen structure will be carried out (optional). Defining the activity in
this way favors the possibility of reusing the aspects involved [15].

MoLE authoring tool allows creating different types of tasks (learning content):

• Multiple choice tasks, where the student who performs the activity must choose the
correct option (could be more than one) from a set of options created by the teacher
(creator of the task).

• Open question tasks, where a text should be written in answer to a question
defined by the teacher (creator of the task).

• Collection tasks, where students collect real-world objects based on a criterion
defined by the teacher (creator of the task).

• Deposit tasks, where students drop the elements recollected in the previous tasks
(or assigned while the learning activity) in an appropriate deposit.

• Tasks for multimedia content, either through capturing images, recording audio or
video that respond to a given statement.

In addition to describe above, it is possible to extend the different types of tasks in
the future and is contemplated in a simple way in order to provide more flexibility to
the teacher when it comes to diagramming the tasks. For example composing different
types of tasks among themselves.

The educational content (represented by task) is structured by a workflow. Each
step indicates the task and the place (optional) within the physical space where it will
be provided (or indicates the order in which tasks should be performed regardless of
location). Finally, the teacher (creator) sets the order. For this, they can choose between
three workflow structures: Sequential, Free (without pre-established order) or Custom.
Figure 1 shows an example of a customized workflow edited from MoLE. In addition,
each learning activity created by a teacher can be reused on any mobile device that has
installed the educational application for mobile devices.
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The type of each task can be single-choice question, multiple choice question, open
question, or multimedia tasks (image captures, video or sounds) according to a state-
ment, collection or deposit of pre-established elements as part of the task.

Figure 2 shows how to create a multiple choice task in particular; in the example
shown in the above figure all the options are correct.

Fig. 1. Workflow creation using MoLE authoring tool.

Fig. 2. Multiple choice task
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The concept of workflow has been implemented considering some of the aspects
described in [16] and [17] where different types of workflows are seen and how each
one can be convenient for different activities and for different user experiences.
According to the authors, an important aspect when designing a workflow is that the
user, in this cases the teachers, get constant feedback of what they are doing.

Figure 2 shows the visual tool to create a customizable workflow.

3.1 MoLE Architecture

MoLE architecture consists of three components that interact with each other: a web
authoring tool, a REST API and a mobile learning application. Figure 3 shows the
architecture of the implementation. Below is a brief description of each one.

3.2 Web Authoring Tool

The web authoring tool guides teachers in the creation of learning activities. Each
learning activity can be composed by tasks of different types. Each task can be done in
a relevant place in the physical space. The authoring tool guides stages of creation
following the conceptual framework proposed in [15] and implements the activities
approach presented in [18]. The front-end of this tool was developed using the libraries
ReactJS1 and Redux2, and for the backend it connects with an API (see Sect. 3.3). The
tool’s source code is public and can be found in GitHub3

Figure 4 shows the home page of the authoring tool. From which it is possible to
select the language, download the mobile learning application (see Sect. 3.4), view the
learning activities already created and create new learning activities.

Fig. 3. Architecture of the proposed implementation

1 https://reactjs.org.
2 https://redux.js.org.
3 https://github.com/cientopolis/MOLE-Authoring-Tool:AuthoringTool-MoLE-.
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3.3 REST API

The REST API component provides an interface to a MongoDB4 database. The API
provides methods to save the generated learning activities and then retrieve them and
be able to consult information about them. This mechanism offers the possibility of
retrieving information from both the web tool (described in Sect. 3.2) and the mobile
learning application (described in Sect. 3.4) and if a new type of device is added
eventually, do so through these same methods.

The API has been designed and developed following methodological guidelines5.
This API was implemented using Loopback6, which uses NodeJS7 and Express8 library
and respect the standards. It is also public and accessible in GitHub9.

Part of the REST API documentation10 generated by Loopback can be visualized in
Fig. 5.

3.4 Mobile Learning Application

With the mobile learning application (available also at GitHub11), students can
download the learning activities (defined with the web authoring tool) from the API
described in Sect. 3.3, allowing in one hand to have multiple learning activities in the
mobile application and in other hand, to execute each one, independently of each other,

Fig. 4. Mole home page

4 https://www.mongodb.com.
5 https://github.com/argob/estandares/blob/master/estandares-apis.md.
6 https://loopback.io/.
7 https://nodejs.org.
8 https://expressjs.com.
9 https://github.com/cientopolis/MoLE-API.

10 https://api-mole.lifia.info.unlp.edu.ar/explorer/#/.
11 https://github.com/cientopolis/MOLE-mobile-app.
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repeatedly. This mobile learning application was implemented considering the aspects
of usability and the lessons learned introduced in [19]. The development was made
using React Native12, which allowed to have a native and multiplatform application.
This application is available for mobile devices with Android version greater than 5.0,
or a version of IOs greater than 10.0.

Particularly when a user (student) wants to access an educational activity for the
first time from the mobile learning application, they must read a QR code of access that
the teacher (creator) gave him. The Fig. 6.a shows the home screen of the mobile
learning application (“Resuelvo Explorando”) that allows the student to read the code
of the educational activity created from MoLE. Figure 6.b shows an educational
activity, called “El barrio va a la escuela” already loaded in the mobile educational
application (“Resuelvo Explorando”) and available to start being used.

Fig. 5. API REST documentation

Fig. 6. Mobile learning application interface

12 http://www.reactnative.com.
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4 Validation

In order to validate the authoring tool we ran a validation with a group of participants
acting as end users. We asked them to use the tool to generate a learning activity with
provided information, and then load the activity on the mobile device. We captured
different data such as completion rate and times, satisfaction, and direct observations
about any issue preventing the participants to complete the assigned tasks efficiently.

The learning experience we selected was based on a document published by
“Dirección General de Cultura y Educación de la Provincia de Buenos Aires,
Argentina” [20], that promotes the use of ITCs as an aspect that cuts through different
curricular areas. This way, a set of potential learning sequences are proposed to the
teachers for them to adapt and enrich. Considering the former, we took a sequence from
this document as a basis for a representative sample learning experience, which con-
sisted in having the students go out and roam the school’s neighborhood, taking
pictures and writing down observations for different points of interest. This activity had
as a goal the creation of a collaborative map of the school’s surrounding.

4.1 Participants and Preparation

We recruited a total 18 volunteer participants with different backgrounds (10 female, 8
male, age x  = 34.3, S = 13,5. The average time of web use per day was 8,40 h, and
average use of mobile devices per day was 6,20 h. None of the participants had
previous knowledge about the web authoring tool or the mobile learning application.

Before running the validation, we prepared a desktop computer (mouse & key-
board) with a browser for participants to use the web authoring tool. We preloaded the
tool with 2 sample activities to emulate a context where the tool is in being periodically
used. The tool was served from a local server, which resulted in an overall fast
response.

A mobile device with Android OS 8.0 (Android Oreo) was also provided, with the
mobile application already installed. This was the device in which we requested par-
ticipants to load the learning activity they created. This allowed us to evaluate non-
obvious aspects of the final stage of the configuration process.

4.2 Design and Execution

All participants were asked to follow through a series of given steps for the creation of
a mobile learning activity, using the web authoring tool. For each session, we measured
time spent for each task separately, success rate for both the creation of the learning
activity and loading in the mobile device, and overall satisfaction. We also captured
demographic data that was informed in the previous subsection.

The detailed set of steps each participant went through was the following:

1. Read an overall introduction. This handout briefly explained the full session, and
the rationale behind the tool, i.e. what it was intended for, and why.
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2. Use the web authoring tool to create a learning activity. The activity contents,
step by step were provided in a handout. Participants had to make sure they enter
the right data in the different fields for each step.

3. Edit the activity’s workflow. Editing the way that the different steps in the learning
activity should be carried is considered as a distinctive part of the creation process.
Participants were required to set a sequential workflow for the 4 steps.

4. Load the activity in the App. After creating the complete learning activity, the
participants had to load it in the mobile application (App) using the provided
device. This consisted in using the device’s camera to read a QR code generated for
the activity within the web authoring tool.

5. Complete Forms. Before ending the session, we asked each participant to complete
their demographic data and a standard SUS questionnaire-

Appendix A includes the complete text for the provided instructions handout, in
original Spanish.

We ran each test with a single participant at a time, using printed instructions and
no (or little) additional assistance. Only when participants were noticeably unable to
complete a step, we intervened with assistance to help them continue, but in those cases
we marked the task as not completed. Besides the total 18 participants, we ran a first
trial session with a first volunteer, which we used to adjust some aspects of the
protocol, and whose results were discarded.

During each session we recorded all the interaction with the web authoring tool via
a screencast capture. This allowed us to measure the completion times and success with
precision after having run the tests.

4.3 Results

The completion times per task are listed in Table 1, along with the completion per-
centages. The completion time for the full activity was between 6:31 and 15:01
(x  = 10:31 S = 0.11). This time was shared between the learning activity creation
(10.84% of the total time in average), the creation of the 4 steps (61.91% in average),
the adjustment of the workflow (9.42%), and the loading & selection of the learning
activity within the mobile app (17.81%). The complete breakdown is shown in the
table.

Regarding the completion percentages, all tasks were completed by 100% of the
participants, except for 3, namely: creation of step 4, workflow edition and the activity
selection within the mobile app. In the case of the former 2, i.e. the creation of step 4 of
the activity and the workflow edition, only one of the participants wasn’t able to finish
(a different participant on each task). It’s worth noting that in both cases the participants
were able to continue, as these tasks were not required for the following ones. In the
case of the activity selection, which was the last task, 2 participants were unable to
finish it. Percentages different than 100% in the table actually reflect these 3 cases.
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With respect to the satisfaction level using the authoring tool, we obtained the
scores for the standard SUS questionnaires, which range between 0 and 100. The
average for all 18 participants was 82.5 (S = 18.51)

4.4 Discussion

The validation’s main objective was to assess the degree to which end users are able to
create learning activities using the proposed web authoring tool. In this regard, the
results are positive, since only 4 times users were unable to complete a given step of the
full activity creation. Being 18 participants following through 8 tasks each, this rep-
resents a 97.22% effectiveness for the overall tasks set, or a 83.3% of users with perfect
effectiveness score (i.e. who completed all tasks). Even if participants had mixed
backgrounds and not necessarily representative of the expected audience, this is not
considered as an critical bias in early tests, given that users with different profiles
usually encounter similar usability problems [21].

Even if there is no reference for comparing completion times, we believe the results
in this aspect were also positive in the sense that most users were able to complete a
given set of tasks in a web application unknown to them with very little hesitation time
in most cases, even more considering that most of the time was spent in typing the
descriptions for the given activities. In fact, after the first trial run, we shortened the
original texts so we could spend more time evaluating the web application’s
interaction.

Satisfaction scores were high, all above 70, except for one outlier of 17.5. This
could mean that participants didn’t consider the tool to be exceptionally worse than the
applications they’re used to operate with, usually more mature than the evaluated
prototype.

Another useful outcome of the validation was the detection of different issues,
either with interaction or conceptual. The main conceptual issue we found was the use
of terminology: not all participants had a clear idea of what the different fields meant
(e.g. description vs. assignment), especially the meaning of workflow which some
participants knew beforehand, but others had to make out from the context, or ask the

Table 1. Validation results

# Task Task description Time (mean) SD (seconds) AVG % of full activity
1 Activity creation 1:08 26,89 10,84%
2 Activity step 1 1:08 36,91 16,53%
3 Activity step 2 2:13 44,17 21,11%
4 Activity step 3 1:23 27,37 13,29%
5 Activity step 4 1:09 33,26 10,98%
6 Workflow edition 0:59 33,92 9,43%
7 Activity loading 0:41 23,72 6,62%
8 Activity selection 1:10 68,60 11,20%

Total 10:31 172,80 100,00%
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facilitators. Interaction also presented issues in aspects like navigation, especially in the
short task on the mobile device - it was not clear for all participants how to tell whether
the activity had been correctly loaded.

5 Conclusions and Future Work

This article presented a web authoring tool for the construction of mobile learning
experiences that optionally consider the position of the student to provide tasks con-
sistent with it. This work includes access to the code repositories of each of the
components of the proposed architecture, and presents a preliminary evaluation of the
web authoring tool from the perspective of the teacher (creator) which carries out a
particular case study used for the evaluation of the tool.

The evaluation we ran showed that end users were able to create a complete
learning activity using the web authoring tool, with 83.3% of them having perfect
completion, and the remaining only finding 1 or 2 problems that didn’t prevent them to
reach the end of the test. Completion times were satisfactory since there we found little
idle times during the evaluations. Having established a baseline, these times can now
be improved in future iteration. We also found interaction problems that need to be
addressed, but they are not critical to the success of the main purpose of the tool that is
enabling end users to create mobile learning activities by themselves.

As future work we plan to improve the development of the authoring tool presented
considering the present evaluation and to propose new evaluations by end users,
considering aspects of learnability and usability of both the authoring tool and the
resulting mobile learning application. We also plan to work in the management of a
community of teachers (creators) who use this tool to design their own learning
activities, in order to get real feedback regarding the tool’s functionality and usefulness.
Another proposal consists in using the modeling approach that implements our tool and
the lessons learned to perform activities that involve data or samples collection (e.g.
images, audio, video, guided observations) to be used in Citizen Science projects.

Appendix

In this appendix we show the original instructions handout (original Spanish).
Prueba de la herramienta MoLE
¡Gracias por participar!
Queremos crear una actividad educativa para alumnos de nivel primario, en la que

se utilizan dispositivos móviles. En esta actividad se le propone a los alumnos salir a
recorrer el barrio de su escuela, tomando fotos y realizando ciertas anotaciones.

Tenemos una herramienta web para crear este tipo de actividades, necesitamos que
la utilices para crear una actividad ya planificada que te mostraremos a continuación.

1. Ingresar a la herramienta web: <url>
2. Crear la actividad con la siguiente información:
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Título: El barrio de la escuela
Descripción: Desarrollar producciones utilizando recursos TI.

3. Crear las tareas de la actividad
3:1. Crear la primera tarea, que consiste en tomar una foto con la siguiente

información:

Nombre: Foto
Descripción: Tomar una foto del frente de una lugar que le resulta de su interés
Tipo de Tarea: Tarea multimedia
Una vez creada, completar con la siguiente información:
Consigna: Tomar una foto del lugar que considere de interés
Tipo de contenido: Foto

3:2. Crear la segunda tarea, que es una tarea de clasificación, con la siguiente
información:

Nombre: Categoría
Descripción: Elegir una categoría de una lista dada
Tipo de Tarea: Opción Múltiple
Una vez creada, completar con la siguiente información. Al momento de crearla es

necesario tildar, una por una, para indicar que cada opción es correcta.:
Consigna: Seleccionar el tipo de lugar

• Escuela
• Biblioteca
• Club
• Negocio
• OTRO

3:3. Crear la tercera tarea, que consiste en una pregunta de respuesta libre, con la
siguiente información:

Nombre: Opinión
Descripción: Indicar el motivo por el cual considera de interés el lugar
Tipo de Tarea: Respuesta libre
Una vez creada, completar con la siguiente información:
Consigna: Contanos por qué te resulta de interés este lugar
Respuesta esperada: Me gusta visitarlo.

3:4. Crear la última tarea, que consiste en una pregunta de respuesta libre, con la
siguiente información:

Nombre: Datos generales
Descripción: Cargar datos del lugar de interés
Tipo de Tarea: Respuesta libre
Una vez creada, completar con la siguiente información:
Consigna: Contanos a qué se dedica el lugar
Respuesta esperada: <en blanco>
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4. Organizar el workflow. Editar la actividad para definir la secuencia en la que el
alumno deberá realizar las tareas. Organizar el workflow de manera secuencial para
que las tareas se sigan en orden, de la 1ra a la 4ta. Guardar.

5. Cargar la actividad en la aplicación móvil. Tomar el dispositivo móvil provisto y
cargar la actividad recién creada.
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Abstract. This article describes an online training course for adult hearing-
impaired individuals who use hearing aids or cochlear implants. This training
course developed in HTML5 and JavaScript consists of a set of training
activities to be solved online. The originality of this development is the recre-
ation of a virtual scenario where a hearing-impaired person faces a job interview
situation. This simulation strategy with multimedia features is based on a series
of videos that recreate an office scenario where an interviewer asks questions
that the interviewee must answer by choosing one of the options presented after
every interviewer's question. The simulator prototype and the other activities
make up a website developed in HTML5 and the PHP programming language.
The user requires identification to have access to the site which has the ability to
store in a MySQL relational base, the data of each registered person including
the educational activities that he is carrying out each time he enters the training.
The design of the proposal includes a pilot experience for the evaluation of the
tool by a group of users by means of online surveys and personal interviews.
According to the results, the optimization of the tool is foreseen for its subse-
quent implementation.

Keywords: Hearing impaired � Educational simulators � Technology applied in
education

1 Introduction

1.1 Hearing-Impaired People and Their Limitations

One of the ways in which the existence of limitations for the full development of
disabled people can be addressed is the approach to learning and participation barriers,
based on the social model of disability, which states that the limitations or restrictions
disabled people face are mainly social [1].

In the case of people with hearing impairment, communication and discrimination
were identified as the two major obstacles for their development, their independent
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evolution and their active participation in the construction of their rights and satis-
faction of their needs.

A person with severe hearing loss faces significant consequences on his general
development and thus his educational and work alternatives can be limited.

Current technology can provide a variety of appropriate tools to diminish the social
environment and communication limitations people with hearing disabilities usually
face. These information and communication technologies (ICT) already have been used
as tools for educational purposes in general, whereas multimedia has been used for
dynamic interaction, simulation and communication processes for special educational
needs [2].

1.2 New and Advanced Hearing Aid Technology

Hearing aid technology has improved considerably in the past decades providing
efficient therapeutic benefits to people with severe or profound hearing impairment
(deafness). Technological development thus contributed to the creation of various
devices, systems and resources to help communicative interaction in difficult listening
situations.

In the case of hearing-impaired individuals, there are already technological
instruments that are being constantly developed to optimize the quality of life of people
with hearing loss, providing them better accessibility and, therefore, enhancing their
personal autonomy. This is the case of hearing aids and cochlear implants (CI). These
devices allow people with hearing impairment to understand the oral information they
receive from their environment more accurately.

On the one hand, modern hearing aids based on digital technology can be adapted
to individuals quite precisely and effectively. These devices have a processor which
allows speech therapists to program their sound software very precisely and adjust it to
the characteristics of the individual’s hearing loss. This fact makes the performance of
modern hearing aids significantly superior to the previous analog headphones.

During the past 30 years, the cochlear implant has become the routine treatment for
severe to profound hearing loss. The cochlear implant consists of a prosthesis that
transforms acoustic signals into electrical ones. A cochlear implant consists of an
external part, generally worn behind the ear, and an internal one. The latter is intro-
duced into the cochlea by surgical intervention. In this way the acoustic sound waves
captured by the external part of the device reach the internal part through the receiver.
These acoustic sound waves are then transformed into electrical signals which are
passed on to the brain through the auditory nerve [3].

Another instrument that begins to be used is the Modulated Frequency system,
which consists of an accessory used by people either with hearing aids or cochlear
implants to improve their oral understanding of speech-in-noise (SIN) such as in
classes, meetings or conferences. This device consists of a microphone that is located
close to the sound source and that transmits the signal to a receiver that is placed in the
hearing aid or implant, thus making oral messages sound and clear.
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1.3 Technology as Basis of the Educational Project

The project presented in this work was developed with a multidisciplinary approach,
with the intervention of specialists in virtual education, a computer programmer, a
graphic designer, and the central idea and fundamental participation of a teacher with a
typology of postlocutive hearing loss.

The high visual character of the project, accompanied by written text, confirms that
computer technology is capable of providing highly effective tools for the design of
educational strategies for hearing impaired people.

The use of technology to increase, maintain or improve the functional capacities of
these individuals has become an essential resource, which includes training and training
actions, such as those described in this paper.

This research and development project were proposed as the basis for a Master’s
Thesis in Applied Information Technology in Education of the Faculty of Informatics
of the National University of La Plata. The proposal is intended for the training of
hearing-impaired adults who use hearing aids, assuming that the majority of educa-
tional proposals are intended for children, so that hearing-impaired adults are a rarely
considered age group in learning situations.

The training is aimed at supporting the insertion of these individuals in working
life, for which an admission interview situation is reproduced, using a simulator based
on video sequences articulated with JavaScript, included in a website specifically
developed in HTML5, which also provides content with text and multimedia format, as
well as the proposal of interactive activities prior to the use of the simulator itself.

This article enlarges with greater precision the description previously made in the
work presented in October, 2019 at the XXV Argentine Congress of Computer Science
(CACIC 2019) [4]. The conceptual framework of multimedia learning, the detail of the
simulator structure and the planning of the training evaluation stage as a whole are
depicted here.

Although these instruments reduce the communication barriers suffered by the
hearing impaired people, the limiting factor is their availability, due to their high costs
and the small number of countries in which they are manufactured.

2 Conceptual Approaches

2.1 The Emotional Influence on the Learning of Hearing-Impaired
Individuals

Unlike other types of disabilities, such as visual or motor impairment, hearing loss is
not noticed at first sight by a normal hearing person. A priori ignorance of the situation
of the hearing impaired obliges him to permanently report his hearing loss situation.
This reiteration of their limiting condition negatively affects their emotional state and
their self-esteem, so it eventually causes their social isolation. It is important, then, to
use different means to facilitate their incorporation into their socio-cultural environ-
ment, in which orality predominates. In this sense, we understand that education and
training are fundamental factors to achieve this goal. The educational proposal that we
develop through a simulation strategy seeks to provide the apprentice with a previous
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experience, which by its own emulation characteristic of a real situation trains the
individual not only to choose suitable answers, but also confronts them with a situation
which involves the management of emotional skills, in order to facilitate their subse-
quent performance and improve their autonomy in a situation of an admission job
interview in real life.

2.2 Design as a Contribution to Communication

Communication design acquires a fundamental cognitive role in learning and knowl-
edge; which is increasing along with nowadays technological development. The pre-
sentation of knowledge and communication fundamentally need the intervention of the
design to be mediated by an interface that can be perceived and assimilated [5]. For an
effective communication, the design must consider elements of different hierarchy
based on a defined structure, taking into account the sensory management, that is, the
appropriate choice of stimuli which will guide users keeping their attention, thus
reducing the complexity of knowledge and contributing to clarity and understanding.

The way in which information is structured in digital media determines the user
interaction. This can take for example a non-linear form, such as hypertext or have an
interlaced structure where the user can choose how to move within a network of
semantic nodes [6].

Current multichannel media require high competence to successfully manage the
most appropriate way to present information to the user: sound, music, voice, typog-
raphy, images, movies, movement. The cognitive load, defined as the demand for
information processing that each task implies, varies according to the contents or
activities of a multimedia educational material. As the information processing capacity
of individuals is limited, the challenge to design these materials is to avoid the demand
on information processing or cognitive load. According to Mayer [7], to achieve this
we can:

• Reduce the superficial processing of information caused by design errors which
does not contribute to the appropriation of information.

• Optimize the essential processing of information, required to organize and represent
it in working memory.

• Promote the generative processing of information, aimed at understanding infor-
mation and relating it to previous knowledge.

According to Mayer, cognitive theories argue that the process of acquiring
knowledge taught through intentional instruction begins in sensory memory. There, the
stimuli of the environment are perceived, and the learning process begins. In a second
moment, working memory, through the attention process, selects some stimuli and
processes them to construct cognitive schemes, which vary in degree of complexity,
based on their integration with knowledge recovered from long-term memory and
returns to be stored in this latter memory.

Sensory memory uses an independent channel to capture the stimuli that each sense
perceives, that is, the sounds perceived by the ear are received in the auditory or echoic
channel, while the graphics and texts that visualize the view, in the visual channel. Like
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sensory memory, working memory also includes two channels: one for processing
visual information and one for auditory.

Due to the complexity of the steps in the processing of a multimedia message, an
adequate analysis is necessary to design effective messages. This complexity, which is
present in normal hearing individuals, is accentuated in hearing impaired individuals,
who may have deficiencies in auditory sensory memory and working memory, atten-
tion and processing speed [8].

From a more general point of view, it is essential to consider the most frequent
possible accessibility barriers in the design. The development phase involves the
written text, the video material, the web pages and multimedia resources. It also
includes the student’s activities and the evaluation instance. Due to the diversity of
tasks, this phase is more likely to unintentionally introduce accessibility obstacles,
mainly in web development [9].

To avoid these barriers, at least the following recommendations should be con-
sidered for all content and activities: 1. Transcription of texts for audios or podcasts. 2.
Subtitling of videos with sound content. 3. The use of written language appropriate to
the competencies of the recipients. These recommendations are limited to materials
intended for individuals with postlocutive hearing loss, who can interpret written
language. In materials intended for hearing impaired people who do not access this
language, translation into sign language should be considered, although this option
exceeds the scope of this work.

2.3 Simulators as a Pedagogical Strategy

The use of simulation for training purposes began in the field of military training
several decades ago. It was then disseminated to other disciplines, mainly in the
economic sciences and is currently a fundamental strategy in the teaching of medicine,
engineering and other areas of knowledge. At present, modern and sophisticated
simulators, many of them based on artificial intelligence, which can reproduce real
scenarios, have been developed [10].

In the present article we will refer to the process in which a model is created to
replace real situations with artificially created ones, but where the model reproduces the
appearance, structure and dynamics of the system [11]. The simulation consists of a
simplified and artificial experimental environment, but with enough plausibility to
provoke authentic reactions on the participants, since the aim is to instruct them about
some real-world situations. The basic idea is to create experiential situations which
participants can then transfer to real life.

One of the classic educational theories that sustains the use of simulators is the
concept “learning by doing” developed by Dewey [12], which is now widely natu-
ralized in the educational fields. By generating a direct link between theory and
practice, new knowledge can be applied and obtained from discovery, as well as the
validity of theoretical concepts. For this purpose, the student must have a direct
experience generated by an authentic problem that motivates their interest, thus being
able to build the necessary knowledge to solve it [13]. The problem to be solved should
resemble “real” problems, regardless of the “academic” type of problems, without
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direct connection with real life. This approach to learning by doing leads students to be
personally involved with a problem that is significant to them.

Within this framework, current simulators developed based on technology are
fundamental in the construction of meaningful knowledge; that is, they can be the
solution to the decontextualization of learning.

From the emergence of the concept of situated learning, Brown, J. and his col-
laborators suggest that educational activities and the acquisition of concepts must take
place in the environments in which learning takes place. The construction of knowl-
edge is generated dynamically, through interaction with the situation. The authors
declare that “knowledge is located, being partly a product of the activity, context and
culture in which it is developed and used” [14].

Simulators can represent an alternative that resembles the context of reality, pro-
moting situated learning, if they present to the learner an environment credible enough
to resemble a real system.

Another theoretical support for the use of simulators in learning is the constructivist
learning environment model stated by Jonassen [15], which emphasizes the involve-
ment and commitment of the learner in the construction of his own knowledge. When
considering a problem through a simulation, there are three components of Jonassen's
model that are present: the context of the problem, the simulation itself and a
manipulation space that allows the learner to appropriate the problem and interact with
it. This interaction allows the learner to influence and modify the environment, thus
achieving significant learning [16].

In the educational proposal, the simulator, the teaching materials and the proposed
activities must be designed in such a way that they allow the apprentice experience a
learning process through the anchoring of new knowledge in those already available:
that is, he can use his preexisting knowledge as an ideational and organizational matrix
that will facilitate the incorporation, understanding, retention and organization of new
ideas.

3 Educational Proposal

3.1 Recipients

This proposal under development is primarily intended for people with different
degrees of hearing loss who use hearing devices (hearing aids or cochlear implants),
who have secondary or tertiary level of education and aspire to obtain a job.

3.2 Aims

It was determined as a general aim to guide and prepare the target individuals of the
proposal to successfully resolve the instances of a possible job interview. Specific
objectives are to familiarize the student with the use of a simulator as a learning
resource, develop experience in decision-making that promotes successful responses in
a job interview and train him to acquire effective communication techniques.
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3.3 Design and Characteristics of Materials and Activities

The training proposal consists of several instances, which are presented to the
apprentice through the website developed for this purpose. The first action required is
enrollment, where the apprentice must complete minimum personal data that allows
identification, which will be necessary in individual activities and assessments. The
teaching materials are presented in text, images and video format, as learning instances
of different aspects related to the skills necessary to face the interview situation, rep-
resented in the last instance by means of the multimedia simulator.

The resources in text format were included because they are considered essential to
train people with hearing loss [17]. Since people with hearing loss develop predomi-
nantly visual memory [18], materials based on images, infographics, presentations and
subtitled videos were included.

Formative evaluations were prepared on the different contents. These evaluations
are presented in a multiple-choice question type with automatic and immediate qual-
ification, including a specific feedback on each item. The training includes collabo-
rative activities in the form of group tasks, to promote interaction and communication
between participants.

The simulator prototype has included the recreation of scenarios and the interaction
with them, considering different behavior patterns, also stimulating the development of
competences linked to the teaching and learning process [19, 20].

The cognitive functions that this simulator aims to stimulate are:

Attention and concentration, which facilitates the understanding of oral language.
Memory, to remember appropriate attitudes and language for an interview
Executive, to plan activities
Language, for more effective communication.
Perception and recognition or emotional intelligence, understood as the cognitive

ability of a person to understand the emotional universe of another. The orientation in
this sense is considered necessary due to the fact that the emotional experience of
hearing impaired people can affect or distort the identification of emotions that are
perceived in others.

3.4 Technical Development

The educational resource is presented as a website developed in HTML5 and the PHP
programming language.

For the design, the Materialize framework, based on Material Design was used on
the client side. Materialize has a grid system that generates a responsive design,
adaptable to different formats and devices.

During development, we chose to follow the MVC architecture pattern (Model-
View-Controller) together with the Twig template engine to improve the maintenance
and scalability of the software.

Among its features, Twig allows to define the framework of a site, making all pages
fit to it. With this engine the content of the structure has become independent, as well as
able to eliminate repetitive code.
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The site works with a MySQL relational database, managed through the
PhpMyAdmin tool to store the required information to each user in the access instance,
as well as the educational activities that it is carrying out.

The interactions with the user are managed by JavaScript using JQuery as a
framework to facilitate this work. This allows communication to be more enjoyable,
responding to the actions taken by the user through the graphical interface. AJAX was
also used for asynchronous communication, obtaining results without the need to
reload or switch to other page of the website.

The mail system, used to validate user registration and recovery, was implemented
under an SMTP server configured with the PHPMailer library.

The simulator prototype was initially developed using the online tool called
“Decision Scenario”, which is part of the 40 free educational instruments based on
multimedia technology offered on the H5P portal (http://h5p.org). This tool was
selected for its user-friendliness, thanks to its intuitive interface, which does not require
knowledge of programming languages to design the decision tree architecture. It is a
new tool of the H5P set, developed in HTML5 and JavaScript. The H5P portal, it
should be noted that it is completely free and open source, community development
[21], designed under license from the MIT (Massachusetts Institute of Technology).

For the selection of this open source tool, its ease of use and its wide potential were
considered.

Several stages were followed in the construction of the simulation system [13]:

• The definition of the problem to be solved and the delimitation of the limits of the
system that was to be simulated. In this case, the training of hearing-impaired
individuals was raised in a job admission interview situation. As mentioned, the
system was delimited for cases of postlocutive hearing loss compensated with
technological devices, such as headphones, hearing aids or cochlear transplantation.
This delimitation of the recipient implies certain characteristics of the simulator,
such as the absence of a sign language translation, since the recipients, in principle,
understand written language.

• The design of the model, starting from flow charts or blocks to the preliminary
experimental design. The prototype flowchart was made directly with the H5P tool
itself, which offers the possibility of generating the diagram, relating the flows and
editing the steps for the necessary changes or corrections (see Fig. 1). This tool
supports text, images and video in its content, and offers two interchangeable
interface types, which facilitate the design of the material: a preview interface that
shows the author the results of its production, and a specific interface that allows the
construction of the Navigation scheme in the form of a diagram.

• The translation of the model into computational language. Although in a first
approach the prototype was developed with H5P, it was decided in a second stage
the direct inclusion in the website by programming it, so that all user interactions
can be stored to evaluate the correct and incorrect paths followed by each one.

• The verification of the operation and verification of the validity of the model. The
development of the prototype made in H5P is currently under verification.

• Experimentation and implementation. The simulator will soon be implemented with
a group of volunteers.
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This type of simulator does not require artificial intelligence. It is based on bran-
ched options, so it has low processing requirements. The user has three or more choice
options in a sequence of events that represent the different steps of the interview.

The decision scenario consists of a branched series of job interview situations
represented by videos filmed with real actors, where the interviewer character asks
questions that will require the interviewed user to make decisions regarding the dif-
ferent response alternatives, obtaining a score that will be added in accordance with the
assessment previously assigned to each response. If the user chooses an inappropriate
response, he must go back to reflect on the choice made and try again for a better option
based on the knowledge acquired during the previous training. The participant moves
forward in the simulator path only if he takes the most appropriate option as seen in the
study material.

During the simulation, participants must go through the 8 (eight) steps that make up
the proposal, making decisions about 23 (twenty-three) options.

In this way, it seeks to train the hearing impaired people to face a job interview
successfully related to aspects such as communication skills, control of emotional
aspects and appropriate information they must provide to the interviewer regarding
their disability.

Fig. 1. Partial view of the flow chart built in H5P (https://h5p.org/node/723193)
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4 Planning a Future Evaluation of the Project

4.1 Methodology

The didactic usefulness of the simulator will be evaluated through an opinion survey
conducted on the participants in order to collect information about the learning process
results on certain aspects such as: the application of theoretical concepts, attention,
memory, communication strategy and emotional intelligence are improved at the time
of the job application interview. The aspects to be evaluated are: the potential of the
tool to decide on the most appropriate communication strategies, the participant's
attention to his body language and the interviewer's one, the application of what has
been learned, self-control under stressing situations.

4.2 Sample

The sample will consist of an initial group of recipients with the characteristics already
explained, who wish to apply for a job. His previous experience in the use of digital
technology in general and simulators in particular will be considered, which will be
obtained through an online questionnaire made at the time of registration.

4.3 Information Collecting Tools

Online Survey. The instrument will be a survey with an online form format based on a
Likert-type scale, which will gather the opinion and perception of the participants
regarding the following aspects:

a) advantages related to the use of the simulator
b) functions enhanced with the interaction promoted by the simulator
c) skills they consider having developed
d) acquired communication skills

On the other hand, the collected pieces of information will be about how the training
has contributed to the assimilation and retention of information, the application of
searching strategies and the treatment of information, organizational skills, interest in
applying for a job, motivation to adopt or maintain a competitive job position,
development of emotional intelligence, decision-making skills under pressure levels,
problem-solving skills and abilities to move in the normal world.

Personal Interviews. Personal interviews will be conducted to a group of participants
to enlarge the answers obtained from the simulator data analysis and the survey
responses.
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5 Conclusions

The work has presented the foundation, design and functionalities of a simulator aimed
at job interviews with hearing impaired people, although it is adaptable to other edu-
cational functionalities for people with hearing disabilities.

The design has placed emphasis on communication, interactivity, simplicity for the
user and collaborative activities.

An evaluation of the tool by a group of users that will constitute a pilot experience
is in the elaboration stage. The evaluation will be carried out through online surveys
and personal interviews. According to the results, the optimization of the tool is
foreseen for its subsequent implementation.

6 Future Work

Once the simulator currently under development on a conventional PC platform has
been tested and validated, work will be done to optimize a multiplatform version with
the purpose to offer the possibility of its use on mobile devices. The project will be
open to modifications according to the results of the online survey and personal
interviews obtained through the pilot experience. The improvements can be imple-
mented both pedagogically and technologically with the participation of the multi-
disciplinary team of specialists.

For the next stage, the diversification of the educational aim delimited to the use of
simulation for a job interview is presented with the purpose of offering new possi-
bilities with the same basic platform and other content oriented to the specific problem
of hearing loss.
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Abstract. Participation of undergraduate students in research projects allows to
detect their vocations so they can develop their career as researchers in the
academic field and/or recognize the importance of research in an industrial
context. The objective of this study is to find the relationship between charac-
teristics of undergraduate thesis students and their link with research projects
implemented in the University of Morón (UM), as well as to identify the thesis
students who have experience in other activities linked to research. To meet this
goal, a set of experiments was performed using the Kmeans, Expectation
Maximization, J4.8, Naïve Bayes and BayesNet algorithms; along with WEKA
and Elvira environments. The experiments results showed that the reason for
thesis topic choice is the attribute of greater incidence in research projects
participation, as well as in other research activities proposed in the Thesis
Seminar.

Keywords: Computer science undergraduate thesis students � Profiles �
Research projects � Data mining

1 Introduction

The application of data mining to solve different types of problems in the field of
Education has experienced a great boom in the last decade. Educational Data Mining
(EDM) is a discipline that is concerned with developing methods for extracting useful
information from data generated in educational environments and using the data to
improve such environments. The information thus obtained becomes an indispensable
input for decision making [1].

In the international context, previous publications have shown that data mining can
be used to detect students at risk of abandoning their studies. Luan [2] successfully
applied data mining techniques to predict which groups of students might drop out; Lin
[3] used data mining techniques to optimize efforts to retain students. Researchers at
Bowie State University developed a system based on data mining that allows the
institution to identify and assist students at risk of abandoning their studies [4].
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In recent years, the University of Morón, through the Secretariat of Science and
Technology (SeCyT-UM) has prioritized research within its strategic plan. The presen-
tation and the development of research projects is aimed at stimulating and strengthening
systematic activities in the UM that are closely related to the generation, improvement
and application of knowledge in Science and Technology. It is expected that this effort
will promote - within the science and technology fields - research and innovation, human
resources training, dissemination activities, technological services (databases, special-
ized library, etc.) development and knowledge transfer to the community [5].

This study aims at defining the profiles of students who have participated in
research projects for their bachelor’s or undergraduate degree. Additionally, it intends
to characterize students who have experience in writing scholarly articles and have
given presentations at scientific events, even if they have not taken part in a UM
research project. We intent to complement our previous work [6].

Section 2 describes Related Work, Sect. 3 describes each of the steps performed in
the Development of the data mining process; finally, Sect. 4 presents the Conclusions
and Future Work.

2 Related Work

In previous works [7], the authors conducted a Systematic Mapping Study (SMS) fol-
lowing the process proposed in [8]. In this section, some of the SMS elements are
synthetized: Objective, Research Questions, Search String, the Data-Extraction Form
used, Classification Scheme for primary studies and Distribution of Studies according to
the proposed classification. A list of primary studies used for the SMS can be found in
the Appendix: https://doi.org/10.6084/m9.figshare.11852637.v1.

The aim of the SMS was to analyze the state of the art of educational data mining in
higher education, in order to answer the following research question (RQ): What is the
state of art of educational data mining in higher education?

To answer the proposed research question (RQ), it was broken down into 5
questions (RQ1–5) (see Table 1).

Table 1. Research questions.

Question Motivation

RQ1: What is EDM (Educational Data Mining)
intended for?

To find out what is solved with data
mining in the educational context

RQ2: What methodologies are used to apply data
mining in higher education academic
institutions?

To identify the mostly used methodologies
in higher education academic institutions

RQ3: Which tools and programming languages
are used to perform data mining?

To find the mostly used tools and
programming languages

RQ4: Which algorithms are applied? To determine which data mining
algorithms are the mostly used to solve
problems in higher education

RQ5: What types of research are presented in the
articles?

To classify the primary studies according
to Wieringa [9]
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Table 2 shows the search strings used.

Table 3 shows the data extraction form, which is composed of two parts: 1)
metadata of the primary studies, 2) research questions dimensions and categories.

Table 2. Search strings.

S1: Data Mining AND Higher Education
S2: Educational AND Data Mining
S3: Educational AND Data Mining AND Higher Education
S4: Data Mining AND Higher Education

Table 3. Data extraction form.

Metadata ID: article registration identifier, search string, Year, Title, Author(s),
Source (Name of Congress or Journal), Type of Publication
(R = Journal, C = Congress), Search source, Country, Keywords,
Citations (APA), Number of Citations, Problem, Proposal, Results.

RQ/Dimension Categories
RQ1/Contribution: Academic performance, student behavior, student dropout, profiles

analysis/classification, educational quality, student procrastination,
gender differences in university applicants, student employability,
cooperative education, does not mention

RQ2/Methodologies: KDDa, CRISP-DMb, SEMMAc, does not mention
RQ3/Tools and
Languages:

WEKA, Rapid Miner, Knime, Orange, Python, other, does not
mention

RQ4/Algorithms: Naïve Bayes, Clustering in general, J4.8, Decision trees
(unspecified), K-means, Neural Networks, Prediction in general
(unspecified), ID3, other

RQ5/Types of
research:

Evaluation, validation, solution proposal, experience report,
comparison, opinion

aKDD: Knowledge Discovery in Databases.
bCross Industry Standard Process for Data Mining.
cSEMMA methodology is defined by SAS Institute Inc.
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Table 4 shows the classification scheme.

The search chain was applied, and 160 articles were found. Then, the selection
process was applied, and 110 primary scientific articles were found, which were
selected for analysis and for answering the research questions (RQ) (see Table 5).

Table 4. Classification scheme.

Contribution: Academic performance, student behavior, student dropout,
profiles analysis/classification, educational quality, student
procrastination, gender differences in university applicants,
student employability, cooperative education, does not
mention

RQ1

Methodologies: KDD, CRISP-DM, SEMMA, does not mention RQ2
Tools and
programming
languages:

This dimension considers the tools and programming
languages used for data mining processes: WEKA, Rapid
Miner, Knime, Orange, Python, other, does not mention

RQ3

Algorithms: This dimension considers data mining algorithms: Naïve
Bayes, Clustering in general, Decision trees (unspecified),
J4.8, Decision trees (unspecified), K-means, Neural
Networks, Prediction in general (unspecified), ID3, other

RQ4

Types of research: Evaluation, validation, solution proposal, personal
experience, comparison, opinion

RQ5

Table 5. Synthesis of primary articles.

Research
questions/(RQ)

Distribution of primary studies by research questions

What is solved?/
(RQ1):

Academic performance: [EP4], [EP6], [EP9], [EP11–EP12], [EP16–EP18],
[EP20–EP29], [EP31], [EP33], [EP36], [EP40–EP41], [EP43], [EP45],
[EP47–EP50], [EP54], [EP57–EP59], [EP61–EP62], [EP65], [EP67–EP68],
[EP73], [EP79], [EP81], [EP83–EP84], [EP86], [EP88–EP90], [EP92], [EP94],
[EP97–EP98], [EP100], [EP102–EP104], [EP107–EP110]
Student Behavior: [EP74], [EP96], [EP98], [EP100], [EP103–EP104], [EP106]
Student dropout: [EP2], [EP-21], [EP27], [EP37–EP38], [EP44], [EP60], [EP62],
[EP82], [EP84–EP86], [EP90], [EP92], [EP106–EP108]
Profiles analysis/classification: [EP1] [EP6–EP13], [EP17–EP19], [EP23], [EP27],
[EP46], [EP51], [EP53–EP54], [EP57], [EP59], [EP65], [EP67–EP68], [EP74–
EP75], [EP79], [EP90], [EP94–EP96], [EP101-EP102] [EP1], [EP6–EP13], [EP17–
EP19], [EP23], [EP27], [EP46], [EP51], [EP53–EP54], [EP57], [EP59], [EP65],
[EP67–EP68], [EP74–EP75], [EP79], [EP90] [EP94–EP96], [EP101–EP102]

Student Procrastination: [EP30], [EP42], [EP51], [EP55], [EP58–EP59], [EP63–
EP64], [EP69–EP70], [EP76], [EP78], [EP80], [EP86], [EP88–EP89], [EP91–EP93],
[EP95–EP96], [EP99], [EP100–EP102], [EP105]

Gender Differences in University Applicants: [EP34]
Student Employability: [EP52]
Cooperative Education: [EP35]

Does not mention: [EP3], [EP4], [EP5], [EP14], [EP32], [EP39], [EP66], [EP71],
[EP77], [EP87]

(continued)
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Table 5. (continued)

Research
questions/(RQ)

Distribution of primary studies by research questions

Methodologies/
(RQ2):

KDD: [EP2–EP3], [EP26], [EP29], [EP47], [EP54–EP55], [EP57], [EP62], [EP67–
EP68], [EP77], [EP79], [EP84], [EP90], [EP94], [EP100–EP101]
CRISP-DM: [EP1], [EP27], [EP30], [EP44], [EP82], [EP86], [EP109].
SEMMA: No study performed

Does not mention: [EP4–EP25], [EP28], [EP31–EP43], [EP45–EP46], [EP48–EP53],
[EP56], [EP58–EP61], [EP63–EP66], [EP69–EP76], [EP78], [EP80–EP81], [EP83],
[EP85], [EP87–EP89], [EP90–EP93], [EP95–EP99], [EP102–EP108], [EP110]

Tools and
Languages/
(RQ3):

WEKA: [EP2–EP3], [EP21], [EP24], [EP31], [EP39], [EP41], [EP46], [EP48–EP49],
[EP60–EP62], [EP66–EP68], [EP73], [EP76], [EP79], [EP83–EP84], [EP90–EP91],
[EP94], [EP96–EP97], [EP99–EP100], [EP103], [EP106–EP110]

Rapid Miner: [EP3], [EP23], [EP30], [EP38–EP40], [EP64], [ÈP85]
Knime: [EP3]
Orange: [EP3]

Python: [EP52], [EP75], [EP82], [EP91]
Other: [EP3], [EP17], [EP18], [EP25], [EP39], [EP44], [EP46], [EP54–EP55],
[EP69], [EP72], [EP78], [EP81–EP82], [EP91], [EP98], [EP104].
Does not mention: [ÈP1], [EP4–EP16], [EP19–20], [EP22], [EP26–EP29], [EP32–
EP37], [EP39], [EP42–EP43], [EP45], [EP47], [EP50–EP51], [EP53], [EP70–EP71],
[EP74], [EP77], [EP80], [EP86], [EP88–EP89], [EP92–EP93], [EP95], [EP101–
EP102], [EP105]

Algorithms
(RQ4):

Naïve Bayes: [EP2–EP4], [EP6–7], [EP12], [EP17], [EP24], [EP31] [EP41], [EP45],
[EP48–EP49], [EP52],[EP55], [EP59–EP60], [EP62], [EP65–EP66], [EP73], [EP78–
EP79], [EP81–EP82], [EP87–EP88], [EP94], [EP96] [EP99–EP100], [EP104],
[EP106–EP107], [EP109–EP110]
Clustering in general: [EP1], [EP8], [EP15–EP18], [EP23], [EP27–EP28], [EP42–
EP43], [EP51], [EP54], [EP67], [EP77], [EP83], [EP86], [EP89–EP91], [EP97],
[EP101], [EP110]
J4.8: [EP21], [EP23–EP24], [EP31], [EP38], [EP40], [EP45–EP46], [EP48], [EP55],
[EP58–EP59], [EP61–EP62], [EP73], [EP76], [EP83], [EP90], [EP94], [EP100],
[EP107], [EP109]
Decision Trees (unspecified): [EP10], [EP19], [EP57], [EP72], [EP78], [EP102],
[EP108]
K-means: [EP17–EP18], [EP23], [EP30], [EP34], [EP37], [EP39], [EP40], [EP59],
[EP63], [EP65], [EP80], [EP83], [EP101], [EP110]
Neural Networks: [EP2–EP3], [EP6], [EP13–EP14], [EP19], [EP25], [EP28], [EP45],
[EP59], [EP75], [EP79], [EP86], [EP88], [EP92]

Prediction in general (unspecified): [EP4], [EP6], [EP9], [EP11], [EP42], [EP77],
[EP91], [EP97]

ID3: [EP46], [EP68], [EP79], [EP90], [EP100], [EP103], [EP108]
Other: [EP1], [EP14], [EP15], [EP17], [EP19–EP23], [EP27–EP28], [EP29], [EP31–
32], [EP35], [EP37], [EP40], [EP42], [EP44–EP45], [EP48], [EP52], [EP55–EP57],
[EP59–EP67], [EP69], [EP72–EP73], [EP75–EP82], [EP85], [EP88], [EP90-EP91],
[EP94], [EP97], [EP101–EP109]

(continued)
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From a total of 110 primary studies analyzed, some studies define student profiles;
nevertheless, the relationship with research projects of their university is not addressed
in the profiles characterization. These studies do not discuss whether the students wrote
scholarly articles and/or participated in scientific events. We acknowledge that our
SMS is not absolute; however, it has allowed us to find the characteristics considered in
other research studies in order to define student profiles.

3 Development

In order to find the information, the steps of the KDD process (Knowledge Discovery
in Databases) [10] were applied, in correspondence with previous studies [11] and [12].
The steps, along with the tasks carried out for each of them, are described below.

3.1 Data Integration and Collection

In the present study, surveys of students who got their degrees during the last 10 years
were used. A record of research projects implemented in the UM has been kept for such
period, which resulted in a sample of 97 records composed of 47 graduates with a
Bachelor’s Degree in Computer Systems and 50 graduates with a Bachelor’s Degree in
Computer Engineering.

Table 5. (continued)

Research
questions/(RQ)

Distribution of primary studies by research questions

Types of
Research
(RQ5):

Evaluation: [EP2], [EP4], [EP7–EP9], [EP12–EP20], [EP22–EP25], [EP27–EP32],
[EP37–EP38], [EP43], [EP46], [EP49–EP50], [EP54], [EP57], [EP63], [EP66–
EP67], [EP72–EP76], [EP79], [EP81], [EP84–EP85], [EP87–EP100], [EP102],
[EP104–EP110]

Validation: [EP2], [EP9], [EP27], [EP61], [EP86–EP88], [EP90], [EP96–EP97],
[EP102], [EP104–EP108], [EP110], [EP2], [EP9], [EP27], [EP61], [EP86–EP88],
[EP90], [EP96–EP97], [EP102], [EP104–EP108], [EP110]
Solution Proposal: [EP5], [EP6], [EP9–EP11], [EP14], [EP19], [EP44], [EP50],
[EP54–EP55], [EP58–EP65], [EP67–EP69], [EP78], [EP80–EP87], [EP92], [EP95],
[EP99]
Experience Report: [EP1], [EP2], [EP10–EP11], [EP19], [EP21], [EP53], [EP58–
EP59], [EP61], [EP64], [EP66–EP69], [EP74], [EP82–EP83], [EP85–EP90], [EP92–
EP94], [EP96–EP100], [EP102], [EP104–EP110]
Comparison:[EP2], [EP4], [EP6], [EP7], [EP9], [EP12], [EP16–EP18], [EP24],
[EP31–EP35], [EP38], [EP39–EP40], [EP45], [EP48], [EP51–EP52], [EP55],
[EP56], [EP57], [EP60–EP62], [EP72–EP73], [EP75–EP76], [EP78], [EP80],
[EP91], [EP94], [EP109]

Opinion: [EP2], [EP3], [EP26], [EP30], [EP35–EP37], [EP39], [EP47], [EP53],
[EP56], [EP70–EP71], [EP77], [EP85]–[EP89–EP93], [EP96], [EP99], [EP102],
[EP104], [EP106–EP110]
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3.2 Data Selection, Cleaning and Transformation

In this phase, the appropriate characteristics that take part in model building are
identified. The objective of this study was to determine whether there is a relationship
between the profiles obtained from thesis students of Computer Science degree pro-
grams of the University of Morón and their participation in research, both in projects
and assignments proposed by the chair. For this reason, we used profiles derived from
our previous works [11] and [12], in which the attributes are: degree, age, family group,
field of work (labor), subject area of thesis work (academic). The following attributes
were incorporated: reason for thesis topic choice and whether any publication resulted
from the thesis work (both recovered from the survey).

For the class attribute, the survey question used was, “Was any publication derived
from your thesis work?”; all answers were verified against the research projects
records.

Table 6 shows the attributes used in the data mining step with their associated
values, after data cleaning and transformation.

Table 6. Significant attributes for the data mining step.

Attributes Values

Thesis subject area Agents and Intelligent Systems/Software Engineering/Database and
Data Mining/Innovation in Software Systems/Architecture,
Networks and Operating Systems/Computer Security/Technology
and Education/Real-time Signal Processing and Systems

Degree Bachelor in Computer Systems/Bachelor in Computer Engineering
Field of work
(Work-in)

Functional Analysis and Requirements/Databases and Data
Mining/Development/Infrastructure/Business Processes/Computer
Security/Testing/Various/Does not Work

Age Under 25 years/Between 25 and 30 years/Over 30 years
Family group Engaged/Not engaged
Reason for thesis
topic choice

Related to your job/Personal interest/Assignments proposed by the
department/Lines of research/Other
“Proposed in the Thesis Seminar”: means that the student can select
the subject area of thesis work offered by the chair in the first class.
For the definition of subject areas of work, those proposed in the
Argentine Congress of Computer Science (CACIC), a scientific
event organized by the RedUNCI (Network of Universities Offering
Computer Science Programs) [13], were considered.
“Lines of Research”: are the research lines of the projects which are
being implemented at the beginning of the academic year; students
are offered to participate in order to develop their undergraduate
dissertation within the framework of the project

It has been published No, Yes-with research project, Yes-without research project
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Table 7 shows the computer science projects implemented at the UM during the
last 10 years and their corresponding research areas.

3.3 Data Mining

Selecting features or attributes is a fundamental pre-processing technique for per-
forming data mining tasks. Feature selection algorithms have two main objectives:

• Reduce the computational cost associated with both learning and the generated
knowledge model (by eliminating irrelevant or redundant attributes).

• Increase the precision of such model (by eliminating attributes that are harmful for
learning) [14].

In general, feature selection techniques can be classified into two large groups:

• Filter Methods: Evaluate attributes according to heuristics, based on the data general
characteristics that are independent of the learning algorithm.

• Wrapper Methods: Work together with the algorithm used for learning to determine
which attributes are the most relevant.

Table 7. Computer science research projects of the UM.

Area of research Name of the research project

Software engineering Software engineering in the development of context-sensitive
applications
Validation of the tools developed for the implementation of
automated information systems
Approach to a methodology for the implementation of computer-
based information systems
Analysis and strengthening of the software process implementation
stage

Agents and intelligent
systems

Robotic reinforcement learning with biosignal monitoring and
control
Brain computer interfaces applied to domotics and robotics
Emotion-oriented control of artifacts and robots
Exploratory research for the development of a framework in the
context of cyber defense and cybersecurity
Influence on the biometric-emotional state of people
Exploitation of EEG data and physiological parameters of users
interacting in virtual environments

Technology for
education

Immersive virtual learning environments oriented to training and
development of simulations in risk situations
Immersive virtual environments - interactive elements

Data mining Applying intelligent technologies for information exploitation to the
analysis of profiles of undergraduate thesis students of computer
science programs at the UM
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In this instance, different evaluators were applied to determine what attributes the
new experiments would work on. Table 8 shows the results obtained with each eval-
uator used [14].

Of the proposed evaluators, all select as relevant attribute: Reason for Thesis Topic
Choice, with 100% correspondence. It is observed that Family Group is the least
relevant attribute. For this reason, it was decided to eliminate the family group attribute
for the following phases.

Experiment 1. In the first instance, the following research question arose:

Is there any correlation between the Computer Science thesis students’ profiles
obtained and the proposed class attribute: has been -published?

Table 8. Results for the selected evaluators.

Evaluators Evaluation
mode

Method Attribute evaluation

cfsSubSet Eval
(filter)

Cross-
validation

Best first Reason for topic choice
100%

ChiSquareAttribute Evalue
(filter)

Cross-
validation

Ranker: Rank attribute
1 – 0 6 reason-choice
2 ± 0 5 thesis-area
3.1 ± 0.3 4 works
3.9 ± 0.3 2 age
5.1 ± 0.3 1 degree
5.9 ± 0.3 3 fam.-group

ReliefAttributeEval
(filter)

Cross
validation

Ranker Rank attribute
1 – 0 6 reason-choice
2.3 ± 0.64 5 thesis-area
3.1 ± 0.54 2 age
3.6 ± 0.66 4 works
5.4 ± 0.49 1 degree
5.6 ± 0.49 3 fam.-group

WrapperSubsetEval-B
weka.classifiers.bayes
BayesNet 5 parents
wrapper

Cross-
validation

Greedy-
Stepwise

Reason for topic choice
100%

WrapperSubsetEval-B
weka.classifiers.bayes
BayesNet 5 parents
wrapper

Cross
validation

Best-first 1 degree 20%
2 age 10%
3 family-group 0%
4 works-in 10%
5 thesis-area 0%
6 reason-choice 100%
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The software used was WEKA [15], from which a classification model was
obtained with clustering techniques. These techniques try to find groups within a set of
individuals; the main objective lies in grouping subjects with similar characteristics,
that are, in turn, different from those characteristics of individuals belonging to the rest
of the groups [10]. Clusters were observed in the SMS very frequently during data
mining.

Clustering algorithms used for this study were: K-means or k-media, partition-
based, and probability-based EM (Expectation–Maximization). K-means needs the
input of the number of groups into which the population will be segmented. From this
number k of clusters, the algorithm first places k random points (centroids). Then, it
allocates all samples with the shortest distances to any of those points. Later, the point
moves towards the average of the nearest samples. This will generate a new sample
allocation, since some samples are now closer to other centroids. This process is
repeated iteratively, and the groups are adjusted until the allocation no longer changes
by moving the points. The EM algorithm begins to randomly predict the distributions
parameters and uses them to calculate the probabilities for each instance to belong to a
cluster and uses those probabilities to estimate the probabilities parameters again [15].

The number k (number of clusters) was initialized for both algorithms as equal to 3,
and these were run using the class for their evaluation. Table 9 shows the results
obtained for both algorithms, where cluster 0 = “It has not been published”, cluster
1 = “It has been published, (with no research project)”, and Cluster 2 = “It has been
published (with research project)”.

The interpretation of these results is that there is a low correlation between the
obtained clusters and the class attribute “has been -published.”

Table 10 shows the distribution of the centroids obtained by K-means, where the
number in the first row of each cluster (59, 23,15) represents the number of instances
considered for the group.

Table 9. Comparison between K-means and EM algorithms.

Algorithm used Number of instances obtained
in each class

Incorrect regarding class

Cluster 0
64

Cluster 1
13

Cluster 2
20

K-means 43 4 8 43,29%
EM 45 3 12 38,14%

Table 10. Centroids obtained by K-means.

Attribute Cluster 0 (59 instances) Cluster 1 (23 instances) Cluster 2 (15 instances)

Degree Bach-S-Eng Bach-Sys Bach-Sys
Age 25–30 Over-30 Over-30
Works-in Various Fun-An-Req Various
Thesis-area Ag.Int-Sys Soft-Eng Ag.Int-Sys
Reason-choice Per-Int Per-Int L-of-research
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This experiment demonstrates that, when using clustering algorithms, there is no
correlation between the profiles obtained by the cluster and whether the thesis student
published a scientific article or not.

Experiment 2. The research question was: How do the classification algorithms react
to the data set with the new attributes: “reason for thesis topic choice and has been-
published”?

Among the classification algorithms, the one selected was J4.8 (supervised algo-
rithm), in which there is a dependent variable, or class, and the objective of the
classifier is to determine the value of said class for new cases.

The algorithms used were J4.8, Naïves Bayes, and Bayes Net (with 5 parents and 3
parents). In all cases, cross validation was used with 10 folders. The results of com-
paring these algorithms with WEKA in experimenter mode are shown in Table 11, in
percentages of attributes correctly classified.

It is observed that, when applying probabilistic algorithms such as Naïves Bayes or
Bayes Net, in no case does the classification obtained by algorithm J4.8 improve its
performance.

The tree obtained by algorithm J4.8, where 82.48% of a total of 97 instances were
correctly classified is shown below.

reason-thesis-choice = Per-Int: No (50.0/9.0)

reason-thesis-choice = Prop- Thesis Seminar

| Age = 25-30: No (6.0/1.0)

| Age = under-25: Yes-WITHOUT-PUB (2.0)

| Age = over-30: No (6.0/1.0)

reason-thesis-choice = L-of-research: Yes-WITH-PUB (20.0/2.0)

reason-thesis-choice = Rel-job: No (10.0/1.0)

reason-thesis-choice = Other: No (3.0/1.0)

It can be interpreted from this experiment that the attribute “reason for thesis topic
choice” is the one with the greatest influence in the class.

Experiment 3. The research question was: Is it possible to obtain a reliable predictive
model for our data?

One of the problems data mining faces is dealing with uncertainty; such problem is
solved by working with Bayesian methods and techniques, since one of their main
characteristics is the explicit use of probability theory.

The reason for using Bayes’ theorem, for any machine learning problem, is that the
posterior probability of any hypothesis consistent with the data set can be estimated.

Table 11. Percentage of attributes correctly classified.

Algorithm J4.8 Naïve Bayes Bayes Net
(5 parents)

Bayes Net
(3 parents)

Percentage of correct attributes 82,52% 78,07 76,30 76,30
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The algorithm used was the one designed by Duda and Hart in 1973 [16], the Naïve
Bayes classifier, which assumes that all attributes are independent of each other, when
the value is known. Elvira software [14] was used for this purpose. Figure 1 shows the
network obtained, where the class variable is: has been-published (publication) and the
child nodes are the independent variables: degree, age, family group, field of work
(work-in), thesis area and reason for thesis topic choice. The network displays the joint
distribution of probabilities obtained by Bayes’ theorem.

Figure 2 shows a new case, in which the evidence is: Degree = Engineering,
Age = over 30, Works in = Various, Thesis work area = Agents and Intelligent Sys-
tems, Reason for thesis choice = Personal interest (all nodes in gray) where the node
class publication has a 90% probability that the thesis student does not publish an
article.

Fig. 1. Network obtained with Elvira software applying Naïves Bayes. Joint distribution of
probabilities.

Fig. 2. Evidence 1: Degree: Engineering, Age: Over 30, Works in: Various, Thesis work area:
Agents and Intelligent Systems, Reason for thesis topic choice: Personal interest.
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If, in this case, only the reason for thesis topic choice is modified for lines of
research, the class values change to “yes- publishes with projects 75%” (see Fig. 3).

4 Conclusions and Future Works

We have presented related papers that were reviewed with the systematic mapping
study (SMS) research method. This revision allowed to identify what problems can be
solved with educational data mining. We were able to demonstrate that the primary
studies focused on the definition of student profiles; however, none of them considers
the characteristics of the students approach to research activities.

The thesis students’ profiles found by using clusters did not allow to demonstrate
the students’ participation in a research project.

The thesis students’ degree of interest in certain areas of research was found
through the attribute “Reason for Thesis Topic Choice”. In the case of Personal Interest
or Assignments Proposed by the Thesis Seminar there is a tendency towards writing
articles and participating in scientific events. If the reason for theme choice is Lines of
Research, the students develop their undergraduate dissertation within the framework
of a research project; which demonstrates that working for a research project motivates
students to write articles and then present them in scientific events.

The results of this study allowed to provide graduates with a series of offers, such as
obtaining a doctoral scholarship and/or participating, as UM graduate researcher, in a
research project.

There are two lines of research arising from this work which will be pursued:
(a) continue to experiment with other algorithms; and (b) analyze the areas of interest of
those students who have been interested in writing articles and/or participating in
scientific events, with the objective of making the presentation of research projects in
these areas viable.

Fig. 3. Evidence 2: Degree: Engineering, Age: Over 30, Works in: Various, Thesis work area:
Agents and Intelligent Systems, Reason for thesis topic choice: Lines of research.
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Abstract. In recent years, the development and use of serious games
for the educational field has proliferated. One of the aspects linked to
this phenomenon is the motivation achieved with the activities offered
in them. On the other hand, there is another technology that has been
growing for some time now, which are the Virtual Learning and Teaching
Environments (VLTEs). These environments allow carrying out various
activities and usually include self-assessment. In this article, we analyze
the use of the serious mobile game Desafiate, aimed at student self-
assessment and integrated into the IDEAS VLTE. The analysis is based
on the intrinsic motivation achieved when using this game, compared
to other methods used for self-assessment. Three contrasting groups are
used for the analysis – one of them uses the serious game, another one
uses pen and paper for their self-assessment, and the third one uses the
IDEAS VTLE (and its assessment tool). As an instrument to measure
intrinsic motivation, the Intrinsic Motivation Inventory (IMI) question-
naire is used. This questionnaire considers utility, perceived usefulness,
pressure/tension, and effort during the activity as variables that affect
motivation, among other factors that are not contemplated in this work.
Results show that students value self-assessment as a useful activity,
and they have shown greater interest in this process when working with
Desafiate.

Keywords: Using serious games · Education · Self-assessment ·
Mobile devices · Virtual Learning and Teaching Environments

1 Introduction

Today, information and communication technologies (ICTs) are present in vari-
ous aspects of daily life and of society in general. The educational field is inte-
grating some tools at a slower pace, even to carry out teaching and learning pro-
cesses. Such is the case of virtual learning and teaching environments (VLTEs),
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which today are commonly used in many educational institutions. VLTEs are
web-centric systems that allow both students and educators to experience edu-
cational processes mediated by digital technologies. This is achieved through the
integration of the different tools offered in VLTEs, which also favors monitor-
ing and tracking student activities for better support and customization [1–4].
There are currently a large number of VLTEs, some even widely used in academic
environments, and others that have been developed ad-hoc by some universities.

Experiences can be found where these environments are used to comple-
ment classroom work, adopting extended classroom-type approaches, or hybrid
approaches that combine different mediation and face-to-face strategies. Among
the tools included with these environments, there are usually a few aimed at
students’ self-assessment. These allow creating different types of assignments
(multiple choice, two options, relationship, etc.). In this article, the function-
alities of these self-assessment tools included in VLTEs are integrated into a
game.

On the other hand, serious games have become an alternative for educators
when planning educational activities to achieve changes in behaviour and atti-
tude and/or certain learning goals. Games in general have always been used in
education, especially at the kinder and primary levels [5]. The concept of serious
games was proposed by Clark Abt in 1970 [6]. In his book, serious games are
directly linked to education, since they are defined as games with an explicitly,
well thought-out educational purpose. Back then, the term was not oriented to
digital games. However, as a result of the popularity of video games have gained
in recent years, which is paralleled on their use for educational purposes, many
authors started using the term to refer only to digital games whose goal goes
beyond entertainment [7]. Considering the possibilities offered by serious games
and the possibilities of self-assessment offered by VLTEs, the serious mobile
game Desafiate was developed. Desafiate’s goal is helping students’ with their
self-assessment.

In this article, we present the analysis and results of a series of sessions in
which Desafiate was used as a self-assessment strategy for students. Our study
focused on student intrinsic motivation when faced with a self-assessment activ-
ity following other strategies (pen and paper and VLTE). Two hypotheses were
proposed: 1- Self-assessment using the serious game Desafiate improves student
motivation, and 2- Self-assessment using a serious game (Desafiate) reduces the
pressure students feel during that process. The results of the sessions carried
out are analyzed to corroborate the validity of these hypotheses for the analyzed
sample. This article is an extension of the one presented in [8]. It presents the
results of a second session that has been carried out. Besides the analysis of the
hypothesis was extended regarding all sessions. Also, the background section
was modified, with some reviews related to the analysis of methodologies for
designing, creating and evaluating serious games. From here, the article is orga-
nized as follows: in Sect. 2, relevant background works are analyzed. Section 3
briefly describes Desafiate, the serious game implemented and used in the con-
text of these sessions with students. Section 4 presents the organization and
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general description of the sessions with the students, as well as the tools used for
data measurement and analysis. In Sect. 5, the results obtained during the first
and second sessions are analyzed; while in Sect. 6, the hypotheses are discussed
together and the results obtained are analyzed. Finally, in Sect. 7, conclusions
and future work are presented.

2 Background

Serious games have been linked to education since the term was coined in 1970.
Despite this, the term has been changing and its meaning has expanded. For
example, [9] use a broader definition of serious games and say that serious games
are those that are used to educate, train and inform. This adds a component
related to training and giving information to the user. But serious games are
not limited to those goals only. In [10], the definition given by [11] is discussed,
which considers that a serious game is a digital game created with at least one
defining goal in addition to entertaining. With this definition, serious games are
given a more general scope, since they are not limited to the educational field
only. Despite this, there are numerous investigations and experiences that assess
the advantages of using this type of tools and their impact on the educational
field, such as [12–15].

Already in [6], it is mentioned that people must learn the rules and dynamics
to be able to play. In [5], the authors state that the latest advances in cognitive
science generally support the learning principles incorporated by games. For
example, they highlight the active and leading role that students have when
solving problems in real time and with immediate feedback. In [16], it is explained
that video games use design strategies to generate virtual environments that
capture user perception abilities, create sensory gratification, and generate a
feeling of immersion in which the player feels that he/she can participate. And it
is through this interactivity that the fundamental factors of the learning process
are achieved – attraction, immersion, emotion and motivation.

Taking into account that serious games can be used for learning, the advan-
tages of this type of tools for the educational field should also be studied. Several
research works that have explored this aspect have been reviewed. [12] carry out
an experiment to learn about the safety measures required in case of an airplane
accident, and they found that the serious game used helped achieve longer-term
learning. [17] developed a serious game called PLMAN to carry out artificial
intelligence practices. Among their results, they mention that they were able to
reduce student dropout rates for that course from 13% to 9% in connection with
the use of these tools and the motivation they produce. Some authors also state
that a reduced level of anxiety is observed in students, as seen in [18]. In this
article, the serious game Semideus is used to evaluate students’ knowledge about
fractions. Another advantage that has been mentioned by various authors when
integrating serious games to their educational proposals, is increased enjoyment
and fun for students while they work. An example of this is presented in [13],
where the use of the game Gem-Game is described.
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There are various advantages related to the use of serious games in educa-
tional processes. However, motivation is an advantage that is often mentioned in
different research works [14,15,19,20], including some articles already referred to
[12,13,17,18]. This is important, since motivation is essential for learning. Thus,
serious games are considered as a potentially useful tool for educators’ didactic
proposals.

Still, it should be noted that most of these works focus on the learning process
itself, and only a few consider student evaluation specifically, such as [18] or [17].
If evaluations are considered to be stressful for university students [21], using
serious games in this instance could be of interest.

It is based on this that we consider the use of serious games for the evaluation
process, under the hypothesis that they can help improve student motivation and
reduce the pressure they feel.

As part of the research supporting this proposal, a set of methodologies for
designing, creating and evaluating serious games was studied, such as the ones
presented in [22–25]. These methodologies usually have a series of stages that
guide the decisions to be made in relation to each of the desired goals. One
of these stages, as discussed in [26], is assessing the game. [23], for instance,
propose using [27] ARCS model to measure motivation increase when using the
game. This model analyzes four dimensions – namely, attention, relevance, confi-
dence based on feedback, and satisfaction. [22] designed a table that summarizes
various approaches used for evaluating serious games. For each approach, the fol-
lowing is included: what to measure (for example, game influence, satisfaction,
motivation, attitudes, skills, learning, etc.), when is it measured (before, during
and/or after using the game), and how is it measured (self-reports, tests, etc.).
This background information allowed us making decisions about how to set up
sessions to use the serious game Desafiate, and what type of evaluation method
to use.

3 Introducing Desafiate

Desafiate is a serious game that was developed specifically for mobile devices that
use the Android operating system (at the moment). Its purpose is providing self-
assessment tools to students. It is a quiz-type game where questions are obtained
through integration with the self-assessment tool of a specific VLTE.

In this game, the user plays as a pirate who has found some treasure maps.
The game tells the story of a pirate that decides to go out in an adventure
and sail through an archipelago of islands. His goal is to collect all the treasures
shown on the maps. To achieve this, on each island there is a person who presents
a challenge. The pirate will be able to get the corresponding treasure only by
correctly solving the challenge.

The adventure ends when the pirate solves all challenges and returns to his
starting port, where the results of the adventure are displayed. As previously
stated, the questions in Desafiate are obtained through communication with a
VLTE. However, communication is not limited to this alone. Several elements
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in Desafiate are linked to elements in the VLTE, in particular to those in the
self-assessment module. First, the player must log into the game from a mobile
device with the credentials already obtained for the VLTE. This home screen
can be seen in Fig. 1.

Fig. 1. Login screen in Desfiate

After this, the player will be able to see different available adventures, each
representing a self-assessment that the student has in the VLTE. The status of
the self-assessment indicates whether the player can embark on the adventure
or only see its results (if it has already been solved). Each of the questions in
a self-assessment task is related to the challenges that make up an adventure
in Desafiate and that are presented on the islands. The grade that the student
gets in the self-assessment will depend on the results of the challenges. Figure 2
graphically shows these relationships, using the IDEAS VLTE, which is cur-
rently integrated into Desafiate. It should be noted that the game has a layered
design, where its communication layer with the VLTE allows integration with
other environments as well, not just IDEAS, without affecting game logic. More
information about these aspects can be found in [28].

4 Methodology Used in Sessions

The objective of this research is establishing if the game Desafiate, used for self-
assessment, has an impact on student motivation, as proposed in some of the
methodologies mentioned in the previous section. More specifically, two different
hypotheses are proposed:
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Fig. 2. Link between Desfiate and IDEAS.

H1: Using the serious game Desafiate for self-assessment improves student
motivation.

H2: Using a serious game (Desafiate) for self-assessment reduces the pressure
that students feel during this process.

To find out if these hypotheses are true, we worked with contrast groups
throughout two test sessions, collecting data for comparisons. The goal of the
sessions is not only to be able to compare contrast groups, but also the results
obtained with each of them.

Sessions were held in the context of the subject Programming I of the Com-
puter Engineering degree. This course of studies belongs to the School of Com-
puter Science of the National University of La Plata. For each of the sessions,
a self-assessment task was created in collaboration with the educators. Each of
these self-assessments included contents that had been addressed so far in the
course. The students who completed the self-assessment were those who attended
class on the day of each session.

Since the subject is divided into three different sub-groups, or commissions,
as they are referred to, for the first session it was decided to use a different
self-assessment strategy for each commission. Thus, one commission used pen
and paper to complete the self-assessment, another commission completed it
online using the IDEAS VLTE, and the last one did so using Desafiate on
mobile devices. Then, in the following test session, self-assessment strategies
were rotated among the groups. Thus, the commission that had used pen and
paper to complete the self-assessment in the first session, used IDEAS in the
second session; the commission that originally used IDEAS now used Desafiate;
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and the commission that had used Desafiate switched to pen and paper. This
can be seen in Fig. 3.

Fig. 3. Methods used in each session by the commissions.

In the case of the commissions that used IDEAS, all necessary arrangements
were made to have the computers and tools required to carry out the sessions. To
do this, tests were carried out in one of the PC rooms available at the institution.
Access to both IDEAS and self-assessment had to be ensured. In the case of the
commissions that used Desafiate, a download link was provided to students so
that they could install the game on their cell phones. Also, tablets with the
Android operating system were prepared to be used by any students who had
not been able to install the app.

To measure student motivation, IMI was used, which is an instrument that
analyzes and measures various dimensions related to intrinsic motivation. This
instrument has been used by [29] and [30]. The instrument consists in answering
a questionnaire with statements that give an overall score on different sub-scales
or analysis variables, each related to one dimension. Each statement is directly
related to a specific analysis variable, and only some of the questions for each
variable can be selected. In total, there are seven variables, but only four were
used for our test: interest, pressure, effort and usefulness, similar to the dimen-
sions considered by the ARCS model, mentioned above.
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The “interest” analysis variable is the most important for our goals, since it is
the one that measures intrinsic motivation itself. “Pressure” is considered to be
a negative indicator, so a low score is desirable for it. In the case of the “effort”
variable, a high score is desirable, since it indicates that activity participants felt
motivated to try harder. Finally, “usefulness” indicates how useful participants
consider the activity.

To obtain a result for each analysis variable, the score obtained for each
answer has to be evaluated. A 7-point Likert scale was used to show different
degrees of agreement with a given statement. It allowed obtaining the mean for
the results collected for each variable. There are some statements whose score
is obtained by subtracting the response value from 8, since they are negative
statements (reverse). The goal of using these types of statements and calculating
the average score for each variable is minimizing any inconsistencies in responses.

For result analysis, the “interest” and “pressure” variables are considered
separately. To validate the hypotheses, the difference between contrast groups
should be statistically significant. To this end, an ANOVA test is used for
all 3 groups, and a Welch test is used for group pairs. On the other hand, a
general analysis is presented, describing the results for each of the participating
commissions. To do this, the mean of each of the variables is used for each of
the commissions.

5 Results

In each of the following subsections, the sessions carried out are presented and
analyzed. Each subsection describes how the sessions were carried out and dis-
cusses the corresponding results.

5.1 Results Obtained in the First Session

A total of 64 students belonging to each of the three commissions that are part
of the subject participated in this session. Students were distributed as follows:
23 students completed the self-assessment using pen and paper, 19 completed
it using IDEAS, and 22 completed it using Desafiate. After the self-assessment,
each student was given the IMI questionnaire, with 24 questions in total. From
these questionnaires, only those that were completed correctly were used. Thus,
a total of 57 questionnaires were processed. One of the questionnaires completed
using pen and paper was discarded due to an ambiguous answer with two pos-
sible values. There were six questionnaires completed using IDEAS that were
not answered in full, so they were not considered either. The total number of
questionnaires processed was, in summary, as follows: 22 questionnaires com-
pleted using pen and paper, 13 questionnaires completed using IDEAS, and 22
questionnaires completed using Desafiate.

The results of the means for each of the four analysis variables are shown
in Table 1. As it can be seen in that table, the “interest” variable is different
for all groups, Desafiate being the assessment strategy with the highest value,
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and IDEAS with the lowest. If we combine this with the fact that Desafiate
was the self-assessment process with which participants felt the least pressure,
the serious game is considered to be the most motivating method for students.
However, each of these variables will be analyzed separately to check if these
differences are significant enough to accept the hypotheses.

Table 1. Means recorded for each commission for the questionnaires completed after
the first session.

Method used Commission Interest Pressure Effort Usefulness

Pen and paper 1 5.2208 3.2273 4.9818 6.4351

IDEAS 2 4.8132 2.9538 4.6769 6.1209

Desafiate 3 5.7532 2.5364 4.9545 6.2208

When analyzing the following two variables, it can be seen that there are
no differences between the three methods used (three contrast groups). If we
consider “usefulness”, it can be seen that all three methods obtained very high
scores. This indicates that students generally see self-assessment as something
useful for their learning process. Moving on to “effort”, again, all three methods
obtained high scores, indicating that students consider self-assessment to be an
effort. These two variables are indicative of the importance of self-assessment for
students, since they consider it highly useful for their learning process, despite
the effort it involves.

5.2 Results Obtained in the Second Session

A total of 52 students participated in the second session: 17 students in the first
commission, 19 students in the second commission, and 16 students in the third
commission. For this session, the methods used by students to complete the self-
assessment were rotated. Thus, students in the first commission used Desafiate,
when they had previously used pen and paper. Students in the second com-
mission, who had previously used IDEAS, completed the self-assessment using
pen and paper. Finally, the students who had previously worked with Desafi-
ate (third commission), used IDEAS for this second session. After completing
the self-evaluations, students completed the same IMI questionnaire again. In
this case there was only one student, in the Desafiate commission, who did not
complete the questionnaire correctly. Thus, a total of 51 questionnaires were
considered for the analysis.

Table 2 shows the means obtained for the four variables for each of the com-
missions, in addition to the method they used to complete the self-assessment.
It can be seen that the interest generated by Desafiate was the highest among
the three methods, followed by IDEAS. Compared to the previous session,
an increase in the difference between Desafiate and the other methods can
be observed. This is because the mean for these other methods decreased,
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while that of Desafiate remained approximately the same. In the case of “pres-
sure”, results were higher compared to the previous session, but the order
between the different commissions remained the same. Thus, the first commis-
sion recorded the highest mean compared to the other two commissions for both
sessions. Similarly, the third commission was the one that recorded the lowest
value in both sessions in terms of the variable “pressure”. One possible explana-
tion of this increase is that the second test session was carried out closer in time
to end-of-course exams.

Table 2. Means recorded for each commission for the questionnaires completed after
the second session.

Method used Commission Interest Pressure Effort Usefulness

Pen and paper 2 3.9699 4.1789 2.4632 5.9849

IDEAS 3 4.5625 4.6125 2.3 6.0804

Desafiate 1 5.7054 4.55 2.6125 6.1518

As regards “effort” and “usefulness”, the values obtained were similar to
those recorded in the previous session. In the case of “usefulness”, even though
lower values were obtained, they were still high, around an average of 6 points.
This supports the results obtained in the first session in relation to how useful
students perceive self-assessment to be. As regards “effort”, lower – but similar –
values were recorded. These results support the idea that students consider self-
assessment as a useful tool for their learning process, even if it involves an addi-
tional effort for them.

6 Results Analysis

In this section, the results obtained in both test sessions with students will be
analyzed. To this end, the section is divided into two subsections – one devoted
to the analysis of the “interest” variable, and another one dealing with the
“pressure” variable.

6.1 Analysis of the “Interest” Variable

To analyze the “interest” variable, groups should be compared to check if the
differences between them are statistically significant in each of the sessions. This
will allow corroborating whether hypothesis H1 is fulfilled or not (carrying out a
self-assessment using the serious game Desafiate improves student motivation).

For the first test session, an ANOVA test was performed to evaluate the
differences between the three groups. A p-value of 0.05 was set as test threshold.
In this case, the test yielded a p-value of 0.054378, meaning that the hypothesis
cannot be corroborated. Pairing up the groups and applying Welch test, it can
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be seen that there is no significant difference between the pen and paper method
and the other two methods, since there are no results below 0.05. The difference
between this method and Desafiate yields a p-value of 0.150223, while the
difference with IDEAS yields a p-value of 0.259359. Even so, the difference
between Desafiate and IDEAS does become statistically significant, since the
p-value for these populations is 0.00375037. With these values, hypothesis H1
cannot be corroborated. However, it can be stated that students find Desafiate
more interesting than IDEAS for self-assessment.

In the case of the second test session, slightly different results were obtained.
When evaluating the difference between the three groups using the ANOVA
test, a p-value of 0.000466 was obtained. In this case, because the value obtained
is below the threshold of 0.05, the result is statistically significant. When ana-
lyzing group pairs using Welch test, it can be seen that Desafiate obtains sig-
nificant differences compared to the other methods. When comparing Desafiate
with IDEAS, a p-value of 0.0288069 was obtained. These values corroborate
hypothesis H1. When comparing with pen and paper, the p-value obtained was
even lower – 0.0000251748.

The results obtained in both tests indicates that using Desafiate generates
greater interest in students at a general level. However, when comparing with
the other methods, the differences were statistically significant in three of the
four cases analyzed using Welch test, while this was so only in one of the
two cases when applying ANOVA. Even though these results are favorable,
they are not enough to corroborate the hypothesis. Still, they allow concluding
that students find Desafiate to be more interest than IDEAS. As regards the
comparison between IDEAS and pen and paper, the differences found were not
greater.

Another interesting aspect to analyze is the fact that Desafiate obtained
similar results in both sessions. In contrast, the results obtained by the other
two methods were reduced by around 1 point on average. In other words, students
were less interested in using pen and paper and IDEAS as the course progressed,
which does not happen with Desafiate. A possible analysis in relation to this is
that the use of serious games allows keeping the level of interest of the students
over time. However, further study wold be required in this regard.

6.2 Analysis of the Variable “Pressure”

The procedure used to analyze the results for “pressure” are the same as those
used for “interest”. In this case, our goal is corroborating whether hypothesis H2
is fulfilled or not (carrying out a self-assessment using the serious game Desafiate
reduces the pressure felt by students).

During the first test session, the following results were obtained. When apply-
ing the ANOVA test, the p-value obtained was 0.139781. This value is greater
than the threshold of 0.05 required to corroborate the hypothesis. When apply-
ing the Welch test in pairs, the results obtained were in agreement with those of
the ANOVA test, since there were no statistically significant differences between
pairs. Taking into account the pen and paper method, a p-value of 0.471610
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was obtained when comparing it to the use of IDEAS, whereas a p-value of
0.0593150 was obtained when comparing it to Desafiate, which is closer to the
acceptance criteria for the hypothesis. As for the comparison between IDEAS
and Desafiate, a p-value of 0.262056 was obtained. In this case, no result allows
corroborating the hypothesis.

The results for the second session maintain the same reading presented so far.
The application of the ANOVA test for the three groups yielded a p-value of
0.676174. In the case of Welch test, the results corresponding to the pen and
paper method yielded a p-value of 0.621546 when compared with IDEAS, and
0.659861 when compared with Desafiate. For the comparison between IDEAS
and Desafiate, the result obtained was 0.418569.

Taking into account the results obtained from each session, it can be seen
that hypothesis H2 cannot be corroborated. Even in the second session, the
results were even further than those for the first session. It should be noted that
both sessions presented the same order. While the first commission felt the most
pressure in both cases, the third commission felt the least pressure. Thus, it
is likely that the group itself presents characteristics related to this perception
regarding pressure in a self-assessment.

7 Conclusions

Serious games are one of the tools that have proliferated thanks to the use of
ICTs in Education. Even though they have several advantages, motivation is
usually the one most commonly mentioned by reference authors on the subject.
In this article, a comparison was made between three different methods to com-
plete a self-assessment activity. The IMI questionnaire was used to measure the
level of interest, pressure, effort and perceived usefulness according to students
when carrying out this activity. This questionnaire allows measuring activity
participants intrinsic motivation.

The results show that students, in general, perceive self-assessment as a useful
tool for their learning process, regardless of the effort they perceive it requires. As
regards interest and pressure, two different hypotheses were proposed. On the
one hand, hypothesis H1 proposed that completing a self-assessment activity
using a serious game (in this case, Desafiate) improves students’ motivation.
The overall result shows that these levels are improved when using a serious
game. However, the tests performed showed that not all these improvements are
statistically significant to corroborate the hypotheses. When analyzing group
pairs, differences were found in most cases (3 out of 4). The only case where
no significant differences were found was when comparing Desafiate with pen
and paper during the first session. Furthermore, the ANOVA tests yielded
significant differences in half of the cases (1 out of 2).

Then, hypothesis H2 was analyzed, which proposed that completing a self-
assessment activity using the serious game Desafiate reduces the pressure felt by
the students. In this case, comparisons between pairs of groups and comparisons
between all three groups show that this hypothesis cannot be corroborated. No
statistically significant differences were found in any of the cases analyzed.
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These results also showed the need for further research around the H1 hypoth-
esis. This opens up the door to continuing research with a larger population and
considering the incidence of some input variables, such as group members, gen-
der, previous experience in using VLTEs, etc.
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Nacional de Ŕıo Cuarto) (2019)

9. Michael, D., Chen, S.: Serious Games: Games That Educate, Train, and Inform.
Thomson Course Technology (2005)
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Abstract. In a context of permanent evolution, Higher Education Institutions
must plan and develop actions that promote the acquisition of the media, digital
and information skills necessary for the insertion of new professionals in a world
where Information Technology and Communication (ICT) is increasingly
dominant. The article presents an agile educational proposal aimed at facilitating
access to ICT and training in its use. The SCRUM-based agile framework that
integrates the ADDIE Instructional Design Model is described in the Sprint. The
proposal is validated in a course for incoming students of the year 2019. The
implementation of the applied innovative strategy is analyzed and evaluated,
identifying itself as successful in complex contexts such as education.

Keywords: Agility � SCRUM � ADDIE model � Competency management �
Digital competences � Higher education

1 Introduction

Higher education designs different strategies for the development of its substantive
activities, such as teaching, extension, research. In all these university functions, ICTs
play a fundamental role, providing innovative ways to carry them out, in a knowledge
society in which complexity is a constant.

In Educational Technology for Higher Education [1], is conceived that one of the
important challenges that prevents the adoption of technology at this educational level
has to do with the “improvement of digital competence” [1]. This is not just about
providing access to ICTs but about training for proper use [2].

The conceptualization term digital competence varies depending on the organism or
organization that formulates it. However, the literature states that it involves the safe
and critical use of information society technologies for work, leisure and communi-
cation [3].

This article delves into digital competences by proposing an agile framework that
takes up the specific roles of SCRUM [4] and integrates them into the ADDIE [5]
instructional design model (Analyze-Design-Develop-Implement-Evaluate). To achieve
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the objectives, various technical, didactic and pedagogical decisions were planned; it was
outlined in Congreso Argentino de Ciencias de la Computación [6]. Agile framework
providing some preliminarywork on planning guidelines was raised. In this case SCRUM
is applied integrating the ADDIE instructional design model.

1.1 Digital Skills in Higher Education

Educational institutions agree that basic digital skills have become fundamental tools
for human and academic development [7]. Its acquisition of them are today an indis-
pensable condition for individuals to achieve full personal, social and professional
development that meets the demands of a globalized world, promotes economic-social
development and “… prepare them to function in knowledge societies …” [8].

At present, children and young people make a profuse use of ICT, especially based
on mobile devices and social networks [9, 10]. However, several studies deepen the
hypothesis stating that, when used in formal tasks, such as the search for information,
comparison, critical thinking, reliable sources of digital information, etc., young people
demonstrate ignorance or some difficulty in these aspects [11–14].

In this sense, it coincides with the meta-analysis [14] which indicates that there is
no need to make assumptions about the competences and digital knowledge of the
apprentices when they enter Higher Education. Generally, no specific time is assigned
in the academic calendar to work these knowledges explicitly; rather, they are intro-
duced in the classroom work methodologies and are demanded as competences that
should be had previously or that should be acquired during the course of training [15].

The interest in the reform of educational systems, in the search for new ways of
conceiving the curriculum and understanding the teaching and learning processes has
taken shape through different projects sponsored by international organizations such as
UNESCO and OECD [9, 16].

The Consejo Federal de Decanos de Facultades de Ingeniería (CONFEDI)
Argentina [17], is one of the organizations that strongly promotes Training by Com-
petences, given that it has developed Second Generation Standards for the accreditation
of Engineering careers in the Argentina, based on this educational model.

Meanings and Contributions in Relation to Digital Competences. The conceptu-
alization term digital competition varies depending on the organism or organization
that formulates it [2]. However, the literature states that it involves the safe and critical
use of information society technologies for work, leisure and communication [3].

UNESCO sustains that digital competences are defined as a spectrum of compe-
tences that facilitate the use of digital devices, communication applications and net-
works to access information and carry out better management of these [16]. Concepts
of competence in the educational field are synthesized in [18]. A systematic review of
the concept of Digital Competences in Education is provided in [19].

An extended definition that is challenged in this work is that which exposes
“Digital Competence as the combination of knowledge, skills and abilities, in con-
junction with values and attitudes, to achieve objectives effectively and efficiently in
contexts and with digital tools” [8, 16, 19]. It is explained in terms of five dimensions to
which students must aspire and teachers promote: the learning dimension encompasses
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the transformation of information into knowledge and its acquisition; the informational
dimension encompasses the collection, evaluation and treatment of information, in
digital environments; the communicative dimension encompasses interpersonal and
social communication; the dimension of digital culture encompasses the social and
cultural practices of the knowledge society and digital citizenship; the technological
dimension encompasses technological literacy and the knowledge and mastery of
digital environments.

From the aforementioned, it is possible to infer that acquisition of various skills for
the management of ICT improve and enrich the preparation of students, promoting
their critical thinking skills, independent study and adaptation to the different learning
experiences demanded by the today’s society.

1.2 Educational Planning to Achieve Expected Results

To planning is about organizing an activity to be carried out to obtain the best results
with the minimum of time and resources. It involves the interaction of various
dimensions and actors; and to foresee if the goals set aim to achieve the formative
action and if it responds to the requirements of the context and of each member of the
educational community [20].

Agile Methods in Educational Management Projects. Agile methodologies are
described as “a group of project management approaches that are in many ways
opposed to traditional cascade project management techniques in which the project is
fully defined before you start executing it” [21]. One of the agile methodologies used in
different and complex projects is SCRUM. SCRUM as a framework has the “ability to
enhance self-organization and cooperation” [22]. Furthermore, it is applied in educa-
tional contexts such as the benchmark in [23]. For example, in [21] a systematic review
is presented to know how the agile method “is being used to promote key competences
of sustainable development” in education. In [24] the roles, phases, artifacts and
manifests are mentioned as essential elements. So, in SCRUM there are 3 roles: product
owner, team, Scrum master; it consists of 3 phases: planning phase (subdivided into
planning and architectural design), development phase and completion phase. The
manifests are 4 postulates that refer to a series of associated principles. On the other
hand, activities, artifacts and documentation to be produced, tools and notations to be
used, order of execution of activities, among other definitions, are defined [25].

Instructional Design for Educational Planning. There are several methodological
frameworks that provide prescriptions in educational planning. In [26] seven instruc-
tional models mentioned classified according to type of model, the theory of learning
that applies the principles on which it is based, the number of phases that comprise the
scope. In addition, these authors include their essential characteristics.

About the topic, literature reviews developed around instructional models, such as
the two mentioned. In [27] reviews exposed between 1994 and 2017 based on the items
available in Scopus, ProQuest, Jstor. In addition, “selected articles describe strategies
for incorporating information and communication technologies in teaching or learn-
ing”. In [28] the review is oriented to identify the evaluation of instructional design
models, to know a “theoretical approach in relation to the subject and a discussion of
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the key aspects currently, given the increasing number of self-evaluation and accred-
itation processes in educational institutions of higher education”.

Schrum describes instructional design as an essential contribution to the creation of
virtual education courses. It includes the determination of learning needs and the
environment, definition of objectives, the most appropriate resources are chosen, the
contents and learning activities are developed and the evaluation is designed.

Wiliams [29] describes the basic model of instructional design, whether based on
ICTs or not, valid for any educational context. The author presents models such as
ADDIE, “rapid prototyping”, and a model based on 4 components (4C/ID).

It is convenient, beyond the select model, to be able to have indicators that
determine its quality and improve the possible deficiencies.

Bates proposes ADDIE [5] and to be put into practice, it is helped by the didactic,
that is, the set of techniques used in teaching. In turn, it will be influenced by multiple
factors: the context of ICT-based education in which it will be applied.

If a virtual learning environment is used, it will be necessary to know its capabilities,
potentials and limitations. So, for example, it will be necessary to know if a group work
can be developed, if there is the possibility of raising debates, if a certain type of
activities and practices can be performed, the types of interaction that can occur, etc.

In relation to the evaluation of the model, Williams presents different levels of
evaluation, where he distinguishes 5 of them. In the first one, activities are designed to
evaluate the course and how to improve it. At the next level (level 2), the assessment of
students’ knowledge is carried out. In 3, the process of transfer of training is evaluated
and in 4 the economic impact of the course (not applicable in this work) is measured [29].

2 Methodological Framework

Agile framework providing some preliminary work on planning guidelines was raised.
In this case SCRUM is applied integrating the ADDIE instructional design model.

Synthetically it was worked in the framework summarized in Fig. 1 in relation to
SCRUM.

Fig. 1. Key roles, artifacts, and principal events in SCRUM based on [4]

Agility in Instructional Design. Strengthening of Digital Skills 127



Also, in Fig. 2 the phases linked with Model ADDIE considering coincidences
phases with the literature reviewed are schematized.

In particular, the roles or profiles of individuals that intervene in the proposal and
how they integrate in the phases of the ADDIE model presented in [6] are considered.
The meetings were considered for planning and the stages of the ADDIE Model,
suitable to be applied in education, are applied in the Sprint.

3 Results

The results are presented based on the agile methodological framework that integrates
the roles defined by SCRUM with the ADDIE instructional model. In addition, it is
exposed as context validation, an implementation developed with incoming students of
FACENA 2019.

As summarized in Fig. 3, the resultant integration, is the applied model.

Fig. 2. ADDIE phases applied for this experience based on [5]

Fig. 3. Key roles, artifacts, and principal events in SCRUM following established phases for
this experience based on [5]
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The SCRUM roles processes were adopted and the Sprint activities were adapted to
those that support the ADDIE model.

3.1 Methodological Application

It should be noted that these phases can be iterated within the framework of a Sprint,
another concept supported by the perspective established by SCRUM. This is how
roles are defined:

– Product owner: Academic area; represents internal and external stakeholders, so
you must understand and support the needs of all users and the SCRUM Team.

– Scrum master: Coordinator of the module, he is responsible for ensuring the
development of the process and works to ensure that the team adheres to the
practices, as well as training the team to overcome difficulties.

– Team: Team of teachers - Tutors - Content Specialists. It is a directed and self-
organized team that has everything they need within the team to carry out the work
(or training action).

In this context for the Product Backlog, the following phases defined by the chosen
ADDIE instructional design model were considered.

Analyze. Focused on training in digital competences, a review was made around
generic competences and specifically on these, the object of this study. The importance
of knowing previous training is recognized, as well as access to ICT; for this purpose,
surveys and specifications specific to the academic area were consulted. Also, identi-
fying antecedents to delimit possible scenarios.

Linked to the above, the Academic Unit maintains a number of incoming students,
sustained over time, as shown in Fig. 4. In its 2019 school year, it had approximately
1300 pre-registered students in first year, almost 90% participated in the project (the
remaining percentage, are students who relapse in the first-year course).

Roles Involved: Scrum master, Product Owner; who are in charge of providing
information about the student’s profile, context, among other concrete specifications.

Fig. 4. Evolution of FaCENA’s incoming students (https://www.unne.edu.ar/index.php?
option=com_joomdoc&task=document.download&path=doc_estadisticas/nvosinscriptos2019.
pdf&lang=es).
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Design. It included the description of the content areas to be incorporated, and the
storyboard that defines the presentation of them in different formats (text, audio and
video and their order), as well as deciding on the choice and use of technology to
support the educational offer; the virtual classroom to be used was outlined. The
Moodle platform is used by the University as a teaching environment and virtual
activities are developed for students in it. It established:

I. General objective
“To introduce students in digital competitions for their appropriate development at
the university”. Articulating the activities with the other modules for incoming
students, which were developed simultaneously.

II. Specific objectives
To provide general information of the communication channels that the faculty
possesses.
To develop basic skills in the proper use of educational interaction tools. In
particular, the SIU Guaraní, Virtual Classroom in Moodle and the FaCENA
Institutional site platforms.

Roles Involved. The team proposes a design that is discussed with the Scrum master
and the Product Owner.

Develop. The production of audiovisual materials was carried out and the virtual
classroom was configured as such, projected in the previous phase, as shown in Fig. 5.

Fig. 5. Interface developed for the virtual environment Moodle.
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Roles Involved: The Scrum master and the Product Owner, who transmit their decision
to the team. Some artifacts can be built by the team and other outsourced items.
Including the team ensures the relevance and commitment to shared work.

Implement. It refers to the modality of execution. Training in ICT skills and the way
the courses are distributed are taken into account. The training of personnel that pro-
vide student support and the evaluation of students are also contemplated.

The implementation was carried out in meetings during the month of February with
virtualized activities that extended until April. The work focused on elucidating
repeated issues, according to the following themes:

• Main resources to use in the modules on the Moodle platform of the university:
users’ management, access, forums and tasks.

• In relation to SIU Guaraní management academic information system, the most
frequent questions collected from the Student Center and the Studies Management
Area were pointed out; they are linked to the users administration, course and exams
dates, certificates, consulting academic history, and others.

• The use of the FaCENA’s Institutional Web Site was discussed. It was presented as
an official communication channel and the medium to obtain information about:
– the final enrollment requirements of the school year,
– the scholarships,
– and procedures guide (application for university book, legalization of approved

subject programs, time load of subjects, recognition of approved subjects in
other careers or faculties, mandatory annual re-registration, etc.).

Roles Involved: The team that implements the training proposal based on the guide-
lines previously agreed with the Scrum master and the Product Owner. The imple-
mentation can take place in several iterations.

Evaluate. In reference to the evaluation of the contents, the ADDEI model proposes
the formative and summative modality. In this case, a questionnaire was applied to
generate aimed at reviewing the content addressed.

Feedback and data were analyzed to identify areas that require improvement and
that will be considered in future design, development and implementation. These
changes will be considered in the next edition of the course. Regarding the evaluation
of the model, in the first instance the evaluation of the training transfer process was
carried out. Activities were designed to evaluate the course and to define how to
improve it. In addition, opinions were collected from the participants of the training
action that was part of the Team.

Roles Involved. An evaluation of the project in process is carried out, the 3 defined
roles intervene.

Some issues can be improved in this process, which mediates between the
implementation and evaluation phases. Other substantial evaluations can be planned for
a next stage.
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3.2 Validation of the Proposal

The validation of the proposal was developed within the framework of the courses for
incoming students. It focused on the roles: team, -represented by the tutors- and end
user, characterized by the incoming students in the year 2019.

Inquiring about the overall experience, 87% of the students rated the implemen-
tation of the modules as Useful and Very Useful; and only 13% thought otherwise.

Figure 6 illustrates the results of the report extracted about two questions: what do
you think about the course for incoming students 2019? Were the modules dictated
useful for your incorporation into university life?

In the evaluation of the module on Digital Competences, 80.4% answered Good or
Excellent. Only 19.6% considered it Regular; as shown in Fig. 7.

Related to the adequacy of the duration of the modules; 20% of the students leaned
towards the Digital Competencies module, as shown in Fig. 8.

The question was: Which of the modules do you think should be more extensive?

Fig. 6. Student’s opinion: usefulness of the modules

Fig. 7. Students’ opinions about the Digital Competences module
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Another of the matters investigated dealt with the contents (expectations, depth and
clarity). The Fig. 9 shows that in general, students responded positively on an average
of 80%.

From a qualitative point of view, the students were asked: What aspects of the
modules should be improved? They referred more frequently to the following issues:

4. “Greater depth of content, for example, in the Mathematical Thinking Module”.
5. “They should start with more anticipation to the subjects’ courses”.
6. “They could have been a bit more demanding/more dynamic”.
7. “To divide into smaller commissions”.
8. “To promote instances of interaction between incoming students”.
9. “Increment the time extension of the modules”.

4 Conclusions

Education and training systems require more agile strategies, in order to face com-
plexities of the knowledge society.

Fig. 8. Students’ opinions about the duration of the modules

Fig. 9. Students’ experience about the content developed in “digital competences”.

Agility in Instructional Design. Strengthening of Digital Skills 133



Agile methodologies allow to make more flexible the design, development and
maintenance of complex products. One of these products is the instructional design, a
digital formative competence oriented to students using IT. In particular, the article
presents an integration of SCRUM’s roles, phases, artifacts and manifests in the phases
of the ADDIE model.

So, in the validation context, through the proposed dynamics, the realization of the
different dimensions of digital competences was evidenced:

– The technological dimension encompasses technological literacy and knowledge
and mastery of digital environments. In this particular case, it was specified through
the face-to-face meetings. In addition, it was completed through the technological
literacy support resources provided in the virtual classroom designed for this pro-
posal. It should be clarified that the design of other actions aimed at strengthening
this dimension can be derived from data analysis.

– The communicative dimension encompasses interpersonal and social communica-
tion. In this experience it was mediated through the interactions promoted by the
specially designed virtual classroom environment, especially reflected in the
forums.

– The informational dimension covers the collection, evaluation and treatment of
information, in digital environments. In this dimension, in particular, the active
participation of the subject as responsible for their significant learning is encour-
aged. This is an essential tool in a society marked by ICT and where the use of
technologies prevails from various media.

– The learning dimension encompasses the transformation of information into
knowledge and its acquisition. In the e-society -which requires an individual in
constant training and capable of overcoming infotoxication- students are required to
acquire strategies addressed for the construction and re-construction of significant
knowledge that contribute both in their personal training as in their social and
cultural relationships. In addition, learning is marked by the internalization of these
knowledges that are incorporated into the collection of each subject of the s. XXI.

– The dimension of digital culture encompasses the social and cultural practices of the
knowledge society and digital citizenship. This proposal – in its entirety – con-
tributes to this dimension. It is recognized that previous knowledge about digital
competences may vary in university students – incoming or not –. Therefore, it is
necessary to provide all students with spaces for interaction that encourage social
and cultural practices with a view to achieving informed, responsible citizens who
are capable of contributing to society.

Also, it is noted that this preliminary study provides reference information for the
design of institutional plans based on agile framework oriented to strengthening the
digital competence. This proposal follows the trends defined by CONFEDI, in order to
define the curricula based on the competency approach.

Finally, the article proposes and validates a transdisciplinary approach when
dealing with models of instructional design and management of agile projects in the
context of higher education.
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Abstract. Motion capture (MoCap) data as time series provide a rich
source of input for human movement analysis; however, their multidi-
mensional nature makes them difficult to process and compare. In this
paper, we propose a visual analysis technique that allows the comparison
of MoCap data obtained from karate katas. These consist of a series of
predefined movements that are executed independently by several sub-
jects at different times and speeds. For the comparative analysis, the pro-
posed solution presents a visual comparison of the misalignment between
a set of time series, based on dynamic time warping. We propose an
overview of the misalignment between the data corresponding to n dif-
ferent subjects. A detailed view focusing on the comparison between two
of them can be obtain on demand. The proposed solution comes from
a combination of signal processing and data visualization techniques. A
web application implementing this proposal completes the contribution
of this work.

Keywords: Dynamic time warping · Comparative visualization · Data
visualization · Multidimensional data · Motion capture

1 Introduction

Many activities, such as sports or kinesiology [16,23,25], may benefit from the
analysis and understanding of the human movement; in this context, motion
capture data (MoCap) analysis becomes of great importance both for the recov-
ery from databases [18] and for the comparison of the movement of different
people [20]. While recovery, analysis, and comparison of movements, to a lesser
extent, are appropriate tasks to perform automatically, they can also benefit
considerably from visual techniques. In particular, Bernard et al. [5] emphasize
the importance of visual comparison techniques and the challenge of designing
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them. At first, a video may seem the most realistic visual technique; however,
comparing movements of different videos is a very tedious and time-consuming
task [19,20]. On the other hand, proper data visualization techniques can provide
information on a full MoCap at a glance.

A detailed comparison of the time alignment of two similar sequences of move-
ments was presented in [29]. In this paper, we present an overview+detail visual
analysis tool that extends and improves that previous visualization by the addi-
tion of an overview comparison of the time alignment between all the sequences
of the dataset. This overview visualization shows a quantitative summary of the
misalignment between every two sequences of movements. The detailed visual-
ization, based on Dynamic Time Warping, mainly shows how a source sequence
of movements should be transformed to match a reference sequence. To address
sequences represented by neat movements, we take karate katas performed by
various participants as a case study. If we use the performance of the teacher as
a reference, presumably the correct one, this visualization allows:

– An overview comparison of the time alignment between the karate students’
and the teacher’s performances.

– A detailed comparison between the performance of a particular student and
the teacher. This allows the recognition of the moments when the student
loses synchronization.

This paper continues with a discussion of the previous work in Sect. 2 and
outlines the work that was carried out to complete and prepare the dataset in
Sect. 3. Section 4 describes the Dynamic Time Warping (DTW) technique, which
is the basis for the visual comparison of the temporal misalignment of sequences
used in this work; misalignment measurements are also included. Sections 5 to
7 describe the proposed visual analysis technique, including a detailed view, an
overview and some implementation notes. Finally, Sect. 8 draws some conclusions
and presents possible future work.

2 Previous Work

Not only the comparison of two MoCaps is a challenging task, but also the visu-
alization of a whole MoCap. Moreover, as Bernard et al. [5] state, the design of
MoCap visual-comparison is full of challenges regarding data preprocessing, visu-
alization design and interactions. This section presents the related work regard-
ing different techniques that exist for visualizing and comparing MoCap data
and 3D trajectories.

2.1 MoCap Visualization and Overview

Li et al. [19] present a review of MoCap-visualization techniques and classify
them into images summaries, interactive platforms, and animations or videos.
Image summaries rely mostly on key-frames [2,13], i.e., frames that best repre-
sent motion in a time window. Interactive platforms allow some customization
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of the visualization, avoiding the restriction of just one or a few images to sum-
marize the whole MoCap [1,4,14,26]. Since the user has to watch the entire
sequence, animations or videos are not suitable to visualize a complete MoCap
at a glance.

Dimensionality reduction is proposed as a complementary technique to the
visualization of time series and MoCaps [28]; however, it helps to expose mean-
ingful information about groups within the data but not to interpret individual
information or inspect changes over time. A dimensionality reduction technique
used in MoCap analysis is the self-organizing map (SOM) [13,30]. The SOM
reduces the dimensionality of the data and projects the frames onto a grid-
like topology, where proximity of cells means similarity in the original frames.
This grid supports both analyzing one motion sequence and comparing multi-
ple motion sequences. Since each grid cell approximates a frame, the higher the
resolution of the grid, the more accurate the approximation. However, the res-
olution of the grid can become unmanageable if it is sought to obtain a good
approximation of large sequences of very different movements.

In image summaries, motion belts [31] transform a 2D motion sequence into
a sequence of 2D keyframes. The result of projection strongly depends on the
nature of the movement. Hu et al. [13] combine them with a subject-centered rep-
resentation called motion track based on a self-organizing map (SOM). Motion
track produces a matrix visualization that only represents angles between skele-
ton parts, without taking into account translation and orientation information.

The interactive platform presented by Malmstrom et al. [20] shows a skeletal
view and a visualization to compare the angle, the angular speed and the angular
acceleration between joints from two MoCaps. It also includes streamgraphs as
an overview of the difference in angles between the joints. Wilhelm et al. [30]
present a visual-interactive system for the exploration of horse motion data. This
system provides multiple overviews: an overlap of schematic of the poses, a SOM
with moving trajectories and a PCA projection of the poses.

Within the animations, Assa et al. [3] propose an algorithm to generate
an overview video clip from human motion data analysis and Hajdin et al. [12]
present an interactive visualization of folk dance. The later is oriented to learners
and enables them to view any part of the dance from different angles and at
different speeds.

Several visualization tools focus on providing an overview of the whole
MoCap [1,4] or just of some attribute of the MoCap [20]. Bernard et al. [4]
present an overview of the MoCap in the form of a dendrogram, which results
from hierarchical clustering. Clusters are represented with a glyph composed of
overlapping frames. As a complement of the dendrogram, they present a graph
overview that links clusters according to the motion sequence. The Mova plat-
form [1] includes a motion belt as an overview of the whole movement.
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2.2 Comparison of MoCaps and 3D Trajectories

Most MoCaps visualizations focus on dimensionality reduction and compare only
one 2D or 3D trajectory [6,10,13,18,30]. Others just focus on the comparison
of patterns by overlapping frames [4,14]. More recently, Sedmidubsky et al. [27]
compare the movements using convolutional neural networks, so the 3D position
of the joints are represented as an image. However, they do not intend this image
to be part of a visualization system.

In the field of signal processing, Dynamic Time Warping (DTW) [7] is a
well-known technique for comparing two signals; for example, it is commonly
used for speech recognition [24]. Bruderlin and Williams [8] stated that it is
also appropriate to apply signal processing methods in general, and DTW in
particular, to motion data represented by the length of the segments and the
flexion angle of the joints.

Today, several approaches use DTW to synchronize and compare motion data
[21]. Krüger et al. [18] use DTW as part of a larger system to find similarities
between movements in a database from the comparison of the 3D position of the
joints. Jiang et al. [15] use DTW to assess surgical skills in minimally invasive
robot-assisted surgeries. They propose an additional indicator to include large
deviations and speed changes in different phases of the training tasks under
analysis. Hachaj et al. [11] analyze the repetitiveness of karate kicks using DTW
distances. In a 3D plot, they visualize the comparison between the trajectories
of two points and the overlapping of frames.

3 Data Preprocessing

As an extension of [29], this work is also based on the motion captures corre-
sponding to the Bassai Dai kata of the karate dataset1 [17,22]. This dataset
consists of 20 MoCap sequences corresponding to 7 participants with different
abilities and ages. Each MoCap sequence contains information about 25 mark-
ers placed on the participants’ bodies (see Fig. 1a). Of the 7 participants, 4 are
adults, and 3 are teenagers. Two of the adults have very high experience (one
is a Karate teacher and the other a participant in international championships),
and the other 2 are black belt with high experience. All the teenagers have a
medium level of experience. Among all the participants, there is only one woman
who is a black belt. See Fig. 1b for the correspondence between trials and years
of expertise.

The data preprocessing consisted mainly of data completion and data nor-
malization. Data normalization involves three stages: skeleton alignment, space
normalization, and data reduction. A data completion strategy was necessary
since MoCap sequences were affected by noise and missing data. Considering that
markers are interconnected with bones, and the distance between two directly
connected markers remains constant, the position of the missing markers was
estimated by interpolation of the orientation of the joining bone.

1 http://www.infomus.org/karate/eyesweb dataset karate eng.php.

http://www.infomus.org/karate/eyesweb_dataset_karate_eng.php
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Fig. 1. (a) Labels and positions of the 25 markers that form the MoCaps. (b) Years of
expertise of the each trial.

Since data normalization is an inherent problem in sequence comparison, sev-
eral approaches exist in the literature. Following a simple method based on the
one presented by Sedmidubsky et al. [27], we normalize the skeletons by changing
the orientation and size through rotation, scaling, and translation transforma-
tions:

1. Skeleton alignment : the skeleton of every frame is roto-translated so that the
marker NCK is placed at the origin (0, 0, 0), the segment NCK–BKHD is
aligned with axis z, and the triangle NCK–C7–BKHD is aligned with plane
yz. The information about the roto-translation of the skeleton is lost; however,
this information is not relevant to compare the timing of the poses.

2. Space normalization: to reduces distortions due to the different heights of
participants, the skeleton-aligned MoCaps are translated and scaled to fit into
the box (0, 0, 0)−(1, 1, 1) and the marker NCK is placed at point (0.5, 0.5, 0.5).

3. Data reduction: since the basic implementation of DTW requires both
sequences to have the same number of frames, and the captures were taken at
250 Hz (producing sequences of approximately 25,000 frames), every sequence
was reduced using the Lanczos sampling [9], to have the same number of
frames and a frequency of at least 25 Hz. In this context, each frame repre-
sents a variable amount of time; this allows us to compare the movements of
the sequence and their relative speeds, regardless of the actual performance
speed.
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4 Dynamic Time Warping

In this section, we outline the Dynamic Time Warping (DTW) technique [7,24],
the basis of the visual comparison of time sequence misalignment presented in
this work. DTW is combined with different visualization techniques to show how
a MoCap S (the source sequence) is misaligned (delayed or early) with respect
to a MoCap R (the reference sequence).

DTW is a method used in time series analysis for measuring the similarity (or
dissimilarity) between two temporal sequences. In the process of computing this
measure, DTW provides a mapping between the series that induces a warping
function. This warping function transforms one of the sequences to obtain two
time-aligned sequences, and thus, a misalignment function.

4.1 A Dissimilarity Measure

DTW compares all the frames from R with all the frames from S to compute the
accumulated-distance matrix M (see Algorithm 1) and thus obtain a measure
of dissimilarity between both sequences. The accumulated distance ML,L mea-
sures the cost of warping one sequence to match another. It therefore represents
the dissimilarity between the two sequences. Any suitable distance function can
be used to calculate the distance between frames. In this work, we have used
Euclidean distance since it the most used in these cases.

Algorithm 1. Accumulated distance matrix M between sequences S and R

Input Two sequences R and S with L frames each one.
Output The accumulated distance matrix M between the two sequences.

� The distance between the initial frames
1: M1,1 ← dist(R1, S1)
2: for all i ∈ [2, L] do

� Accumulated distance between R1 and every frame in S.
3: M1,i ← dist(R1, Si) + M1,i−1

� Accumulated distance between S1 and every frame in R.
4: Mi,1 ← dist(S1, Ri) + Mi−1,1

5: for all i, j ∈ [2, L] do
� Minimum accumulated distance between every other pair of frames

6: Mi,j ← dist(Ri, Sj) + min{Mi−1,j−1, Mi−1,j , Mi,j−1}

4.2 Warping Function

The computation of the measure ML,L implies finding the minimal accumulated-
distance path from (1, 1) to (L,L). This warping path P is a list of pairs (i, j)
that defines a warping between sequences R and S, where its first and second
components are the numbers of frame in R and S (see Algorithm 2), respectively.
Figure 2 shows the accumulated distance matrix between two sequences and the



Overview+Detail Visual Comparison of Karate MoCaps 145

warping path between them. From this warping path, it is possible to obtain a
function that warps S into R. This function should give, for each frame number
in R, the number of the best matching frame in S. Since in the warping path
there may exist several pairs warping different frame numbers in S into the same
frame number in R, the warping function F : N → N is defined as:

F (n) = �mean(n,j)∈P {j}� (1)

Algorithm 2. Warping path P between sequences S and R

Input Accumulated-distance matrix M of L × L elements.
Output Warping path P between the two sequences.
1: P starts empty.
2: i ← L, j ← L
3: while i ≥ 1 and j ≥ 1 do
4: Add (i, j) to the path P

5: (i, j) ←

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(i, j − 1) if i = 1,

(i − 1, j) if j = 1,

(i, j − 1) if Mi,j−1 = min{Mi−1,j−1, Mi−1,j , Mi,j−1},

(i − 1, j) if Mi−1,j = min{Mi−1,j−1, Mi−1,j , Mi,j−1},

(i − 1, j − 1) otherwise.

4.3 The Misalignment Function

Given a frame number n in the sequence R, the function F (n) returns the frame
number in S that match the best with it. The misalignment function G(n), given
by Eq. 2, is the distance from F (n) to n:

G(n) = F (n) − n (2)

The relation between G(n − 1) and G(n) gives a hint about whether S is
delayed, on-time, or early with respect to R. If G(n − 1) = G(n), then S is
on-time. If G(n − 1) < G(n), then S is delayed. Finally, if G(n − 1) > G(n),
then S is early. Depending on whether S is early, delayed, or on time, G(n) has
a negative, positive, or flat slope, respectively.

Figure 3 shows an example of the warping function F (n) and the correspond-
ing misalignment function G(n) for the sequences A and B from the example of
Fig. 2a. Finally, Fig. 4 shows the accumulated-distance matrix and the warping
and misalignment functions for MoCaps trial0021 as source and trial0008 as ref-
erence, each one of 2675 frames. In Fig. 4a, columns of the matrix represent the
frame times from the source and rows, the ones from the reference. The gray level
represents the Euclidean distance between frames: the darker it is, the larger the
distance. The value of M2675,2675 provides a measure of dissimilarity between the
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Fig. 2. (a) Accumulated distance matrix and (b) warping path for two sequences A =
{10, 10, 40, 40, 50, 70, 70, 80, 90, 100} and B = {10, 30, 30, 50, 50, 60, 70, 80, 80, 100}.
Columns of the matrices represent the frame times from source B and rows, the ones
from reference A. The gray level represents the Euclidean distance between frames:
the darker it is, the larger the distance. The value of M10,10 provides a measure of
dissimilarity between A and B.

reference and the source. Figure 4b shows the warping function F (n). This is a
function that, given a frame number n in the reference MoCap, returns the num-
ber of the frame in the source one that is the best match following the warping
path. Figure 4c shows the misalignment function G(n) of the warping between the
two MoCaps. The sequence of positive, flat and negative slopes indicates whether
the source MoCap is delayed, on time, or early with respect to the reference one.

5 Detailed View

In this section, we present the detailed view that compares the misalignment
between two MoCaps. This is an improved version of the one presented in [29].
Given two MoCaps, the source S and the reference R, this view combines differ-
ent visualization techniques to show how S is misaligned (delayed or early) with
respect to R. The detailed view consists of three visualizations showing different
aspects of the misalignment between two sequences by using different techniques
(see Fig. 5):

– At the top, a line and area graph that shows both the misalignment and the
difference between the poses of time-aligned frames.

– In the middle, a line graph of the misalignment function G(n).
– At the bottom, a parallel heat-map visualization that includes a complete

image view of both MoCaps and the visualization of the misalignment between
them.
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Fig. 3. Warping and misalignment functions. Figure (a) shows the warping function
F resulting from the warping path from Fig. 2. Figure (b) shows the corresponding
misalignment function. (Color figure online)

This detailed view and the overview (see Sect. 6) use the same color coding.
The color of lines, connections or areas shows whether a frame of the reference
sequence R was performed delayed (blue), on time (yellow) or early (red) in
the source sequence S. A delayed frame means that the sequence S takes more
time to complete it, an early frame means that the sequence S completes it too
fast, and yellow means the the subsequence is performed at the same rhythm in
sequence R and S.

The combination of these three representations of the temporal misalignment
of both MoCaps allows us to interpret how synchronized the two participants
are and how similar the sequences of movements they perform are.

5.1 Line and Area Graph to Show Misalignment and Differences

The first visualization shows not only the misalignment between the sequences
but also the difference between the matching frames. The x axis is the timeline of
the reference sequence and the y axis represents the absolute difference between
the poses of time-aligned frames. The color of the area below a (x, y) point
encodes, for each frame of the reference, how delayed (blue), on time (yellow) or
early (red) was performed by the source. The difference mapped to the y axis is
the Euclidean distance between markers, considering the collection of N markers
as a unique point in a 3N -dimensional space. This graph gives insight not only
on the changes of rhythm between the sequences, but also on the similarity of
the poses.
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Fig. 4. (a) Accumulated distance matrix and warping path of two MoCaps: trial0021
as source and trial0008 as reference. Columns of the matrices represent the frame
times from the source and rows, the ones from the reference. The gray level represents
the Euclidean distance between frames: the darker, the larger. The value of M2675,2675

provides a measure of dissimilarity between the reference and the source. (b) Warping
function F (n) that, given a frame number n in the reference MoCap, returns the
number of the frame in the source one that is the best match following the warping
path. (c) Misalignment function G(n) of the warping between the two MoCaps. The
sequence of positive, flat and negative slopes indicates whether the source MoCap is
delayed, on time, or early with respect to the reference one.

5.2 Line Graph of Function G(n)

The middle visualization is a line graph that shows the misalignment function
G(n) between source and reference (Eq. 2). The x-axis corresponds to the time-
line of the reference MoCap. The slope changes show the accelerations or the
slowing down of the source sequence with respect to the reference. A positive
slope means that the source is delayed, negative slope means that it is more
accelerated and a zero slope indicates that both sequences are on time.

5.3 Parallel Heat-Map Visualization

To visualize the warping between the two MoCaps, we propose a parallel time-
relationship visualization that uses as timeline a heat-map representation. This
visualization includes both the MoCaps corresponding to the two sequences and
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Fig. 5. Comparison between MoCaps trial0021 (source) and trial0008 (reference). The
upper graph shows, with colors, the misalignment between the MoCaps and the abso-
lute difference between time-aligned frames. The middle graph is the misalignment
function. The graph at the bottom shows a heat-map visualization of the two MoCaps
and how they are aligned in time. The color coding uses blue for delayed frames, yellow
for on-time ones, and red for early ones. (Color figure online)

the misalignment between them. Figure 6 shows a comparison between trial0021
as source and trial0008 as reference. Each component of this visualization is
described below.

Parallel Time-Relationship Visualization. To visualize the misalignment
between two MoCaps, we propose a parallel time-relationship visualization.
Inspired on parallel coordinates, each axis represents the timeline of a MoCap,
and the connection between frame numbers represents the required warping to
align both MoCaps. Figure 7a shows the same example than Fig. 3a using a par-
allel time-relationship visualization. The top line represents the frame numbers
of the source sequence, while the bottom line represents the frame number of
the reference sequence. Besides, the color of the connections indicates the tem-
poral relationship between source and reference sequences, that is, whether the
frames of the source sequence S is delayed (red), on time (yellow), or early (blue)
respect to the reference sequence R.

Heat-Map Visualization. As described in Sect. 3, the space normalization of
MoCaps causes every marker to lie in the box (0, 0, 0) – (1, 1, 1), and, therefore,
the position of each marker can be converted directly to a color. A heat-map
visualization, where the color of each pixel encodes positional information, rep-
resents the whole MoCap [27]: the red, green, and blue channels encode the x,
y, and z coordinates, respectively. The width of the image represents the time-
line and the height, the markers. Adjacent pixels along the width of the image
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Fig. 6. Parallel heat-map visualization of MoCaps trial0021 as source and trial0008 as
reference. The one on the top is the source MoCap and the one below is the reference
MoCap. Connections between them represent the warping of the source MoCap to
match the reference.

represent consecutive positions of the same marker; however, the adjacency of
pixels along the height is not meaningful. Figure 7b shows the color represen-
tation of the pose of Fig. 1, which is a column in the image representation of a
complete MoCap (Fig. 7c).

6 Overview

The overview shows a matrix visualization of the comparison between all possible
sequence pairs. A rough visualization of the comparison between to sequences
is presented as a percentage summary. It shows the percentages of the reference
sequence that the source performs slower, at the same rate, or faster than the
reference (see Fig. 8). The columns represent the reference sequences and the
rows the source sequences.

Each cell of the matrix presents with a glyph the percentage summary of
a pair of sequences. A tooltip shows, on demand, the exact values of the per-
centage summary at a given cell. Figure 9 shows the percentage summary of the
comparison between trial0021 (source) and trial0008 (reference). Those num-
bers suggest that 17% of the performance from trial0008 was accelerated in
trial0021, 77% was at the same rate and 6% was decelerated.

Since the percentage-summary shows the percentages of one sequence that
the other performs slower, at the same rate, or faster, the matrix is not symmetric
despite resembling one. At first, from the matrix it can be noticed that something
is wrong with trial0050. In particular, this performance was done very slowly but
incompletely. Secondly, all the performances, when compared with trial0005 of
the teacher, show similar results. Thirdly, it can be seen that the performances
of the teenagers are very similar to each other. On the other hand, comparisons
with very experienced participants present more diverse results.



Overview+Detail Visual Comparison of Karate MoCaps 151

Fig. 7. Parallel heat-map visualization components. (a) Parallel time-relationship visu-
alization of the warping of Fig. 3a. The top line represents frames from the source
sequence A and the bottom line, frames from the reference sequence B. The color of
the connections shows whether the frames of B was performed delayed (blue), on time
(yellow) or early (red). (b) Color representation of the pose of Figure 1. The color
of each pixel is given by the position of the marker inside the (0, 0, 0) − (1, 1, 1) box.
(c) Color representation as heat-map of the MoCap trial0021. The row at the top
corresponds to marker BKHD and the one at the bottom, to marker LBAK. Times
increases from left to right: the first column on the left corresponds to the first frame of
the MoCap, and the last column on the right, to the last frame of the MoCap. (Color
figure online)

7 Implementation Notes

The MoCap comparison tool presented in this work is available at http://cs.uns.
edu.ar/∼dku/mocap-synchromparator, while the previous version is maintained
at http://cs.uns.edu.ar/∼dku/mocap-synchromparator-v1. The prototype was

Fig. 8. Matrix visualization of the percentage summaries of every pair of sequences.

http://cs.uns.edu.ar/~dku/mocap-synchromparator
http://cs.uns.edu.ar/~dku/mocap-synchromparator
http://cs.uns.edu.ar/~dku/mocap-synchromparator-v1
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Fig. 9. Cell glyph and corresponding tooltip of the comparison between trial0021
(source) and trial0008 (reference). The red, blue, and yellow portions indicate the
percentages of the reference sequence that the source performs slower, at the same
rate, or faster than the reference, respectively. (Color figure online)

implemented using Javascript and the D3.js library. The input sequences for the
application are the preprocessed results of Sect. 3 Data Preprocessing and the
result for Eq. 1 for each possible DTW between the sequences.

8 Conclusions and Future Work

We have presented a comparative visualization of MoCap sequences that focuses
on the time dimension. The visualization starts with an overview of the misalign-
ment between the data corresponding to different subjects. Details on the com-
parison between two particular sequences can be obtained on demand. The detail
view provides an overview of the misalignment between the selected sequences
and visual information about when one of them is delayed or early with respect
to the other. The time frames where the sequences differ are easily perceptible
due to color-coding.

Currently, the detail visualization is static and provides no interactions. We
plan to add suitable interactions for explorations (for example, semantic zoom).
The possibility to compare more than two sequences at a time and the inclusion
of multiresolution DTW are both worth exploring. Moreover, finding a mean-
ingful order for the markers in the heat map is desirable. The extension for this
tool to other time datasets beside MoCap data is also under study.
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October 2019
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Abstract. Behavioral synthesis is a technique that automatically builds
a controller for a system given its specification. This is achieved by
obtaining a winning strategy in a game between the system and the
environment. Behavioral synthesis has been successfully applied in mod-
ern modularization techniques such as Aspect Orientation to compose
each particular view of the system in a single piece. When a controller
can not be found the engineer faces the Non Realizability Problem. In
this work we exploit FVS a distinguishable feature in the FVS specifica-
tion language called anti-scenarios to address this problem. Several case
studies are introduced to show our proposal in action. Additionally, a
performance analysis is introduced to further validate our approach.

Keywords: Aspect Orientation · Behavioral synthesis

1 Introduction

Modern modularization techniques have emerged in the past years aiming to
improve how the different features supported by a system interact to provide
its expected behavior. Among them, Aspect Orientation [18,22] or Feature Ori-
ented Programming [3,29] earned a distinguished reputation since they have been
applied successfully in several challenging domains such as software protocols,
software architectures, hardware and robotic controllers or artificial intelligence
[3,11,16,24,36], just to mention a few.

In essence what these techniques propose is to conceive a system as the
interaction and combination of its individual features. These features are also
called view or aspects, depending on the particular methodology to be employed.
For example, in the classic ATM example the system is built combining diverse
views such as security, availability, efficiency, data integrity or transaction man-
agement. Each view captures a portion of the behavior of the system. In this way
the software engineer can focus on each one without being distracted with other
irrelevant details that do not correspond to the view in turn being specified. This
kind of approach is also present in multiple ways in other software engineering
tools and techniques. Actors when defining use cases or roles when defining user
c© Springer Nature Switzerland AG 2020
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stories represent different ways (views) of interacting with the system. Similarly,
UML’s sequence diagrams aim to model localized behavior and also can be seen
as a mechanism to specify a particular behavioral perspective of the system.

The critical point when developing system is to articulate and combine each
particular view in order to produce the complete behavior of the system. This is
indeed tricky since most of the times these views interfere with each other con-
stituting a possible source of conflicts, problems and bugs. These conflicts should
not be underestimated since the correct behavior of the system may depend on
how they are addressed. For example, in the ATM system the encryption view
must act (i.e., must encrypt the message) before any message is sent from the
ATM to the bank. Similarly, the encryption perspective may constitute a men-
ace to achieve successfully the efficiency view, since delays are introduced when
performing transactions.

In the Aspect Orientation approach each view is named an Aspect and the
process of combining aspects behavior is named Weaving. The problem of detect-
ing and resolving aspects interaction has been addressed by the software engi-
neering community [7,14,26,30,33]. Nonetheless, most of them rely on syntactic
mechanisms and the semantic application of aspects is hard to analyze, explore
or reason about [6,21,32]. In this sense, some approaches [6,28] have taken a
different road to weave aspects employing a technique known as behavioral syn-
thesis [8,13]. Contrary to the usual development of systems, where the imple-
mentation of the system is analyzed whether its fulfills its specification or not,
when employing behavioral synthesis the system is built in such a way that the
specification is satisfied by construction. In general, the output of the synthe-
sis procedure is an automaton called the controller of the system that receives
input from the environment (typically this information is provided by sensors)
and produces instructions to actuators and then waits to receive the new infor-
mation from the environment to initiate the loop one more time. The controller
is obtained employing algorithms from the artificial intelligence and game theory
domains. The objective is to produce a winning strategy that no matters what
action is taken by the environment the systems always find a way to achieve its
goals. Efficient symbolic algorithms for controller synthesis have been presented
in [8,27].

A key issue when dealing with behavioral synthesis is how to proceed when a
controller can not be derived from the specification. This is known as realizability
checking. When the specification is non realizable the specifier must identify
the source of the problem. Generally, this is achieved manually or employing
sophisticated tools. Some approaches like [2] rely on inductive logics, work in
[23] employs the concept of counterstrategies and work in [25] adds additional
information into the specification as conflict and recovery sets of requirements.
However, the specification language used in these approaches does not provide
by itself a mechanism to help the specifier to identify the problem.

Given this context in this work we propose to exploit a distinguishable fea-
ture of the FVS language to address non realizability in the aspect oriented
synthesis world. FVS can automatically build anti-scenarios from any property
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described in the language. This gives to the specifier an intuitive, visual and
crucial information about all the possible ways things can go wrong and violate
a property. This work illustrates how anti-scenarios can be employed to tackle
non realizability in a friendly manner.

FVS is a declarative language based on graphical scenarios and features a
flexible and expressive notation with clear and solid language semantics. In [6]
we showed how FVS can be used to denote, compose and synthesize aspect
oriented behavior, including dealing with properties that can not be expressed
with Deterministic Büchi automata, which are excluded in other approaches like
[27]. We now introduce a new edge on our methodology by exploiting FVS’s
anti-scenarios to alleviate the non realizability problem.

We also conducted a performance analysis to measure the effectiveness of our
approach and explored a new tool named Acacia+ [9] to achieve our goals. The
results show that FVS turns out to be a competitive framework among others
known approaches.

To sum up, the contributions of this work can be summarized as follows:

– FVS anti-acenarios are employed to address the non realizability problem in
behavioral synthesis.

– A performance analysis is shown to compare FVS efficiency against other
tools.

– A new external tool is explored to obtain controllers.
– FVS is shown in action in new case studies in several applications and relevant

domains.

The rest of this work is structured as follows. Section 2 briefly introduces
the FVS language, its usage in the Aspect Orientation domain and how the
behavioral synthesis is achieved. Section 3 presents the case studies and also
discusses related work. Section 4 introduces the performance analysis. Finally,
Sect. 5 enumerates future work whereas Sect. 6 present the conclusions of this
work.

2 Background

In this section we will informally describe the standing features of FVS [4,5].
The reader is referred to [5] for a formal characterization of the language.

FVS is a graphical scenarios where scenarios and rules shape the expected
behavior of the system. FVS scenarios consists of points and relationships
between them. Points can be labeled with the events that occur in those points.
In fact, a points’ label consist of a logic formula that summarizes the events
occurring on that moment. Two kind of relationships relate points: precedence,
to indicate that an event occurs before another one, and constraining, which is
used to restrict behavior between points. Finally, two special points are intro-
duced to indicate the beginning and the end of a trace. For example Fig. 1 shows
a typical FVS scenario modeling the behavior of a load-balancer server example.
The big black point in the left extreme represents the beginning of the execution
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and the last point, which is double rounded, represents the end of the execu-
tion. In particular the scenario describes a situation where the server is ready
once the execution started and afterwards a task is assigned such that the server
never reaches its full capacity from the moment was ready until the end of the
execution.

Fig. 1. A simple scenario in FVS

FVS rules can be seen as an implication relationship. They consist of an
scenario playing the role of the antecedent and two or more scenarios playing the
role of the consequent. The intuition is that whenever a trace “matches” a given
antecedent scenario, then it must also match at least one of the consequents.
When this happen we say that the rule is satisfied. The semantics of the language
is given by the set of traces that fulfills every rule. Graphically, the antecedent
is shown in black, and consequents in grey. Each item of consequents are labeled
to indicate to whom consequent they belong. As an example, an FVS rule is
shown in Fig. 2. This rule says that if an TaskAssigned event occurs, then the
Server-Ready event must occurred in the past (in other words, the server was in
the ready state) and between these points the Server-Full event that indicates
that the serves reached its maximum capacity did not occur.

Fig. 2. A simple FVS rule

We now introduce the concept of anti-scenarios. Anti-scenarios can be auto-
matically generated from rule scenarios. Roughly speaking, they provide valuable
information for the developer since they represent a sketch of how things could go
wrong and violate the rule. The complete procedure is detailed in [10], but infor-
mally the algorithm obtains all the situations where the antecedent is found but
none of the consequents is feasible. For example, for the previous rule in Fig. 2
two anti-scenarios are found. In one situation a task is assigned, but the server
was never ready before since the beginning of the execution. In the other situ-
ation, the server was indeed ready, but it reaches its maximum capacity before
the task is assigned. These two anti-scenarios are shown in Fig. 3.
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Fig. 3. Two anti-scenarios for the specified rule

2.1 FVS in Aspect Orientation and Behavioral Synthesis

Our previous work in [6] describes how FVS can be seen as an aspect oriented
specification language and also how it can be connected to external tools to
obtain a controller that satisfies the specification by construction. In few words,
FVS rules can be seen as aspects, where the antecedent of the rule constitutes
the poincut (those points where the aspect behavior is to be added) and the
consequent represent the behavior to be introduced by the aspect.

FVS specifications are used to obtain a controller using different tools
depending on the type of the property. Using the tableau algorithm detailed in
[5] FVS scenarios are translated into Büchi automata. If the automata represent
one of the specification patterns (excludings those that can not be represented
by Deterministic Büchi automata) then we obtain a controller using a technique
[27] based on the specification patterns [17] and the GR(1) subset of LTL. If that
is not the case, but the automata is a Deterministic Büchi automata we either
employ the GOAL [34] or the Acacia+ tool [9]. The performance analysis in
Sect. 4 discusses the efficiency of these two tools. If the automaton is non deter-
ministic we obtain a controller using only the GOAL tool using an intermediate
translation from Büchi automata to Rabin automata.

3 Case Studies

In this section we show in action our approach to address non realizability in
aspect oriented behavioral synthesis by modeling three different and challeng-
ing case studies. These examples are shown next in the following sub sections.
Finally, Sect. 3.4 presents some considerations and conclusions and briefly dis-
cusses related work.

3.1 The Vessel Example

This case of study is based on the functioning of several navigation transports
introduced in [25]. In particular we consider the requirements from the vessel
example. We suppose that the basic specification describing the main behavior of
a vessel denote the base system and then we introduce some security restrictions
through the specification of an aspect named SafeNavigation. In particular, the
SafeNavigation aspect considers three requirements:
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1. The vessel can be in the UnderWay state either by starting on an engine
or by sailing, but not on both modes at the same time. That is, the vessel
navigates through the river either by using a engine or blowned by the wind.

2. A vessel can be constrained by her draught, but only when is navigating.
3. The vessel can be moored, but only when using the engine.

We modeled the SafeNavigation aspect in FVS. It contemplates three rules,
one for each requirement of the aspect. The first rule says that if the UnderWay
event occurs, then either the sailing mode was selected in the past and the engine
has not been turned on since then, or viceversa, the engine was turned on in the
past and the sailing mode has not occurred during that period. The FVS rule
for this requirement is shown in Fig. 4.

Fig. 4. FVS rule for requirement number one

The FVS rule in Fig. 5 addresses the second and third requirements. The rule
in the top of Figure corresponds to the second requirement whereas the rule in
the bottom corresponds to the third one. In the former rule, the Constrained by
her draught event (named CbyDraught to simplify) occurs, then the UnderWay
event must had occurred in the past. The latter rule indicates that if the Moored
event occurs then the engine was turned on in the past (consequent 1), or it was
turned on later on (consequent 2).

When the SafeNavigation aspect is weaved with the base system a controller
can not be found. This is because the environment can introduce the Moored
event and then activate the sailing mode execution of the vessel. A trace like that

Fig. 5. FVS rule for requirements number two and three
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requires the vessel to turn on the engine (because of requirement number three),
but turning on the engine would be in conflict with requirement number one since
the sailing mode was active. This behavior can be noted when exploring the anti-
scenarios that the FVS tool generates from the rules shaping the SafeNavigation
aspect easing the job for the specifier when faced to the non realizability problem.
Three possible anti-scenarios are shown in Fig. 6. The anti-scenarios in the top
of the Figure corresponds to behavior that violate requirement number one: in
the first one, the sailing mode is activated, afterwards the engine is turned on
and finally the vessel starts to navigate. This is a behavior violation since both
modes are active simultaneously. The second one is the analogous behavior but
just considering the engine was turned on first. The anti-scenario at the bottom
of Fig. 6 violates requirement number three: the vessel is moored but the engine
was neither turned on before or after its occurrence.

Fig. 6. Some anti-scenarios for the Safe Navigation Aspect

By just looking at the graphical information provided by these anti-scenarios
the specifier can explore possible reasons that lead to the non realizability of the
specification. In this case it can be noted that a trace like {Moored, Sailing ON }
would converge to a conflict since a occurrence of the Engine ON event would
match the first anti-scenario in Fig. 6 (and therefore a violation to the specifica-
tion) and at the same time the absence of the Engine ON event would match the
third anti-scenario in Fig. 6, leading also to violation of the expected behavior.
After this analysis the specifier can infer that the Moored event and the sailing
mode are mutually exclusive. Introducing new rules for this extra requirement
make the specification realizable and a controller con be found. These new rules
are shown in Fig. 7.

3.2 The Halt-Exception Example

This example is inspired in the case of study shown in [35]. It consists of a typical
buffer implementation in a distributed environment. A producer puts data in the
buffer, it waits when the buffer is complete and sets a Halt flag on when it puts
its last data. The consumer gets data from the buffer and waits when the buffer
is empty. An exception is raised when the buffer is empty, the halt flag is on
and the consumer attempts to get a data. This exception is specified with an
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Fig. 7. New rules are introduced after exploring the anti-scenarios

aspect named Halt Exception aspect. Following the strategy presented in [35] we
suppose that the specifier makes a mistake and the empty buffer condition is not
included in the rule shaping this aspect. This incomplete rule is shown in Fig. 8

Fig. 8. The incomplete FVS rule for the Halt Exception Aspect

This error makes the specification non realizable. As in the previous case the
specifier can then look at the anti-scenario that FVS can automatically generate.
The anti-scenario is shown in Fig. 9. It shows how the aspect specification can
be violated. In this case the sequence of events Halt ON and Get on which the
Halt Exception does not occur until the end of the execution is a violation of
the rule.

Fig. 9. Anti-scenarios for the Halt Exception Aspect

By just looking at the sequence the specifier might detect that the empty
buffer condition is not included and therefore spot the error in the specification.
Adding this condition lead to the realizability of the specification and a controller
is now found. The fixed rule is shown in Fig. 10.

3.3 The Exam System

This example is analyzed in [6] based on the case study presented in [28]. It
consists on a Exam system which monitors and regulates students taking exams.
The system starts in a Wait state and when a students arrives it shows a welcome
screen. Then, the student takes the exam. The student can fail or pass the exam,
the systems shows an exit screen and enters the Wait state once again. Two
aspects are added next: the Tuition aspect and the Availability aspect. The first
one validates that only students that have paid their tuition take the exam and
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Fig. 10. Fixed Rule for the Halt Exception Aspect

the second one addresses a classic liveness requirement: the welcome screen will
eventually be showed for every student. The rules for these two aspects are shown
in Fig. 11.

Fig. 11. Tuition and Availability aspects in the Exam System

As explained in [6] the specification containing both aspects in non realiz-
able. If infinitely many students are received such that only a finite number of
them have paid their tuition will lead the system not to enter the welcome state
infinitely often, which violates its specification. Faced with this problem, the
specifier might inspect anti-scenarios for both aspects. In particular, by analyz-
ing the anti-scenario in Fig. 12 the specifier could realize that not visiting the
Welcome state infinitely often might be a too strong condition and observing
that it is enough that the systems leaves the Wait state but not necessarily
enters the Welcome state.

Fig. 12. An anti-scenario for the Availability aspect

The new rule introducing a more relaxed Availability aspect is shown in
Fig. 13. With this new rule a controller is found for the Exam system.

Fig. 13. A more general Availability Aspect solving non the realizability problem
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3.4 Remarks, Observations and Related Work

In all of the examples anti-scenarios provide meaningful information to solve
the non realizability problem. We believe that is an appealing feature since it
is provided by the specification language itself and there is no need to interact
with external tools. Others technique such as [23,27] involves exchanging roles
between environment and the system and try to discover in the winning strategy
for the environment what behavior is obstructing the finding of a controller.
Naturally, this can be achieved if anti-scenarios do not result in an effective
weapon to solve the problem. Work in [25] provides a interesting solution to non
realizability defining extra definitions such as Conflict Sets and Recovery Sets
of Requirements. These definitions and the use of coloured automata allow the
detection of possible conflicts between requirements that might lead to the non
realizability of the specification. Finally, work in [2] proposes the us of inductive
logic to solve non realizability. Inductive logics infers some missing information
in the specification based on negative ans positive examples and its output could
be used to solve non-realizability. We consider that our approach is orthogonal to
these other works and could be easily combined. However, we affirm that taking
the advantage of exploring anti-scenarios which are automatically obtained from
the specification itself (win non costs or efforts for the specifier) is an captivating
first step to address the non realizability problem in behavioral synthesis.

4 Performance Analysis

In this section we describe some performance analysis regarding employing FVS
as an aspect oriented behavioral synthesis. Since we relay on external tools to
solve the game between the environment and the system to obtain a controller
we are in particular interested on measuring if the automata produced by our
approach is comparable and competitive with other approaches. To achieve this
objective we compare the time taken to obtain a controller taken as input FVS
specifications versus other approaches since the algorithms involved depend on
the size of the automata.

Also, we compare the performance of the two tools used to obtain a controller
in our work: GOAL and Acacia+. In previous work such as [6] we employed the
GOAL tool to resolve the behavioral synthesis problem. GOAL is a very powerful
tool to rely on during the verification phase since it can handle several formalisms
for automata and temporal logics and also, it implements several game solving
algorithms such as [19,20,31,37]. For this paper we also employ an attractive tool
called Acacia+, an efficient tool for solving synthesis specifications implemented
in Python and C. It can be easily downloaded from its site [1] and also can be
executed online. Instead of employing BDDs (Binary Decision Diagrams) as the
main structure of data is uses the concept of antichains [12,15] with satisfactory
results in some domains [9]. It takes as input LTL formulae as well as automata
notations.

The rest of this section is structured as follows. Section 4.1 analyzes the
performance of the external tools interacting with FVS, Sect. 4.2 compares FVS
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against other two approaches whereas Sect. 4.3 includes some final considerations
regarding this performance experiment.

4.1 GOAL vs Acacia+ vs Specification Patterns

In this section we compare FVS performance using different external tools and
kinds of specifications. As it is mentioned earlier in Sect. 2 we rely on several
techniques to realize the behavioral synthesis: using the GR(1) technique in [27]
if the properties modeling the expected behavior of the system can be denoted
with most of the specifications patterns [17], using GOAL and Acacia+ with
Deterministic Büchi and finally, using GOAL with Non Deterministic Büchi.

Table 1 resumes this performance analysis. The time is measured in seconds
taking the average time to obtain the controller for all the case of studies intro-
duced in Sect. 3. For all the problems we divided the set of requirements as fol-
lows: set 1 contains only properties denoted by specification patterns (excepting
those ones that can not be represented by Deterministic Büchi), set 2 contains
properties beyond specification patterns but still represented by Deterministic
Büchi automata and finally, set 3 contains properties expressible only by Non
Deterministic Büchi automata.

Table 1. FVS performance with external tools

Set-tool FVS-GOAL FVS-Acacia+ FVS-GR(1)

Set 1 s 4 s 2 s 1 s

Set 2 s 7 s 5 s –

Set 3 s 20 s – –

It can be observed that the technique introduced by [27] (denoted by the col-
umn FVS-GR(1) in Table 1) is the most efficient in time when the behavior can
be expressed by most of the specification patterns. In the same row, Acacia+
comes in second place while the GOAL tool ends at the bottom but close to
Acacia+. Acacia+ leverages the advantage moving on to the second row, using
Deterministic Büchi automata. Finally, only GOAL is able to handle require-
ments in set 3, which includes Non Deterministic Büchi automata. The GR(1)
technique in [27] is only available for behavior denoted in the first set of require-
ments. These results can definitely guide the specifier when choosing the external
tool to perform the behavioral synthesis using as input FVS specifications.

4.2 Efficiency Comparison

We now compare FVS against other approaches in those cases where performance
times are available or can be obtained. We use only properties can could be
expressed by Deterministic Büchi automata.
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For the Exam System paper in [27] reports that 3.5 s is taken to obtain a con-
troller using their approach based on the use of specification patterns. Employing
FVS we obtained 4.5 s, since larger automata are used in our case. However, the
difference is not a significative one. In [6] we add some extra requirement using
specification patterns not covered in [27] since they can only be expressed with:
the Precedence pattern with After Q scope, the Response Chain pattern (with one
stimuli and two responses) with After q until r scope and the Constrained Chain
pattern with After q until r scope and the Precedence pattern with After Q scope.
In this case it took FVS-GOAL 33 s to obtain the controller.

For the Vessel System using Acacia+ with its own specification language a
controller is obtained in 7 s, whereas the tool took 11 to obtain the controller
when using FVS-Specifications as input. It is worth noticing that Acacia+ speci-
fications language is more complex since Conflicting and Recovery set of require-
ments need to be specified. This extra effort added to the specification was not
measured for the performance experiment. In FVS no additional information
need to be provided besides the rules shaping the behavior of the system.

For the Halt-Exception example no comparison can be made since in [35] the
bug in the specification is detected using traditional model checking whereas in
this work we employed a behavioral synthesis approach. Nonetheless, FVS spec-
ification can be used in a traditional model checking approach. In this domain
we do not expect great differences in the elapsed time of execution since the size
of the automata involved are similar [5]. Table 2 summarizes the performance
analysis of this section.

Table 2. Comparison against other approaches

Example-tool Acacia+ Patterns FVS

Vessel example 7 s – 11 s

Exam system – 3.5 s 4.5 s

4.3 Final Observations

From the performance analysis several interesting conclusions can be taken. For
one side, FVS is behind in time execution against other approaches. However,
the difference is not a significative one and barely has impact in the analyzed
examples. On the other side, it is the only one that is able to handle all type
of specifications, specially considering Non Deterministic Büchi automata. We
believe this power expression enrichment of the specification language outweighs
the loss in performance. Regarding anti-scenarios and the non realizability prob-
lem we believe the information provided by the anti-scenarios can solve faster
the problem than feeding external tools. However, this must be concluded after
an empiric study that is out of scope of this paper and addressed as future work.
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5 Future Work

This work pinpoints several research line to further continue our proposal. In
the first place we would like to measure the effectiveness of the use of anti-
scenarios to solve the non realizability problem. This would imply the realization
of an experiment that compares the results obtained by employing anti-scenarios
against the usage of other techniques. The experiment should be designed to asses
the percentage of non realizability problems solved and the time and resources
taken to solve the problem. Secondly, we would like to employ our technique in
the hardware verification and software architecture domain to take advantage
of FVS’s flexibility and expressive power. Finally, we would like to improve the
efficiency of our tool. In order to achieve this goal the algorithm that translates
FVS scenarios into Büchi automata must be analyzed aiming to reduce the size
of the automata given as output.

6 Conclusions

In this work we exploit FVS’s capability of automatically building anti-scenarios
to address the non realizability problem when performing behavioral synthesis in
aspect orientation. Anti-scenarios represent a meaningful graphical descriptions
of situations and executions of the system that violates the specification and
thus can be analyzed in order to solve the non realizability problem. The main
advantage of this approach is that this information is provided by the specifica-
tion language and there exists no need to interact with external tools that might
make the process more complex. The proposal is validated with several and rele-
vant case studies. Finally, a performance analysis is introduced to compare FVS
interaction with synthesis tools and with other approaches as well.
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Abstract. Reusability is nowadays a highly valued attribute within the
software engineering area. In particular, software product line (SPL)
developments are focused on identifying similarities and variabilities
within particular domains in order to be reused when new products are
developed. It is also possible to reuse outside a domain, especially when
the domains are related to each other. This fact allows us to develop SPLs
by reusing assets that are hierarchically structured as domain/subdomain
taxonomies. In this paper, we describe the process for developing new
SPLs by reusing those most suitable assets. We exemplify the process for
a case, and show similarity calculations that might facilitate systematic
reuse.

Keywords: Software product line · Reusability · Mapping artifacts

1 Introduction

Benefits from reuse are obtained by means of a set of methodologies and tech-
niques aimed at taking into account previously developed software artifacts and
applying them to new developments. There are several approaches focused on
software reuse, such as software product line development [12], component-based
development [2], service-oriented software [4], etc. Each of them proposes specific
techniques/methods based on maximizing the reuse, interoperability, and stan-
dardization. In particular, software product lines (SPLs) are focused on identify-
ing similarities and variabilities within particular domains in order to be reused
when new products are developed. At the same time, it is also possible to reuse
outside a domain, specially when the domains are related to each other. In this
sense, in previous works we have been working on the geographic domain as a
generic domain, and specializing it into specific and related subdomains. Thus,
we applied a subdomain-oriented development [5] in which each new software
product line takes artifacts of other subdomains previously developed. In partic-
ular we have focused on the marine ecology [6] and paleobiology [7] subdomains.
However, in order to continue developing new SPLs in other related subdomains,
for example the paleontology cultural heritage one, it is important to generate the
c© Springer Nature Switzerland AG 2020
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mechanisms for identifying and reusing software artifacts previously developed
maximizing the effective reuse.

Our work is related to those proposals in the literature focused on reusing
software artifacts in some of the development phases. For example, in [15] authors
present a review of different techniques for reusing UML artifacts, such as graph-
based similarities, case-based reasoning, ontologies etc. Among the graph-based
techniques, we can cite the work presented in [14]. Here, authors apply a graph
mapping algorithm in order to identify reuse among UML sequence diagrams.
In [16] authors calculate a structural similarity over class diagrams by using a
genetic algorithm. Also in [13] an effort estimation model is proposed based on
reuse of use cases. Finally, in [1] the authors present structural, functional and
behavioral functions for mapping several UML diagrams. In contrast with these
works and other related ones in the literature, we are focused on identifying
and retrieving design software artifacts but based on a subdomain development.
This is an important difference because our artifacts have been created for other
related subdomains, and now they are considered as resources for finding the
most suitable to be reused. Therefore, in this work we present a development
process based on reusability at subdomain level, and describe its application on
the development of a new SPL in the paleontology cultural heritage subdomain.
At the same time, this work is an extension of the work presented in [9] in which
we extend the reuse possibilities to other software artifacts and include them
into the previous methodology.

This paper is organized as follows. The next section presents the background
of our previous experiences on SPL development together with our previously
developed software artifacts. Section 3 details our development process based on
reusability at domain level. Section 4 presents a preliminary evaluation. Finally,
future work and conclusions are discussed afterwards.

2 Background and Previous Works

In previous works [5–7] we have defined a methodology for SPL development
based on a domain hierarchy. This hierarchy starts from the geography domain
and it is specialized into set of subdomains sharing some services. For the devel-
opment of the hierarchy we have created a service taxonomy [6] beginning from
the ISO 19119 std1, which is used as a structure by semantically defining service
categories. The taxonomy includes five service categories: (HI) Human interac-
tion, (MMS) Model/information management, (WTS) Workflow/Task, and (PS)
Processing services, which is subdivided also into five subcategories involving the-
matic, spatial and communication services. From there, our work has extended
these categories into a set of services for particular subdomains, specifically into
marine ecology, oceanography [6] and paleobiology [7]. For each of these subdo-
mains, we also took advantage from other standard information available; for

1 Services International Standard 19119, ISO/IEC, 2005.
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example the ISO 211272 and the CIDOC Conceptual Reference Model (CRM)3

have been applied for the paleobiology subdomain.
In Fig. 1 we show the 3-layer reference architecture (based on the ISO 191094

std) for developing geographic systems, which is used as a reference architecture
for our SPL developments. At the same time, the figure shows information from
the ISO 19119 std for defining the type of services that must be included in
each layer. For example, the (HI) human interaction services must be defined
in the human interaction layer. Also, in Fig. 1 we can see the set of service
categories (of ISO 19119 std - in italics) together with new services obtained
from specific requirements of the GIS systems. For example, we define (HI-MM)
map manipulation services for grouping those related to interactions with maps,
or (HI-LM) layer manipulation for services related to interactions with layers.
Finally, in Fig. 1 we show more specializations according to the marine ecology
(in gray) and paleobiology (in bold-black) subdomains.

Fig. 1. Reference architecture and service taxonomy involving subdomains

Another important design artifact developed in previous works is the func-
tional datasheet, which is used for designing the functionalities on each subdo-
main. Each datasheet contains five items: (1) an identification which is unique,
a name with a description of the main function, a domain in which the func-
tionality is included or it was firstly created, a list of services (from the service
taxonomy) used to represent the functionality, and a set of variability mod-
els showing the service interactions (as common and variant services). For the
last item, any graphical diagram could be used; however, in our work we use a
graphical notation based on variability annotation of collaboration diagrams (of
UML). The required variability, according to the functionality to be represented,
is attached to the diagrams by using the OVM notation [12].

2 Information and documentation—A reference ontology for the interchange of cultural
heritage information, 2014.

3 Conceptual Reference Model Version 6.0 http://www.cidoc-crm.org.
4 ISO 19109 std - Rules for Application Schema 19109, ISO/IEC, 2005.

http://www.cidoc-crm.org
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3 Development Process Based on Reusability
at Subdomain Level

The paleontology cultural heritage subdomain involves information about the
management of paleontological pieces with respect to the way they are found
(on an exploration process), acquired (from other museums), and/or showed
(on exhibitions). For the development of an SPL in this new subdomain, we
must to extend previously developed artifacts (service taxonomy and functional
datasheets) in order to include the commonalities and variabilities of this sub-
domain. Figure 2 shows our development process based on reusing the pre-
generated artifacts for other subdomains. As we can see, the process contains
three steps in which two of them (steps 2 and 3) are subdivided into two different
activities considering the reuse of artifacts or the development of new ones. The
three steps are:

Fig. 2. Development process for new functionalities based on reusability at subdomain
level

1. Processing requirements: The inputs of this step are the requirements of the
new subdomain provided by expert users in the area; and standards, laws
and/or policies. This last information is useful for determining regulations
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which must be fulfilled for all products generated in the subdomain; so it is a
useful source of information for extracting commonalities. The output of this
step is a list of the suggested requirements that must be included in the SPL.

2. Creating the taxonomy: The inputs of this step are the suggested requirements
obtained in the last step, and the pre-existing taxonomy created during the
development of other SPLs in other subdomains. The output of this step is
the new taxonomy containing the list of added/reused services of the new
subdomain. This step is subdivided into two substeps:
(a) Reusing services: Here, it is important to determine which of the sug-

gested requirements can be translated into a service already defined by
the pre-existing taxonomy (for other subdomains). In this way, the service
can be reused.

(b) Adding services: When the suggested requirements cannot be matched to
a service of the pre-existing taxonomy, the requirements must be added.
This addition is not trivial because they can be added as a completely
new category of the taxonomy or as a new specialization of another pre-
existing service (or category).

3. Creating functionalities: In this step, the functionalities of the new subdo-
main must be defined. Based on the output of the last step (list of ser-
vices added/reused in the new taxonomy), the functional datasheets must
be designed. The output of this step is the set of added/reused functional
datasheets for the new subdomain. As in step 2, it is important to analyze
whether the functionality is already defined for previous subdomains or it is
a new one. Thus, this step is subdivided into two substeps:
(a) Reusing functionalities: We must identify the functionalities that can

be reused. For reusing a functionality the set of pre-existing functional
datasheets must be analyzed in order to determine whether the new func-
tionality can be reused completely, partially or it is not possible.

(b) Designing new functionalities: A new functionality is designed when it
cannot be reused completely. Sometimes, it is possible to reuse a func-
tionality only partially, in which case it is necessary to create also a new
one with the set of reused services.

Steps 2 and 3 of the development process are described in detail in the next
sections, focusing on the way reusable artifacts are identified and selected to
be part of a new development. It is important to denote that each of these
steps, as in every software development, can be performed by different software
engineers even in different moments. Thus, for example, the new and reused
services defined in step 2 are stored (in repositories) along with the subdomain
information in order to be retrieved during step 3.

3.1 Step 2: Creating the Taxonomy

As we have described in the previous section, the requirements of a new sub-
domain, which are written in natural language, must be mapped to some ser-
vices of the taxonomy. In Fig. 3, we show the workflow for mapping require-
ments in which the output, for each requirement, is an ordered list of pairs
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Fig. 3. Workflow for mapping requirements to services of the taxonomy

<service, percentage> showing the first five services with better mapping
results. In order to build this list, the workflow specifies three main activities:

1. Preprocessing: In this activity, each requirement is preprocessed in order to
translate each specific word (tokenization) to a list of tokens, which will be
then filtered by removing stopwords (symbols, letters, or other unwanted or
useless elements). Finally, each of the remaining words are tagged (part-of-
speech tagging) in order to determine the context in which they are used.
We apply here the 36 categories defined by the Penn Treebank Project5. The
output of this activity is a set of tokens, each of them with its category.

2. Semantic Expansion: In this activity, each requirement is enriched by adding
semantic relationships to other similar words. To do so, we use DISCO
(extracting DIstributionally related words using CO-occurrences)6. The selec-
tion of this tool was based on a previous work, presented in [3], in which
DISCO obtained the better results when comparing queries to requirements
in natural language. We use the tool to retrieve the first k semantically most
similar words for each of the tokens extracted in the previous activity. Thus,
the output of this activity is a list of tokens with associated k terms.

3. Mapping: In this activity the enriched requirement is compared to each of the
services of the taxonomy in order to determine the percentage of similarity
matching obtained. We also use DISCO to retrieve the value of semantic
similarity between two input words, which are selected from the list of tokens
with the associated terms and the enriched taxonomy. It is our pre-existing
taxonomy which has been enriched and stored in a new database (stored
previously in a repository). As Fig. 3 shows, the output of the activity is a
new list containing the five better results obtained.

As this step is defined as semi-automatic, the results must be showed to
the software engineers and they must decide whether the requirement matches
completely to some candidate service of the list or not. When a mapping is
agreed, the requirement is translated to the service in the taxonomy (so the
service is reused). However, if the software engineers do not agree the mapping,

5 https://catalog.ldc.upenn.edu/docs/LDC95T7/cl93.html.
6 https://www.linguatools.de/disco/disco.html.

https://catalog.ldc.upenn.edu/docs/LDC95T7/cl93.html
https://www.linguatools.de/disco/disco.html
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they should decide whether the requirement must be added as a specialization
of a pre-existing service (the most similar one), or as a new category (with the
requirement as a service) in the taxonomy. In these last two cases, the taxon-
omy is changed to contain this new requirement/service. In Fig. 4 we can see
(highlighted in gray) some new services added for the paleontology cultural her-
itage subdomain as category or service specialization, such as PS-T2.56 and
PS-T4.2.35 respectively.

Fig. 4. Part of the service taxonomy with some of the new services added

Finally, the last activity is to classify these reusable/new services as: Com-
pletely reusable, when the requirement is mapped to a pre-existing service (total
mapping); Partially reusable, when the requirement is added as an specializa-
tion of some pre-existing service (partial mapping); and Non reusable, when the
requirement is added as a new service (no mapping). This service classification
is stored in a repository and used for searching reusable functionalities (as we
will describe in the next section).

3.2 Step 3: Creating Functionalities

Based on the new taxonomy containing the specific services used in the new
subdomain, the functionalities must be designed as functional datasheets. At the
same time, the pre-existing datasheets must be analyzed in order to determine
the reuse possibility. To do so, we apply the algorithm showed in Fig. 5.

This algorithm is similar to another one we presented in a previous work [9],
with some modifications for considering the inputs of step 2. Let us describe
some instructions deeply.

Input: A New Datasheet. The input of the algorithm is a datasheet for the
new subdomain containing the list of services used and the variability model
representing the functionality.
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Fig. 5. Algorithm for reusing functionalities

Translate the Datasheet to a Graph (Dn). The instruction 2 translates the vari-
ability model of the functional datasheet to a graph. In Fig. 6a) we can see the
variability model for Add a new piece for the paleontology cultural heritage sub-
domain together with the translated graph representing the same information in
a different notation (Fig. 6b)).

Fig. 6. Variability model and translated graph for the Add a new piece functionality

Select the Most Related Pre-existing Datasheets wrt to Dn and Retrieve the Asso-
ciated Graphs (ListDes). In instruction 3 the algorithm selects, from our repos-
itory, the most related pre-existing datasheets and retrieves their associated
graphs. The first task is performed by matching the list of used services for
the new datasheet with respect to the list of used services for the pre-existing
datasheets. When the matching is 0 (that is, the intersection of services is null),
the matching is performed by considering their parents in the hierarchy. In this
way, the output is a list of the first five most related datasheets that will be
used to make the comparisons. At the same time, the algorithm also retrieves,
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from our repository, the associated graphs for each of the selected pre-existing
datasheets (which have been previously created).

Cost Calculation. The cost calculation (based on the graph distance metric pre-
sented in [8,10]) is based on the edition steps (insertion/substitution/deletion)
needed to transform one graph to another. In this case, the cost of transforming
Dn to De. We only consider substitutions and deletions because insertions are
not relevant in this context. We are looking for which services (nodes) of the
pre-existing datasheet can be reused, so extra nodes of De are not important.
The formula for calculating the general cost is defined as (Eq. 1):

costtotal(Dn,De) =
min

e1, ..., ekεP (Dn,De)

k∑

i=1

c(ei) (1)

in which P (Dn,De) refers to the set of edition steps required to transform
Dn to De, and c(e) ≥ 0 is the cost for each edition operation e.

Cost Calculation For Substitution. For the substitution cost (instructions 5–8),
for each similar node we assign a substitution cost. We take one node of the new
graph (Dn.node - instruction 5) and compare it to each node of the selected pre-
existing graph (De.node - instruction 6). This node-by-node comparison allows
us to calculate the associated cost. The formula for calculating the substitution
cost is defined as (Eq. 2):

costsust (n1, n2) =
claser (n1, n2) + clavar (n1, n2)

2
(2)

in which n1 is Dn.nodo and n2 is De.nodo. The equation returns the average
cost after analyzing the result of the service classification (claser) for the nodes
according to the taxonomy, and the variability classification (clavar) according to
node interactions in the graphs. Both functions return a value between 0 and 1.

For the service classification we use the information previously stored during
the step 2, in which we classified each service of the new subdomain as com-
pletely reusable, partially reusable and non reusable. In this activity we must to
determine, based on that service classification (of a Dn.node), if the De.node is
the node for which the mapping was done. For example, for the case of a par-
tially reusable classification, we must determine if De.node is a generalization of
Dn.node.

At the same time, depending on this, we assign the following costs:

– Dn.nodo is a service completely reusable of De.nodo, so the cost is equal to 0,
and a mapping Dn.node <= SCR => De.node is added. We are assuming a
null cost for reusability.

– Dn.nodo is a service partially reusable of De.nodo, so the cost is equal to 0.5,
and a mapping Dn.node <= SRE => De.node is added. We are assuming
that some reuse could be applied.

– Otherwise, the cost is equal to 1 assuming no reuse is possible.
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These costs have been determined by considering hypothetically the efforts
of implementing partially and non-reusable services. Thus, for partially reusable
services, we are assuming that developers will need to make some re-
implementations or adaptations for development; and in the case of non-reusable
services, the implementation must be total. An example of a partial mapping is
when comparing the service PS-T4.2 belonging to the marine biology subdomain
to the service PS-T2.35 of the paleontology cultural heritage (Fig. 4).

For the variability classification (clavar) we analyze the variability depen-
dencies involved in each node. These dependencies are: mandatory, optional,
alternative, variant and use. For example in Fig. 6 the PS-T4.17 node is a use
dependency, HI-SLD2.21 is optional, and HI-SLD2.33 mandatory. Thus, each
node is classified and compared according to these dependencies. The specific
costs assigned according to the variability classification of the dependencies is
defined in Table 1.

Table 1. Variability dependency costs

Dn.node.variability De.node.variability Cost

Use Mandatory 0,2

Use Optional 0,7

Variant

Alternative

Mandatory Optional 0,7

Variant

Alternative

Optional Variant 0,3

Alternative

Opcional Use 0,2

Mandatorio

As in service classification, these costs were defined hypothetically assuming:
(1) a low cost when dependencies are use and mandatory in De.node.variability;
and (2) a higher cost when dependencies are use andmandatory in Dn.node.varia
bility; and optional, alternative, and variant in De.node.variability. In (1) we con-
sider that the services can be reused because they were developed in previous LPSs;
and in (2) we consider that the service could not be implemented because we do
not know if some derived product (of previous LPSs) has instantiated it.

Finally, as we can see in instruction 7, we select the best cost (the lower one)
from all comparisons of Dn.nodo to each De.nodo generating a final mapping
Dn.nodo <=> De.nodo. For example, considering two nodes (Dn.nodeA and
De.nodoB) representing the same service in the taxonomy (with an SCR map-
ping Dn.nodeA <= SCR => De.nodeB) and related by the same variability
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dependency (use dependency), the cost is null – they are representing the same
service and the same variability dependency.

Calculate Deleted Costs. Our algorithm must also determine the deleted costs
for those nodes that cannot be mapped. (instruction 9). These non-mapping
nodes returned 1 in claser (Dn.node,De.node) because Dn.node is a completely
new service in the taxonomy. Thus, the cost of deleting it is 0.2 considering that
developers make the effort of analyzing which parts must be deleted or ignored
from previous implementations [9].

Output: The 5 Best De’s Costs. Finally, we apply Eq. 1 in order to obtain the
5 De′s with the lower costs (instruction 10). These 5 De′s are showed to the
software engineers to select one for reusability.

As an example, in Fig. 7 we can see two graphs to be compared. The first one
(Fig. 7) represents the Add a new piece functionality for the paleontology cul-
tural heritage subdomain; and the second one represents the same functionality
(Fig. 7b) but defined for the paleobiology subdomain. When these two graphs
are compared to each other, the final result from Eq. 1 is 0.9 obtained from four
nodes completely mapped (only one with a different clavar classification) and
from the elimination of other four nodes that are not present in the second graph.
Although this final value does not have an associated cost function measuring
some attributes such as effort, adaptability, etc., it is comparative in terms of
the result generated by each comparison of the new graph to each of the existing
ones. That is, the result of 0.9 is useful when the ranked list is generated.

Fig. 7. Graphs for two different subdomains

4 Preliminary Evaluation

In order to evaluate our process for domain reusability, we have developed a pro-
totype containing the main automatic activities of the two steps. The prototype
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is implemented in Angular7, Nodejs8 and MongoDB9. The evaluation is designed
as an experiment according to guidelines from [17]. Following we describe the
experiment and the generated results.

4.1 Selection of Inputs and Available Artifacts

The experiment takes as input a controlled subset of the requirements for the
cultural heritage subdomain. These requirements were selected from the large set
of requirements we analyzed during our SPL development for this subdomain.
At the same time, for evaluating the step 3 of the process the experiment takes
as input a set of functional datasheets of the new subdomain. Also, repositories
containing the pre-existing taxonomy and functional datasheets are stored in
MongoDB databases.

4.2 Evaluation Design

As our proposal is focused on helping software engineers and developers with
the identification of services and functionalities to be reused, we designed exper-
iments to analyze the correctness of this identification. So, our main hypotheses
are:

Hypothesis 1 (H1). Is our process useful for software engineers and develop-
ers on finding the best reusable services in the pre-existing taxonomy during the
taxonomy construction for a new subdomain?

Hypothesis 2 (H2). Is our process useful for software engineers and develop-
ers on finding the best reusable functionalities during an SPL development for a
new subdomain?

4.3 Expected Results

After defining the controlled set of requirements and datasheets as inputs, it is
necessary to define which are the expected results. Thus, we established which
services and functionalities are expected to be retrieved from the inputs.

To do so, we divided the expected results in two sets according to the outputs
of steps 2 and 3 of our process (Fig. 2). Firstly we created two groups of stu-
dents from the Software Engineering Department (of the National University of
Comahue), who are elaborating their graduation thesis in the paleontology cul-
tural heritage subdomain. The first group was responsible for manually matching
120 requirements to some service in the taxonomy. They had to define a full,
partial and null mapping to one (or none) service of the taxonomy. Then, the
second group defined matches between the inputs (22 functional datasheets for

7 https://angular.io/.
8 https://nodejs.org/es/.
9 https://www.mongodb.com/.

https://angular.io/
https://nodejs.org/es/
https://www.mongodb.com/
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the new subdomain) to one (or none) pre-existing functional datasheet. Thus,
each requirement and datasheet was matched manually to one (or none) of the
pre-existing services (of the taxonomy) and datasheet (of other subdomain),
respectively. These results were compared to the results provided by our proto-
type.

4.4 Evaluation Results

Here, we performed a correctness analysis by applying information retrieval (IR)
techniques [11] in terms of recall and DCG (Discounted Cumulative Gain) in the
reuse identification. Recall is the fraction of relevant items that are retrieved,
and it is defined as (Eq. 3):

Recall =
#(relevantservicesretrieved)

#(relevantservices)
(3)

DCG is a function for measuring relevant items according to a ranked list.
This last function is useful here because in both, step 2 and 3, we return a
ranked list of the best 5 matched items (pre-existing services and datasheets
respectively). So, the function returns better values when the relevant items
are obtained in first position of the ranked list and then penalizes those items
obtained in the following positions. This function is defined as (Eq. 4):

DCGn =
n∑

i=1

reli
log2(i + 1)

(4)

In both functions relevant items (services and datasheets) are considered as
the expected items to be matched (previously described in Subsect. 4.3).

To analyze the two hypotheses defined in Subsect. 4.2 and apply these two
functions, we divided our analysis into the results of the two steps, one for reusing
services and the other for reusing datasheets.

4.5 Results of Step 2 - Hypothesis 1

Here, we applied the two functions, recall and DCG, by taking as inputs 120
requirements, 120 mapping results defined manually by software engineers, and
the list of the five ranked results for each requirement provided by the prototype
(denoting a total of 600 services).

For the recall function we considered the position in which the relevant ser-
vices are found by adding these results during the next positions. Thus, after
analyzing the five positions in the list, it is natural the recall function is closer
to 1 (when all requirements are correctly mapped). For example, if the expected
service of one requirement was found in position 3 of the ranked link, it will be
added to the number of matched requirements in positions 1 and 2. In the first
graphic of Fig. 8, we can see the recall function according to the position in the
list the expected services were found. From the total of 120 requirement, 45 were
found in position 1, 31 in position 2, 22 in position 3, 16 in position 4, and 5
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Fig. 8. Recall and DCG for step 2 - Service reusability

in the last position. Only one requirement was not found on any position of the
list; and for that the function was not 100% at the final position.

Following, we applied the DCG in the same way as for the recall function,
but analyzing and penalizing when the expected services are found in the last
positions on the list. In the second graphic of Fig. 8, we show the results obtained
on each position together with the final average of the function considering the
120 requirements. As we can see, this final average was approx. 70% denoting
the penalties of finding the matches later on the list.

4.6 Results of Step 3 - Hypothesis 2

Here, we applied the same two functions as before, but considering as inputs 22
new datasheets, 22 matching results defined manually by software engineers, and
the list of the five ranked results for each requirement provided by the prototype
(denoting a total of 110 datasheets). As before, the recall function considered the
matches found on each position. In this case, from the total of 22 new datasheets,
6 were found in position 1, 4 in position 2, 6 in position 3, 2 in position 4, and 2
in the last position. Two datasheets were not found on any position of the list;
and because of that the function was not 100% at the final position. In the first
graphic of Fig. 9, we can see the recall according to the place the matches were
found.

Fig. 9. Recall and DCG for step 3 - Datasheet reusability
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Following, we also applied the DCG function for the same inputs, obtaining
the results showed in the second graphic of Fig. 9. As we can see, this final aver-
age is approx. 60% denoting the penalties of finding the matches late on the list
and the fact that two datasheets could not be matched.

4.7 Discussion

By considering the results previously described and the hypotheses defined, we
can see that our process obtained good results for both metrics and for both
steps. However, we can see better results for the step 2 (service reusability)
because we are performing a (syntactic and semantic) string comparison against
a graph comparison of step 3. In this last step (datasheet mapping), we must
compare two structures combining different services with different interactions
among them, so the final results are worse. However, considering the penalties
of the DCG function, the final average is also good.

At the same time, as our development process is defined as semi-automatic,
the outputs of the two steps return a ranked list of possible mapped ser-
vices/datasheet, so software engineers must make the final decisions. During our
evaluation, we could see a very low percentage of not found services/datasheets
(only one in step 2 and two in step 3), so the possibility of finding the cor-
rect service/datasheet to be reused is really high. Obviously we are working on
improvements for making best results appear firstly in the ranked lists, then
reducing the number of trustable results to be analyzed, and consequently the
selection effort.

5 Conclusions

We have introduced a process for developing SPLs based on reusing functional-
ities from a domain hierarchy, which embodies commonalities and variabilities
of several subdomains. Building a new SPL means understanding and probably
extending a service taxonomy and functionality in the form of reusable assets. In
this paper, we have shown the case for the paleontology cultural heritage subdo-
main, which is modeled from existing SPLs in a geographic-oriented hierarchy.
Our proposal implies determining similarity among these reusable assets, which
is a complex process itself. We have shown a preliminary approach with promis-
sory results; however, more complex similarity cases should be addressed, such
us the analysis of services in the taxonomy with no corresponding functionality
in datasheets. We are currently working on extending the approach as well as
developing a supporting tool, which would allow validation through case studies.
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Abstract. Requirements management is a critical task in any Software Engi-
neering project. It implies both a technological defy and a complex social
process. Engineering Requirements tools (ER) help speed up and optimize ER
processes through a formal and systematical management of requirements,
change management and traceability. In general, tools available for that use are
proprietary software, costly and difficult to work with. Open source tools offer a
great potential to cover these needs. This work aims to analyze open source
requirements management tools to evaluate their capabilities and contribution
for each step of the ER process. It includes a comparative analysis of their
performance in three scenarios, representing different levels of software devel-
opment organizations’ requests. Results show that development of open source
requirements management tools is more oriented towards elicitation and
requirements analysis phases than modeling.

Keywords: Requirements engineering � Requirements management �
Requirements engineering management tools � Open source software

1 Introduction

Requirements management is fundamental for software delivering and project life cycle
success. Software development is not only a technological defy but also a complex
social process. During this process, which leads to a correct and consistent require-
ments gathering, effective communication between all interested parties plays a vital
role on the software development project.

Errors in requirements, such as inconsistencies, incompleteness or incorrectness
may cause extensive reworking and irrecoverable failures [1]. Also, detecting these
errors at a later phase of the software development project is slower, more difficult and
expensive [2, 3].

According to [4], 56% of errors in software projects are caused by errors originated
during requirements phase, as shown in Fig. 1. Half of these errors is due to incomplete
and ambiguous requirements while the other half is due to omitted requirements.
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Error prevention is a matter of good practice in Software Engineering, however, it
is prudent to assume that errors will occur. Fortunately, this type of errors can be
avoided with a proper requirements management that gets errors detected, corrected
and minimized as soon as possible.

Requirements management is fundamental to software quality assurance and can be
a key factor in the success or failure of a computer system.

Requirements management is defined as: “The process of managing changes to
requirements to ensure that the changes made are properly analyzed and tracked
throughout the system” [4].

Requirements Engineering (RE) tools are an integral part of most requirements
management solutions, and are needed to streamline and facilitate the optimization of
RE processes through more systematic and formal requirements management, change
management and traceability.

Today, tools are evolving rapidly. The demand for flexibility, agile development,
global collaboration and advanced software is changing the way requirements are
managed. ER tools are adapting to these demands with changes in design and archi-
tecture. Traditionally, they have been geared towards different environments and
market niches (e.g. automotive, medical and defense) and development processes
(agile, development management and prototyping) [5].

From company surveys, the “divide and conquer” approach is found to be partic-
ularly ineffective. Requirements specify needs and solutions. Data from the projects
evaluated showed that only 52% of the originally assigned requirements appear in the
final released version of the software product [6, 7].

The market for RE tools is changing. The classic tools that used to dominate the
market are becoming more complex and difficult to use. Many expensive tools are not
sufficiently open to other suppliers’ tools, such as modeling or traceability [5]. This
encourages free tools to introduce interesting functionalities, especially for
collaboration.

Based on the results obtained in [8], this paper seeks to deepen the analysis of free
tools for requirements management with the incorporation of new tools and the eval-
uation of their performance based on certain functionalities and scenarios that show
their capacity.

Requeriments,
56%Design, 

27%

Code, 7%

Others, 
10%

Fig. 1. Error distribution.
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2 Methodology

This section provides detailed information about the methodology used to carry out the
evaluation of the ER-free tools for requirements management.

The methodology consist of three stages. The first stage is a review of documen-
tation from different bibliographic sources and is carried out with the objective of
identifying the existence of free tools related to requirements management during the
development of a software project.

Then, the tools are classified and their main characteristics, functionalities and
limitations are described, identifying the main information inputs required for their
operation.

Once tools have been analyzed, in the second stage their functionalities are defined
according to different data sources that allow the evaluation of them.

Finally, in the third and last stage, many of the identified tools are evaluated
according to their functionalities and in different scenarios to find out how they work,
information needs and restrictions.

2.1 Survey of Tools

To start the literature review, the following question was posed: What are the open
source tools mentioned in the literature that allow to manage requirements? What
functionalities and what scope do they have? As a result of this survey, Table 1
presents a summary of the outstanding free RE tools, indicating for each one of them,
which RE functionality it fulfills. It is indicated Y when it contributes to the func-
tionality and N, otherwise. The dash (–) represents that no data related to the func-
tionality was obtained.

The RE functions that are contemplated in this analysis are the following:
El: Elicitation, An: Analysis, Sp: Specification, Vv: Validation & Verification, Tr:

Traceability, Do: Documentation, Gr: Graphic representation, Ti: Tool integration.
Through this review it was possible to check basic RE capabilities of the tools as

well as other aspects like traceability, integration with other platforms, documentation
functionalities and graphical representations. All these aspects are relevant for the
investigation since they allow to make an idea of the completeness with which a
requirements management system must operate.
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2.2 Definition of Tool Functionalities

Table 2, which was prepared by the authors based on the following two data source,
presents the required functionalities of the tools to ensure their evaluation.

• The ISO/IEC TR 24766: 2009 “Guía para las capacidades de las herramientas de
ingeniería de requerimientos”.
In [29] a list of required capabilities for RE tools is provided, which are organized
according to the activities and requirements of a software system mentioned in
ISO/IEC 12207: 2008, ISO/IEC 15288: 2008 and ISO/IEC TR 19759 (SWEBOK).

• Information gathered in the first stage and its analysis in terms of the inputs requested
by the tools and the functionalities that a tool must provide in the requirements
management phase during the whole life cycle of system development.

This way, the functionalities defined in Table 2 belong to more than one of the
categories detailed below:

• Elicitation. It means functionalities that focus on supporting the identification of
stakeholders and on the capture and follow-up of business/user requirements,
functional and non-functional requirements.

• Analysis. Covers functionalities aimed at breaking down requirements into details,
assessing feasibility, negotiating priorities and identifying conflicts. It also includes

Table 1. ER Open source tools functionalities.

Tools El An Sp Vv Tr Do Gr Ti

aNimble [9] Y Y Y Y Y Y N –

Controla [10] Y Y Y Y Y Y Y N
CSRML [11] Y Y Y Y N Y N Y
Heler [12] Y N Y Y Y Y N –

Jeremia [13] Y Y Y Y Y Y N –

Let’s req [14] Y Y Y Y Y Y N –

OpenOME [15] N Y N Y N Y Y Y
OpenReq Live [16] Y Y Y Y – – – N
OSRMT [17] Y Y Y Y Y Y N –

Rambutan [18] Y Y Y N N Y N N
REASEM [19] Y Y Y N N Y Y –

REM [20] Y Y Y Y N Y Y N
Remas [21] Y Y Y Y Y Y N –

Rmtoo [22] Y N Y N N Y Y N
ReqHeap [23] Y Y N Y N Y N –

ReqMan [24] Y Y N N N Y N –

ReqT [25] Y Y N N N N N N
Retro [26] N N N Y Y Y N N
Sigerar [27] Y Y Y Y Y Y Y N
TestMeReQ [28] N N N Y N Y N –

Evaluation of Open Source Tools for Requirements Management 191



functionalities to identify unclear, incomplete, ambiguous or contradictory
requirements and to resolve these problems.

• Specification. Includes features that focus on documenting the functionalities a
system should provide and the constraints it should respect. These functionalities
and constraints must be specified in a consistent, accessible and reviewable manner
to achieve that objective.

• Verification and Validation. Includes functionalities to support various tests and
evaluation means to verify and validate requirements.

• Traceability. It includes functionalities focused on documenting the life cycle of a
requirement, providing mechanisms for linking the associated requirements and
tracking changes made to each requirement.

• Documentation. Covers functions focused on generating documents related to
requirements modeling.

• Graphic representation. Involves functions aimed at generating graphic repre-
sentations related to requirements modeling.

• Tool integration. It includes features related to the integration of the tool in the
system and the software development environment.

• Other capabilities. It contains functions related to the security, portability, usability
and integrity of the tool.

Table 2. Required tool functions. Own elaboration.

Identifier Description Identifier Description

F000 Create project F036 Describe requirement
F001 Delete project F037 Assign requirement to user
F002 Modify project F038 Prioritize requirement
F003 Check project F039 Assign risk to requirement
F004 Create project date-time F040 Set requirement complexity
F005 Set project date-time F041 Set requirement dependency
F006 Create multiple projects F042 Set requirement conflict
F007 Create sub-project F043 Import requirement
F008 Delete sub-project F044 Export requirement
F009 Modify sub-project F045 Classify requirements
F010 Check sub-project F046 Comment requirements
F011 Create sub-project date-time F047 Create requirement date-time
F012 Set sub-project date-time F048 Set requirement date-time
F013 Create user F049 Check requirement report
F014 Delete user F050 Help write a requirement
F015 Modify user F051 Escalate requirements
F016 Check user F052 Version requirements
F017 Set user F053 Generate requirements specifications
F018 Grant user permissions F054 Manage diagrams
F019 Create stakeholder F055 Manage prototypes
F020 Delete stakeholder F056 Manage models
F021 Modify stakeholder F057 Requirements review

(continued)
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2.3 Evaluation of Tools According to Their Functionalities

This step describes the evaluation of a selected set of open source tools.

Tool Filtering. Previously, the set of tools listed in Table 1 was analyzed and those
that, for various reasons, did not meet the conditions required for the evaluation were
excluded.

Table 3 shows the tools that were excluded due to different problems detailed
below:

• Not-working tool: The tool could not be evaluated due to problems during the
installation and/or difficulties in its configuration caused by the lack of sufficient
information.

• Download link out of service: The link to obtain the tool is damaged or does not
exist. The tool was requested to the author without further notice.

• It was not rated in the evaluation: The tool was not considered because it does not
comply with the functionalities for requirements management, or they are aimed at
managing requirements of specific systems.

• Error while working with the tool: The tool has an error that prevents its operation.
The tool was requested to the author without further notice.

Table 2. (continued)

Identifier Description Identifier Description

F022 Check stakeholder F058 Requirements inspection
F023 Set stakeholder F059 Perform test-case
F024 Create release F060 Test-case inspection
F025 Delete release F061 Perform statistics
F026 Set release F062 Requirements traceability
F027 Create keyword F063 Emit reports
F028 Delete keyword F064 Graphic representations
F029 Set keyword F065 Import diagrams/models
F030 Project versioning F066 Export diagrams/models
F031 Send messages F067 Portability
F032 Create requirement F068 Security
F033 Delete requirement F069 Integrity
F034 Modify requirement F070 Usability
F035 Check requirement
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Tool Selection. After the filtering process, five open source software tools were
selected:

• OSRMT (Open Source Requirements Management Tool). Manages requirements
and its main characteristics are: it has client/server architecture; it is developed in
Java; from version 1.3 it introduces change management traceability; it generates
requirements documentation. The project is currently abandoned as aNimble came
as its successor.

• REM (REquisite Management). Facilitates the elicitation of requirements, allows to
easily generate a standardized document where to include necessary requirements
for a computer system development. It is simple to use. It is based on XML and
XSLT. It generates documentation in HTML format. Last updated in 2004.

• Remas (RElease MAnagement System). Manages requirements and process defi-
nition, supports standard elements such as use cases, traceability matrix and also
calculates function point metrics based on visual interface requirements. Last
updated in 2011.

• ReqHeap (Requirement Heap). It is a web application oriented to requirements
management. It allows rich text requirements edition, supports version control and
requirements management. It supports use cases, interviews and test cases. It is
possible to work with multiple projects. Users, stakeholders and glossaries can be
managed globally or per project. Last updated in 2010.

Table 3. Tools excluded from the evaluation.

Tool Problem

aNimble Not-working tool
Heler y
Controla

Download link out of service

CSRML It was not rated in the evaluation because it performs the modeling and
analysis of Collaborative Systems requirements

Jeremía Not-working tool
Let’s req Download link out of service
OpenOME It was not rated in the evaluation because it performs the modeling and

analysis of Collaborative Systems requirements
Rambutan Error while working with the tool
Rmtoo It was not rated in the evaluation because it is intended for developers and

does not have a graphical user interface
REASEM Performs management of Embedded Systems requirements only
ReqMan Not-working tool
ReqT The tool was not rated in the evaluation because it performs requirements

elicitation only
Retro y
TestMeReq

The tools were not rated in the evaluation because they only perform
validation and verification of requirements

Sigerar Not-working tool. Abandoned project
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• OpenReq Live (Open Requirement Live) is an online web application oriented to
requirements management, created as a result of the OpenReq project funded by the
European Union’s Horizon 2020 Research and Innovation program. It maintains a
requirements base through its own editor, records the requirements modeled in
sentences, performs version control, allows access to its base through a browser and
supports change control process.

Evaluation of Tools. A software requirements specification of a case study was
elaborated in order to carry out the evaluation, based on an evaluation processing
system. A project named “Evaluation System” was developed where users, stake-
holders, releases, keywords and requirements were defined. Then, priority, risk,
complexity, dependencies, conflicts, type and comments were specified for each
requirement. Finally, the project was introduced in each tool to evaluate its
functionalities.

A table of compliance categories was previously defined for each functionality, as
shown in Table 4.

The evaluation consisted of the compliance verification of the 5 selected tools:
OSRMT, REM, Remas, ReqHeap and OpenReq Live, with each of the function-
alities detailed in Table 2 and then applying the rating determined in Table 4.

Table 5 shows the results.

Table 4. Compliance categories of the condition evaluated in the tools.

Acronym Meaning Description

Y Appropriate The item is adequately fulfilled
N Not appropriate The item is partially or not fulfilled at all
N/I Needs improvement The item is fulfilled, but can be optimized
N/A Not accepted The item does not apply to the tool

Table 5. Tools evaluation.

Identifier Description OSRMT REM Remas ReqHeap OpenReq
Live

F000 Create project Y Y Y Y Y
F001 Delete project N N Y Y Y
F002 Modify project N Y Y Y Y
F003 Check project Y Y Y Y Y
F004 Create date-time

project
N/I N/I N/I Y Y

F005 Set date-time
project

N/I N/I N/I Y N

(continued)
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Table 5. (continued)

Identifier Description OSRMT REM Remas ReqHeap OpenReq
Live

F006 Create multiple
projects

Y Y N/A Y Y

F007 Create sub-project N/A N/A N/A Y N/A
F008 Delete sub-project N/A N/A N/A Y N/A
F009 Modify sub-project N/A N/A N/A Y N/A
F010 Check sub-project N/A N/A N/A Y N/A
F011 Create date-time

sub-project
N/A N/A N/A Y N/A

F012 Set date-time sub-
project

N/A N/A N/A Y N/A

F013 Create user Y Y N/I Y Y
F014 Delete user N N N/I Y Y
F015 Modify user Y Y N/I Y Y
F016 Check user Y Y N/I Y Y
F017 Set user Y Y N/A Y Y
F018 Grant user

permissions
Y N/A N/A Y Y

F019 Create stakeholder Y Y N/A Y Y
F020 Delete stakeholder N/A Y N/A Y Y
F021 Modify stakeholder Y Y N/A Y Y
F022 Check stakeholder Y Y N/A Y Y
F023 Set stakeholder Y Y N/A Y Y
F024 Create release N/A Y N/A Y Y
F025 Delete release N/A N/A N/A Y Y
F026 Set release N/A Y N/A Y Y
F027 Create keyword N/A Y N/A Y N/A
F028 Delete keyword N/A Y N/A Y N/A
F029 Set keyword N/A Y N/A Y N/A
F030 Project versioning N/A Y N/A Y Y
F031 Send messages N/I N/A N/A Y N/I
F032 Create requirement Y Y Y Y Y
F033 Delete requirement Y Y Y Y Y
F034 Modify requirement Y Y Y Y Y
F035 Check requirement Y Y Y Y Y
F036 Describe

requirement
Y N/I N/I Y Y

F037 Assign requirement
to user

Y Y N/A Y Y

F038 Prioritize
requirement

Y Y N/A Y Y

(continued)
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Table 5. (continued)

Identifier Description OSRMT REM Remas ReqHeap OpenReq
Live

F039 Assign risk to
requirement

N/A Y N/A Y Y

F040 Set requirement
complexity

Y N/A N/A Y Y

F041 Set requirement
dependency

Y Y N/I Y Y

F042 Set requirement
conflict

N/A Y N/A Y Y

F043 Import requirement N/I N/A N/A N/A Y
F044 Export requirement N/I N/A N/A N/A N
F045 Classify

requirements
N/A Y N/I Y Y

F046 Comment
requirements

Y Y Y Y Y

F047 Create requirement
date-time

Y N/I N/I Y N

F048 Set requirement
date-time

Y N/I N/I Y N

F049 Check requirement
report

Y Y Y Y N

F050 Help write a
requirement

N/A N/A N/A Y Y

F051 Escalate
requirements

N/A Y N/A Y N

F052 Version
requirements

Y Y N/A Y N

F053 Generate
requirements
specifications

N/I N/I N/I N/A N

F054 Manage diagrams N/A N/I N/I Y N/A
F055 Manage prototypes N/A N/A N/A N/A N/A
F056 Manage models N/A N/A N/A N/A N/A
F057 Requirements

review
N/I N/I N/I Y Y

F058 Requirements
inspection

N/I N/I N/I Y Y

F059 Perform test-case N/I N/I N/A Y Y
F060 Test-case inspection N/I N/I N/A Y Y
F061 Perform statistics N/A N/A N/A Y Y
F062 Requirements

traceability
N/I N/A N/I N/A N/I

(continued)
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2.4 Evaluation of Tools in Scenarios

The idea of combining scenarios with the tools comes from the fact that the scenario is
extremely effective when exchanging ideas and concepts. The scenario serves as a way
to provide information about implementation constraints, conditions of the problem
domain and system objectives at different levels of relevance. It allows to analyze the
system from the customer or user’s perspective and to obtain concrete information
about the user activity at the moment of carrying out a specific task.

The functionality of the RE tools in specific use case scenarios can help determine
what tools are best suited for which activities. To this end, three different scenarios
were defined, each of which projects a description of an organization’s activity and
defines a set of tool functionalities (based on Table 2), according to the categories
defined for each of them.

Scenario 1. This scenario describes organizations where it is critical to determine user
needs in their development project and ensure that the final product meets specifica-
tions and expectations. The activities include the elicitation and the validation and
verification (V&V) of requirements.

Tools support elicitation if they are able to:

• Store and manage projects and sub-projects
• Store and manage users.
• Store and manage stakeholders.
• Store and manage release and keyword.
• Store and manage messaging.
• Store and manage requirements.

Tools support V&V if they are able to:

• Store and manage diagrams, models and prototypes.
• Review and inspect requirements.

Table 5. (continued)

Identifier Description OSRMT REM Remas ReqHeap OpenReq
Live

F063 Emit reports N/I N/I N/I N/I Y
F064 Graphic

representations
N/A N/I N/I N/A Y

F065 Import
diagrams/models

N/A N/A N/A N/A N/A

F066 Export
diagrams/models

N/A N/A N/A N/A N/A

F067 Portability N/A N/A N/A Y Y
F068 Security N/I N N/A Y Y
F069 Integrity N/I N/I N/I N/I N/I
F070 Usability N/I N/I N/I N/I N/I
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• Perform and inspection test cases.
• Perform requirement traceability.
• Generate charts and reports.

Scenario 2. This scenario refers to organizations that want to establish a solid foundation
for design and implementation, including modeling and requirements specification.

Tools support modelling if they are able to:

• Store and manage diagrams, models and prototypes.
• Import and export diagrams and models
• Generate charts and reports.

Tools support specification if they are able to:

• Generate requirements specification.
• Generate reports.

Scenario 3. The last scenario is related to organizations seeking a high level of project
control and quality assurance. This can only be achieved through requirement
management.

Tools support elicitation if they are able to:

• Store and manage projects and sub-projects
• Store and manage users.
• Store and manage stakeholders.
• Store and manage release and keyword.
• Store and manage messaging.
• Store and manage requirements.

Tools support modelling if they are able to:

• Store and manage diagrams, models and prototypes.
• Import and export diagrams and models
• Generate charts and reports.

Tools support specification if they are able to:

• Generate requirements specification.
• Generate reports.

Tools support V&V if they are able to:

• Store and manage diagrams, models and prototypes.
• Review and inspect requirements.
• Perform and inspection testcases.
• Perform requirement traceability.
• Generate charts and reports.
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Tools support portability, security, integrity and usability if they:

• Allow execution on different platforms.
• Protect the integrity and security of stored information.
• Ensure the accuracy and reliability of data.
• Provide an easy to use tool.

3 Results

3.1 Analysis of the Tools Evaluated by Functionality

With the results of the tool evaluation, it was possible to quantify the compliance of
functionalities for each category of RE considered, which is shown in Table 6. For
each category, the total of the functionalities foreseen in Table 4 is indicated, as well as
the number of them that each tool complies with (considering that there are func-
tionalities that belong to more than one category) and the percentage that they represent
of the total.

The ER functionalities included in Table 6 correspond to the following categories:
El: Elicitation, An: Analysis, Sp: Specification, Vv: Validation and Verification, Tr:
Traceability, Do: Documentation, Gr: Graphic representation, Ti: Tool integration, Oc:
Other capabilities.

Table 6. Functionalities met by each tool.

Categories Total OSRMT
%

REM
%

Remas
%

ReqHeap
%

OpenReq
Live
%

El 38 14 37% 25 66% 14 37% 36 95% 26 68%
An 20 7 35% 13 65% 7 35% 15 75% 11 55%
Sp 3 1 33% 1 33% 1 33% 0 0% 0 0%

Vv 11 3 27% 5 45% 3 27% 5 45% 5 45%
Tr 3 1 33% 0 0% 1 33% 1 33% 2 67%

Do 5 5 100% 4 80% 5 100% 2 40% 1 20%
Gr 5 1 20% 1 20% 1 20% 0 0% 1 20%
Ti 4 0 0% 0 0% 0 0% 0 0% 1 25%

Oc 4 4 100% 2 50% 4 100% 4 100% 2 50%
Total 93 36 39% 51 55% 36 39% 63 68% 49 53%
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Figure 2 shows the percentage contribution of each tool in the categories.

3.2 Analysis of the Tools Evaluated in the Scenarios

With the findings shown in Table 6, the performance of tools in the proposed scenarios
was measured, the results were summarized and useful characteristics were highlighted
along with the percentage in the tools that support them. These characteristics represent
the capacities tools shown in the scenarios, i.e. capacities with a high percentage of
tools that support them.

Evaluation of Tools in Scenario 1. Table 7 shows the compliance of the function-
alities of each tool in Scenario 1. The tools are scored with the following percentages:
ReqHeap 79%, OpenReq Live 61%, Rem 60%, Remas 35% and OSRMT 35%.

Evaluation of Tools in Scenario 2. Table 8 shows the compliance of the function-
alities of each tool in Scenario 2. The tools are scored with the following percentages:
OSRMT 41%, Remas 41%, Rem 35%, OpenReq Live 18% and ReqHeap 12%.

Table 7. Functionalities fulfilled by each tool for scenario 1

Categories Total OSRMT
%

REM
%

Remas
%

ReqHeap
%

OpenReq
Live
%

El 38 14 37% 25 66% 14 37% 36 95% 26 68%
An 20 7 35% 13 65% 7 35% 15 75% 11 55%

Vv 11 3 27% 5 45% 3 27% 5 45% 5 45%
Tr 3 1 33% 0 0% 1 33% 1 33% 2 67%
Total 72 25 35% 43 60% 25 35% 57 79% 44 61%

El

Vv

0 
20 
40 
60 
80 

100 

El An Es Vv Tr Do Rg Ih Oc

OSRMT REM Remas Req Heap Open Req Live

Fig. 2. Number of functionalities of each tool by categories
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Evaluation of Tools in Scenario 3. Table 9 shows the compliance of the function-
alities of each tool in Scenario 3. The tools are scored with the following percentages:
ReqHeap 68%, Rem 55%, OpenReq Live 53%, Remas 39% and OSRMT 39%.

Table 9. Functionalities fulfilled by each tool for scenario 3

Categories Total OSRMT
%

REM
%

Remas
%

ReqHeap
%

OpenReq
Live
%

El 38 14 37% 25 66% 14 37% 36 95% 26 68%
An 20 7 35% 13 65% 7 35% 15 75% 11 55%
Sp 3 1 33% 1 33% 1 33% 0 0% 0 0%

Vv 11 3 27% 5 45% 3 27% 5 45% 5 45%
Tr 3 1 33% 0 0% 1 33% 1 33% 2 67%

Do 5 5 100% 4 80% 5 100% 2 40% 1 20%
Gr 5 1 20% 1 20% 1 20% 0 0% 1 20%
Ti 4 0 0% 0 0% 0 0% 0 0% 1 25%

Oc 4 4 100% 2 50% 4 100% 4 100% 2 50%
Total 93 36 39% 51 55% 36 39% 63 68% 49 53%

Table 8. Functionalities fulfilled by each tool for scenario 2

Categories Total OSRMT
%

REM
%

Remas
%

ReqHeap
%

OpenReq
Live
%

Sp 3 1 33% 1 33% 1 33% 0 0% 0 0%
Do 5 5 100% 4 80% 5 100% 2 40% 1 20%
Gr 5 1 20% 1 20% 1 20% 0 0% 1 20%
Ti 4 0 0% 0 0% 0 0% 0 0% 1 25%
Total 17 7 41% 6 35% 7 41% 2 12% 3 18%

0 

20 

40 

60 

80 

Escenario 1 Escenario 2 Escenario 3

Fig. 3. Compliance of each tool in the scenarios
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The level of compliance of each tool in the scenarios is summarized in Fig. 3. From
the results obtained from Fig. 3 it was possible to quantify the tools that have a high
percentage of compliance for each scenario, which are shown in Table 10.

After the characterization of some of the free tools for requirements management
based on certain functionalities, high percentages were obtained in the evaluation, as
shown in Table 6, for ReqHeap 68%, Rem 55%, OpenReq Live 53%, OSRMT and
Remas 39%.

In terms of the scenario-based evaluation, the tools with the best results are located
in the scenario focused on elicitation and V&V requirements, ReqHeap 79%. Then,
there is the scenario oriented to requirements management, ReqHeap 68%, and finally
the scenario oriented to modeling, OSRMT 41%.

The results indicate that the development of open-source tools for requirements
management is more oriented to requirements elicitation and analysis than to modeling.
This can be considered as a gap in the field of development of open-source ER tools.
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Abstract. The continuous growth of the computing power of mobile devices
and their relative low cost are some of the reasons for their great expansion.
Currently, for example, in Argentina 9 out of 10 people own a smartphone. This
trend, locally and globally, has been accompanied by the evolution of the
software industry for these devices with the leadership of two operating systems:
Android and iOS. This segmentation has generated the need to have mobile
applications for both platforms and consequently different development
approaches have emerged in response to this need.
This paper presents the analysis of a recently emerged approach to mobile

application development, called Progressive Web Applications or PWA, as a
novel alternative to existing approaches. Additionally, the basics of TWA
(Trusted Web Activities), used as a complement to PWA, are also introduced.

Keywords: PWA � Progressive Web Applications � TWA � Trusted Web
Activities � Mobile web applications � Multiplatform development

1 Introduction

Mobile applications are present in multiple domains, they are characterized by pro-
viding access to information and are available at all times from any mobile device with
Internet access. Most of the activities that used to be done from a computer, such as
checking emails or visiting a social network, are now done from mobile devices [1].

Currently, for the development of software applications, the various existing
devices (desktop computers, notebooks, smartphones, tablets, wearables, etc.) and the
available operating systems (Android, iOS, Windows, among others) must be con-
sidered. The specific development for each platform may require expensive work, so
software providers look for alternatives, more economical solutions with similar quality
in the final product [2]. There are two types of mobile applications: native and multi-
platform.

Native applications are developed using specific technologies, resulting in a new
development project for each platform to be covered.
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On the contrary, there are different development approaches that start from a single
base project and allow to cover multiple platforms [3, 4]: mobile web applications,
hybrid applications, interpreted applications and cross-compiled applications; they
have been accepted by both academic and industrial fields several years ago [1, 3–5].
These approaches have been analyzed by the authors of this paper in [1, 2, 6–8],
however, the scenario is constantly evolving.

A new alternative for mobile web application development, called Progressive Web
Applications (PWA), has recently emerged. This new alternative was first introduced at
the Google I/O developers’ conference in May 2016 in San Francisco, California,
USA [9].

This article is an extension of [10] with new information, analysis and references.
In addition to presenting PWA with its main characteristics, the concept of TWA is
introduced. The use of PWA is exemplified through 2 case studies and various aspects
of web applications, PWA and PWA + TWA, are comparatively analyzed.

This paper is structured as follows: Sect. 2 summarizes mobile web application
development, while Sect. 3 introduces the PWA approach. Section 4 describes the
TWA. Section 4 presents a detailed comparative analysis between mobile web appli-
cations, PWAs, and the transformation of a PWA into a TWA. Finally, conclusions are
presented and future work is proposed.

2 Mobile Web Applications

Mobile web applications are developed using standard web technology such as HTML,
CSS and Javascript. For this reason, development, distribution and testing are relatively
simple, being an option to consider to have presence in the mobile devices scenario.
These applications do not need any manufacturer’s approval for publication and are
platform-independent: all you need is a web browser and internet access [2]. The great
challenge presented by the development of this type of application is to achieve a
satisfactory user experience, considering that there is a wide variety of devices
(computers, smartphones of different sizes, tablets, video game consoles, intelligent
televisions, cable TVs, among others) on which the application can be used [11].

The concept of an “adaptive” mobile web application (known as “web respon-
sive”), which means that the site can be adapted to the different screen sizes of the
devices, has emerged as a mechanism to avoid building the same application for each
type of device. There are currently several web development frameworks that facilitate
this work, such as Bootstrap [12], Foundation [13], Bulma [14], among others.

As presented in [2] and [3], mobile web applications can slow down response time
as they require client-server interaction. They are also less attractive than an application
installed on the device, since the web browser is used as an intermediary. Moreover, it
is not possible to use all the features of the device (sensors, battery status, storage, etc.)
or to have the application running in the background [2].
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3 PWA

The applications called PWA are mobile web applications that take advantage of the
new possibilities and APIs provided by new web technologies, such as the Service
Worker (script that runs in the background and allows the implementation of func-
tionalities that do not require a web page or user interaction) [15] and Web App
Manifest (JSON file that allows the specification of application metadata such as name,
color and distinguishing icon) [16–18], among others. This allows a web application to
incorporate some of the historically unique features of native applications, such as
offline operation, push notification as well as an access icon in the application launcher.

PWA uses a set of technologies that allow a web application to overcome some of
the limitations underlying the mobile web approach, and give the user the feeling of
using a native application [19].

Although this approach is oriented towards mobile devices, it allows for installa-
tions on desktop computers, thus constituting a possibility to unify application
development, regardless of the type of device [20]. This feature puts PWAs ahead of all
other approaches to mobile application development.

However, because PWAs are installed via a web browser, their availability is
limited to the support of that browser. For example, Apple’s web browser, Safari, does
not support all of the APIs required to run PWAs [21].

Regardless of the technologies required for its implementation, Google proposes a
series of basic requirements that a web application must meet in order to be considered
a PWA: (a) to operate offline (without connectivity, the information from the last access
must be retrieved), (b) to respond to any request in less than 5 s, (c) to provide a user
experience similar to a native application, (d) to use adaptive design and (e) to use the
HTTPS protocol [15, 22, 23]. A complete list of desirable features for a well-designed
and implemented PWA is provided in [24].

4 TWA

TWA (Trusted Web Activities) is the strategy implemented by Google to integrate a
PWA with an Android application. This way, companies do not lose customers who
already use the store. TWA’s are executed from an APK and distributed from the Play
Store. They show, in full screen, a web browser inside an Android application without
showing the browser interface.

In order to publish a TWA in the Application Store, the PWA must meet all the
requirements described above, plus 80/100 scores in the Lighthouse application and all
current Google Play Store rules validated from the Digital Assets Links [25].

Digital Assets Links allows you to establish a relationship between a web page and
an APK, denoting that the owner of both is the same person. This strategy allows that
when accessing a link from a mobile device, the associated mobile application is
automatically opened, if installed, instead of the web browser [26].

In case the user’s version of Chrome does not support TWA, Chrome will use a
custom toolbar.
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The advantages of installing a TWA are that it provides a home screen widget,
direct access to applications and operating system integrations, will get automatically
reinstalled after a full reset or a backup restore to a new phone, and it has a better
internationalization support. The size in bytes of an application’s APK with respect to a
PWA’s APK does not vary.

The main disadvantage is that it presents a bad first load experience in the event of
no internet connexion, since the real files are not available until visiting the page at
least once.

Chrome formally announced that TWA only works from Android 4.4 KitKat
versions onwards [26].

Some companies have already published PWA in Google Play Store, such as
YouTube Go, Maps Go, Twitter Lite, among others.

5 Case Studies

This section presents two case studies about this new technology. The first one consists
of the transformation of an existing website into a PWA, and the second case is based
on the creation of a PWA using a framework for the development of hybrid mobile
applications.

5.1 Transforming a Website into a PWA

The website of the UNLP School of Computer Science was used for this case study
[27]. This site is developed with the Wordpress content management system [28] and
through the installation of the Super PWA plugin [29], it was converted to a PWA. The
configuration of this Plugin required setting a name and icon to identify the application
in the device’s application launcher; the home URL, the page to be displayed in case of
no connectivity, and the default startup orientation were defined.

Figure 1a shows the site accessed from a browser. At the bottom of the screen, a
banner for installing the PWA is displayed on the main screen of the device. Once
installed, a login icon is generated in the application launcher. Figure 1b shows the
PWA interface of the UNLP School of Computer Science.

5.2 Development of a PWA + TWA

The Center for Innovation and Technology Transfer (CIyTT) of the School of Com-
puter Science of the University of La Plata hosted a Science and Technology exhibition
in which different innovative technological developments were exhibited. The exhi-
bition consisted of 10 stations, distributed throughout the center, which contained
different projects that could be visited by the general public.

A PWA called “InnovApp” was developed for a guided tour. Its main functionality
was to describe, through text and multimedia content (images, audio and video), each
of the projects within the different stations. Figure 2 shows the application interface for
2 projects of station 3. This PWA was distributed in a set of tablets with which the
public could interact. In addition, a QR code was provided so that people could have

208 V. Aguirre et al.



the same software application on their mobile devices, regardless of the Operating
System they have. The application is available at [30].

For the implementation of this application, the Ionic framework [31] was used, which
allows the creation of high performance multi-platform and desktop mobile applications
using web technologies (HTML, CSS, JavaScript). This framework provides visual
components that offer the user an experience similar to that of a native application. The
logic and behavior of the application was implemented with Angular [32].

Since 2016 Ionic began providing support for PWA using Angular or React. In
order to transform the development into a PWA, it was necessary to create two files:
one for the configuration of the service worker and another for the manifest. This can
be automated by installing an Angular package called “@angular/pwa”. The service
worker file configures the application cache strategy for offline operation, while the
manifest provides information to the web browser, for example, the application name
and icon.

Once InnovApp was developed, the IDE Android Studio [33] was required,
through which the configurations indicated by Google [34] were made and an APK file
was generated from it, constituting a TWA. In this way, InnovApp could be distributed
in the Android applications store.

Fig. 1. a. Traditional adaptive web application b. PWA application
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5.3 Case Study Analysis

From the previous experiences, we can conclude that there are tools for the develop-
ment of web applications that are beginning to offer the possibility of creating PWA
applications or transforming the existing web applications into this new technology,
being able to take advantage of its benefits in a simple way, besides being available in
the store of Android applications like TWA.

6 Mobile Web Applications, PWA and PWA + TWA

As regards institutions, developing and maintaining specific mobile applications for
each operating system is a significant effort. For this reason it is important to evaluate
multi-platform development approaches and decide which one suits best the needs of
the project. The choice of the approach to be used affects the life cycle of the appli-
cation. Changing the focus in an advanced project has a high re-engineering cost.

In [2] the authors of the present paper made a thorough comparative analysis of the
characteristics that should be evaluated to determine which development approach that
suits the needs of a project, without considering PWA.

Fig. 2. InnovApp PWA.
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This section deepens the analysis of mobile web applications using the taxonomy of
characteristics and scale of possible values proposed in [2]. The result consists of three
tables comparing traditional mobile web applications, PWA and the combination of
PWA with TWA.

Table 1 presents non-functional characteristics to be considered in mobile appli-
cation development; Table 2 describes technical aspects of interest to developers; and
Table 3 synthesizes characteristics related to software project management.

Table 1. Comparative analysis of non-functional features.

Technology
feature

Mobile web applications PWA PWA + TWA

User experience Very low High High
Interfaz de usuario Web Web Web
Performance Very low Medium Medium
Installation mode No installation required.

Accessed through a web
browser

Requires
installation through
a web browser

Download through the
Play Store and
installation

Battery
consumption

Low Low Low

Disk
usage/Application
size

Very low Low Medium

Image rendering Very high Very high Very high
Start time Low Very low Very low

Table 2. Comparative analysis of development features.

Technology
feature

Mobile web
applications

PWA PWA + TWA

Integrated
development
environment
(IDE)

Multiple options. There
is no official IDE

Multiple options. There
is no official IDE

Android Studio

Programming
language

HTML, CSS, JavaScript
and another server-side
language

HTML, CSS, JavaScript
and another server-side
language

HTML, CSS,
JavaScript and another
server-side language

Open
source/License
and cost

Free Free Free

User interface
design

HTML, CSS, JavaScript HTML, CSS, JavaScript HTML, CSS,
JavaScript

Learning curve Very low low Medium
Access to device-
specific features

Very low Medium Medium
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It is clear that the values in many characteristics are exactly the same. However,
there are differences that are worth highlighting. PWAs offer advantages in the fol-
lowing areas: (a) access is made directly from the application launcher without the need
for a browser, (b) the user experience is enhanced because it runs in full screen mode,
hiding the browser elements, (c) performance is superior because they are installed on
the device and use cached content, (d) they allow access to device-specific features
such as the ability to receive push notifications, and (e) they operate without
connectivity.

On the other hand, traditional mobile web applications are a better alternative in the
following aspects: (a) they are more viable in the long term since they are not platform-
driven, (b) the learning curve and development effort is lower since they do not require
the requirements presented in Sect. 3 for PWAs, and (c) the degree of maturity is
higher given the recent emergence of PWAs.

Finally, by combining PWA and TWA, it is possible to add the PWA in the
Android application store.

7 Conclusions and Future Work

This paper discusses PWA, a new approach to multi-platform application development
that allows traditional web applications to incorporate features that are unique to the
native mobile approach.

As case studies of this new approach, the website of the Faculty of Informatics of
the UNLP and the App for the Center for Innovation and Technology Transfer (CIyTT)
of the Faculty of Informatics of the University of La Plata were used.

Table 3. Comparative analysis of software project management features

Technology feature Mobile web
applications

PWA PWA + TWA

Target platforms All All (iOS has some
limitations)

Android

Speed and
development cost

Very low Low Low

Maintenance Very low Very low Very low
Maturity level Very high Medium Medium
Long-term viability Very high High High
Application
category

Social, tourist or
institutional

Social, tourist or
institutional

Social, tourist or
institutional

Offline use No Yes Yes
Code reusability Total Total Total
Distribution Through a web

browser
Through a web browser Through the Play Store

Access Through a web
browser

Start from the
application launcher

Start from the
application launcher

Potential users Unlimited Unlimited Unlimited
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Since a PWA is built from a mobile web application, it is of great interest a
comparative analysis between them. From this analysis, aspects of PWAs that make
them a better option can be pointed out:

a) They are installed in the application launcher
b) They are executed from the application launcher
c) They operate without connectivity
d) They improve the user experience
e) They allow the incorporation of native application features, such as the receipt of

push notifications

On the other hand, due to their recent appearance, they present the following
disadvantages compared to traditional web applications:

a) lower degree of maturity
b) increased learning curve and development effort
c) have incompatibilities on some platforms, e.g. iOS [21]

However, this approach is oriented to mobile devices, it is noteworthy that it allows
installations on desktop computers, so it is a possibility to unify the development of
applications, regardless of the type of device and operating system.

In order to maximize the use of PWA, the possibility of uploading them to the
Google application store was generated, through the TWA technology.

From the above, it is concluded that PWAs have the potential to establish them-
selves as a solid alternative in software development.

In order to deepen the study of this work, we propose to extend the comparative
analysis of PWA with the other development approaches considered in [2].
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Abstract. Depression is one of the most prevalent mental disorders in
the world. At present, there are more than 264 million people of all ages
suffering depression and close to 800000 ends up in suicide (World Health
Organization (Jannuary 2020)). The early recognition of depression can
lead to timely treatment and save lives. In this context, the use of infor-
mation from social media platforms can be a valuable resource for the
early detection of depression. Previously, we presented k-TVT, a method
able to set the level of urgency for the detection of this mental disorder.
This adaptive method considers the variation of the vocabulary along
the time step line for representing the documents. The results obtained
with k-TVT using publicly available data sets demonstrated its flexibility
and effectiveness over state-of-the-art methods. In this extended work,
we confirm the previous conclusions with a more elaborated analysis of
results.

Keywords: Early depression detection · Document representations ·
Concise Semantic Analysis · Temporal variation of terms

1 Introduction

Mental disorder detection based on social media information is a complex task
that has been studied in the last decade [8]. Platforms like Facebook, Twitter and
Reddit are daily used to express feelings, emotions, preferences, activities, and
behaviours. Even more, many people suffering some kind of disease or mental
illness share their own experience looking for support, attention or just under-
standing. In that context, the development of computational methods that take
advantage of that information to detect people with signs of depression is becom-
ing an important research area. The quick detection of depression is very useful
because can limit the worsening of the disease and suggest a treatment.
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We previously presented an effective method for the early risk detection
(ERD) on Internet, named TVT [11]. The proposal participated of the early
depression detection (EDD) pilot task [21] and with the information of only 4
“chunks” (short pieces of text) addressed the problem of balancing the minority
class (depressive persons). The analysis of the impact of varying the number
of chunks, the relation of the number of chunks versus the urgency level of the
problem, and other TVT parameters were beyond the scope of that publication.

Later, we proposed k-TVT [5] with the aim of improving the analysis and
conclusions about the good performance of TVT on EDD. k-TVT is a gener-
alization of its predecessor TVT with the advantage of setting the number of
chunks k considered for the minority class. Depending on the urgency (earliness)
required in a particular scenario (specified by the σ parameter), it is possible to
select for k-TVT a proper number of chunks k that obtains acceptable Early Risk
Detection Error (ERDEσ) values. We also provided some guidance about which
could be robust learning algorithms and appropriate probability thresholds τ to
be combined with the specific selected k value.

In this extended version of [5] we present a detailed review of the more
relevant works for ERD problems, and we provide a more complete description
of the collections and the error measure used in the experimentation. Finally, we
show a more elaborate analysis of results.

The structure of the paper is as follows. In Sect. 2 we present a review of works
that address ERD problems. Section 3 explains in detail k-TVT. In Sect. 4 we
describe the data sets used in our experiments and the definition of the error
measure. Section 5 shows the experimental study settings, a comparison with
state-of-the-art methods and the analysis of results. Finally, Sect. 6 summarizes
the main conclusions obtained and possible future works.

2 Related Work

For many years, psychologists have used tests or carefully designed question-
naires to assess different psychological constructs. Nowadays all the information
available in social media, such as Twitter and Facebook, enables novel measure-
ment approaches applying automated methods [33]. In that context, methods
for automatic depression detection (ADD) have gained increasing interest in the
last years. Given the close relationship of depression with the problem of suicide,
we will review not only ADD but also related suicide studies.

A pioneering work in these areas [34] uses the Linguistic Inquiry and Word
Count (LIWC) software and shows that it is possible to characterize depres-
sion through natural language use. Besides, it is suggested that suicidal poets
use more first-person pronouns (e.g., I, me, mine) and less first plural pronouns
(e.g., we, ours) throughout their writing careers than non-suicidal poets. In a
similar study [31], depressed students are observed to use more first person
singular pronouns, more negative emotion words and fewer positive emotion
words in their essays in comparison to students who has never suffered this dis-
ease. Suicide prevention is a major challenge on the global public health agenda.
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In [28], the authors estimate the risk of suicide (with an accuracy of 65%) by
examining the clinical notes taken from a national sample of United States Vet-
erans Administration medical records. They generated datasets of single key-
words and multiword phrases and then built a 3-bin classification scheme (three
matched cohorts: veterans who committed suicide, veterans who used mental
health services and did not commit suicide, and veterans who did not use men-
tal health services and did not commit suicide during the observation period).
In [10] emotions are analyzed in suicidal notes and different studies have tried
to detect suicidal ideation in social media with more complex techniques such
as deep learning based [6,16,35].

Regarding social media postings, the posts on Twitter shared by subjects
diagnosed with clinical depression are analyzed in [8] and a Support Vector
Machine (SVM) classifier is developed to predict if a post is depression-indicative
(with an accuracy of 73%). Furthermore, they suggest that the timestamp would
help to predict if the post is depression-indicative because one characteristic of
depressed subjects is the nightly activity on the Internet due to insomnia. Other
research work indicates that subjects with major depressive disorder show lower
social activity, greater negative emotion, high self-attentional focus, increased
relational and medicinal concerns, heightened expression of religious thoughts
and belong to highly clustered close-knit networks [15].

Even though notable research has been published on the area of Text and
Social Analytics, where several studies have attempted to predict or analyze
depression [2,8,26] no one has attempted to build a dataset where a large chrono-
logical sequence of writings leading to that disorder is properly stored and ana-
lyzed [20]. This is mainly due to the fact that text is often extracted from social
media sites, such as Twitter or Facebook, that do not allow re-distribution.
Besides, in the machine learning community, it is well known the importance
of having publicly available datasets to foster research on a particular topic,
in this case, predicting depression based on language use. That is why the pri-
mary objective in [20] was to provide the first collection to study the relationship
between depression and language usage by means of machine learning techniques.

The work developed in [20] was important for ADD, not only for generating
a data set for experimentation in this area, but also because they proposed a
measure (ERDE) that simultaneously evaluates the accuracy of the classifiers
and the delay in making a prediction. Both tools (the data set and the evaluation
measure) were later used in the first task of eRisk [21], with the participation
of 8 different research groups. Then, the task continued in 2018 [22] adding
early anorexia detection and continued in 2019 [23] where automatic self-harm
detection was added and it also included a new form of depression evaluation
by filling out a questionnaire. In that regard, in those works ([20,21] and its
extensions [22,23]) the proposals of all the groups participating in the early risk
detection task and our preliminary report on TVT [11] are the closest antecedents
to the proposal presented in this work.

Some interesting approaches (which had the best results) from the three
eRisk editions are [32,37,39] from 2017, [4,12,27,38] from 2018 and [1,3] from
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2019. As observed in the summary of results of eRisk editions [21–23], a wide
range of different document representations and classification models were used.

Regarding document representations some research groups used simple fea-
tures like standard Bag of Words [12,37,39], bigrams and trigrams [39], lexicon-
based features [1,3,32,37,38], LIWC features [1,12,37–39], Part-of-Speech tags,
statistical features (average number of posts or words per post, the hour of the
posts, etc.) or even hand-crafted features [37]. Some other groups made use of
more sophisticated features such as Latent Semantic Analysis [4,9,37,38], Con-
cise Semantic Analysis [12,39], Paragraph to Vector [37,38] or even graph-based
representations [40].

With respect to classification models, some groups used standard classifiers
(such as Multinomial Naive Bayes (MNB), Logistic Regression, Support Vec-
tor Machine(SVM), Random Forest, Decision Trees), graph-based models, or
even combinations or ensemble of different classifiers [1,4,12,32,37–39]. Taking
into account that EDD is basically a sequential classification problem, it was
not surprising that also were used several neural network methods for sequence
classifications that have received increasing interest in the last years in many
sequential NLP tasks [14,24,25,29,30,40] and some tasks that involve sequence
classification like sentiment classification [36]. In regards to this, [27,32,37,38]
made use of more complex methods such as different types of Recurrent and
Convolutional Neural Networks.

Another interesting aspect of this evaluation task was the wide variety of
mechanisms used to decide when to make each prediction. Many works apply a
simple policy in which, the same way as in [20], a subject is classified as depressed
when the classifier outputs a value p greater than a fixed threshold [12,32,37–
39]. Some other groups applied no policy at all and no early classification was
performed, i.e. their classifiers made their predictions only after seeing the entire
subject’s history1. It is worth mentioning that some groups [12,37–39] added
extra conditions to the given policy, for instance [37,38] used a list of manually-
crafted rules of the form: “if output ≥ αn and number of writings ≥ n, then
classify as positive”, “if output ≤ βn and number of writings ≥ n, then classify
as non-depressed”, etc.

Finally, although our preliminary ideas about TVT presented in [11] were not
used as an independent method, they were integrated in the ensemble method
proposed in [39] obtaining the best ERDE50 value over the 30 systems presented.
These last two works are the closest antecedents to our proposal and we will focus
here on different extensions and improvements of them.

3 The Proposed Method

Our method is based on the Concise Semantic Analysis (CSA) technique pro-
posed in [18] and later extended in [19] for author profiling tasks. Therefore,
we first present the key aspects of CSA in Sect. 3.1 and then, we explain in
1 Note that this is not a realistic approach, usually there is no such thing as a subject’s

“last writing” in real life since subjects are able to create new writings over time.



An Adaptive and Efficient Method for Detecting First Signs of Depression 221

Sect. 3.2 how we instantiate CSA with concepts derived from the terms used in
the temporal chunks analyzed by an ERD system at different time steps.

3.1 Concise Semantic Analysis

Standard text representation methods such as Bag of Words (BoW) suffer of
two well-known drawbacks. First, their high dimensionality and sparsity; sec-
ond, they do not capture relationships among words. CSA is a semantic analysis
technique that aims at dealing with those shortcomings by interpreting words
and documents in a space of concepts. Differently from other semantic analysis
approaches such as Latent Semantic Analysis (LSA) [9] and Explicit Semantic
Analysis (ESA) [13] which usually require huge computing costs, CSA interprets
words and text fragments in a space of concepts that are close (or equal) to the
category labels. For instance, if documents in the data set are labeled with q
different category labels (usually no more than 100 elements), words and doc-
uments will be represented in a q-dimensional space. That space size is usually
much smaller than standard BoW representations which directly depend on the
vocabulary size (more than 10000 or 20000 elements in general). To explain the
main concepts of the CSA technique we first introduce some basic notation that
will be used in the rest of this work.

Let D = {〈d1, y1〉, . . . , 〈dn, yn〉} be a training set formed by n pairs of docu-
ments (di) and variables (yi) that indicate the concept the document is associated
with, yi ∈ C where C = {c1, . . . , cq} is the concept space. Consider that these
concepts correspond to standard category labels although, as we will see later,
they might represent more elaborate aspects. In this context, we will denote as
V = {t1, . . . , tv} to the vocabulary of terms of the collection being analyzed.

Representing Terms in the Concept Space. In CSA, each term ti ∈ V
is represented as a vector ti ∈ IRq, ti = 〈ti,1, . . . , ti,q〉. Here, ti,j represents the
degree of association between the term ti and the concept cj and its computation
requires some basic steps that are explained below. First, the raw term-concept
association between the ith term and the jth concept, denoted wij , will be
obtained. If Dcu ⊆ D, Dcu = {dr | 〈dr, ys〉 ∈ D ∧ ys = cu} is the subset of the
training instances whose label is the concept cu, then wij might be defined as
Eq. 1 shows.

wij =
∑

∀dm∈Dcj

log2

(
1 +

tfim

len(dm)

)
(1)

where tfim is the number of occurrences of the term ti in the document dm and
len(dm) is the length (number of terms) of dm.

As noted in [18] and [19], direct use of wij to represent terms in the vector ti
could be sensible to highly unbalanced data. Thus, some kind of normalization
is required and, in our case, we selected the one proposed in [19] (see below).
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t′ij =
wij

|V|∑
i=1

wij

(2)

tij =
t′ij

|C|∑
j=1

wij

(3)

Equation 2 normalizes weights in proportion to the |V| terms of each class and
Eq. 3 normalizes term weights in order to make them comparable among the
|C| = q categories/concepts. With this last conversion we finally obtain, for each
term ti ∈ V, a q-dimensional vector ti, ti = 〈ti,1, . . . , ti,q〉 defined over a space
of q concepts. Up to now, those concepts correspond to the original categories
used to label the documents.

Representing Documents in the Concept Space. Once the terms are rep-
resented in the q-dimensional concept space, those vectors can be used to repre-
sent documents in the same concept space. In CSA, documents are represented
as the central vector of all the term vectors they contain [18]. Terms have dis-
tinct importance for different documents so it is not a good idea computing that
vector for the document as the simple average of all its term vectors. A previ-
ous work in BoW [17] has considered different statistic techniques to weight the
importance of terms in a document such as tfidf , tfig, tfχ2 or tfrf among
others. Here, we will use the approach used in [19] for author profiling that rep-
resents each document dm as the weighted aggregation of the representations
(vectors) of terms that it contains (see Eq. 4).

dm =
∑

ti∈dm

(
tfim

len(dm)
× ti

)
(4)

Thus, documents are also represented in a q-dimensional concept space (i.e.,
dm ∈ IRq) which is much smaller in dimensionality than the one required by
standard BoW approaches (q 	 v).

3.2 k-Temporal Variation of Terms

In Subsect. 3.1 we said that the concept space C usually corresponds to standard
category names used to label the training instances in supervised text catego-
rization tasks. In this scenario, which in [18] is referred as direct derivation,
each category label simply corresponds to a concept. However, in [18] also are
proposed other alternatives like split derivation and combined derivation. The
former uses the low-level labels in hierarchical corpora and the latter is based on
combining semantically related labels in a unique concept. In [19] those ideas are
extended by first clustering each category of the corpora and then using those
subgroups (sub-clusters) as new concept space.2

2 In that work, concepts are referred as profiles and subgroups as sub-profiles.
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As we can see, the common idea to all the above approaches is that once a set
of documents is identified as belonging to a group/category, that category can
be considered as a concept and CSA can be applied in the usual way. We take
a similar view to those works by considering that the positive (minority) class
in ERD problems can be augmented with the concepts derived from the sets of
partial documents read along the different time steps. In order to understand
this idea, it is necessary to first introduce a sequential work scheme as the one
proposed in [20] for research in ERD systems for depression cases.

Following [20], we will assume a corpus of documents written by p different
individuals ({I1, . . . , Ip}). For each individual Il (l ∈ {1, . . . , p}), the nl docu-
ments that he has written are provided in chronological order (from the oldest
text to the most recent one): DIl,1,DIl,2, . . . , DIl,nl

. In this context, given these
p streams of messages, the ERD system has to process every sequence of mes-
sages (in the chronological order they are produced) and has to make a binary
decision (as early as possible) on whether or not the individual might be a pos-
itive case of depression. Evaluation metrics on this task must be time-aware, so
an early risk detection error (ERDE) is proposed. This metric not only takes
into account the correctness of the (binary) decision but also the delay taken by
the system to make the decision.

In a usual supervised text categorization task, we would only have two cate-
gory labels: positive (risk/depressive case) and negative (non-risk/non-depressive
case). That would only give two concepts for a CSA representation. However, in
ERD problems there is additional temporal information that could be used to
obtain an improved concept space. For instance, the training set could be split
in h “chunks”, Ĉ1, Ĉ2, . . . , Ĉh, in such a way that Ĉ1 contains the oldest writings
of all users (first (100/h)% of submitted posts or comments), chunk Ĉ2 contains
the second oldest writings, and so forth. Each chunk Ĉm can be partitioned in
two subsets Ĉ+

m and Ĉ−
m, Ĉm = Ĉ+

m

⋃
Ĉ−

m where Ĉ+
m contains the positive cases

of chunk Ĉm and Ĉ−
m the negatives ones of this chunk.

It is interesting to note that we can also consider the data sets that result of
concatenating chunks that are contiguous in time and using the notation Ĉi−j

to refer to the chunk obtained from concatenating all the (original) chunks from
the ith chunk to the jth chunk (inclusive). Thus, Ĉ1−h will represent the data
set with the complete stream of messages of all the p individuals. In this case,
Ĉ+

1−h and Ĉ−
1−h will have the obvious semantic specified above for the complete

documents of the training set.
The classic way of constructing a classifier would be to take the complete

documents of the p individuals (Ĉ1−h) and use an inductive learning algorithm
such as SVM to obtain that classifier. As we mentioned earlier, another impor-
tant aspect in EDS systems is that the classification problem being addressed
is usually highly unbalanced. That is, the number of documents of the major-
ity/negative class (“non-depression”) is significantly larger than of the minor-
ity/positive class (“depression”). More formally, following the previously speci-
fied notation | Ĉ−

1−h |
 | Ĉ+
1−h |.



224 L. C. Cagnina et al.

An alternative to balance the classes would be to consider that the minor-
ity class is formed not only by the complete documents of the individuals but
also by the partial documents obtained in the different chunks. Following the
general ideas posed in CSA, we could consider that the partial documents read
in the different chunks represent “temporal” concepts that should be taken into
account. In this context, one might think that variations of the terms used in
these different sequential stages of the documents may have relevant informa-
tion for the classification task. With this idea in mind, the method proposed in
this work named k-temporal variation of terms (k-TVT) arises, which consists
in enriching the documents of the minority class with the partial documents
read in the first k chunks. These first chunks of the minority class, along with
their complete documents, will be considered as a new concept space for a CSA
method.

Therefore, in k-TVT we first determine the number k of initial chunks that
will be used to enrich the minority (positive) class. Then, we use the document
sets Ĉ+

1 , Ĉ+
1−2, . . . , Ĉ

+
1−k and Ĉ+

1−h as concepts for the positive class and Ĉ−
1−h

for the negative class. Finally, we represent terms as documents in this new
(k + 2)-dimensional space using the CSA approach explained in Sect. 3.1.

4 Data Sets and Error Measure

We employed the data sets supplied by eRisk 2017 pilot task3 and eRisk
2018 Lab4 on early risk prediction for depression to execute our study. They
are compounded of writings (posts) of Social Media users (or subjects) taken
from Reddit. There are two kind of users: “depressed” (or positive) and “non-
depressed/control” (or negative). For each user, the data sets consist of a
sequence of writings (in chronological order) divided into 10 chunks. The first
chunk contains the oldest 10% of the messages, the second chunk contains the
second oldest 10%, and so forth. The subjects labelled as positive are those that
have explicitly mentioned that they have been diagnosed with depression.

Both collections were split into training and test sets. The training set of
eRisk 2017 corpus is composed of 486 users (83 positive versus 403 negative)
and the test set contains 401 users (52 positive versus 349 negative). Meanwhile,
eRisk 2018 training set is the join of eRisk 2017 training and test sets, that is,
135 positive users (83 from eRisk 2017 training set plus 52 from eRisk 2017 test
set) and 752 negative users (403 plus 349 from training and test set of eRisk
2017 corpus respectively). Similarly, eRisk 2018 test set consists of 79 depressed
subjects and 741 non-depressed ones. Table 1 summarizes, for both data sets,
the number of users for each class.

These depression prediction tasks were divided into a training and a testing
stage. In the training stage, the participating teams had access to the training
set with all chunks of all training users. They could therefore tune their systems
with this data. Then, during the testing stage, classifiers must decide, as early
3 http://early.irlab.org/2017/index.html.
4 http://early.irlab.org/2018/index.html.

http://early.irlab.org/2017/index.html
http://early.irlab.org/2018/index.html
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Table 1. Data sets for depression task.

Training Total Test Total

Depressed Non-depressed Depressed Non-depressed

eRisk 2017 83 403 486 52 349 401

eRisk 2018 135 752 887 79 741 820

as possible, whether each user is ‘depressed’ or not based on his/her writings. In
order to accomplish this, the user’s writings were divided into 10 chunks —thus
each chunk contained 10% of the user’s history. Hence, classifiers were given the
user’s history, one chunk at a time, and after each chunk submission the classifiers
were asked to decide whether the subject was depressed, not depressed or that
more chunks needed to be read.

Standard classification measures such as F1-measure (F1), Precision (π) and
Recall (ρ) are time-unaware, that is, they do not take into account the amount
of time (or information) the classifier need to take a decision. Therefore, an
important aspect introduced in [20] to evaluate classifiers considering time was
the Early Risk Detection Error (ERDE) measure defined in Eq. 5.

ERDEσ(d, k) =

⎧
⎪⎪⎨

⎪⎪⎩

cfp if d = p & truth = n
cfn if d = n & truth = p
lcσ(k) · ctp if d = p & truth = p
0 if d = n & truth = n

(5)

where the sigmoid latency cost function, lcσ(k) is defined in Eq. 6.

lcσ(k) = 1 − 1
1 + ek−σ

(6)

cfn, ctp and cfp refer to the cost of false negative, true positive and false
positive, respectively. The delay is measured by counting the number (k) of
distinct textual items seen before making the binary decision (d) which could
be positive (p) or negative (n). The o parameter serves as the “deadline” for
decision making, i.e. if a correct positive decision is made in time k > σ, it
will be taken by ERDEσ as if it were incorrect (false positive). Additionally, it
was also set cfn = ctp = 1 and cfp was calculated by the number of depressed
subjects divided by the total subjects in the test set.

5 Experimental Study

Our experimental study scheme consisted in evaluating if it is possible to select
an appropiate number k of chunks to obtain good ERDEσ values for different
levels of urgency σ. This is addressed in Sect. 5.1 by performing a cross-validation
study on the whole data set eRisk2017 (training and test corpus) described in
the previous section. Besides, the incidence of the probability threshold τ on
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the classifier’s performance is deeply analyzed. Then, in Subsect. 5.2, results are
compared with the ones previously published in [21,22]. Lastly, in Subsect. 5.3
we examine to what extent the predictions made by the approaches of k-TVT
with SVM, to see how differ (or coincide) depending on the value of the k value
and the confidence level τ .

5.1 Setting the k Parameter

We present an exploratory analysis that allows us to understand in greater depth
the relationship between the number of initial chunks k used by k-TVT and the
urgency level specified by σ. In that way, we could give some guidance about a
reasonable number k for the different thresholds σ.

First, we joint train and test sets of 2017 eRisk corpus in order to obtain
a larger data set to perform a 5-fold cross validation with different versions of
k-TVT. Thus, we randomly split the 887 users (135 positives and 752 negative)
into 5 parts. We got 3 folds with 177 users each (27 positive and 150 negative)
and 2 folds of 178 users each (27 positive and 151 negative). In addition, we used
3 learning algorithms: Support Vector Machine (SVM), Näıve Bayes (NB) and
Random Forest. The implementations of these algorithms were provided by the
Python scikit-learn library with the default parameters.

The performance of the classifiers was assessed using the ERDEσ measure
and the parameter σ was varied considering the values: 5, 10, 25, 50 and 75.
Because σ represents some type of “urgency” in detecting depression cases, we
analyzed how k-TVT performs under different levels of σ. Note that σ = 5
means a high urgency (a quick decision should be made) and σ = 75 represents
the lowest urgency (there is more time for a decision) to detect positive cases.

As we stated before, k-TVT defines concepts that capture the sequential
aspects of the ERD problems and the variations of vocabulary observed in the
distinct stages of the writings. Thus, different number k of chunks that will enrich
the minority (positive) class could have an impact in the ERDEσ measure. In
this study, the k value was varied in the (integer) range [0, 5].

In each chunk, classifiers usually produce their predictions with some “confi-
dence” (in general, the estimated probability of the predicted class). Therefore,
we can select different thresholds τ considering that an instance is assigned to
the target class when its associated probability p is greater (or equal) than cer-
tain threshold τ (p ≥ τ). We taken into account 4 different settings for the
probabilities assigned by each classifier: p ≥ 0.9, p ≥ 0.8, p ≥ 0.7 and p ≥ 0.6.
Once a classifier determines that an instance is positive in a specific chunk, that
decision remains unchanged until chunk 10. Due to space constraints, only the
best results are shown (Table 2).

The performance of k-TVT was compared with that of a standard bag of
words (BoW) representation with different weighting schemes: boolean, term-
frequency (tf) and tf-inverse document frequency (tfidf). The best results with
BoW were achieved with tfidf scheme, SVM as learning algorithm and different
thresholds τ . These results were adopted as a baseline.
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Table 2. Best results of 5-fold cross validation on the whole eRisk2017 data set.

ERDE

τ 5 10 25 50 75

Best ERDE5−10 0-TVT-SVM 0.8 13.58 12.48 12.04 11.40 11.08

BOW-SVM 0.7 14.13 13.18 11.75 10.97 10.49

Best ERDE25−50 4-TVT-SVM 0.7 14.10 12.51 11.00 9.59 9.17

BOW-SVM 0.6 14.42 13.20 11.28 10.38 9.70

Best ERDE75 4-TVT-NB 0.7 14.49 12.72 11.05 9.67 8.74

BOW-SVM 0.6 14.42 13.20 11.28 10.38 9.70

Table 2 shows the best values obtained by k-TVT for the temporal-aware
measure ERDEσ with the different urgency levels σ. As we can see in the first
row of the table, for the lowest σ (σ = 5 and σ = 10), k-TVT obtained the best
ERDE5 and ERDE10 (highlighted in boldface) with the minimum k value, that
is, k = 0 and the SVM classifier using p ≥ 0.8. Those two numbers are around
a 5% better than the ones corresponding to the baseline (BoW-SVM, p ≥ 0.7).
However, it is interesting to notice in the same row, the baseline was better
than 0-TVT when σ = 25, 50 and 75 are used. Those results were a preliminary
evidence that k-TVT performance, as measured by ERDEσ, effectively depends
on the selected number of chunks k. That is, 0-TVT does not seem to produce
as good results for higher σ values as the ones obtained with σ = 5 and 10.
The same fact is confirmed by the best ERDE25 and ERDE50 obtained by
k-TVT using the first 4 initial chunks (k = 4), SVM as learning algorithm
and a lower probability, p ≥ 0.7. Finally, the best ERDE75 was obtained with
4-TVT using Näıve Bayes with the same probability (p ≥ 0.7). Here, the lowest
ERDE75 indicates that 4-TVT-NB outperformed the baseline in almost 1 unit
which constitutes a good value.

In summary, from this study we can conclude that when there is a high
urgency level (low σ values) in detecting depression cases, the best performance
is obtained with 0-TVT. As the level of urgency in the detection decreases
(σ ≥ 0.25), 4-TVT performs well and it can detect the positive cases with
enough accuracy. It seems that while more information enriches the k-TVT rep-
resentation, more confident can be the classifier, therefore better ERDEσ can
be obtained. It is also worth to note that for σ ∈ {5, 10, 25, 50} SVM classifier
obtained the best results demonstrating thus enough robustness. Using k-TVT
the classifiers obtained the predictions with highest probability: 0.8 and 0.7 while
if BoW is used, the threshold is lower (around 0.7 and 0.6).

Since SVM performs well in most of the cases, we can suggest it as an accept-
able algorithm to be combined with generic k-TVT and it will be used in next
subsection.
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5.2 Performance of k-TVT - eRisk’s Train and Testing Sets

Here our approach was analyzed against some of the state-of-the-art methods.
In this way, k-TVT results were directly compared with those obtained by the
different groups participating in the tasks and published in [21,22]. Thus, the
same conditions that participants faced were reproduced: first, we worked on the
data set released on the training stage for obtaining the models and then, these
were tested on the test sets. Note that only ERDE5 and ERDE50 values were
reported because those two σ were evaluated in the tasks and a lower value of
ERDE is always preferable.

(a) eRisk 2017 (b) eRisk 2018

Fig. 1. Comparison among best results

Figure 1 shows the results obtained with k-TVT and SVM considering σ ≥
0.7 (4-TVT) and p ≥ 0.8 (0-TVT) in comparison to the results obtained by the
best approaches employing each collection. The complete description of those
methods can be found in [21,22]. In Fig. 1(a), UNSLA is an assembly of several
methods which includes 4-TVT representation. Meanwhile in Fig. 1(b), UNSLA
is effectively 0-TVT representation with SVM classifier.

The figures reveal several interesting aspects. First of all, we can confirm the
hypothesis originated from the previous study regarding that lower k values for
k-TVT produce better ERDEσ when σ is low (high urgency level). Also, when
there are low urgency levels, it is better to set k with higher values. With both
k-TVT and probability thresholds (τ ≥ 0.7 and 0.8), the ERDE5 measures are
better than the best published for the eRisk 2017 task. For ERDE50 the 4-TVT
outperforms the best published for eRisk 2017, while 4-TVT obtains a value
slightly worse in eRisk 2018, although it is better than 0-TVT.

5.3 Final Discussion

Even though the previous study gave significative evidence of the relationship
between the number of chunks k and the level of urgency σ, some aspects deserve
a more detailed analysis. One of them is to determine to what extent the predic-
tions made by the approaches k-TVT with SVM as classifier differ (or coincide)
depending on the value of the k value and the probability threshold τ .
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A popular method to determine this kind of agreement is taking into account
the Cohen’s kappa (κ) coefficient [7], which provides a robust measure of agree-
ment. It attempts to correct the degree of agreements, subtracting the portion
of predictions that could be attributed to chance. If the classifiers completely
agree, then κ = 1 whereas if there is no coincidence, the predictions would be
by chance and κ = 0.

As we saw before, SVM demonstrated to be robust with k-TVT, particularly
for probabilities p ≥ 0.7 and p ≥ 0.8. Therefore, we perform a pairwise compar-
ison between the k-TVTs (with k = 0 . . . 5) and we obtained the κ coefficients.

Figure 2 shows the comparison of the same k-TVT-SVM but considering how
they vary between different probabilities (0.7 and 0.8), for example, 0-TVT-SVM
with p ≥ 0.7 vs. 0-TVT-SVM with p ≥ 0.8. Here, it is worth to note that all κ
values are higher than 0.65 and, in some cases, quite similar (with 0.937 as the
highest value). Thus, we could conclude that the difference in the performance
of our proposals regarding ERDE metric (see Table 2) are mainly due to the
contribution of the k value in the representation rather than the classifier or the
probability used for the predictions.

Fig. 2. Kappa coefficient for k-TVT with SVM (p ≥ 0.7 and p ≥ 0.8)

6 Conclusions and Future Work

This work describes an adaptive and flexible method for early detection of depres-
sion. The proposal, named k-temporal variation of terms (k-TVT), is effective
due to the variation of the vocabulary along the different time steps as con-
cept space for the representation of the documents. k-TVT is also an adaptable
method because of the possibility of setting a parameter (the k value) depending
on the urgency level (the threshold σ) required to detect the risky cases.
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We obtained interesting evidence about the relationship between the k
parameter and the required level of earliness σ in the predictions. For low σ
values (high urgency) a low number of chunks (k = 0) is an adequate represen-
tation while for low urgency (higher σ), the use of a higher value (k = 4) seems
to be more adequate.

The 0-TVT and 4-TVT versions show to be competitive and better, in some
cases, than state-of-the-art methods in EDD problems. A very relevant aspect
of the k-TVT representation is the complete domain independence because it
is only based on the vocabulary present in the training corpus. Besides, it does
not depend on features specifically derived for the depression problem or other
costly hand-crafted features. Even more, the mechanism used to determine the
classification time does not need to be adapted to a particular domain. This
makes k-TVT suitable for implementation in other early risk tasks such as the
early detection of anorexia or pedophiles without virtually any cost of migrating
from one domain to another.

In that context, as future work, we plan to apply k-TVT approach to other
problems that can be directly tackled as early risk detection such as sexual
predation, suicide discourse identification or other kinds of mental disorders. We
also plan to evaluate deep neural networks for the same problems and compare
the performance of k-TVT against those RNN-based models.
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Abstract. The k-Nearest Neighbors Graph (kNNG) consists of links from an
object to its k-Nearest Neighbors. This graph is of interest in diverse applications
ranging from statistics, machine learning, clustering and outlier detection, compu-
tational biology, and even indexing. Obtaining the kNNG is challenging because
intrinsically high dimensional spaces are known to be unindexable, even in the
approximate case. The cost of building an index is not well amortized over just
all the objects in the database. In this paper, we introduce a method to compute
the kNNG without building an index. While our approach is sequential, we show
experimental evidence that the number of distance computations is a fraction of the
n2/2 used in the naı̈ve solution. We make heavy use of the notion of pivot, that is,
database objects with full distance knowledge to all other database objects. From
a group of pivots, it is possible to infer upper bounds of distance to other objects.

Keywords: Near neighbor graph · Proximity search · Metric spaces

1 Introduction

Metric space searching addresses the problem of efficient similarity searching in many
applications, such as multimedia databases, text retrieval, function prediction, machine
learning, and classification; information retrieval; image quantization and compression;
computational biology; text searching; and function prediction; between others, and
many others. Thus, it has become an essential operation in applications that deal with
unstructured data sources. All those applications can be formalized with the metric
space model [8]. Formally, a metric space is composed by a universe of objects U and a
distance function d. The distance function gives us a dissimilarity criterion to compare
objects from U. A database is a subset S ⊆ U, whose cardinality is named n = |S|.

In the metric space model the similarity queries in S of any q ∈ U are usually of
two types:

• range query: given r ∈ R
+ it retrieves all the elements in S within distance r to q

(R(q, r)), and
• k-nearest neighbors query: given k ∈ N it retrieves the k closest elements to q in

S-{q} (k-NN(q)).
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The k-NN(q) query is a building block for a large number of problems in a vast
number of application areas. For instance, in pattern classification, the nearest-neighbor
rule can be implemented with 1-NN(q) [9]. Another known application is the Nearest
Neighbor Graph. Formally, the Nearest Neighbor Graph (NNG) is a graph whose vertex
set is S and with one edge from u to v whenever v is the nearest neighbor of u in S.
The problem of determining the nearest neighbor of any element is often called the all-
nearest neighbor problem. It could be generalized to obtain the k-NN of all elements of
database as the All-k-NN problem. It is a useful operation for batch-based processing
of a large distributed point dataset when we need to report the closest points for every
element. In this paper, we focus on the k-Nearest Neighbors Graph (kNNG), where
each element connects with its k − NN.

Metric spaces are characterized, from an indexing point of view, by its intrinsic
dimensionality. Real-world datasets tend to be high dimensional, difficult to index. Fur-
thermore, a recent result on the hardness of indexing establish that for datasets with
O(log n) intrinsic dimensions, with n the size of the database, every indexing method
requires a linear scan over the data, even in the approximate sense of searching 1 + ε
approximations to the actual nearest neighbors [15]. Hence we pursue lowering the
constant, that is, revising just a fraction of the database in each k −NN query. Further-
more, we focus on lowering the number of distance computations, as they represent the
leading cost in indexing.

The conventional wisdom in indexing consists of building an index to avoid exhaus-
tive search at query time. However, competitive indexes are costly to build, and they will
probably not be amortized over just O(n) queries. While our approach does not use an
index, its total cost is significantly lower than the n2/2 distance computations of the
naı̈ve solution. Our proposal computes some distances between database objects and
ingeniously takes advantage of the properties that distance function satisfies. A prelim-
inary version of this paper appeared in [5]. This new version includes another heuristic
for computing kNNG and a more detailed analysis of how the curse of dimensionality
affects our proposals.

The paper organization is as follows: Sect. 2 presents a brief description of some
useful concepts. Section 3 introduces our proposals, and Sect. 4 contains the empirical
evaluation of our proposed solutions. Finally, in Sect. 5 we conclude and discuss about
possible extensions for our work.

2 Previous Concepts

In this section, we formally state the problem to continue the discussion. A metric space
is composed of a universe of objects U, and a distance function d : U × U → R

+,
such that for any x, y, z ∈ U, d(x, y) > 0 (strict positiveness), d(x, y) = 0 ⇐⇒
x = y (reflexity), d(x, y) = d(y, x) (symmetry), and obeying the triangle inequality:
d(x, z) + d(z, y) ≥ d(x, y). The smaller the distance between two objects is, the more
similar they are. We have a finite database S, a subset S ⊆ U. Let n = |S|. At a later
stage, a new object q from U is the query, and we must retrieve all the elements in S
close enough to q using as few distance computations as possible.
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In the metric space model, the most common similarity queries are range queries
and k-nearest neighbors queries. For a given database S, q ∈ U and r ∈ R

+: (q, r) =
{x ∈ S | d(q, x) ≤ r} is known as a range query; and k-NN(q), denotes the k-nearest
neighbors query of q, and formally it retrieves the setR ⊆ S such that |R| = k and ∀u ∈
R, v ∈ S −R, d(q, u) ≤ d(q, v). This last primitive is a fundamental tool in cluster and
outlier detection [3,10], image segmentation [1], query or document recommendation
systems [2], VLSI design, spin glass and other physical process simulations [4], pattern
recognition [9], and so on.

Interesting distances are expensive to compute (think, for example, in comparing
two fingerprints). Thus, the ultimate goal is to build offline an index to speed up online
queries. Differents techniques to solve the problem of similarity queries have arisen to
reduce these costs, usually based on data preprocessing and storing some distances in
the index. All those structures work based on discarding elements using the triangle
inequality, and most of them use the classical divide-and-conquer approach.

A related version of the k-NN problem, perhaps less studied, is the All-k-NN prob-
lem. That is, if |S| = n, we solve the All-k-NN problem by efficiently retrieving the
k-NN(ui) for each ui in S and performing less than O(n2) distance evaluations. Con-
sider, for example, a location-based service that recommends each user his or her nearby
users, who may be the candidates of new friends. Since the locations of users are stored
in the underlying database, we can generate such recommendation lists by issuing an
All-k-NN query on the database. This operation is also useful to build a kNNG, that is
one of the available indexes for metric space.

Most of the solutions that have been proposed and developed for this problem use
indexes. Some of them, for general metric spaces [13,14], are based on the construction
of k-nearest neighbors graphs (kNNG). The kNNG is a weighted directed graph con-
necting each object from the metric space to its k-nearest neighbors; that is, G(S,E)
such that E = {(u, v), u, v ∈ S ∧ v ∈ k-NN(u)}. G connects each element through a
set of arcs whose weights are computed according to the distance of the corresponding
space. In the same way, the All-k-NN problem is a direct generalization of All-1-NN)
problem, building the kNNG can be seen as a direct generalization of building the
1NNG. The kNNG offers an indexing alternative, which requires a moderate amount of
memory, obtaining reasonably good performance in the search process [13]. In fact, in
low-memory scenarios, which only allow small values of k, the search performance of
kNNG is better than using classical pivot-based indexing. Besides, graph-based tech-
niques offer great potential for improvements, ranging from fully dynamic graph-based
indexes to specific optimizations for metric space search.

The naı̈ve algorithm for All-k-NN calculates the distance function d between each
ui ∈ S and every element of S, so its complexity is quadratic (n2/2).

3 Our Proposals

Performing similarity queries on a database using a sequential scan can become non-
scalable, either because of the size of the database or because of the cost of distance
computations. Under this cost model, the ultimate goal of a similarity search technique
is to solve queries doing the fewest number of distance computations. We took into
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account this objective in our new proposals. We stress that our proposals reduce the
number of distance computations for each query without using an index.

The general gist of our approaches consists in selecting some objects xi ∈ S, com-
puting the distance from every database element xj in the database (xj ∈ S − {xi}).
The elements xi have full distance knowledge in S. We can use that to filter the database
when searching the k-nearest neighbors of other database elements. Furthermore, our
heuristic consists of computing the k-nearest neighbors of objects already close to a
pivot xi. The rationale is that we can expect some kind of transitivity in the k-nearest
neighbors relationship.

After computing the n−1 distances from xi to the other n−1 objects in S, we obtain
the set of distances: {d(xi, x1), d(xi, x2), d(xi, x3), . . . , d(xi, xn−1)}. The elements
{x1, x2, x3, . . . , xn−1} are sorted by distance to xi, resulting in the sequence of objects
xj1 , xj2 , . . . , xjn−1 . The first k elements of this sequence, xj1 , xj2 , . . . , xjk , are the k
objects more similar to xi, therefore their k-nearest neighbors, and at this time they can
be reported.

Next, we calculate the k-NN of the objects xji ∈ S that do not have them yet.
For this purpose, we consider solving the k-NN query by a range query with decreasing
radius, and to use the known fact that the search is more efficient as we reduce the search
radius quickly. Assuming, furthermore, that very close objects possibly share some of
their closest neighbors with xi. That is, it takes the first neighbor of xi, which is xj1 ,
and starts the computation of its k-NN by comparing it with the k-NN(xi)−{xj1}. We
notice that xj1 already knows one distance; that is, its distance to xi because of the
simmetric property of d. In this way, by adding xi to this group, we get the first k
candidates for being its closest neighbors, and an initial covering radius, which is the
distance of xj1 to its furthest neighbor:

rk(xj1) = max{d(xj1 , xi), d(xj1 , xj2), . . . , d(xj1 , xjk)} (1)

The knowledge acquired by xi, when compared to all objects in the database, allows
estimating the distances between xj1 and the other elements in S using the triangular
inequality. This estimate defines a lower bound of the actual distance between xj1 and
any other element of S; that is, how close an object xj could be to xj1 . Then, we sort
database elements from highest to lowest estimation value.

By knowing the covering radius (Eq. 1) and the estimates of distances it is pos-
sible to discard some objects of S, avoiding its actual comparison with xj1 . If the
above lower bound is greater than the current radius enclosing the k candidates for
k-NN(xj1); that is, |d(xj , xi) − d(xi, xj1)| > rk(xj1), this object will be discarded
because it will not be closer to xj1 than the current neighbors. Otherwise, those objects
xj whose estimated distance is less than the current covering radius; that is, they satisfy
|d(xj , xi) − d(xi, xj1)| < rk(xj1), will be directly compared with xj1 .

The elements that when they are compared with xj1 verify d(xj , xj1) < rk(xj1);
that is, their real distance is smaller than the covering radius, will become part of the
k-NN(xj1), since they are closer than any of the present neighbors. Hence, the ele-
ment whose distance was rk(xj1), which is the current farthest one from xj1 , will be
discarded and it implies that the covering radius rk(xj1) should be shrink. When we
update the covering radius, reducing it, we also recheck to determine if we can discard
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some other objects. If the elements that remained as promising when they are directly
compared with xj1 verify d(xj , xj1) > rk(xj1), they must be discarded, since they are
farther away than their neighbors current and cannot contribute to the set k-NN(xj1) or
reduce the covering radius rk(xj1).

When all the objects in S are reviewed, or when the next estimate distance analyzed
is greater than the covering radius, the process end. At this time, all elements from S are
not part of the k-NN. The above is true because we sorted objects in ascending order by
their estimated distance, and if the object analyzed does not improve the neighbors that
are already known for xj1 , then no elements will ever enter the covering radius. At the
end of this process, we report the k-NN(xj1), and it will be turn of the next unprocessed
object in the list of xi, until all the elements in the database are processed.

As the elements to which k-NN are calculated move away from xi, the number of
objects that can be discarded from the list of promising ones, using triangular inequality,
will decrease; that is, the amount of elements to compare directly with xj1 will increase.
Therefore reducing the filtering ability of the pivot. But, as our goal is to reduce this
number, at that time we must look for a new element helping in the remaining calcula-
tion of k-NN.

A parameter α helps us to decide when an object becomes useful in helping to
discard candidates. Each time we finish the process of associating an object with its
k-nearest neighbors, we check whether the element xi used as support still produces
a good discard. When an element xi allows rejecting less than α elements, its dis-
card capability is considered insufficient. Therefore, we must replace this element by
another database object, which can discard a larger quantity of members from the list of
promising elements. Then, we select a new object between the elements in S, this new
xi replace the old one. So, the necessary distances to the members of S are computed.
Now this new xi will be used to assist in the calculation of k-NN(xji) for some xji ,
while this xi allows to discard more than α elements.

We try different ways to choose a new distinguished object, xi. One heuristic is to
select them randomly; this alternative only verifies that the chosen object has not been
still associated with its k-NN. So, we calculate the (n − 1) distances to the remaining
elements of S, obtain k-NN(xi), and use xi as support in the calculation of the neigh-
bors of some closest objects. Another way to choose a new xi is using the last object
xji to which we compute its k-NN. We call this alternative as Latest. This election con-
siders that due to the low discard capacity of the current xi, xji had to be compared
with most of the elements of S. Thus, we expect that some more comparisons reach the
necessary (n − 1) to assist in the calculation of the k-NN of some xj in the database.

In every alternative of selection proposed, we repeat the process until all the ele-
ments in S have their k-nearest neighbors. In this way, we have all the needed informa-
tion to build the kNNG.

4 Experimental Results

To evaluate our proposals, we perform some experiments over different metric
databases having widely different histograms of distances. For each database, we run
the process over different database permutations. Besides, we test different values for
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the α parameter. First, we analyze the different alternatives of the proposal presented;
that is, the two ways to select the objects used as support for the calculation of the k-
NN (xi). Then we contrast the most competitive option with known indexes of proven
efficiency.

We consider a set of some real-life metric spaces, all of them with a low intrin-
sic dimension, and a set of some synthetic metric spaces, where we can control their
intrinsic dimensionality.

The real-life metric spaces considered are:

NASA images: a set of 40,150 20-dimensional feature vectors, generated from images
downloaded from NASA1. The Euclidean distance is used.

Strings: a dictionary of 69,069 English words. The distance is the edit distance; that
is, the minimum number of character insertions, deletions and substitutions needed to
make equal the two strings.

Color histograms: a set of 112,682 8-D color histograms (112-dimensional vectors)
from an image database2. Any quadratic form can be used as a distance, so we chose
Euclidean distance.

To analyze how intrinsic dimensionality affects the behavior of our approach, we
evaluated it over synthetic metric spaces. We use collections of 100,000 vectors, uni-
formly distributed in the unit hypercube, in dimensions 4, 8, 12, 16, 20, 24, 28 and
32. We consider the vectors in these spaces as metric objects. Thus, we do not use the
information on the coordinates of each vector explicitly. In these spaces, we also use
Euclidean distance. All these metric databases are available from www.sisap.org [11].

We tested different values of the parameter α: n
10 , n

5 , n
4 , n

3 , and
n
2 . Moreover, we

evaluate several values of the number k of nearest neighbors to be obtained: 1, 2, 5, 10,
50, and 100. Our performance meter is the number of computed distances, as discussed
above. To summarize the results, we report the average number of distance computations
for a database element, as the fraction of the database revised to compute the neighbors.

The Fig. 1 shows the costs of answering to All-k-NN in the space of NASA Images
(Fig. 1(a)), Strings (Fig. 1(b)) and Color histograms (Fig. 1(c)), respectively. In this case,
the xi were randomly selected from the database. Each line represents the costs of
obtaining k-nearest neighbors with a certain α. As it can be seen, better results are
obtained when α is smaller (e.g. n

10 ). Possibly, in this case the distinguished objects xi

are not changed quickly and this allows reducing the number of distance calculations.
However, as it can be noticed, all our alternatives need to perform much less than n
distance evaluations in average by element. Therefore, the speedup obtained respect to
the naı̈ve solution is very significant.

It can be regarded from these results that for higher values of α. For example, if we
consider α = n

2 , it is difficult to find an element able to discard one half of the database.
Higher values of α cause replacing more frequently the distinguished element owing to
it does not satisfy the discard quality. Consequently, the new candidate must calculate
again its (n − 1) distances. Surprisingly, it do not occur in the String space, where the
distance takes discrete values. In this case, all costs are very similar, no matter the value
of α.

1 At http://www.dimacs.rutgers.edu/Challenges/Sixth/software.html.
2 At http://www.dbs.informatik.uni-muenchen.de/∼seidl/DATA/histo112.112682.gz.

www.sisap.org
http://www.dimacs.rutgers.edu/Challenges/Sixth/software.html
http://www.dbs.informatik.uni-muenchen.de/{~}seidl/DATA/histo112.112682.gz
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Fig. 1. Costs of All-k-NN in real spaces (random selection).
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Please note that for around half of the database, the number of distinguished objects
used is approximately half the k used for k-NN. That is, each distinguished element
is useful for computing, on the average, the k-NN for two more objects, and then it
loses its discard quality. When the process achieves the last database elements; that
is, most of the objects already have their k-NN, the remaining objects to be used as
distinguished elements are not so good to discard. Hence, we must replace them more
quickly, increasing, in consequence, the number of distance calculations.

The Fig. 2 depicts the costs of answering to All-k-NN in the three real-life spaces,
but in this experiments the xi were choosen using the last object xji to which we com-
pute its k-NN. The Fig. 2(a) illustrates the results for the space of NASA images, the
Fig. 2(b) for Strings, and the Fig. 2(c) for Color histograms. It should be noticed that,
in this alternative, there are valid the same considerations made in the case of ran-
dom choice: with small values of α, less distance comparisons are performed. The best
results are obtained when we consider an α = n

10 . In this situation, for the distinguished
object, it is also easier to discard small parts of the database, but it is not able to discard
half of it, causing its frequent replacement. This behavior is held in these three spaces
used.

Despite the expectations set in this strategy, the costs by each element are higher
than those presented by the random selection version of the distinct elements. Exper-
iments over the latest selection policy showed that, on average, distinguished objects
only allow computing the neighbors of one more object. That is, it takes many more
xi to compute the k-nearest neighbors to all database elements. The distinct element
must be continuously changed. Consequently, this strategy needs to perform more dis-
tance calculations to solve the problem. The degradation of this variant is due, probably,
because the new object selected as a replacement is too close to the previous one dis-
tinguished object. Therefore, its “perspective” of space is not very different from that
of the element it replaces. This similar perspective causes its discard capacity is also
similar; that is, it is also reduced.

As discussed and empirically shown, the best strategy of the two evaluated alterna-
tives is the random selection of the distinguished element. On the other hand, from the
different values of α used in the experiments, those showing better performance were
the lower ones considered; that is n

10 andn
5 . Therefore, in the following sections, we

only consider the selection as random. We evaluate this option with some well-known
indexes to fairly compare its performance.

4.1 Comparison with Methods Using Indexes

Exact indexes belong to one of two families: Partition-based algorithms and Pivot-based
algorithms. We compared the performance of our better technique with respect solu-
tions that use representative indexes: List of Clusters [7], Distal SpatialApproximationn
Trees [6], and a generic pivot index [8]. List of Clusters and Distal Spatial Approx-
imation Trees belongs to Partition-based algorithms, and the other index is a generic
representative of the Pivot-based family. All of them have their implementation avail-
able from www.sisap.org [11]. As the other methods considered need to build the index,
and then perform the searches, we compute their costs considering both the construction
cost and the search cost of all k-NN operations.

www.sisap.org
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Fig. 2. Costs of All-k-NN in real spaces (latest selection).
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Fig. 3. Comparison of costs to solve All-k-NN on real spaces.
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Fig. 4. Comparison of costs to obtain All-k-NN in synthetic spaces, in dimensions 4 and 8.

The Fig. 3 illustrates the comparison of the costs of our proposal and the other con-
sidered indexes. The Fig. 3(a) shows the results for the space of NASA images, the
Fig. 3(b) for Strings, and the Fig. 3(c) for Color histograms. We use LC for the List of
Clusters, DiSAT for the Distal Spatial Approximation Trees, and Piv for the general
pivot index, as names in the plots. In particular, the values for LC indicate the different
cluster sizes used to build the index, and for Piv the number of pivots. We choose to
show for each index its better alternatives. For our approach we use the better values
of α empirically determined: n

10 and n
5 . We label each α option with the corresponding

value.
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Fig. 5. Comparison of costs to obtain All-k-NN in synthetic spaces, in dimensions 12 and 16.

In the Strings space, only the pivot-based index is more expensive than our method.
The other indexes beat us for all the k values used. We only get closer to LC and DiSAT
for k = 100. For the Nasa images space, our technique is surpassed by all indexes and
for all the values of k. We guess that it is because this space has the lowest intrinsic
dimensionality. Moreover, in the Color histograms space, we again beat the pivot index
but only for k > 10. LC and DiSAT always are better than us. It is remarkable that
despite the distance histograms for the three real-spaces considered are widely different,
all of them have low intrinsic dimensionality [12].
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Fig. 6. Comparison of costs to obtain All-k-NN on synthetic spaces, in dimensions 20 and 24.

To analyze how intrinsic dimensionality affects the performance of our solution, we
use a set of synthetic metric spaces. As we mentioned, we can manage the intrinsic
dimensionality of these spaces. We consider spaces in dimension 4 (very low dimen-
sionality) through dimension 32 (very high dimensionality).

The Figs. 4, 5, 6, and 7 depict the same experiments on the synthetic spaces, con-
sidering dimensions 4 and 8, 12 and 16, 20 and 24, and finally 28 and 32, respectively.
As we can see, in low dimensions, the performance of our proposal is similar to those
obtained on the real-life metric spaces. However, as the dimension grows, our proposal
becomes better and better than the other alternatives. If we analyze the costs of the space
in dimension 20, Fig. 6(a), we can observe that the LC index, with cluster size 10, is the
only one that exceeds our proposal. For dimensions from 24 (Figs. 6(b), 7(a), and 7(b)),
we can overcome all the other indexes, for almost all number of neighbors retrieved.
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Fig. 7. Comparison of costs to obtain All-k-NN on synthetic spaces, in dimensions 28 and 32.

Although LC and DiSAT are indexes that have good behavior on medium to high
dimensional metric space, they also degrade their performance when dimension is
higher than 24. Hence, it is important to remark that our approach seems more resistant
to the curse of dimensionality.
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5 Conclusions

An extended version of determining the k-NN of an element, is to solve the All-k-NN
problem. Solving this problem is useful, for example, to build the metric index named
the k-nearest neighbors graph. To this moment, the only way to solve this problem,
without using an auxiliary index, is via the naı̈ve solution of comparing each database
element with one other. In this paper, we propose and test two alternative approaches to
solve this problem. One of them is very efficient concerning this naı̈ve solution because
it needs to compute a fraction of the n distance evaluations by element.

Our results are preliminary, although encouraging. We can say with confidence that,
on low dimensional metric spaces, an index is a better solution than our proposal. How-
ever, in medium and high dimensional spaces, where the curse of dimensionality effect
is evident, our approach is superior. Therefore, as the dimension grows, our proposal
achieves a better performance than other alternatives to this problem.

As future work, we consider analyzing different options to select the unique ele-
ments or pivots for each process step, and characterize how this selection affects the
method performance. We also plan to study how to take advantage of the available
memory space to cache some distances computed avoiding recalculation.
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Abstract. Metric Spaces model databases allowing similarity searching. e.g.,
looking for objects similar to a given one. Spatial databases are used to store and
efficiently retrieve data with some spatial attribute. Some applications need to
search both by similarity and space at the same time. This kind of queries cannot
be solved efficiently using spatial o metric indexes separately. Recently, Metric
Spatial queries were formalized and a new access method, the MeTree, was
proposed to solve them. In this article, we present new experiments that show
the performance of this index.

Keywords: Metric spatial queries � Similarity searching � Metric index �
Spatial index

1 Introduction

In the last three decades, databases have gradually incorporated the ability to store
unstructured data types such as images, sound, text, video, geometric elements, etc.
The problem of storage and search these objects differs markedly from structured types
of classic databases. These types of data do not have a fixed length, therefore they are
more difficult to organize within a structure; normally they cannot be ordered, and exact
searching has no utility in this area. In this context new database models have emerged
to effectively and efficiently covering the storage and searching needs of these appli-
cations. These models include spatial databases, which allow keeping a record of the
location of an object in an n-dimensional space, and metric spaces, which constitute a
generic model that allows similarity searching.

The goal of similarity searching [1] is to find objects with similar characteristics to
one given under certain criteria. This kind of functionality has been used in many areas
of computing. For example, in pattern recognition similarity queries can be used to
classify new objects according to already classified nearby objects; in recommendation
systems they can be used to generate personalized recommendations; in image data-
bases they can be used for content searching.

Since the data types of these systems can vary considerably (images, strings,
protein sequences, sound, free text, etc.), it is desirable to have a generic model that
encompasses them, and that allows different distance functions. In this aspect, the most
used model is Metric Spaces, which allows any similarity function that meets certain
properties.
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A metric space is a pair (U, d) where U is a universe of objects and d: UxU ! R+
is a distance function defined between the elements of U, measuring the similarity
(dissimilarity, actually) between them; i.e., the closer the objects are, the similar they
are. This function d complies with the characteristic properties of a metric function:

(a) 8x; y 2 U; dðx; yÞ� 0 (positivity)
(b) 8x; y 2 U; dðx; yÞ ¼ dðy; xÞ (simetry)
(c) 8x 2 U; dðx; xÞ ¼ 0 (reflexivity)
(d) 8x; y; z 2 U; dðx; yÞ� d x; zð Þþ d z; yð Þ (triangle inequality)

This last property, triangle inequality, is the most important to discard items during
the search. The database then, will be a finite subset X 2 U of cardinality n. One of the
typical queries in this model is searching by range, which is denoted by (q, r)d. Given
an element q 2 U that we will call query and a radius of tolerance r, a search by range
consists of retrieving all the objects of X that are at most r from q, that is:

q; rð Þd ¼ fx 2 X=d q; xð Þ� rg

On the other hand, the spatial model has significantly increased its use since the
90’s, mainly as a support for Geographic Information Systems (GIS). With the growth
of Internet, the number of objects that have a spatial location has increased exponen-
tially. For example, mobile devices have enabled the generation of huge amounts of
geo-referenced data that is shared over the Web, e.g., photos with location.

Spatial databases are made up of structured information which geometric objects
added: points, polylines or polygons, under a predefined reference system. Such
databases can contain hundreds of thousands or millions of these objects on which
queries are performed with operations such as intersection, adjacency, inclusion and
many others. Such operations are usually computationally expensive, so access
methods are required to greatly decrease the number of comparisons required to solve a
query.

There are applications in which is interesting to search for similarity but also taking
into account a spatial component. Typical cases are GIS, where elements with spatial
location in many cases need to be consulted also for similarity. For example, on a map
with photos of widely known buildings and constructions, it would be of interest, given
an image of a building, to find similar images within a particular geographic area. Or
instead of an image, simply search by similarity the name of the point of interest closest
to the present location, since sometimes it is not known how it is well written. These
queries involve a search that needs both spatial and metric aspects. The second example
is very common when using Global Positioning Systems (GPS). A particular case of
this problem, searching for geographic documents, has been previously studied giving
rise to indexes such as the IR-Tree [2], but that are designed only to work on docu-
ments and they are not suitable for other kind of objects.

While these queries can be solved using spatial and metric indices separately, it is
more efficient to have access methods that are specifically designed to solve them. This
article shows new experiment results of the MeTree access method presented previ-
ously in CACIC conference [3], and it is organized as follows. Section 2 presents a
brief summary of related work. In Sects. 3 and 4 the problem of metric-spatial queries
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is defined and MeTree is descripted. In Sect. 5 new experimental evaluation is pre-
sented, and finally conclusions and future work are shown in Sect. 6.

2 Related Work

This section summarizes the most important developments about metric and spatial
access methods.

2.1 Metric Indexes

There are several access methods designed to speed up the search for similarity in
generic metric spaces. In general, they can be classified into two categories: methods
based on compact partitions [4–7] and methods based on pivots [8–11]. The firsts
divide the space into regions represented by centers and try to discard the regions far
from the object being queried. While pivot-based ones store pre-calculated distances of
each object to pivots and use them for the same purpose. In both cases, triangle
inequality is used to reduce the number of elements to be compared with the query. In
general, pivot-based methods perform better in terms of query performance.

Within compact partition-based methods, BST [12, 13] is a recursively constructed
binary tree that use a center with a radius of coverage to represent each partition. GHT
[14] uses two centers for each node in the tree and groups the elements according to the
center closest to each one. GNAT [15] is a generalization of GHT. It uses Voronoi
partitions to split the space in groups. EGNAT [16] is a dynamic version of this last.
SAT [17] uses a complementary model to the Voronoi diagrams, the Delaunay graphs.
There is also a dynamic extension for SAT [18], and a variation for secondary memory
[19]. M-tree [5] is a balanced tree optimized for secondary memory, which arises as a
natural adaptation of the family of B-Trees to many dimensions. There are several
variants of the M-Tree, such as Slim-Tree [7], DBM-Tree [20] and CM-Tree [21].
D-index [6] is a structure that uses a hash function to map objects into buckets. LC [4]
uses a list of clusters that improves search efficiency at the cost of making its con-
struction less efficient. BP [22] is an unbalanced tree designed for high dimensional
metric spaces.

About pivot-based methods, AESA [23] uses a table that records all the distances
between the objects in the database. To reduce the size of that table, different variants
have been proposed. For example, LAESA [10] only saves distances to a set of selected
pivots. EP [24] selects a set of pivots without redundancy, which cover the entire
database. Clustered Pivot-Table [25] groups pre-calculated distances to further improve
search efficiency. The BKT [8] was one of the first pivot-based metric indices, and is
designed for discrete distances. It is a tree where each node contains a different pivot
and all the elements that are at the same distance of this, are located on the same child
node. The FQT [26] is similar to the BKT, but uses the same pivot for all nodes at the
same level, reducing the number of comparisons between the query and the pivots.
VPT [11] is a binary tree designed for continuous distances and its r-ary version is
MVPT [27].
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There are also hybrid methods that combine compact partitions with pivots, e.g.,
PM-Tree [28], which uses pivots on regions defined by an M-Tree, or the M-Index
[29], which groups objects using pre-calculated distances to its closest pivots.

2.2 Spatial Indexes

Spatial query processing involves executing complex and expensive geometric oper-
ations. Considering that spatial databases usually contain large amounts of geometric
objects, performing a sequential search to solve a spatial query is not a practical
solution in most cases, so in real applications the use of spatial indexes is required.

Spatial access methods can also be classified into two categories [30]: space-driven
structures, and data-driven structures. The firsts are based on partitioning a 2D space
into rectangular regions. Objects are mapped into regions according to some geometric
criteria. In the second case, partitions are based on the distribution of the set of objects
being indexed.

The Grid File [31] divides the space into fixed cells to index points. Each cell is
associated with a disk page, where the objects contained in that cell are sequentially
stored. If the cell fills up, it splits in two. There are variants to index rectangles.
QuadTree [32] subdivides the plane into four quadrants of the same size, and performs
this same operation on each quadrant, resulting in a 4-ary tree. Each node represents all
the objects contained in its quadrant. QuadTree has been widely used for both spatial
search and various image processing tasks. Bittree Quadtree (BQ-Tree) [33] is a variant
designed for large-scale geospatial data. K-D-Tree [34] stores k-dimensional points by
subdividing the space alternatively into parallelepiped rectangles orthogonal to each
coordinate axis. There is a family of methods called “Space Filling Curve”, which are
based on functions that transform an n-dimensional space into a single dimension,
preserving certain proximity properties. An example of this is the Hilbert Space Filling
Curve [35].

Regarding data-driven methods, the most important are the family of R-Tree
indexes [36], which constitute a generalization of the B-Tree to two or more dimen-
sions. They are M-ary trees of rectangles where each node spatially contains all the
elements of the corresponding sub-tree. This tree is balanced and each interior node
except the root contains between m and M children and is stored on a disk page. They
are the most commonly used spatial indexes in commercial database engines.

3 Metric Spatial Model

This new model [3] allows the design of access methods that solve efficiently queries
with spatial and similarity requirements. Applications where metric-spatial queries
make sense have the following characteristics:

• Exact searching cannot be performed on objects: the elements of the database do not
have an identifier (or a group of attributes) that can be used as a search key.

• Objects have a spatial location (and/or shape).
• The results of a query must satisfy both similarity and spatial requirements.
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• The database contains a large number of objects, or the response time to a query
must be short enough that is not possible to perform a sequential search.

Let U be the universe of valid objects, the Metric-Spatial model is defined by the
pair (U, d), where for all o 2 U, the function s(o) 2 S returns the metric component of
the object (a string, image, sound, text, etc.) and e(o) 2 E its spatial aspect (usually a
point, line or polygon). The metric function d, is the measure of dissimilarity and is
defined as d: SxS ! R+. A query by metric range and spatial intersection, is denoted
then, by the 3-upla (q, r, g)d and is formally defined as follows:

q; r; gð Þd ¼ fo 2 X=d s oð Þ; qð Þ� r ^ intersects e oð Þ; gð Þg

where X 2 U is the database, q is the metric aspect of the query, r is the search radius
that represents the maximum value of accepted dissimilarity, and g is its geometric
aspect (point, polyline or polygon).

A trivial way to solve a metric-spatial query is to use two indexes, one of them
metric and the other spatial. Then, for a query (q, r, g)d, we proceed as follows:

1. Perform the search (q, r)d by similarity on the metric index and return the set L as
result,

2. Search for the elements that intersect g using the spatial index, returning the set
M as result,

3. Finally, perform the intersection L\M to obtain the final result.

From now on we will call it Trivial Solution. The disadvantage of this solution is
that it does not take advantage of the metric and spatial information at the same time to
discard elements. A better strategy is to design an index that integrates both aspects and
that allows metric, spatial and metric-spatial queries.

4 MeTree: A Metric Spatial Access Method

MeTree combines a variant of the FQT metric index (which allows continuous dis-
tances and where all the leaves are at the same level) and R-Tree family of spatial
indexes. MeTree is an r-ary tree in which each node has a rectangle that spatially
contains all its children, just like the R-Tree. But in addition, each node has a metric
interval that represents the minimum and maximum value of the distances of all the
elements of the subtree to the pivot corresponding to the node level (like a FQT). The
height of the tree is fixed in principle, and it is determined by the number of pivots of
the index. However, this number can be extended at any time adding new pivots and
therefore new levels. A tree leaf will contain pointers to similar objects that are also
spatially close.

A major problem is that similar elements could be very far spatially. In the lower
levels of the tree, this situation would produce rectangles too large, reducing the
efficiency of the index. To solve this problem, restrictions were established to allow
two elements to belong to the same leaf. Besides, metric intervals of sibling nodes are
not exclusive.
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An inner node of the MeTree is a 3-upla (im, fm, rect), where im..fm is the metric
interval and rect is the rectangle that spatially contains all the children of that node. In
turn, each level of the tree (except the root) has an associated pivot.

An example of the structure of a MeTree is presented in Fig. 1. The tree nodes and
the metric intervals of each node are shown in the upper part, according to the distances
of the elements to the pivot of each level. For readability reasons, the rectangles of each
node are shown separately, at the bottom of the figure. As you can see, there can be
overlap both between metric intervals of the sibling nodes and between rectangles that
represent the space they occupy.

An insertion is done as follows. Let o be the object to insert and pn the pivot
corresponding to level n, the cost of adding the object to each of the child nodes of the
current node is calculated, and the minimum is obtained. If this cost is less than infinite,
the object is added to the minimum cost child, and otherwise a new child is added. The
cost is calculated as the weighted sum of the metric cost and the spatial cost. The metric

Fig. 1. MeTree structure
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cost is zero if im� d(s(o), pn) � fm, i.e., if the distance from the object to the pivot of
the level is within the node’s metric range. Otherwise it is equal to the smallest
increment of the interval, necessary to include d(s(o), pn). If the increased interval is
greater than the maximum size allowed, the cost is infinite. A similar procedure is used
to calculate the spatial cost. If the spatial aspect of the object to be inserted is located
inside the rectangle of the node, the cost is zero. To calculate the cost of increasing the
rectangle to include the object, the necessary increase in its diagonal is calculated, and
if it is greater than a maximum value, it is again considered infinite. When an element is
added to an existing node, both its metric range and its rectangle can increase in size.
The maximum size of the metric intervals is a parameter set in advance. In the case of
rectangles, the maximum diagonal depends on the level of the node. The root contains
the entire space where the elements can exist. At each level the maximum diagonal is
half the diagonal of the parent level. In other words, the sizes decrease logarithmically.

When performing a metric-spatial (q, r, g)d, the nodes that meet the conditions im-
r � d(q, pn) � fm + r and intersects(g, rect) are visited until reaching the leaves,
obtaining a set of candidates. This set is then traversed sequentially and the elements
are compared with the query to obtain the final result. Figure 2 shows the pseudocode
of the searching algorithm.

This mechanism takes advantage of both the metric and spatial aspects to discard
tree branches, which increases significantly the efficiency, compared to the trivial
solution.

MeTreeSearch(q, r, g)
nodes2visit:=childrenOf(root)
level:=1
WHILE |nodes2visit|>0 AND level<=MaxLevel: 
  children:=[]
  dist:=metricDistance(q, pivotOf(level)) 

FOR node IN nodes2visit: 
FOR child IN childsOf(node): 

IF (dist BETWEEN child.im-r AND child.fm+r):
IF intersects(g, child.rect):

          children.add(child)
  nodes2visit:= children 
  level+= 1 

results:=[]
FOR leaf IN nodes2visit:
  elements:=elementsOf(leaf) 

FOR elem IN elements:
    dist:= metricDistance(q, s(elem)) 

IF (dist<=r) AND (intersects(g, e(elem))): 
      results.add(e) 
Return results

Fig. 2. Similarity-spatial searching using a MeTree
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5 Experimental Evaluation

In [3], preliminary results over a 1514 elements database were shown. In this article
new experiments on a bigger database are presented, showing variations of perfor-
mance when size of the database and number of pivots of the tree is changed.

MeTree was tested on a GIS database of 20,000 points of interest (POI) corre-
sponding to the Autonomous City of Buenos Aires. Some of them were randomly
generated and the others are real POIs. Similarity queries were carried out on the names
of the POIs, using Levenshtein distance as metric function and their geographical
location (points) as spatial aspect. 100 range-intersection-queries consisting of strings,
random radii, and polygons of different sizes and shapes were defined. 10 elements
from the database were chosen at random to be used as pivots, and the maximum size
of the metric intervals was set.

These queries were executed using the Trivial Solution outlined in Sect. 3 and the
MeTree. Their results were compared for different numbers of elements: 5000, 10000,
15000 and 20000, and different numbers of pivots: 2, 4, 6, 8 and 10. Since both metric
distance function and intersection operation are usually expensive, performance was
measured as the number of those operations needed to solve each query.

First, we compare the efficiency of the MeTree against the trivial solution for
20,000 elements and 10 pivots. Results for the 100 queries are illustrated in Fig. 3.
Average query cost using MeTree was around 15% of cost of the Trivial Solution. This
is because this new method uses both spatial and metric aspect to discard elements at
the same time. If a query has a wide metric range but a small rectangle, many elements
are discarded by the spatial aspect. In the same way, if a query has a small metric range
but a big rectangle, elements will be removed from the candidates by the metric aspect.
The average cost for the 100 queries was 1,486.44 for the MeTree, and 10,237.29 for
the trivial solution.

Fig. 3. Cost of MeTree and Trivial Solution for 100 queries.
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The second experiment was testing the effects of the number of elements in the
database over the performance. Figure 4 shows the increase of the average cost of both
methods for 5,000, 10,000, 15,000 and 20,000 objects. As observed, both curves seem
to have a linear behavior, but the slope of our method is significantly less than the
trivial solution. This means that the more elements exist in the database, the greater the
difference in efficiency.

Finally, the effectiveness of the number of pivots was investigated. Figure 5 shows
the decreasing of the cost when more pivots are added to the tree. Increasing the
number of them, has a significant good impact on the performance of the queries, but

Fig. 4. MeTree and Trivial Solution behavior for different number of elements.

Fig. 5. Performance of MeTree and Trivial Solution with different number of pivots
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requires much more storage space. In the biggest tree tested (10 levels), the number of
nodes was around 113,000. It is known that pivot selection methods are critical to
choose a good set of pivots, but that is beyond the scope of this article, in particular
because for this problem they must be adapted to include as a criterion also the spatial
aspect.

Although the results are promising, more experiments are needed to provide greater
detail and confidence about the behavior of the index under different situations and
with greater number of data.

6 Conclusions and Future Work

In this work, we show the metric-spatial model and MeTree access method, which
solves generic queries with similarity and spatial constraints at the same time, and we
present results of new experiments that show its performance under different situations.
In all cases the MeTree significantly exceeded the efficiency of the Trivial Solution.

This index can be used too, to perform separates similarity searches or spatial
searches as well, although further studies are required to determine its efficiency for
those cases.

6.1 Future Work

Some important tasks left to do are:

1. Calculate the temporal complexity of the method in an analytical way, a topic we
are currently working on.

2. Carry out experiments with other types of data (images, for example), with more
complex distance functions and a greater amount of data (we are preparing a
database of around a million of elements).

3. Analyze and improve the insertion procedure, to decrease the size of rectangles and
metric intervals, and reduce the overlaping.

4. Design pivot selection methods including both metric and spatial aspects as criteria.
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Abstract. The increasing number of multimedia users on networks entails an
exponential growth in the demand for bandwidth. End users and applications
pose increasing demands on Traffic Engineering, QoS and QoE of video-based
products. This paper reports an experimental study of multicast video traffic in
an actual laboratory network, in a controlled environment, as a testbed, with
IEEE 802.11ac IPv6 wireless clients. Experiments were conducted using a Star
Trek movie trailer. Alternatively, for contrast purposes, a video of equal length
taken from a video conference on Adobe Connect was used. The videos were
coded using H.264, H.265, VP8 and Theora. This study is the sequel to an
earlier experimental study conducted on video traffic for wired networks. The
main conclusions seek to guide and help simulation analysts, network admin-
istrators, designers and planners in determining the best settings to take into
account in order to properly manage similar networks, efficiently using available
resources without compromising the expected quality and performance levels.

Keywords: Multicast traffic � Codecs � IEEE 802.11ac � IPv6 networks

1 Introduction

Video traffic has grown exponentially in the last few years, especially as a result of new
mobile device applications. According to Cisco [1], by 2021, smartphone data traffic
will surpass PC data traffic, bandwidth speeds will almost double those in 2016, video
traffic will account for 82% of total IP traffic, and Internet video and Video on Demand
(VoD) will continue to grow. Additionally, IEEE 802.11 (Wi-Fi) networks are cur-
rently the most used points of access to networks and services in most of the usual
areas, including video traffic.

However, for video traffic applications, bandwidth availability in Wi-Fi networks as
well as the availability of other shared resources need to be taken into account. Wi-Fi
networks have improved their service with the adoption of new sets of standards, such
as IEEE 802.11n and IEEE 802.11ac. IPv6 multicast traffic in these networks is a
convenient way to reduce the impact of a video being streamed simultaneously to a
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group of users, thus saving network resources by having a single data flow for all
receivers. This issue proves very relevant since the traffic of each video flow may be, in
proportion, the largest network load when compared to other traffic flows, such as voice
traffic, best-effort delivery or background delivery. Furthermore, when analyzing
multimedia priority traffic and real-time traffic, video and voice traffic are not alike. The
quantification of the load introduced by voice over IP (VoIP) inside the network is
deterministic. Quantifying video traffic is a more complex task, one that is specifically
dependent on the video in question. Finally, video compression serves as another
valuable means to reduce video traffic load. The variety of available codecs makes for
differences with one another. They all continue to show increasingly better services and
continue to evolve over time. In this scenario, comparing and knowing about codecs in
connection with video traffic compression becomes very important, as well as assessing
its impact on network load.

This paper describes an experimental study on multicast video traffic as performed
on an actual laboratory network used as a testbed. To that end, a new topology of wired
and wireless networks was used, featuring IEEE 802.11ac wireless clients, IPv6 pro-
tocol, FFmpeg Server and Client software as video server and clients, and WireShark
traffic analysis tool. Video traffic was then coded using H.264, H.265, VP8 and Theora,
with the goal of assessing, comparing and understanding their impact. The experiments
were conducted using a Star Trek film video trailer and, for contrast purposes, a video
from a video conference on Adobe Connect, both of the same length and resolution.
The experiences correspond to specific cases of pre-recorded, low-demand videos. This
study is the continuation of a series of similar experiments conducted on IPv4 wired
networks.

The main contributions of this study include: (i) showing, on the basis of detailed
direct quantitative data and averages, that the values for the analyzed performance
metrics are those expected for the behavior of multicast video traffic, and that they
depend on the characteristics of the streamed video and, to a lesser extent, on the video
codec that is being used; and (ii) specifying a new testbed comprising eight experi-
mental sub-scenarios (changing the video and codec being tested), as well as a new
methodology that uses comparative mechanisms to determine the differences among
the sub-scenarios.

The rest of this document is structured as follows: Sect. 2 analyzes the State of the
Art; Sect. 3, Scenarios and Experimental Resources, describes the topology and tools
that were used; Sect. 4, Results, shows the main results arising from this study; and
Sect. 5, Conclusions, covers the main conclusions and contributions arising from this
work.

2 State of the Art

A number of earlier research papers and publications have been taken into account for
this study. Unfortunately, experimental studies on these topics often fail to display
uniformed, standardized topologies for the scenarios being under study, resulting in
discrepancies in the methodology, video(s), or video codecs being used. This situation
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hinders the comparison and contrast of measurements and conclusions of contemporary
studies and/or studies conducted over time by the same or different authors.

This study has especially taken into account the contributions specifically related to
the field, such as those resulting from analyzing multicast traffic and video streaming
across a variety of networks [2–4], papers on compression techniques and video codecs
[5–8], and our own contributions from earlier studies on video traffic in WAN networks
[9, 10] and Wi-Fi networks [11], which are now enhanced by new results and a fuller,
more detailed discussion.

The rest of this section offers a brief description of the main features of the tools
and protocols that were used.

2.1 IP Multicast

In general, applications resort to either one of two models of data transmission over IP
networks: the unicast model and the multicast one. In the unicast model, a one-to-one
association is needed between the source and the receiver in order to send a given flow
of data. Therefore, the network needs to be configured in such a way to allow sup-
porting as many flows as receivers potentially interested in receiving the content exist.
On the contrary, the multicast model is adaptable to content distribution models such as
one-to-many and many-to-many, among other variants. In this case, the network will
transport a single flow of data for each source, and the first source is responsible for
delivering the flow of data to those receivers who are interested in receiving it. This
design offers the possibility to improve in particular scalability and performance.

Routers are responsible for replicating and distributing the multicast content to all
the receivers within a multicast group. Routers resort to multicast protocols that create
distribution trees in order to transmit multicast content. IPv6 uses PIM-SM, PIM-SSM
or other protocols. For this study, in an attempt to keep in line with the research
conducted on IPv4, PIM-SM (Protocol Independent Multicast – Sparse Mode) was
used.

2.2 Video Codec

Codecs are used to digitally compress or reduce the size of a video in order to improve
service delivery as well as transmission or storage efficiency. A large number of
algorithms or codecs are available, be they standard or proprietary. Oftentimes, video
compression may compromise quality image and other application requirements.

The video codecs that were used in this study are listed and described below:

• H.264/MPEG-4 AVC: A video compression standard promoted jointly by the ITU
and the ISO, offering significant advances in terms of compression efficiency, which
result in half or lower bit rate when compared to MPEG-2 and MPEG-4 Simple
Profile.

• H.265/MPEG-H Part 2/High Efficiency Video Coding (HEVC): A video com-
pression format following H.264/MPEG-4 AVC, developed jointly by the ISO/IEC
Moving Picture Experts Group (MPEG) and ITU-T Video Coding Experts Group
(VCEG), corresponding to ISO/IEC CD 23008-2 High Efficiency Video Coding.
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This standard may be used to deliver higher quality, low bit-rate video while
requiring the same bit rate. It is compatible with ultra-high-definition television and
8192 � 4320 display resolution.

• VP8: A video codec by On2 Technologies, released on September 13, 2008. On
May 19, 2010, Google, having acquired On2 Technologies back in 2009, released
VP8 as an open-source codec (under a BSD-like license).

• Theora: A free video compression format developed by the Xiph.Org Foundation as
part of the Ogg project. It derives from VP3 codec. In 2010, Google began funding
part of the Ogg Theora Vorbis project. Theora stands for a general purpose video
codec requiring low CPU usage.

2.3 Video Streaming

A broad range of video streaming options are available, each of which may display
different sets of behavior. Video traffic may be point-to-point, multicast or broadcast.
Additionally, videos may be precoded (stored) or they may be coded in real time (for
example, while an interactive videophone communication or video conference ensues).
Video channels may be static or dynamic, and require a packet-based or a circuit-based
switching system. Additionally, channels may withstand a constant or a variable bit rate
speed. They may have also reserved a number of resources in advance or they may
simply be offering best-effort capacity.

Clearly, a few basic issues are at play here, since only best-effort delivery is
generally offered, which means that there are no guarantees regarding bandwidth, jitter
or potential packet losses. Therefore, a key goal in video streaming involves designing
a reliable system that delivers high quality video and takes into account Traffic
Engineering, QoS (Quality of Service) and QoE (Quality of Experience).

2.4 IEEE 802.11ac Standard

In 1990, the IEEE 802 Committee created the IEEE 802.11 working group, which
concerned wireless LAN networks specifically, with a view to developing specifica-
tions for medium access control (MAC) and physical layer (PHY) functions.
Although IEEE 802.11 was the first standard to become widely known, it was only in
1999 that wide industry adoption was gained, with 802.11a and 802.11b. More
recently, in an attempt to meet new and increasing demands, new IEEE projects were
created with a view to providing a VHT (Very High Throughput) system. The Task
Group TGac has specified IEEE 802.11ac as an extension of IEEE 802.11n.

The IEEE 802.11ac standard works on a 5 GHz band, which shows much less
saturation, resulting in a cleaner signal and reduced interference. It also offers greater
performance by using up to eight MIMO flows at 160 MHz, improving signal intensity
by means of Beamforming technology, and accelerating data transmission by means of
256-QAM modulation.
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2.5 Internet Protocol Version 6 – IPv6

IPv6 represents the evolution of IPv4. In most devices and operating systems, this
protocol is installed as a software update. In early 2011, IPv6 native users represented
about 0.2%. In 2014, IPv6 was used by almost 3% of Internet users, representing about
72 million people. As of early 2020, IPv6 has achieved 30% penetration. The number
of IPv6 Internet users has been doubling steadily every nine months approximately.

IPv6’s main advantage is its extended address mode (represented in 128 bits).
Furthermore, it offers several additional features, such as allocating an IP address from
the client’s end, allocating several addresses to the same device, integrated encryption
and IPsec, enhanced performance, faster connection and much reduced latency, among
others.

3 Scenarios and Experimental Resources

The main objective of the experiment reported in this paper has been studying Wi-Fi
video traffic streaming by assessing on a testbed both the limitations imposed by these
networks as well as issues derived from varying the type of video or codec being used,
and the use of IPv6 multicast in combination with IEEE 802.11ac.

3.1 Network Topology

The topology that has been put forward includes a general scenario featuring a
streaming server, mobile devices, and desktop PCs, IEEE 802.11ac Wi-Fi connectivity,
and users connected to the ends of the network. The network comprises a series of
routers and switches with different types of links interconnecting them. Figure 1 shows
the experiment topology, where solid lines depict Fast Ethernet links with a trans-
mission speed of up to 100 Mbps, while the end users’ devices are connected by means
of the IEEE 802.11ac standard. For the operation between routers, the unicast OSPFv2
and the multicast PIM-SM routing protocols were set. Cisco 2811 routers and Cisco
Linksys LAPAC 1200 APs were used. The software used as the streaming server and
the receiving clients are based on FFmpeg [12].

3.2 Videos

Two on-demand video files were used, which were coded alternatively using the codecs
selected for this experiment. One of the videos was a Star Trek movie trailer (Fig. 2-
Video 1) [13], while the other one was an extract from a video conference using Adobe
Connect (Fig. 3-Video 2) [14], which will be referenced to as Video 2, of the same
length and quality as Video 1. Tables 1 and 2 compare the features of each codec for
each video.
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Fig. 1. Network topology.

Fig. 2. Screenshot of the Star Trek movie trailer – Video 1.

Fig. 3. Screenshot of VC on Adobe Connect – Video 2.
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Table 1. Video 1 Properties – Star Trek movie trailer.

Video 1 H.264 H.265 Theora VP8

Format MPEG-4 MPEG-4 Ogg WebM v2
File size 79.9 MiB 72.3 MiB 83.3 MiB 78.6 MiB
Length 2 min 11 s 2 min 11 s 2 min 11 s 2 min 11 s
Bit rate mode Variable Variable Variable Variable
Bit rate 5,109 kb/s 4,620 kb/s 5,329 kb/s 5,028 kb/s
Video
Format AVC HEVC Theora VP8
Bit rate 5,011 kb/s 4,514 kb/s 5,010 kb/s 4,721 kb/s
Width [in pixels] 1,280 pixels 1,280 pixels 1,280 pixels 1,280 pixels
Height [in pixels] 528 pixels 528 pixels 528 pixels 528 pixels
Aspect ratio 2.4:1 2.4:1 2.4:1 2.4:1
Frame rate mode constant constant constant constant
Frame rate [in fps] 23.976 fps 23.976 fps 23.976 fps 23.976 fps
Bits/(pixel*frame) 0.309 0.279 0.309 0.291
Audio
Format AAC LC AAC LC Vorbis Vorbis
Bit rate mode Variable constant Variable Variable
Bit rate 98.7 kb/s 99.7 kb/s 98.7 kb/s 98.7 kb/s
Maximum bit rate 167 kb/s 167 kb/s 167 kb/s 167 kb/s
Channel 2 channels 2 channels 2 channels 2 channels
Sampling rate 44.1 kHz 44.1 kHz 44.1 kHz 44.1 kHz
Track size 1.54 MiB (2%) 1.56 MiB (2%) 1.54 MiB (2%) 1.54 MiB (2%)

Table 2. Properties of Video 2 – Adobe Connect video conference

Video 2 H.264 H.265 Theora VP8

Format MPEG-4 MPEG-4 Ogg WebM v2
File size 6.02 MiB 6.10 MiB 8.84 MiB 11.5 MiB
Length 2 min 11 s 2 min 11 s 2 min 11 s 2 min 11 s
Bit rate mode Variable Variable Variable Variable
Bit rate 385 kb/s 390 kb/s 565 kb/s 733 kb/s
Video
Format AVC HEVC Theora VP8
Bit rate 256 kb/s 256 kb/s 407 kb/s 568 kb/s
Width [in pixels] 1,280 pixels 1,280 pixels 1,280 pixels 1,280 pixels
Height [in pixels] 720 pixels 720 pixels 720 pixels 720 pixels
Aspect ratio 16:9 16:9 16:9 16:9
Frame rate mode constant constant constant constant

(continued)
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3.3 Methods and Procedures

Based on the previous topology, the tasks in this experiment comprised the steps and
considerations listed below:

a) Video 1 files were coded in the streaming server using the 4 formats;
b) Prior to being measured, all equipment items in the topology were synchronized by

means of an NTP local server.
c) Video 1 was streamed to the network in multicast format, from the server, and using

a specific codec.
d) Step c) was repeated until Video 1 was assessed using all codecs.
e) The same process was followed for Video 2.

In each of the 8 experiments that were conducted (which involved 4 codecs per
video), measurements were made by capturing traffic on the server as well as on each of
the end devices connected through Wi-Fi. Traffic capture was achieved by means of
Wireshark sniffer software [15]. Using this software, a capture file was created at each
point of measurement (the streaming server and the end devices) for each of the 8 tests.
Each capture file contained the data on individual video traffic frames. These files
contained data for each of the frames captured during the test, including the exact date
and time of frame capture, origin and destination MAC and IP addresses, transport
and/or application layer protocol, frame size, etc.

3.4 Metrics

The experiments resulted in a series of metrics for server and for clients. The data for
each metric were determined individually for each device, after which, measurement
averages were computed.

Table 2. (continued)

Video 2 H.264 H.265 Theora VP8

Frame rate [in
fps]

30.000 fps 30.000 fps 30.000 fps 30.000 fps

Bits/
(pixel*frame)

0.009 0.009 0.015 0.021

Audio
Format AAC LC AAC LC Vorbis Vorbis
Bit rate mode Variable Variable Variable Variable
Bit rate 126 kb/s 126 kb/s 127 kb/s 127 kb/s
Maximum bit
rate

257 kb/s 127 kb/s 257 kb/s 257 kb/s

Channel 2 channels 2 channels 2 channels 2 channels
Sampling rate 44.1 kHz 44.1 kHz 44.1 kHz 44.1 kHz
Track size 43.066 fps (1024

SPF)
43.066 fps (1024
SPF)

1.99 MiB
(22%)

1.99 MiB
(17%)
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The metrics obtained were as follows:

• Total running time of video [Tt],
• Total number of packets (or frames) [NP],
• Total numbers of bytes [NB],
• Packet average size [PAS],
• Interframe space or Time between frames or packets [IFS], and
• Effective data transfer rate [BR]: Defined as NB divided by Tt.

Additionally, other metrics and measurements were recorded, such as:

• Streaming timing delay [Td],
• Timing delay difference (or jitter) [DD],
• Amount of errors obtained [Eo], and
• Statistical distribution.

4 Results

Table 3 briefly summarizes the average metrics of the most relevant metrics as defined
above. Since the work involved a controlled laboratory topology, no streaming errors
or significant frame losses occurred. Additionally, the load of control traffic for pro-
tocols OSPFv2 and PIM-SM was non-significant. The values at individual measure-
ment points proved very similar.

High levels of dependency were observed between the characteristics of the video
type that was streamed and the codec that was used. In bit rate, the video conference
represents a traffic load volume around 90% lower than a movie of similar resolution,
which will consequently exhibit fewer frames, greater average interframe space, or a
smaller number of bytes in similar proportion.

Table 3. Average metrics per codec for each video.

Codec Number
of frames
NP

Average
interframe
space IFS [s]

Number of
bytes NB
[Mbytes]

Packet average
size PAS
[bytes]

Bit
Rate BR
[Mbits/s]

Video 1 – Star Trek Movie Trailer
H264 111,203 0.00097 82.80746 806.62 5.04901
H265 87,852 0.00147 70.85176 806.02 4.34782
Theora 82,292 0.00145 60.37944 802.72 3.69813
VP8 117,826 0.00109 82.28519 802.38 5.01721
Video 2 – Adobe Connect Video Conference
H264 8,067 0.01582 6.90888 856.44 0.42142
H265 7,943 0.01618 6.91067 870.03 0.42150
Theora 6,782 0.01652 9.78550 1442.86 0.59661
VP8 10,090 0.01274 12.76103 1264.72 0.77831
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Additionally, it is worth highlighting in Table 4 that the average across all codecs
amounted to 99,793 frames to be streamed for Video 1. For Video 2, on its part, it took
8,220 frames to stream the video conference, which had the same length as Video 1. This
means Video 2 required almost 82% fewer frames. Since both videos have the same
length, it should be expected that the interframe space in Video 1 would be substantially
lower. Indeed, the average codec interframe time for Video 1 was 1.24 ms, while for
Video 2 it was 15.31 ms, i.e. about 12.34 times more.

4.1 H.264 Codec Behavior

Figure 4 and 5 respectively show the distribution of frame sizes and interframe spaces
for Video 1. Figure 4 shows high frame concentration, of around 54,000 frames for
each case, for a length below 100 bytes and above 1,500 bytes (almost the total of
frames). In Fig. 5, on its part, it should be pointed out that almost 97% of the frames
have an interframe space under 1 ms.

Figure 6 and 7 respectively show the distribution of frame sizes and interframe
spaces. Figure 6 shows greater frame distribution depending on the size; where 24%
correspond to frames above 1,500 bytes, 26% to frames around 1,150 bytes, and about
25% to frames below 150 bytes. In Fig. 7, 50% of the frames display an interframe
space under 3 ms, 26% around 30 ms, 9.5% around 39 ms, and the remainder is
distributed within the work range.

Table 4. Average metrics for each video.

Average
between
codecs

Number of
frames NP

Average interframe
space IFS [s]

Number of bytes
NB [Mbytes]

Packet average
size PAS [bytes]

Bit Rate BR
[Mbits/s]

Video 1 – Star Trek Movie Trailer

Video 1 99,793 0.00124 74.08096 804.43 4.52804
Video 2 – Adobe Connect Video Conference
Video 2 8,220 0.01531 9.09152 1104.01 0.55446

Difference 82.37% 12.34 times + 88.91% 25.44% 88.91%

Fig. 4. Frame size distribution of Video 1 using H264.
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Fig. 5. Interframe space distribution of Video 1 using H264.

Fig. 6. Frame size distribution of Video 2 using H264.

Fig. 7. Interframe space distribution of Video 2 using H264.
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4.2 H.265 Codec Behavior

Figure 8 and 9 respectively show the distribution of frame sizes and interframe spaces
for Video 1. Figure 8, as in the case of H.264, shows high frame concentration, of
about 42,000 frames for each case, for a length below 100 bytes and above 1,500 bytes.
In Fig. 9, on its part, it should be highlighted that almost 94% of the frames have an
interframe space under 2 ms.

Figure 10 and 11 respectively show the distribution of frame sizes and interframe
spaces. Figure 10, as in the case of H.264, shows greater frame distribution depending
on the size; where 27% correspond to frames above 1,500 bytes, 25% to frames around
1,150 bytes, and about 33% to frames below 200 bytes. In Fig. 11, 32% of the frames
display an interframe space under 2.5 ms, 31% around 19 ms, 13% around 29 ms, and
the remainder is distributed within the work range.

Fig. 8. Frame size distribution of Video 1 using H265.

Fig. 9. Interframe space distribution of Video 1 using H265.
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4.3 Theora Codec Behavior

Figure 12 and 13 respectively show the distribution of frame sizes and interframe
spaces for Video 1. In Fig. 12, almost the total amount of frames is distributed into two
groups, of around 42,300 frames each, for a length below 100 bytes and above 1,500
bytes. In Fig. 13, on its part, it should be pointed out that almost 97% of the frames
have an interframe space under 2 ms.

Fig. 10. Frame size distribution of Video 2 using H265.

Fig. 11. Interframe space distribution of Video 2 using H265.
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Figure 14 and 15 respectively show the distribution of frame sizes and interframe
spaces for Video 2. Figure 14 shows 74% of the frames are above 1,500 bytes, while
13% are around 130 bytes. In Fig. 15, 93% of the frames have an interframe space
under 3 ms.

Fig. 12. Frame size distribution of Video 1 using Theora.

Fig. 13. Frame size distribution of Video 1 using Theora.
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4.4 VP8 Codec Behavior

Figure 16 and 17 respectively show the distribution of frame sizes and interframe
spaces for Video 1. In Fig. 16, virtually all the frames (97.4%) are distributed into two
size groups, of around 57,390 frames each, for lengths below 100 bytes and above
1,500 bytes. In Fig. 17, on its part, it should be pointed out that almost 97.3% of the
frames have an interframe space under 0.3 ms.

Figure 18 and 19 respectively show the distribution of frame sizes and interframe
spaces for Video 2. Figure 18 shows a group represented by 45% of the frames above
1,500 bytes, and another one, represented by 40% of the frames, evenly distributed
between 1,000 and 1,450 bytes. Finally, in Fig. 19, 50% of the frames have an
interframe space below 3 ms, 19% have one around 19 ms, and the rest are distributed
mostly between 9 and 29 ms.

Fig. 14. Frame size distribution of Video 2 using Theora.

Fig. 15. Frame size distribution of Video 2 using Theora.
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Fig. 16. Frame size distribution of Video 1 using VP8.

Fig. 17. Interframe space distribution of Video 1 using VP8.

Fig. 18. Frame size distribution of Video 2 using VP8.
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5 Conclusions

The primary motivation behind this study was learning about the behavior of video
traffic on Wi-Fi networks while using IPv6, and understanding the requirements needed
by the network, contrasting two clearly different cases: a movie trailer (Video 1) and a
video conference video (Video 2). Using a detailed multicast scenario, a series of tests
were conducted, where 8 sub-scenarios were set up. The results include values of direct
and average metrics, as well as the distribution as per frame size and interframe space
for each of the 4 codecs that were used for Videos 1 and 2.

The videos being compared clearly showed similar characteristics between them in
terms of length and resolution, but they were quite different in terms of the dynamics at
play.

A quantitative conclusion was made as to the existence of high levels of depen-
dency between the characteristics of the video type being streamed (whether it was a
movie or a video conference) and, to a lesser extent, the codec that was used. An
additional conclusion is that neither the network topology nor the equipment type
exercise significant impact, since their behavior is virtually identical for clients located
at different network nodes.

This case study will prove useful to administrators, designers, planners, analysts,
and Wi-Fi video traffic simulators for improving the execution of their tests. Although
it is not possible to ensure the same type of behavior for all movies and video con-
ferences, for codecs other than those used in this study, or for a standard different from
IEEE 802.11, simulation analysts may use the metrics obtained experimentally in this
paper as a guide as to the network demands made by video conferences, movies, etc. as
well as their characteristics and features. Designers, planners, and network adminis-
trators, on their part, with a keener interest in bandwidth data, may use the 4.52 Mbps
from the Star Trek movie trailer and the 0.55 Mbps for the video conference on Adobe
Connect as reference data.

Fig. 19. Interframe space distribution of Video 2 using VP8.
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Abstract. Providing both end-users and applications with a uniform
way to query legacy databases through a high-level ontology that models
both the business logic and the underlying data sources is the main con-
cern in Ontology-based Data Access (OBDA). Our goal in this research is
providing tools for performing OBDA with relational and non-relational
data sources. Within the OBDA framework, in this work, we present
a prototype tool that can access an H2 database, allowing the user to
explicitly express mappings, and populating an ontology that can be
saved for later querying. We report on the current functionality of our
tool, which includes creating, loading, saving a global ontology populated
with a database or a CSV file. For the latter, we devised a language for
specifying the underlying schema of the CSV file. We argue that this lan-
guage is better suited than current alternatives such as JSON. Also, the
system allows the user to visually express mappings from the database to
the ontology and the ability to create databases for testing the behavior
of the system in the presence of increasing workloads. Our tests indicate
that the system can handle a moderate workload of tables of tens of
thousands of records but fails to handle tables of millions of records.

Keywords: Ontology-based data access · Ontologies · Description
Logics · Web Ontology Language · Relational databases

1 Introduction

Ontology-based Data Access (OBDA) [1,2] is concerned with providing end-
users and applications with a way to query legacy databases through a high-level
ontology that models both the business logic and the underlying data sources.
Modern knowledge-based applications have replaced the representation of busi-
ness logic by using a high-level representation of the business intelligence which
is decoupled from the application code. This allows for improved flexibility. In
Semantic Web applications [3], the business intelligence is represented by ontolo-
gies expressed in the Web Ontology Language 2 (OWL 2) [4]. Briefly, an ontology
c© Springer Nature Switzerland AG 2020
P. Pesado and M. Arroyo (Eds.): CACIC 2019, CCIS 1184, pp. 285–301, 2020.
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is a logical theory formed by a collection of concepts and roles and also a set
of concept and role assertions [5]. The relationship holding among the concepts
and roles in the ontology are described in terms of inclusion and equality axioms.
Ontologies used to represent business logic are then used by ontology reasoners
to conclude implicit knowledge (i.e. not present in the database). The conclu-
sions that can be got include making explicit the implicit terminology of concepts
defined by the ontology, determining if a certain individual is a member of a con-
cept, or determining if two individuals are related through a role, determining if
a concept is subsumed by another concept, or if a role is subsumed by another
role.

Thus, the classic OBDA architecture [1] is composed of a global database,
a legacy database and a bridge between the ontology and the database. The
bridge between the ontology and the data sources is addressed by mappings that
define how to express records of the database as ontological assertions. Relational
databases are comprised of relations (tables), that in term are defined by data
schemas, which define the names and domains of table attributes as well as any
integrity constraints that might apply to them, and are composed of records.
Ontologies, on the other hand, are composed of axioms, and concept and roles
assertions. The mappings define how to populate the ontology in terms of the
elements of the database. Basically, the concept and role fillers are defined by
SQL queries that indicate how to populate them. Notice that in the case of
having several databases, a federation system can be used that allows to see the
set of databases as a unified database. In this work, however, we will not take
this possibility into account.

In this research, we are concerned with providing tools for performing OBDA
with relational and non-relational data sources. Several tools have been devel-
oped by other research groups (see for instance [6–9] that we reviewed in [10]).
Some of those tools are closed-source while others are open-source, some are
downloadable and can be used as stand-alone applications or as programming
libraries. While many times they are a good starting point for building applica-
tions, many times they are not flexible enough. In that regard, we are developing
a tool, which nowadays is in a prototypical state, that can access an H2 database,
allowing the user to explicitly formulate mappings, and populating an ontology
that can be saved for later querying and visualization. See [10,11] for previous
reports on the functionality of the application and its prospective application
areas.

We present the advances we have made on the development of such a tool. In
particular, we have added a form that allows end-users to fully specify in a high-
level manner the nature of mappings and by writing SQL queries as well. We
also added a module that allows testing on how our application behaves in the
presence of increasing demands. We introduce a language that allows the user to
precisely define the contents of a CSV file, we use that information to interpret
the contents of a CSV file and then translating into OWL. We also discuss
how this materialization tool could be used in the context of an e-government
application. We provide with a downloadable prototype and a user manual at
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http://cs.uns.edu.ar/~sag/obda-v4. We assume that the reader has a basic
knowledge of Description Logics (DL) [12], relational databases [13] and the Web
Ontology Language [4].

This work consolidates and extends results presented in [14]. We have
included a new language for specifying the underlying schema of a CSV file, its
implementation and an analysis of its performance. Also, we have also included
an analysis of how this prototypical application could be integrated with an elec-
tronic government setting where public open data has to be machine processed.

The rest of the paper is structured as follows. In Sect. 2, we briefly reca-
pitulate the concepts associated with materializing ontologies from tables. In
Sect. 3, we present a novel development in the system that allows a näıve user
to define a mapping from tables to ontologies in a visual manner. In Sect. 4, we
present an alternative language for describing CSV meta information. In Sect. 5,
we show an empirical evaluation of the performance of the prototype creating
tables and ontologies. In Sect. 6, we present a case study where we show how
the proposed application could be used for supporting data handling in an e-
government application in a municipality. In Sect. 7, we review related work. In
Sect. 8, we conclude and foresee future work.

2 Materialization of OWL Ontologies from Relational
Databases

An ontology is a logical theory formed by set of axioms and assertions describing
the business logic. The mappings describe how to map relational views into onto-
logical vocabulary. Given a data access instance formed by a relational database
D, an ontological vocabulary V, a set of ontological axioms O over V, and a set
of mappings M between V and D, there are two approaches to answer a query
Q over V: (i) materialization: ontological facts are materialized (i.e. classes and
properties participating in mappings are populated with individuals by evaluat-
ing SQL queries participating in mappings) and this gives a set of ontological
facts A and then Q is evaluated against O and A with standard query-answering
engines for ontologies, or (ii) virtualization: Q should be first rewritten into SQL
using O and M and then SQL should be executed over D.

In this work, we will only use the materialization approach. Materializing an
OWL ontology from a relational database requires exporting the database con-
tents as a text file in OWL format. For doing this, we need to export the schema
information of each table as Tbox axioms and the instance data of the tables
as Abox assertions. Here, we review the formalization for exporting database
relations as ontologies as we presented it in [10] according to the directions
given by [1,15]. Building an ontology from a database requires creating at least
a class CT for every table T , and for every attribute a of domain d in T we
need two inclusion DL axioms CT � ∃a and ∃a− � d. Primary key values ki
serve the purpose of establishing the membership of individuals to classes as DL
Abox assertions of the form CT (CT#kj). For indicating that aj is the value of
attribute a, we will use a role expression of the form CT#a(CT#kj , CT#aj).
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When it is clear from context, we might drop the prefix CT# for simplifying our
notation. A foreign key fk in table T1 referencing a primary key field in table T2

will also require to add two Tbox axioms CT1 � ∃ref fk and ∃ref fk− � CT2 and
an Abox assertion ref fk(kj , fkt) for expressing that the individual named kj in
CT1 is related to the individual named fkt in CT2 . Besides, in any case, if we
want to consider a subset of a table for its mapping into an ontology, we might
define an SQL query that will act as an SQL filter. In this work, we will only
deal with the translation into OWL of single tables and one-to-many relations
(see [10] for details):

Definition 1 (Mapping of a table with a single primary key). Let T
be a table with schema T (k, a1, . . . , an) and instance {(k1, a11, . . . , a

1
n), . . . , (km,

am1 , . . . , amn )}. To map T into a DL terminology T , we have to create a class T
and for each attribute ai of domain Di we have to add two axioms: T � ∃ai,
indicating that every T has an attribute ai, and ∃a−

i � Di, meaning that the
domain of ai is Di. The assertional box A for T will contain {T (k1), . . . , T (km)}.
Given a key value kj, j = 1, . . . ,m, for every attribute ai, i = 1, . . . , n, of
the schema and instance value aji (i.e. the value of i-th attribute of the j-th
individual), produce a property ai(kj , a

j
i ).

Example 1. Consider a table for representing people with schema Person
(personID, name, sex, birthDate,weight) and instance as on the left side of Fig. (1).
This table is created by the SQL script presented in the right side of Fig. (1).

personID name sex birthDate weight
1 John true 2010-01-01 100.0
2 Mary false 2009-01-01 60.0

create table ”Person” (
”personID” int unsigned not null
auto increment primary key,
”name” varchar(20) not null,
”sex” boolean, ”birthDate” date,
”weight” real );

insert into ”Person”(”name”, ”sex”, ”birthDate”,
”weight”) values (’John’, true, ’2010-01-01’, 100.0);

insert into ”Person”(”name”, ”sex”, ”birthDate”,
”weight”) values (’Mary’, false, ’2009-01-01’, 60.0);

Fig. 1. On the left, relational instance of the table Person and, on the right, SQL script
for creating the table Person

The table Person is interpreted in Description Logics according to Defini-
tion 1, as Σ = (T ,A) in Fig. 2. Description Logic ontologies are implemented
in the OWL language, which includes an XML serialization which we partially
present in Fig. 3 by showing the representation for John.

We now recall how to map two tables participating in a one-to-many rela-
tionship.

Definition 2 (Mapping of a one-to-many relationship). Let A(k1, a1, . . . ,
an) and B(k2, b1, . . . , bm, k1) be two tables participating in a one-to-many rela-
tionship where k1 is both the primary key in A and a foreign key in B.
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T =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Person � ∃personID, ∃personID− � Integer,
Person � ∃name, ∃name− � String,
Person � ∃sex, ∃sex− � Boolean,
Person � ∃birthDate, ∃birthDate− � Date,
Person � ∃weight, ∃weight− � Real

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

A =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Person(Person#1), personID(Person#1, 1),
name(Person#1, John), sex(Person#1, true),
birthDate(Person#1, 2001-01-01), weight(Person#1, 100.0),
Person(Person#2), personID(Person#2, 2),
name(Person#2,Mary), sex(Person#2, false),
birthDate(Person#2, 2009-01-01), weight(Person#2, 60.0)

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

.

Fig. 2. Ontology Σ = (T ,A) representing the table Person from Example 1

<owl:Class rdf:about="http://cs.uns.edu.ar/~sag#Person"/>
<!-- http://cs.uns.edu.ar/~sag/Person/personid=1 -->

<owl:NamedIndividual rdf:about="http://cs.uns.edu.ar/~sag/Person/personid=1">
<rdf:type rdf:resource="http://cs.uns.edu.ar/~sag#Person"/>
<Person:birthDate rdf:datatype="http://www.w3.org/2001/XMLSchema#dateTime">
2010-01-01T00:00:00</Person:birthDate>
<Person:name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">John</Person:name>
<Person:personID rdf:datatype="http://www.w3.org/2001/XMLSchema#integer">1</Person:personID>
<Person:sex rdf:datatype="http://www.w3.org/2001/XMLSchema#boolean">true</Person:sex>
<Person:weight rdf:datatype="http://www.w3.org/2001/XMLSchema#double">100.0</Person:weight>
</owl:NamedIndividual>

Fig. 3. Part of the OWL code for the definition of the class Person from Example 1

Tables A and B are translated in DL according to Definition 1. Besides, the
two axioms are added: B � ∃ref k1.A and ∃ref k−

1 .B � A. And for every tuple
(ki1, a

i
1, . . . , a

i
n) of A related to a tuple (kj2, b

j
1, . . . , b

j
m, ki1) in B, an assertion

ref k1(k
j
2, k

i
1) is added.

Example 2 (Continues Example 1). Consider a one-to-many relation of table
Person from Example 1 with a table Phone(phoneNumber, personID), populated
as shown in Fig. 4. Notice that personID is a foreign key referencing table Person.

phoneNumber (pk) personID (fk)
555-0000 1
555-0001 1

Fig. 4. Relational instance of table Phone from Example 2

Notice that phoneNumber is the primary key while personID is a foreign key
referencing key-values of the table Person. Concerning the one-to-many relation
and according to Definition 2, two axioms are added to the ontology: Phone �
∃ref personID.Person and ∃ref personID−.Phone � Person. Let p1 = Phone#
555-0000 be an IRI for the first phone and p2 = Phone#555-0001 for the sec-
ond one. The assertions Phone(p1), phoneNumber(p1, 555-0000), personID(p1, 1),
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ref personID(p1, Person#1), Phone(p2), phoneNumber(p2, 555-0001), personID
(p2, 1), ref personID (p2,Person#1), are then added to the ontology indicating that
555-0001 and 555-0002 are phone numbers and that the person with id 1 owns these
phone numbers. Notice how the IRIs for the phones are built concatenating both
the name of the class and the value of the respective key values. Assertions pre-
fixing the name of the field with ref that relate the person and his/her phone are
added too.

3 Visual Mapping Specification

The specification of the mappings for obtaining the fillers of concept from a table
is usually a complex matter for näıve end-users. Remember that a mapping is
basically a SQL query that defines how the fillers of concept, property or role are
computed in terms of the contents of a database. When there is no support for
composing mappings, the user has to write such SQL from scratch. We believe
that adding support for building the mappings will improve the user experience
of a prospective user of OBDA technology.

With the idea of providing support to end-users in their quest of creating
concepts for populating ontologies from database contents, we created a module
that allows to visually specify a mapping from a table. The module retrieves the
tables from the database, and allows to select a table. Once the table is selected,
its fields can be selected too. The user can then introduce what conditions each
field of the table has to satisfy. Besides, one field (usually the key field of the
table) has to be selected to fill the concept. The module then will automatically
generate the SQL filter for filling the concept by extracting the records from the
table, and will also add a subclass axiom to the ontology.

Example 3. Consider again the table Person from Example 1 and suppose that
some user of the system wants to define the concept “heavy, young, male indi-
vidual”. Suppose also that the user models a heavy individual as somebody
who weighs at least a hundred kilograms, a young individual as someone who
was born after 2001, and a male individual as someone of male sex. People of
male sex are codified as having the column named sex as true while females are
codified as false. Although this is a trivial example, it shows the complexities
that run into database modeling that produce a degradation of the represen-
tation of the world and that are unretrievable afterwards. The user will then
visually specify the conditions for an individual to be a member of the concept
YoungHeavyMalePerson in a form like the one presented in Fig. 6. Notice how
the user specifies which database field corresponds to the key (i.e. the name of
the individuals), in this case personID. In turn, the system will generate a SQL
query as shown in Fig. 5.

After the execution of the query that will compute the individuals that fill
the concept, the system will add to the current ontology the triples express-
ing that those individuals are the fillers of the concept YoungHeavyMalePerson.
Besides, in order to relate this concept to its superconcept, the axiom
YoungHeavyMalePerson � Person will be added to the current ontology as well.
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SELECT ”Person”.”personID” FROM ”Person”
WHERE ”Person”.”birthDate” >= ’2001-01-01’
AND ”Person”.”weight” >= 100 AND ”Person”.”sex” = true

Fig. 5. SQL query for the specification of the concept YoungHeavyMalePerson of
Example 3

Fig. 6. Visual concept specification of the concept YoungHeavyMalePerson

This will lead to the situation presented in Fig. 7. The new class YoungHeavy-
MalePerson is defined as a subclass of Person and John, whose personID role is “1”
becomes a member of YoungHeavyMalePerson. Notice also that no new individu-
als are defined as John is already present in the ontology because he is a Person.
In this sense, we adhere to the unique name assumption as much as we can
although this is not required by the formalism. Also notice how the intensional
definition of the concept is lost in the ontology (other than being a subclass of
Person) and only its extension is maintained in the ontology (as the set of its
fillers).

Person

YoungHeavyMalePerson

p1:YoungHeavyMalePerson

John, who has personID=1, is an instance of
YoungHeavyMalePerson because he was born
after 2001, weighs at least 100kg and is a male

John, who has personID=1, is an instance of
YoungHeavyMalePerson because he was born
after 2001, weighs at least 100kg and is a male

� instanceOf �

Fig. 7. Situation arisen by specifying a subclass of Person named YoungHeavyMale
Person

Another feature that the current version of the system includes is the possi-
bility of specifying a subclass by means of an explicit SQL query.
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Example 4. Continuing Example 3, the concept FemalePerson (which defines a
subset of the table Person formed by women) is specified by means of the SQL
query:

SELECT “personID” FROM “Person” WHERE “sex” = false

This can be done by using the form presented in Fig. 8. Notice the additional
OWL code in the ontology generated by out tool which is presented in Fig. 9
expressing that a female person is a person (i.e. FemalePerson � Person is an
axiom in the ontology) and that Mary is both a female person and a person (i.e.
FemalePerson(Mary) and Person(Mary) are assertions in the ontology).

Fig. 8. Specification of the subclass FemalePerson of Person by a SQL query

<owl:Class rdf:about="http://cs.uns.edu.ar/~sag#FemalePerson">
<rdfs:subClassOf rdf:resource="http://cs.uns.edu.ar/~sag#Person"/>
</owl:Class>
...
<owl:NamedIndividual rdf:about="http://cs.uns.edu.ar/~sag/FemalePerson=2">
<rdf:type rdf:resource="http://cs.uns.edu.ar/~sag#FemalePerson"/>
...
</owl:NamedIndividual>

Fig. 9. Portion of OWL code for introducing subconcept FemalePerson

4 Specification of Schemas for CSV Files

A comma-separated values (CSV) file is a delimited text file that uses a comma to
separate values. Each line of the file is a data record. Each record consists of one
or more fields enclosed in delimiters and separated by commas. A CSV file stores
tabular data (numbers and text) in plain text, in which case each line will have
the same number of fields. Comma separated files are used for the interchange
of database information between machines of two different architectures. The
plain-text character of CSV files largely avoids incompatibilities such as byte-
order and word size. The files are human-readable, so it is easier to deal with
them in the absence of perfect documentation or communication.
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Example 5. In Fig. 10, we show the CSV table for the table Person of Example 1.

”personID”,”name”,”sex”,”birthDate”,”weight”
”1”,”John”,”true”,”2010-01-01”,”100.00”
”2”,”Mary”,”false”,”2009-01-01”,”60.00”

Fig. 10. CSV file for the table Person of Example 1

Despite its simplicity, the lack of both standardization and schema informa-
tion in CSV files poses a disadvantage, forcing application programs to guess
or ask the user for delimiter and field-separators characters. For solving this
problem, the W3C Working Group has proposed a format for specifying CSV
metadata [16] based mostly in JSON (JavaScript Object Notation)1. Although
this solution works in practice, we think that JSON files, although their human
readability, are not simple enough for naive users. We then propose a simpler
language for specifying the schema (or meta information) of a CSV file as defined
by the BNF grammar presented in the left side of Fig. 11. We believe that our
language is simple enough to be human-readable and complex enough for its
purpose. The declarations have to be sound (i.e each declared field in CSV Meta
information file must be present in the CSV file), complete (i.e. each field in
the CSV file must be declared in the CSV meta information file) and ordered
(i.e. the order in which fields appear in both the CSV file and the CSV meta
information file must be the same).

In the right side of Fig. 11, we provide an example of a file for defining the
schema of a CSV file that would represent the data provided in Example 5.
Although the declarations for number-of-key-fields and number-of-fields seem
redundant, we think that they offer a way for validating that the user is doing
things correctly. Valid identifiers begin with a letter and continue with letters
and numbers. For now we consider only the types: integer, real, string, boolean
and date, but this can be easily extended. If the number of rows to be translated
is not specified then all is assumed by default. If no field separator is specified,
the comma is assumed by default. If no quotation character is specified, the
double quotation mark is assumed by default. The parser validates that both
the number of key-fields and fields declared matches those that were defined.

The contents of the CSV file are validated and processed according to the
definitions given in the CSV schema file. Then the contents of the CSV file are
loaded into an H2 database which is translated into OWL as explained in Sect. 2.
Our implementation approach parses first the meta-information schema file and
then the CSV file; it then generates a SQL script that is used to create an H2
table, that is translated into OWL.

1 See https://www.w3schools.com/js/js json intro.asp (checked on 2020-02-20).

https://www.w3schools.com/js/js_json_intro.asp
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〈list-commands〉 ::= 〈command〉
| 〈command〉〈list-commands〉

〈command〉 ::= 〈field-separator-def 〉
| 〈quote-separator-def 〉
| 〈class-def 〉
| 〈number-of-key-fields-def 〉
| 〈number-of-fields-def 〉
| 〈key-field-def 〉
| 〈field-def 〉
| 〈number-of-rows-def 〉

〈field-separator-def 〉 ::= field-separator 〈character〉

〈quotation-separator-def 〉 ::= quotation-character-for-fields 〈character〉

〈class-def 〉 ::= class-name 〈identifier〉

〈number-of-key-fields-def 〉 ::= number-of-key-fields 〈positive-integer〉

〈number-of-fields-def 〉 ::= number-of-fields 〈positive-integer〉

〈key-field-def 〉 ::= keyfield 〈identifier〉 type 〈type-id〉

〈field-def 〉 ::= field 〈identifier〉 type 〈type-id〉

〈number-of-rows-def 〉 ::= number-of-rows-to-translate 〈quantity-def 〉

〈type-id〉 ::= integer
| real
| string
| boolean
| date

〈quantity-def 〉 ::= all
| 〈positive-integer〉

field-separator ,
quotation-character-for-fields ”
class-name Person
number-of-key-fields 1
key-field personID type integer
number-of-fields 4
field name type string
field sex type boolean
field birthDate type date
field weight type real
number-of-rows-to-translate all

Fig. 11. On the left, BNF grammar for the meta information language for defining
CSV schemas, and, on the right, example of providing schema information for the CSV
file in Fig. 10

5 Experimental Evaluation

We now discuss some of the tests we have performed in order to test how our
application handles increasing demands in database size. The performance of
our system is affected mainly by the fact that we chose to materialize tables
as triples (i.e. class membership, property and roles assertions) and also by
three factors: (i) the system is implemented in the JAVA programming language;
(ii) the database management system that we use is H22, and, (iii) the handling
of the global ontology is done via the OWL API [17,18].

Our tests were conducted on an ASUS notebook having an Intel Core i7,
3.5 GHz CPU, 8 GB RAM, 1 TB HDD, Windows 10. They involved the creation
of simple databases composed by a single table containing 100 fields of text type
filled with an increasing number of records. Table 1 summarizes our results. As it
can be seen, our implementation starts having problems at tables with 100,000
records; although an ontology can be generated and saved to the disk, when we
try to load the ontology we saved previously, we get an error inside the code of the
OWL API, indicating that library cannot handle such a data load. When running
a test for creating a database of a million records, the H2 database produces
an error (which is understandable as it is maintained in RAM). Likewise, in

2 See http://www.h2database.com.

http://www.h2database.com
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Table 1. Running times for ontology generation from H2 database

Number of
records

Database
file size
[Megabytes]

Time for
creating the
ontology
[seconds]

Ontology
file size
[Megabytes]

Time for
loading the
ontology
[seconds]

1,000 0.80 1.029 8.65 4.014

10,000 8.82 5.345 87.26 15.106

100,000 98.11 66.48 19,053.36 Out of memory
error

1,000,000 1,080.60 Out of memory
error

– –

Table 2. Running times for ontology generation from CSV file

Number of
records

CSV file
size
[Megabytes]

Time for
loading CSV
file [seconds]

Time for
creating
ontology
[seconds]

Size of
ontology
file
[Megabytes]

Time for
loading
ontology from
disk [seconds]

100 0.048 1.313 0.437 0.871 1.579

1,000 0.568 1.764 1.111 8.560 4.784

10,000 6.636 9.161 3.743 8.215 12.577

100,000 75.987 85.855 37.137 872.883 Out of
memory error

1,000,000 856.188 936.473 – – –

Table 2, we can see the times for loading CSV files of 100 fields containing integer
values and also an increasing number of records. Therefore, we conclude that
our application can only handle tables with a size tens of thousands records and
is not able of handling tables of a hundred thousand records. Because of this
limitation, we think that we will be forced to use query-rewriting techniques [1]
for delegating the evaluation of queries to the database management system
instead of the ontology management library.

6 Case Study: Support for e-Gov in Municipalities

The importance of social policies has grown in recent years at all levels of gov-
ernment (whether municipal, provincial, national and international), since they
represent one of the main tools to combat economic inequalities that occur glob-
ally [19] and serve to meet the needs of many vulnerable groups. The provision
of public social action services to citizens become an obligation for governments,
just as such services are a human right, such as are access to water, energy,
health, education and other services.
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Despite the global relevance, universality in the provision of public services
is a challenge for each government due to the variety of contexts in which such
services are provided, including the needs of specific social groups, the capaci-
ties of each government, and the context-specific conditions (such as territory,
political, cultural, economic, etc.) [19,20]. In some municipalities of the province
of Buenos Aires in Argentina, the following challenges are observed for the pro-
vision of public social action services: (i) the services are provided by several
municipal government agencies and there is no consolidated information on how
the services are being delivered; (ii) currently, there are ad hoc applications that
support the process for the delivery of each service, these applications work in
isolation, without sharing data; (iii) there is no strategy for the delivery of these
services using multiple channels; (iv) the digital channels that could be used
are not being exploited properly; (v) there is no software infrastructure that
allows the rapid development of applications for the delivery of social action
services [21].

Based on these challenges, it is necessary to find a way to publish data con-
tained in legacy and current applications and used in various state institutions
in a way that can be integrated, accessed, modified and consulted in a format
that is uniform, distributed and scalable. In this sense, the technologies of the
Semantic Web have matured enough to be considered as a viable solution for the
publication and integration of institutional data. In particular, using semantics
implies conceiving systems where the meaning of the data is explicitly specified
and is taken into account to design their functionalities. This idea has become
crucial for a wide variety of information processing applications and has received
much attention in the artificial intelligence, database, web and data mining
communities.

As a case study of the operation of the application developed, we present an
example loosely based on the public data available in the Municipality of Bah́ıa
Blanca. A preliminary version was presented in [11]3. Let us take as an example
three tables, presented in Fig. 12 with the details of the beneficiaries of all social
assistance in the period selected in the Municipality of Bah́ıa Blanca4, where
we have a table called Program representing social assistance programs, another
with the beneficiaries called Beneficiary and a third called Person with the data
of the people enrolled in the aid programs.

The program table schema contains the identifier (which is the primary key)
and program name. The table of beneficiaries of aid programs contains the iden-
tification (id) of the benefit (which is the primary key of the table), the document
number of the beneficiary (which is a foreign key), the amount received, the date
of reception and the help program for which the help was received (which is a for-
eign key). The people table contains the person’s social ID (personal document)
number (which is the primary key) and his/her last and first name.

3 The authors would like to thank funding from Comisión de Investigaciones Cient́ıficas
(Project Herramientas para el desarrollo y la entrega de servicios públicos digitales
de acción social para municipios bonaerenses – PIT-AP-BA 2016).

4 See http://datos.bahiablanca.gob.ar/dataviews/74266/social-aids.

http://datos.bahiablanca.gob.ar/dataviews/74266/social-aids
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Program table
id(pk) name
0001 Municipal Occupational Training Program

Beneficiary table
id(pk) dni(fk) amount date receiving help program(fk)

1 22,000,000 12000 2019-03-10 0001
2 26,000,000 16000 2019-05-04 0001
3 22,000,000 13000 2019-05-04 0001

Person table
dni(pk) name

22,000,000 Smith, John
26,000,000 Doe, Jane

Fig. 12. Relational tables from Bahia Blanca municipality public information site

The Tbox axioms in Fig. 13 represent the schema information of the tables
in Fig. 12 and the Abox assertions in Fig. 14 represent the relational instance.

Program � ∃id, ∃id− � String, Program � ∃name,
∃name− � String, Beneficiary � ∃id, ∃id− � Integer,
Beneficiary � ∃dni, ∃dni− � Integer, Beneficiary � ∃ref dni.Person,
∃ref dni− � Beneficiary, Beneficiary � ∃amount, ∃amount− � Real,
Beneficiary � ∃dateReceivingHelp, ∃dateReceivingHelp− � Date, Beneficiary � ∃program,
∃program− � Integer, Beneficiary � ∃ref program.Program, ∃ref program− � Program.
Person � ∃dni, ∃dni− � Person, Person � ∃name,
∃name− � String.

Fig. 13. Terminology for the schema of the data from the municipality

Next, we present the technology for querying the OWL ontologies materi-
alized from this database. SPARQL (SPARQL Protocol and RDF Query Lan-
guage) [22] is a declarative query language for RDF that allows to retrieve and
manipulate data stored in the Semantic Web represented as RDF statements. A
SPARQL endpoint accepts queries for any web-accessible RDF data and returns
results via HTTP. The results of SPARQL queries can be returned in a variety
of formats such as XML, JSON, RDF and HTML. Then, with this solution, data
from the municipality’s administration can be published in an uniform, public,
modern, open format that can be queried both by people and by applications.
For instance, finding who were the ten people who, during the year 2019, col-
lected the most of a plan of at least $15, 000 could be done by means of the
SPARQL query as shown in Fig. 15. This would allow both applications to use
it as a web service or end-users users to query the data in a web page.

7 Related Work

With ViziQuer, Cerans et al. [23] provide an open source tool for web-based cre-
ation and execution of visual diagrammatic queries over RDF/SPARQL data.
The tool supports the data instance level and statistics queries, providing visual
counterparts for most of SPARQL 1.1 select query constructs, including aggre-
gation and subqueries. A query environment can be created over a user-supplied
SPARQL endpoint with known data schema. ViziQuer provides a visual interface
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for expressing user queries in SPARQL posed against an ontology. In contrast,
we provide the user with an interface for describing subclass expressions and
inclusion axioms by means of restrictions imposed on records of a relational
table with the aim of populating an ontology that could later be exposed and
queried as an SPARQL endpoint.

Program(0001), name(0001,′ MunicipalOccupationalTrainingProgram′),
Beneficiary(1), id(1, 1), dni(1, 22000000),
amount(1, 12000), dateReceivingHelp(1, ’2019-03-10’), program(1, 0001),
Beneficiary(2), id(2, 2), dni(2, 26000000),
amount(2, 16000), dateReceivingHelp(2, ’2019-05-04’), program(2, 0001),
Beneficiary(3), id(3, 3), dni(3, 22000000),
amount(3, 13000), dateReceivingHelp(2, ’2019-05-04’), program(2, 0001),
Person(22000000), name(22000000,′ Smith, John′), Person(26000000),
name(26000000,′ Doe, Jane′).

Fig. 14. Relational instance from the data of the municipality

PREFIX mbb <http://www.mbb.gov.ar/>
SELECT ?name ?date ?amount
FROM <http://www.mbb.gov.ar>
WHERE
{

?beneficiary mbb:ref_dni ?person .
?beneficiary mbb:amount ?amount .
?beneficiary mbb:date_receiving_help ?date .
?person mbb:name ?name .
BIND (YEAR(?date) as ?year)
FILTER (?year = 2019 && ?amount >= 15000)

}
ORDER BY DESC(?amount)
LIMIT 10

---------------------------------------
| name | date | amount |
=======================================
| "Doe, Jane" | 2019-05-04 | 16,000 |
---------------------------------------

Fig. 15. On the left, the SPARQL query for finding who were the ten people who,
during the year 2019, collected the most of a plan of at least $15, 000; and, on the right,
the result of the execution of the query by a SPARQL engine against the ontology data
in Fig. 14

Christodoulou et al. [24] make the case that structural summaries over linked-
data sources can inform query formulation and provide support for data inte-
gration and query processing over multiple linked-data sources. To fulfil this
aim, they propose an approach that builds on a hierarchical clustering algo-
rithm for inferring structural summaries over linked-data sources. Thus, their
approach takes as input an RDF repository and then reverse engineers an ontol-
ogy using clustering techniques to detect prospective classes. In contrast, we take
a database and the user proposes SQL queries to express subconcepts intension-
ally; when the SQL queries are executed, the fillers of the concept populate
the ontology building an extensional de facto definition of the concept. In that
regard, the work of Christodoulou et al. can be considered complementary to
ours.

Barrasa et al. [25] propose R2O, an extensible and declarative language to
describe mappings between relational DB schemas and ontologies implemented
in RDF(S) or OWL. R2O provides an extensible set of primitives with well
defined semantics. This language has been conceived expressive enough to cope
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with complex mapping cases arisen from situations of low similarity between the
ontology and the DB models. R2O allows the user to express complex queries
in terms of ontologies in a language that is similar to the relational algebra but
aimed at ontologies. Therefore, this approach is complementary to ours because
it allows to query the ontology once it is published in OWL format.

8 Conclusions and Future Work

We presented a framework for performing ontology-based data access by means
of performing a materialization approach. Our implementation is JAVA-based
and relies on a H2 database management system and a JAVA library called OWL-
API for accessing and querying databases and maintaining an OWL database
in main memory, respectively. We presented several enhancements that we have
made to the previous iteration of our prototype implementation, which now
includes a visual mapping specification functionality and allows to maintain a
global database that can be either created from scratch or loaded from disk,
modified and later saved again to disk. From the experimental evaluation to
which we subjected our system, we conclude that our application is able to handle
a moderate workload of a table of tens of thousands of records but fails to handle
table of the order of millions of records. In this regard, we think that we will be
forced to use query-rewriting techniques for delegating the evaluation of queries
to the database management system instead of the ontology management library.
Part of our current research efforts are aimed in this direction. Other form of
improvement lies in the possibility of addressing the federation of databases for
performing integration of multiple heterogeneous data sources. We introduced
a language for defining the schema information of a CSV file, and then how to
interpret the contents of a CSV file for performing its translation into OWL.
We discussed how this materialization tool could be used in the context of an
e-government application showing how relational data can be publish as open
data in OWL.

Acknowledgments. This research is funded by Secretaŕıa General de Ciencia y
Técnica, Universidad Nacional del Sur, Argentina and by Comisión de Investigaciones
Cient́ıficas de la Provincia de Buenos Aires (CIC-PBA).
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Abstract. Decision-making is an essential process in the life of organizations
and is particularly important for managerial positions in charge of making
decisions on resources allocation. These decisions must be based on predictions
about time, effort and/or risks involved in their tasks. Currently, this situation is
exacerbated by the complex environment surrounding the organizations, which
makes them act beyond their traditional management systems incorporating new
mechanisms such as those provided by Artificial Intelligence, leading to the
development of an Intelligent Predictive Model. In this context, this work
proposes a new case study where the proposed process is applied for the elic-
itation of the necessary requirements for the implementation an Intelligent
System-based Predictive Model, in this case, one oriented to the construction of
an Artificial Neural Network.

Keywords: Elicitation process � Intelligent systems � Machine learning �
Training data

1 Introduction

Decision-making involves questioning the validity of the alternatives, their weightings,
the selection criteria to be used and their future impact [1]. For this reason, Humanity
has always sought mechanisms to make accurate predictions. Such need not only
affects individuals but also organizations. Decision-making is an essential process in
the life of organizations. While each member of an organization makes decisions, this
process is particularly important for managerial positions. Consequently, managers are
known as “decision makers” in their tasks of planning, organizing, directing and
controlling [2]. Daily, they have to decide how to allocate valuable resources based on
predictions [3] about time, effort and/or risks involved in their tasks. This situation is
exacerbated by the highly complex and hardly predictable environment of the 21st

century [4], which makes organizations act beyond their traditional management sys-
tems and incorporate new mechanisms for the “creation and enhancement of the
organization’s knowledge” such as those provided by Artificial Intelligence [5, 6].
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An example of these new mechanisms can be found in the area of Predictive
Models. Despite the fact that Statistical Techniques and Parametric Models have tra-
ditionally been used to generate predictions [7], in the last two decades diverse methods
associated to Machine Learning have been incorporated [3, 8]. Consequently, it is
possible to build models to find a relation between past and future situations using
available historical data. In this sense, Artificial Neural Networks [9, 10] and Bayesian
Networks [11, 12] can be mentioned as the main Intelligent Systems architectures to be
used for this kind of problems [13–15]. These Intelligent System-based Predictive
Models possess very useful features, such as generalization capacities, robustness, and
self-organization [16].

However, unfortunately, Predictive Models are usually imprecise [3] or, in some
cases, they fail, thus often generating incompatible answers [17]. In this regard, the
quality of the information required is highly important to make accurate decisions [18].
It is possible to generate more accurate predictions if lack of knowledge on the problem
and its context is reduced. Yet, it is almost impossible to have complete, accurate and
precise information to make absolutely accurate predictions. There is always a risk
related with trusting the available information to assess the situation so a prediction
must be associated to a certain degree of probability [19]. Such probability is affected
by what is known about the problem and what is not. Consequently, apart from
collecting historical data that will be used to build the Predictive Model, it is also
necessary to identify the general characteristics of the domain where the prediction is
taking place thus being able to detect situations or events of which there are no data but
which the model must consider.

In this context, a process has been proposed to assist the Information Systems
Engineer in the difficult work of collecting, understanding, identifying and registering
the necessary information to implement an Intelligent System-based Predictive Model.
In [20] this proposed process has been applied to a case study developed at Facultad
Regional Buenos Aires (FRBA), Universidad Tecnológica Nacional (UTN), Argentina.
Specifically, it is carried out in a course of the first year of the “Information Systems
Engineering” undergraduate program. The aim has been to implement an Intelligent
System to predict the performance of students throughout the course. Because any error
in the predictions can lead teachers or students to make wrong decisions, it is of great
importance that the system presents consistent results taking into account the normal
behavior of the students in the course.

This new work, then, presents the application of the process in a new case study
within the context of a medical office. For that purpose, Sect. 2 presents a brief
summary of the proposed process and Sect. 3 presents the results of applying this
process in the new case study. Finally, Sect. 4 describes conclusions taking into
account the contributions of the process identified from its application in both cases
study, as well as future line of work.
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2 Proposed Process

The proposed process aims to assist with the Information Systems Engineers (in their
role of Functional Analyst) involved in the implementation of Intelligent Predictive
Models, that is, it seeks to support them during the initial phases of the Project con-
sidering its particularities. This proposed Project is limited to contemplating the char-
acteristics of two types of Intelligent Systems applied for the implementation of
Predictive Models, Multi-layer Perceptron Artificial Neural Networks (ANN) with error
Backpropagation training (BPNN) and Bayesian Networks (BN). Consequently, as a
result of this proposal, the objectives, success criterion, constraints and assumptions of
the Project are determined in order to identify the available information required to train
the Intelligent System and to generate an initial specification of it. These results will help
the development team start working on the construction, training and validation of the
Intelligent Predictive Model to meet the expectations of the organization. The proposed
process is structured into the following five phases:

1. Project Definition Phase: it aims to define the stakeholders who collaborate in the
Project and its scope based on the objectives to be achieved. To do this, the
following activities are carried out: “Identify the Objectives of the Project”,
“Identify the Project Stakeholders” and “Identify the Project Scope”.

2. Business Process Elicitation Phase: its objective is to identify and collect the
business processes that are relevant for the project, as well as the expert’s task in the
case of building a model that emulates their prediction capabilities. This is done
through the activities of “Identify Business Processes” and “Collect Business
Processes”. Since the aim is to implement a Predictive Model based on the
knowledge of experts available in the organization, the tasks corresponding to the
third activity “Collect the Expert’s Tasks”, since they are not associated with any
business process that is standardized within the domain. For this purpose, knowl-
edge education techniques are used, such as Protocol Analysis, which allows to
obtain the knowledge about how the experts perform their tasks.

3. Business Process Data Elicitation Phase: it seeks to identify the data repositories
where the information of the different business processes is stored and to collect
information about the characteristics of those repositories. This is achieved through
the activities of “Identify Data Repositories” and “Collect Business Data”. In this
way, it is intended to reveal the characteristics of each of the data repositories.

4. Business Data Conceptualization Phase: its objective is to identify and evaluate
the representativeness of the data available in the business for the construction of the
intelligent predictive model. In order to carry out this evaluation, in the activity
“Identify Data to Build the Predictive Model”, Knowledge Extraction techniques are
used to obtain the characteristics of each data and, Knowledge Education techniques
(such as the Interview), to obtain the knowledge of those responsible for the
repositories in each of these data. Taking into account the data obtained, the rep-
resentativeness of these data is analyzed in the “Validate Data Representativeness”
activity. For this purpose, a technique has been proposed to validate that the data to
be used in the construction of a Predictive Model are representative of the domain of
the problem. This technique is called Clustered Grid and its tasks are based on the
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Grid technique but present some differences with respect to the original technique.
The main difference is that the grids (matrices) are generated directly from the data
collected and then the results generated by the formalization of the grids are con-
trasted with the vision of the experts or stakeholders of the business. In addition,
three grids are used: one for the Elements (which allows the evaluation of already
known classes) and two for the Characteristics (one direct and one opposite, to
evaluate the rest of the attributes). In order to demonstrate the functioning of the
applied technique, before being used in the proposed process model, in [21] it was
employed in two sets of data recognized as being widely used for the verification and
comparison of Machine Learning algorithms. The first set of data corresponds to the
Iris flower data while the second set corresponds to the wine quality data.

5. Intelligent System Initial Specification Phase: based on the information obtained
in previous phases, the most appropriate type of technology to implement the
predictive model is determined, as well as a proposal of its initial topology. To
achieve this, the activities of “Select the Type of Intelligent System” and “Define
Initial Topology of the Intelligent System”. In order to carry out the first of these
activities, an ad-hoc technique is used to evaluate the suitability of each of the
possible architectures (in this case, Artificial Neural Networks or Bayesian Net-
works) and thus determine which is the most appropriate. For this purpose, the
characteristics of the project are considered. Therefore, this technique requires that a
set of questions be answered to allow the project to be characterized. However, at
the beginning of a project it is not easy to answer these questions with an adequate
degree of certainty, so the technique proposed is based on the principle of Fuzzy
Expert Systems, thus allowing to handle a range of five linguistic values and, in this
way, to give an answer to each of the questions to be considered. By using a simple
procedure it is possible to transform these linguistic values, indicated by the
engineer, into diffuse intervals that will then be used to obtain an assessment of the
suitability of each architecture. To demonstrate the functioning of this technique in
[22], two proofs of concept and a statistical analysis using the Monte Carlo sim-
ulation method have been carried out.

3 Application of the Process in Case Study of a Medical Office

This section presents the implementation of the phases of the proposed model in a case
in a medical office. Specifically within a pediatric medical office, which sees children
from birth to adolescence on their 18th birthday. Office appointments are provided
online, with the exception of prenatal or first-time telephone consultations. Despite not
having an on-call service, unscheduled consultations from their own patients are often
attended to. Appointments for such consultations (called “over-shifts” appointments)
are granted by telephone on the same day as they are required. These over-shifts
appointments are discharged by the secretary the same day they are requested, since if
an over-shift is required, the office must be called to check availability. The over-shifts
are registered between the normal office appointments. For example, between the 9:00
a.m. and 9:30 a.m. appointment there may be an over-shift appointment at 9:15 a.m. In
this context, we seek to implement an intelligent system that allows us to predict the
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number of normal and over-shift appointments for a particular date and time, given that
we wish to hire, when necessary, another paediatrician to assist in the care of patients.

The following Sects. 3.1 to 3.5 describe the results of each phase of the process
along with the activities that are carried out in each one of them.

3.1 Application of the Project Definition Phase

The following activities are performed:

Activity: “Identify the Objectives of the Project”. In this activity, the first con-
ceptual meeting of the project is held with the paediatrician in charge of the office, in
order to understand the objective of the project and its expectations. Likewise, the
contact of the person responsible for the computer system is established, who will be
one of the interested parties in the project, with whom the initial meeting is held.
Hiring, when necessary, another paediatrician to assist in the care of the patients. The
information obtained is analyzed and the main objectives of the Project are identified,
which are documented in the project objectives form, as shown in Fig. 1.

Activity: “Identify the Project’s Stakeholders”. In this activity, the Functional
Analyst, based on the information gathered from the organization, identifies the project
participants and creates the form shown in Fig. 2.

Activity: “Identify the Project Scope”. Based on the collected information, the
Functional Analyst defines the success criteria of the project as shown in Fig. 3 and
determines the problems to be solved in order to establish what should be included as a
result of the project. With this information, the project scope definition form is created,
as shown in Fig. 4. This form must be validated by the doctor. Furthermore, the
Functional Analyst also needs to identify the assumptions for the execution of the

PROJECT STAKEHOLDERS 
Position Org / Sector Project Role Knowledge Areas
Doctor

Pediatric Of-
fice

Person in charge
Office Management

Secretary
Stakeholder

IT System Manager IT System Functionalities

Fig. 2. Project stakeholders form.

OBJECTIVES OF THE PROJECT
ID Objective Description Priority 

OBJ1 To implement an Intelligent System to predict the number of patient’s 
normal and over-shift appointments for the pediatric office. High

Observations
The priority is considered high because it is the only objective that originates the project.

Fig. 1. Project objectives form.
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project. This project assumptions form is shown in Fig. 5. Finally, the information
restrictions of the project are defined by the project restrictions form (Fig. 6).

PROJECT SUCESS CRITERIA
ID Criterion Description OBJ-ID

CE1 
You want to be able to predict by date (month and day) and time (morning, 
noon and evening), the number of normal and over-shift appointments 
granted.

OBJ1

Fig. 3. Project success criteria form.

PROJECT SCOPE DEFINITION
ID Problems to solve OBJ-ID

P1

To analyze in a complete way the management of the appointments (nor-
mals and over-shifts) of the office identifying the states through which each 
one of the reserved appointments passes (from its creation until the patient 
has been attended).

OBJ1

Problems excluded from the Project

Medical diagnoses per patient are excluded as they are considered confidential.

Fig. 4. Project scope definition form.

PROJECT ASSUMPTIONS

ID Assumption Description OBJ-ID

S1
There will be unrestricted access to the person responsible for the computer 
system and to the office secretary, and consultations can be made by e-mail 
or in person.

OBJ1

S2 The data are considered to be correct and complete. OBJ1

Fig. 5. Project assumptions form.

PROJECT RESTRICTIONS

ID Type Description OBJ-ID

R1 Data Patients' names, surnames, addresses, telephone numbers and docu-
ments cannot be used as they are considered confidential. OBJ1

R2 Data The data corresponding to the affiliations of the health insurance can-
not be used because they are considered confidential. OBJ1

Fig. 6. Project restrictions form.
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3.2 Application of the Business Process Elicitation Phase

The following activities are performed:

Activity: “Identify Business Processes”. From the minutes of the meetings held with
project stakeholders, the Project Objectives form (Fig. 1), the Project Success Criteria
form (Fig. 2) and the Project Scope Definition form (Fig. 3), the Functional Analyst
defines the most significant business activities for the project and makes a use case
diagram that is included in the business process diagram form (Fig. 7a).

Activity: “Collect Business Processes”. Taking into account the collected informa-
tion associated with the identified business process, the Functional Analyst holds a new
meeting with the secretary and IT system manager. In this way, information is collected

BUSINESS PROCESS DIAGRAM
Main Diagram

(a)

Fig. 7a. Business process diagram form - main diagram.
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to record how the processes work and how it is related to data repositories. This new
information is registered also in the business process diagram form (Fig. 7b).

3.3 Application of the Business Process Data Elicitation Phase

The following activities are performed:

Activity: “Identify Data Repositories”. The Functional Analyst analyzes the infor-
mation gathered from the interviews conducted with the business stakeholders. As a
result, he detects that the main data to be used in the project are in the comma-separated
values (CSV) file named “patient_appointments.csv” which describe the patient’s
appointments granted since November 2017 to the present. These data were extracted
directly from the IT system database and were provided by the person responsible for

BUSINESS PROCESS DIAGRAM

Business Process List

ID Name Description Person in 
Charge OBJ-ID

P0001

Set Up 
Patient’s 

Appointments

The goal of this process is to load the 
schedule of appointments for the doctors in 
the office. As a result, the appointments are 
recorded with "available" status.

Secretary OBJ1

P0002
Reserve  
Patient’s 

Appointments

The goal of this process is for the patient to 
book an appointment. The appointment’s
status is recorded as "booked".

Patient OBJ1

P0003
Cancel

Patient’s 
Appointments 

The goal of this process is the cancellation 
of an appointment by the patient. The ap-
pointment’s status returns to "available".

Patient OBJ1

P0004

Manage 
Daily  

Patient’s 
Appointments

The objective of this process is to manage 
all the appointments that the office has 
reserved for the day. If the patient goes to 
the consultation room, he or she will be 
placed in "waiting" status, but if at the end 
of the day he or she hasn´t attended, he or 
she will be assigned "suspended" status.

Secretary OBJ1

P0005

Attend to  
Daily  

Patient’s 
Appointments

The aim of this process is to update the 
appointments once the paediatrician has 
seen his patients. Upon entering the office, 
the appointment changes to "attending" and 
then to "finished" to indicate that he or she 
has been attended to.

Doctor OBJ1

P0006 Release
Patients

The goal of this process is to discharge 
patients who are visiting the office for the 
first time.

Secretary OBJ1

(b)

Fig. 7b. Business process diagram form - business process list.
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that system. After defining such data repositories, the Functional Analyst registers this
information and prepares the data repository form shown in Fig. 8.

Activity: “Collect Business Data”. The Functional Analyst prepares the data struc-
ture form, shown in Fig. 9. It is clarified that the CSV file is a single file that has the
non-standardized data of all the tables, where each record corresponds to a certain
appointment (either normal or over-shift).

DATA REPOSITORIES

ID Name Type Description
Business 
Process 
/Task

Person in 
charge

T_CONS patient_ CSV
file

P0001, 
P0002, 
P0003, 
P0004,
P0005

IT System 
Managerappointments.csv

Patient’s appointments 
granted since November 

2017 to the present.

Fig. 8. Data repository form.

DATA STRUCTURE

Patient

PK id_patient

 type_document
 nro_document
 birth_date
 surname
 name
 phone
 cell_phone
 email

social_security
 plan_social security
 nro_affiliate
 address
 zip_code
 town
 province
 nationality

Specialist

PK id_specialist

 name
 surname

Status_Patients_Appointment

PK id_status_patients_appointment 

 description

Patients_Appointment

PK id_patients_appointment

 date
 hour
 box_office
 comments
FK1 id_specialist
FK2 id_status_patients_appointment
FK3 id_patient

Fig. 9. Data structure form.
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3.4 Application of the Business Data Conceptualization Phase

The purpose of this phase is to determine whether the data that will be used in the
Predictive Model are representative. Therefore the following activities are performed:

Activity: “Identify Data to Build the Predictive Model”. Based on the “Data
Repository” form (Fig. 8), the “Data Structure” form (Fig. 9) and the information
collected in the interviews conducted to the business stakeholders, the Functional
Analyst documents the obtained data in the “Available Data” form (Fig. 10).

Activity: “Validate Data Representativeness”. Based on the available data obtained
in the previous activity, the Functional Analyst analyzes whether such data are rep-
resentative of the business in order to build the Predictive Model. Due to space con-
straints, all the tasks performed on the data set are specified in [23].

Firstly, the preparation of the data is carried out where tasks including formatting,
cleaning and integration of the data are performed. Once prepared, the segmentation of
the numerical attributes is carried out. Using the segmented data, the grids of elements
and characteristics are generated, in order to obtain the ordered trees of elements and
characteristics respectively. Taking into account these trees, a meeting is held with the
paediatrician and the office secretary who take the role of experts in the domain to
discuss the results generated.

• When they are presented with the ordered tree of elements, in view of the rela-
tionship between the completed and suspended normal appointments together with
the completed over-shift appointments, they mention that this relationship is correct,
since the behavior of the over-shifts is similar to the behavior of the normal
appointments. The only difference is that over-shifts are requested on the same day
by the patient and not in advance as normal appointments. On the other hand, they
agree that it is correct that suspended over-shift appointments are not within the
same relationship because it is very rare for over-shifts to be cancelled by patients.

AVAILABLE DATA
The data repositories named patient_appointments.csv has 10 attributes.
In this case, one attribute is described as an example.

Attribute: STATUS

Description:
Status Patient’s Appointments   (field 
“id_status_patients_appointment” within the table 
“Status_Patients_Appointment” in the database)

Type of Data: Numeric

Value Range:

- 1: Available 
- 2: Reserved 
- 3: Waiting
- 4: Attending
- 5: Finished
- 6: Suspended

Fig. 10. Available data form.
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In general, unless the patient requires a very urgent consultation and must attend an
appointment, patients who ask for over-shifts attend the office at the time indicated
by the secretary.

• Then, the ordered tree of characteristics is presented. In view of this, they express
that they also agree on the relationships generated, since the specialist who attends
the office always has a certain schedule. In this case, there are only two specialists in
the office, but the objective is to incorporate even more at specific times. Likewise,
there are times when the specialists take turns (for example, during vacation peri-
ods) so it is considered correct to relate this to the month and finally to the day of
the month in which they attend. Likewise, the doctor tells us that he would have
liked to know the season of the year, because depending on the season there can be
more or less appointments. As the season can be calculated with the existing data, it
is not necessary to carry out a new analysis and the interpretation of the tree is
considered to be correct.

Based on the conclusions obtained, the data is representative and will be used to
build the Predictive Model.

3.5 Application of the Initial Specification of the Intelligent System Phase

The following activities are performed

Activity: “Select Type of Intelligent System”. The Functional Analyst answers the
questions associated to each characteristic using the meeting minutes written in pre-
vious phases, formalizing them in Table 1 as shown below.

Table 1. Characteristics evaluated in order to define the most appropriate architecture.

Category ID Question associated to the characteristic Value

Available
data

D1 How much confidence is there as to the representativeness of
the data?

Much

D2 To what extent may the data be considered complex and
with a nonlinear relationship between their attributes?

Little

D3 How many examples do the data include? Little
D4 What percentage of data is there with continuous numeric

values (in relation to non-numeric values or numeric discrete
values)?

Nothing

Expected
results

R1 To what extent is prediction accuracy considered critical? Much
R2 To what extent is it desirable to know and compare the

predictions for different possibilities and scenarios?
Little

R3 To what extent is it important to be able to explain how the
results generated were obtained?

Nothing

Problem
domain

P1 How stable is the problem to be solved? Much
P2 To what extent are the domain experts available to

participate in the project?
Much

P3 To what extent it is desirable to be able to manually adjust
the network based on the knowledge about the data?

Nothing
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Once the linguistic values (“Nothing”, “Little”, “Regular”, “Much” or “All”) cor-
responding to each characteristic defined in Table 1 are assigned, the Functional
Analyst obtains the values corresponding to each architecture and selects the best
architecture for the project. The operations made are presented in the spreadsheet
available in [24]. As shown in Fig. 11, the type of technology selected in this case is a
Multi-layer Perceptron Artificial Neural Networks with error Backpropagation training.
This selection is registered in the predictive model architecture form, shown in Fig. 12.

Fig. 11. Appropriateness values for each architecture.

PREDICTIVE MODEL ARCHITECTURE

The most suitable architecture for this project corresponds to the Artificial Neural Networks, 
while it is ruled out to use Bayesian Networks for the problem to be solved. The reasons for 
the score assigned to ANN are mainly related to the following factors: On the one hand, the 
available data includes examples from the year 2017. Although it would have been prefera-
ble to have more data, which is not feasible, given that the appointments prior to that year 
were made on paper agendas that have already been discarded, so they cannot be recreated. 
Similarly, with the available data, training can be carried out and the network can also be 
validated. However, first the available data must be transformed into numerical values in 
order to be used by this technology. For this purpose, there are experts in the field who can 
contribute their knowledge and participate in the project. However, this knowledge will not 
be used to make manual adjustments to the network. On the other hand, in this problem it is 
appropriate to apply an ANN because it is not necessary to know how the results were ob-
tained, nor is it essential to compare the predictions for different scenarios. Furthermore, 
great importance is attached to the accuracy of the results generated.

Fig. 12. Predictive model architecture form.

New Application of the Requirements Elicitation Process 313



Activity: “Define Initial Topology of the Intelligent System”. Once the type of
architecture to be used is selected, the Functional Analyst defines the initial charac-
teristics of the topology and documents them in the initial topology of the predictive
model architecture form.

For building the proposed model, the analysis used the NEAT4J [25] framework,
which implements in Java the ‘NeuroEvolution of Augmenting Topologies’ or NEAT
[26] algorithm for the construction of ANN using evolutionary algorithms. In this case,
a fitness function provided by the framework called “MSE NEAT Fitness Function” is
used to minimize the error when calculating the root mean square of the difference
between the desired output and that generated by the network. Due to the requirements
of this function, the values of the attributes had to be reformatted into decimal numbers
(when divided by 100). This data is then stored in a new CSV file to be accessed from
the framework. Finally, the file is supplied to NEAT4J, so that the latter can begin to
evolve possible ANN topologies to generate the quantities corresponding to the date to
be estimated. After several runs, the “species” with the best suitability value (i.e., the
ANN topology that generates the least error in the prediction) is obtained in “time” (or
cycle) 939 of the 3rd run with a suitability value of 0.0569. The topology thus gen-
erated is shown in Fig. 13.

Although the implementation of the final ANN is beyond the scope of this process,
in order to confirm whether this initial topology was successfully defined, it is validated
using the NeurophStudio tool [27]. A new project is then generated in which a Multi-
Perceptron BackPropagation ANN is defined with the following topology, shown in
Fig. 14: 4 neurons in the entry layer, 4 neurons in the first hidden layer, 4 neurons in
the second hidden layer, 5 neurons in the third hidden layer, 3 neurons in the fourth
hidden layer, 9 neurons in the fifth hidden layer and 4 neurons in the exit layer.

Fig. 13. Artificial Neural Networks.

314 C. Vegega et al.



Although in a real project it would not make sense to validate an Intelligent System
with the same data with which it was trained (given that the precision thus obtained is
not reliable), here we only seek to confirm that the probabilities provided by the
network can be considered as representative of the data used. In this case, an accuracy
of 98.8% is obtained for completed normal appointments, 98.9% for suspended normal
appointments, 95.3% for completed over-shift appointments and 97.8% for suspended
over-shift appointments. From these results it is possible to assure that this initial
topology is useful to be used as a base prototype of the Intelligent Model to predict the
number of appointments in the doctor’s office.

Fig. 14. Artificial Neural Networks architecture implemented in NeurophStudio.
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4 Conclusions

The proposed process (including its phases and activities) has been validated in two
different domains, one within the educational field and the other within the medical
field. The first case study (presented in [20]) is developed within the context of a grade
level subject where the aim is to implement an Intelligent System that allows the
prediction of student performance. The second case study (presented in this work) is
developed within a pediatric medical office where an Intelligent System is to be
implemented to predict the number of normal and over-shift appointments for a par-
ticular date and time.

In both cases, the proposed process manages to successfully assist in the elicitation
of the necessary requirements for the implementation of the Intelligent System that will
be in charge of carrying out the corresponding predictions. The activities of the first
phase of the process allow to identify the objectives that the Predictive Model will have
together with the expectations and scope of the project. The second phase reveals the
most significant business processes for the objectives whose information is used in the
third phase to identify the data sources to be used in the project. These data sources are
then evaluated in the fourth phase to identify the data set representative of the problem
domain. Finally, in the fifth phase, the most appropriate architecture for building the
Predictive Model is determined and an initial topology of the model is proposed.

As future lines of work, to complement the study carried out in this paper, the
following are mentioned:

• To study the behavior of the proposed process model in other domains.
• To extend the technique of validation of the representativeness of the available data

to be used in the construction of Intelligent Systems to other types of problems
associated with Automatic Learning such as, for example, classification problems,
segmentation (or clustering), detection of anomalies, among others.

• To extend the technique of selection of the type of architecture of the Predictive
Model so that it can evaluate the suitability of other architectures, such as, for
example, Induction algorithms, Regression algorithms or Deep Learning.
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Abstract. Localization is a prerequisite for land navigation of mobile
robots. It is usually implemented with multiple sensors and high per-
formance computers, so it is not usually a low-cost mobile robot capa-
bility. In this paper we present the architecture and design of a pro-
totype embedded system which reports its location using a minimum-
performance hardware and artificial landmarks. In order to evaluate
accuracy, experimental tests were performed in an indoor environment,
obtaining repeated locations from the prototype system. Based on the
results, it is concluded that the proposed system is able to localize itself,
with ±12 cm of accuracy, at a frequency of 2Hz. Conclusions raise the
possibility, in future works, for the inclusion of land navigation using
maps into low-cost robots, that until today do not usually present this
characteristic.

Keywords: Mobile robot · Localization · Navigation · Embedded
system · Locating system · AprilTag

1 Introduction

One of the requisites for land navigation in mobile robots is a localization system.
Specifically, it is a system that can be used in a mobile robot to determine its
exact orientation and location in the environment in which it is navigating.
With this information and a virtual reference map which represents the real
environment, the robot is able to plan a route and to travel to accomplish its
objectives [10].

Currently, indoor mobile robots with the capability of navigation are designed
and built for complex tasks; usually working in industrial environments for mov-
ing heavy loads inside large buildings. There is another type as well, working in
public places, for example in hotels. Those robots navigate from reception to dif-
ferent rooms, delivering requested supplies to guests [3,12]. The cost and energy
consumption are usually not an important restriction for this kind of robots, so
these usually are made up of laser (LIDAR), visual (cameras) and orientation
c© Springer Nature Switzerland AG 2020
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and speed (inertial measurement units) sensors, for collecting data from the envi-
ronment. These robots are also equipped with computers capable of processing
large amounts of information in real time, which together with sensors, enable
the robots to know their locations and navigate their work environments [4].

In contrast, low-cost indoor mobile robots have a low-performance micro-
controller or microprocessor as a central control system. These robots perform
simple tasks, like vacuuming dust in a living room (domestic), or performing
simple movements (forward, left, etc.) when executing programs developed by
students (educational robotics). In order to accomplish these tasks they use
rudimentary sensors that allow a simple interaction with the environment, for
example to avoid collision with obstacles or move within an invisible fence. The
sensors in this class of robots can detect the object to avoid when it is at a very
short distance, returning basic information that can be discretized to indicate
only whether or not there is an object in front of the sensor. For this reason
these simple robots only perform reactive navigation (without using maps) since
they are not able to determine their locations [8].

In this article, which is an extension of [14], we present the architecture of a
prototype embedded system, which reports its location using artificial landmarks
and a low-performance microprocessor. It is designed to be easily integrated into
low-cost mobile robots, so this category of robots can determine their locations
in indoor environments. The system is based on the acquisition of signals using
a video camera, and the detection of artificial marks through AprilTag software.
The device has a low-consumption MIPS architecture computer that controls the
capture sensor, processes the images with AprilTag, and calculates the location.
In our previous work we studied the accuracy of the proposed device when it was
static at fixed places. In this article we have extended that work with a second
experiment, evaluating the measurements reported by the prototype device when
it is moving in a real indoor environment. The main contributions of this work
are two:

– The localization system: A portable application for embedded systems (devel-
oped in C with no external dependencies) that captures images from a camera
and reports the location using AprilTag.

– The accuracy validation of the system proposed through its experimentation
in a low-performance hardware, when it is mounted on a robot in motion.

The rest of the article is organized as follows. The next section introduces
related works. Section 3 describes the architecture of the proposed system with
emphasis on the location detection algorithm. Section 4 shows the results of the
system evaluation, when experimenting with a low-cost robot to obtain location
measurements. Finally, Sect. 5 reports the conclusions and future work.

2 Related Work

A solution to the location detection problem is through artificial landmarks,
which must be placed in a way that they can be uniquely identified, in some
easy and accurate way. This method makes it possible to avoid the sensors that
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are usually used for the location process, except for the camera, because com-
puter vision is still required to recognise the orientation and location of the
landmark. The detection of these landmarks is usually implemented and veri-
fied on computers with adequate resources to process a large number of images
per second, using a wide range of libraries and applications simultaneously. For
example, opencv for capturing and filtering images, and the matlab system for
programming. This environment enables rapid prototyping and validation of
vision algorithms on the same computer as well. In [11], the AprilTag design for
robotics and augmented reality is presented. The validation was performed on a
computer with an Intel Xeon E5-2640 2.5GHz microprocessor. This article also
mentions that it is possible to achieve good system performance on an iPhone
device, without specifying which version of that phone. In [2], an autonomous
landing of a drone to a moving station is implemented, using AprilTag, in a
computer with an Nvidia Tegra K1 SoC, an ARM A-15 2.3GHz microprocessor,
and 8GB of DDR3 RAM In [13], the design of a system for indoor location
is presented, also using AprilTag. The experimentation was carried out using a
Pioneer 3-DX mobile robot, which had a built-in notebook with a Intel Core 2
Duo 2.0GHz microprocessor, and 2GB of RAM.

An interesting use of location based systems on artificial landmarks is the
one capable of estimating the relative position of two ships moored skin-to-skin
using AprilTag, which is presented in [6]. A Lenovo W540 notebook with an
Intel Quad-Core i7-4900MQ 2.80GHz microprocessor and an NVIDIA Quadro
K2100M for image rectification was used for processing the artificial landmarks.
In [5] several landmarks detection systems are analyzed, and a mixed one is pro-
posed. The experiments were performed using a computer with an i7-7600U 2.80
GHz microprocessor for image processing. In [7]an industrial manipulator arm is
controlled using AprilTag marks on the objects to be manipulated. The execu-
tion of this control system in their experiments was performed in an embedded
PC with a quad-core i7 microprocessor, and 8 GB of RAM.

Unlike the listed cases above, our work focuses on the implementation and
validation of an embedded system that can report the location of a low-cost
mobile robot, using a single modest processor (RISC only, neither multi-core
nor superscalar) for running AprilTag 3 software for the detection of landmarks.
To the best of our knowledge there are no other related works that evaluate
the performance or accuracy of AprilTag 3 in low-cost and low-performance
minimum systems.

3 Architecture

3.1 Hardware Architecture

The prototype hardware architecture comprises:

– The rotational camera device
– The embedded computer
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The rotational camera device consists of a generic USB camera mounted on
a servo motor, which allows the camera to be rotated from 0 to 360◦, with a
rotation resolution of one degree. The control signal to rotate the camera is an
individual pulse width modulation (PWM) signal, with a standard frequency of
50Hz for this device. The camera has a USB 2.0 interface and is a UVC class
device. Both interfaces are connected to the embedded computer.

Fig. 1. Rotating camera device and embedded processing hardware.

The embedded computer runs the localization system software and the con-
trol system for the rotational camera device. It contains an Atheros AR9331
System On Chip (SOC) with a 400 MHz MIPS CPU. The main memory (RAM)
is 32 MB. It also has several I/O ports (GPIO), a USB 2.0 port, a UART interface
and a Wireless WiFi 802.11n/g/b interface. The module size, which is presented
in Fig. 1, is 6 × 6 × 9 cm, and has a total weight of 120 g. The costs of the
components is listed below:

– Embedded MIPS computer: USD 32.85
– Motor servo DS04-NFC: USD 4.5
– USB UVC Camera: USD 5

3.2 Software Architecture

The hardware is controlled by a Linux operating system built with buildroot1,
designed for embedded systems. The Linux drivers used in this device are the uni-
versal video class (UVC) for capturing images from the camera and the general
1 https://buildroot.org/.

https://buildroot.org/
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I/O port (GPIO). A pulse with modulation (PWM) driver was also integrated
in user-space. This driver controls the servo motor used to rotate the camera
in the rotational camera device. When a location is required, the application
look for the landmark. For this purpose, the servo motor starts to slowly rotate
the camera, while the camera is capturing a frame in each position. The frames
are analyzed by the system until it detects a landmark inside an image. Then,
the rotation of the camera is stopped and the system proceeds to perform the
location process, which consists of three stages, presented in Fig. 2.

First, the embedded application captures an image from the camera, using
the user-space interface of the UVC driver of the Linux system. The format of
the digital image received is JPEG and the resolution is 320 × 240 pixels.

Fig. 2. Stages in the location process.

Next, the system uses the AprilTag 3.0 software to process the JPEG image.
The AprilTag is a fiducial visual system, useful for a wide variety of tasks,
including augmented reality, robotics and camera calibration [5]. It is capable of
recognizing artificial reference marks called tags, which are similar to QR codes
but with fewer bits, which allows faster detection than traditional QR systems.
Another advantage, in contrast to typical QR codes, is that AprilTag has a
low rate of false detections (false positives) even with changes in the lighting of
the environment. This is a desirable feature in computer vision systems, which
usually present problems with the light factor. AprilTag analyzes the image and
reports the position and orientation of the identified landmarks. In our work
we used only one reference mark in the environment, so the system obtains a
single rotation matrix and a translation vector, which represent the position and
orientation of the only mark that was detected. These results are in the camera’s
coordinate system with the focal lens center as origin.

Finally, the Location Algorithm determines the camera’s position in the real-
world coordinate system (which is the landmark coordinate system). This algo-
rithm consists of three main operations:

1. The euler pitch angle is obtained from the rotation matrix returned by April-
Tag. For its calculation, functions of the Eigen library are used, which were
incorporated as part of the application code. In Fig. 3(a) it can be seen that
the obtained Euler pitch angle α (alpha) is the angle formed by the axis X
Cam of the camera coordinate system and the axis X tag of the tag coordinate
system.

2. The point (Xc, Yc) provided by AprilTag (Fig. 3(a)) is used to obtain the point
X ′

c and Y ′
c in the real world coordinate system (Fig. 3(b) 2), where X ′

c = Xc

and Y ′
c = Yc (their algebraic values are equivalent).



326 R. I. Zurita et al.

3. Finally, a rotation of α degrees (obtained in step 1) from the point (X ′
c, Y

′
c )

1 is performed. For this a column vector is defined from Xc′ and Y c′, and it
is multiplied by a matrix of rotation calculated from the angle α (formula 1).

[
Xt

Yt

]
=

[
cosα − sinα
sinα cosα

] [
X ′

c

Y ′
c

]
(1)

The point (Xt, Yt) (Fig. 3(b)) is then calculated (formula 2 and 3).

Xt = cos(α) .Xc′ − sin(α) . Y c′ (2)

Y t = sin(α) .Xc′ + cos(α) . Y c′ (3)

The resulting point (Xt, Yt) (Fig. 3(b) 3) indicates the position of the camera
in the coordinate system of the reference mark; that is, the position of the
portable device on the environment or real world.

Fig. 3. (a) Position of the reference mark in the camera coordinate system. (b) Camera
position in the real world coordinate system (the reference mark).

4 Results

In order to validate the prototype, the time, accuracy, and precision of the loca-
tion measurements were evaluated and assessed.

4.1 Execution Time

This work focused on the low-cost mobile robots “Frankestitos”, used by Facul-
tad de Informática in educational robotics projects [9]. Frankestito robot moves
at a maximum speed of 12 cm/s, so it was estimated that, for future navigation
functionalities, this educational robot should obtain its location every 20 cm
traveled. This requires that the location be calculated every 1.6 s in this robot,
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so a frequency of 1Hz would be necessary, at least, if the location error is approx-
imately ±12 cm.

Since our prototype comprises three software stages, when it calculates and
reports a location, we use the gettimeofday() function from the Libc library to
evaluate the elapsed time (I/O time and execution time) in every stage. The total
time is then calculated for verifying if the time of the location process fulfills the
requirements. Our experiment conducted of 415 location measurements using
the prototype hardware. It had an average frequency of 2Hz measurements and
1Hz for the most unfavorable measurement (Table 1).

Table 1. Average I/O and CPU times on the prototype device at 415 locations.

Stage Type Time (A.M.) Max. Time (worst case)

Capture I/O time 74 (ms) 95 (ms)

AprilTag detection CPU time 292 (ms) 750 (ms)

Location algorithm CPU time 41 (ms) 46 (ms)

TOTAL I/O + CPU time 407 (ms) 891 (ms)

4.2 Accuracy

We set for this experiment a global vision system, and we calibrated it as
explained in [1]. On this system a camera is mounted over the robot navigating
stage, and connected to a computer where the vision system is running. The
system detects the position and orientation of the robot, and reports all this
information to the system which controls the experiment. For this particular
setting, both systems (global vision and experiment control) ran into the same
computer. In order for the global vision system to identify the robot, we attached
a few coloured patches on the upper part of the robot. The global vision system
detects those patches, and uses them to identify and calculate the location of
the robot within the environment. Since the global vision system, evaluated in
[1], achieves an accuracy of better than 15mm, its measurements were used in
this experiment as the ground truth.

Then we placed a 10 cm × 10 cm tag (artificial landmark in AprilTag) on one
wall of the environment perimeter and turned on the robot, which navigated
reactively and randomly across the stage, automatically finding the tag with the
rotating camera and reporting its location. A diagram of this environment can
be seen in Fig. 4. When the prototype found the reference mark and was about
to calculate its location, it triggered out the following four actions:

1. It sent a signal to the global vision system;
2. It captured a digital image and calculated its location;
3. The global vision system captured a digital image using its own camera, and

calculated the location of the robot;
4. Both systems reported their calculated location measurements to the system

which controls the experiment, for later analysis.
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Fig. 4. Diagram of the real environment: measurements were made with the prototype
device and the global vision system.

119 measurements were obtained from the prototype, and also from the global
camera. The results obtained were graphically represented to estimate the accu-
racy of the measurements (Fig. 5). The graph represents the real-world coordi-
nate system, and the circles and asterisks are the locations on the stage reported
by the prototype system mounted on the robot. The reference mark (tag) was
at X = 99 and Y = 0 of this representation (black rectangle at bottom). The
filled circles indicate a small error of [0–5]cm from the ground truth. The empty
circles indicate an error of [5–12] cm, and the asterisks an error of 13 cm or more.

It is observed that up to a distance in Y of 66 cm the robot reported accurate
locations to the ground truth, in most cases, with up to 5 cm of error. When the
prototype device was navigating at more than 66 cm of distance the accuracy
decreased (it can be seen in the figure that there are several empty circles). At
these distances, the maximum errors were 11 cm on the X axis, and 10 cm on the
Y axis. Eventually, when the robot navigated reactively on the furthest place
(more than 100 cm of distance from the tag), the measurements are no longer
accurate to the ground truth, so these are labeled as unreliable measurements,
and should be just used to know the approximate location area of the mobile
robot.

In Fig. 6 and 7 two histograms (one for the X axis and one for Y ) of the
distances of the localizations with respect to the value of the ground truth are
presented. The value X = 0 in both means a distance of 0 cm to the ground
truth, and represents the most accurate measurements. It is observed that 7̃0
measurements in both histograms had a small error ([0–5] cm), which represent
the 56% of the total measurements; and also, that a high rate (91%) are in the
range [0–12] cm of error. These results indicate that the prototype in motion
is able to calculate its location without loss of accuracy, in comparison with
our previous observations calculated in [14], when the device was static in its
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Fig. 5. Relationship between the locations reported by the prototype device and the
ground truth (global vision system). Units of X and Y axes are in cm.

Fig. 6. Histogram of the distances in X of the locations with respect to the real value.

Fig. 7. Histogram of the distances in Y of the locations with respect to the real value.
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measurements. It is important to take into consideration that the speed of the
robot in motion was low (12 cm/s). For others settings further evaluations must
be carried out, since low-cost cameras often capture blurred images if in motion.

5 Conclusion and Future Work

In this paper we presented the architecture of a prototype device for low-cost
indoor mobile robots, which takes measurements and reports its current loca-
tion. We also evaluated the frequency and accuracy, through experimental tests,
using a low-performance hardware. In our preceding work we evaluated the accu-
racy when the proposed device was static at fixed places. In this article we have
extended it evaluating the measurements reported by the prototype device when
it is moving in a real indoor environment. More than 100 measurements were
taken and later contrasted against the ones emitted by a previously calibrated
global vision system. Based on the results, it is concluded that the proposed
hardware and software are able to locate a low-cost robot at 2 Hz, with a resolu-
tion of centimeters, and ±12 cm of maximum error in 90% of cases, if the robot
navigates within the limits set by the size of the reference mark and the reso-
lution of the camera used. Low-cost robots usually work in small environments
(e.g. a room), and although the experiment was conducted with small reference
marks we are confident (future validation is necessary, though) that a tag size
of 40 cm x 40 cm would be a proper size in most of these cases (e.g. for a room
up to 16 mt2).

We plan, as future work, to continue with the implementation and validation
of the remaining components to accomplish map navigation in low-cost mobile
robots. Some of these components are: map representation, path planning, tra-
jectory history, and estimation of location errors. It is also intended to increase
the performance of the current localization module prototype, mainly making
improvements to the software (for example, overlapping the I/O with the CPU
time).
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Abstract. Lightweight Cryptography is one of the current topics of Cryptol-
ogy. A great variety of “lightweight” algorithms have been designed to guar-
antee Confidentiality, Authenticity and Integrity of data in devices of what it is
known as the Internet of Things (IoT). Some of them arise from the academic
field and are applied in the Industry, while some others are proprietary, devel-
oped by companies to achieve their security requirements. This paper presents
the state of the art of some of these algorithms used in different IIoT devices.
Their general cryptological features are briefly described, as well as the different
attacks to which they were subjected. Finally, new trends for the design and
implementation of lightweight algorithms are listed.

Keywords: Lightweight Cryptography � Internet of Things � IoT � Industrial
Internet of Things � IIoT � Lightweight cryptosystems

1 Introduction

The concept known as “Internet of Things” or IoT1 is one of the most used expressions
in different fields. It is a very broad term that includes different devices and tech-
nologies. It is important to highlight that there is an overabundance of these devices
nowadays; however, in the near future the number of interconnected devices will grow.

Some IoT devices run on battery and/or generate their own power using, for example,
solar panels. To ensure the Confidentiality, Authenticity and Integrity of the data and
information that travel through the communication channels between the sensors and their
Control Centre (CC), cryptographic algorithmsmust be used. Some of these devices have
large processors, so it is possible to use the conventional cryptographic algorithms used in
PCs and Servers, cell phones, tablets and other similar objects. However, most of them
need very low power processors, which means that only a small part can be devoted to
security. They may also be limited in power consumption, memory capacity, or in their
small size, due to the functionalities for which theywere designed. These types of devices
are characterized by their restricted or limited capabilities.

1 Internet of Things: interconnection of sensors and everyday objects through the Internet.
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Traditional algorithms could incur high resource consumption or cause delays in
data transmission when they are made to run on these devices. Therefore, given the
restricted capabilities and the fact that security is critical to their operation, the cryp-
tographic algorithms used should be as “light” as possible.

While traditional cryptography methods, such as AES (encryption), SHA-256 (hash
function), and RSA/Elliptic-curve (signature) are efficient on platforms with reasonable
memory and processing capacity, they do not apply correctly, for example, in
embedded system environments and sensor networks.

It is at this point, where Lightweight Cryptology has set out to meet the security
needs in IoT. Their designs vary widely, but in all cases, they try to meet the limited
resources of “things”. Given the extent of the proposal, it is possible to establish a
series of trends and criteria that the algorithms should pursue when implemented.

National (NIST)2 and international organizations (ISO/IEC)3 establish methods and
criteria that can be applied in Lightweight Cryptology. To do this, they define the scope
of cryptology as:

• Conventional cryptography: Servers and PCs; tablets, smartphones.
• Lightweight cryptography: Embedded systems; RFID, sensor networks.

In 2015, NIST initiated a call to evaluate and standardize lightweight cryptographic
algorithms, recommended for restricted environments, where conventional standards
are not acceptable. Currently, only 32 of the 56 algorithms presented have been
selected to continue with the second round. It is expected that by 2021 lightweight
standards be selected to ensure confidentiality, authenticity, and integrity in limited
environments.

This work adds new schemes and lightweight design strategies to those presented in
CACIC 2019 [1]. In 2, the stream cipher algorithm GRAIN 128 AEAD is presented in
NIST Lightweight Cryptography. GRAIN v1 is a stream cipher submitted to
eSTREAM competition in 2004 by Martin Hell, Thomas Johanson and Willi Meier. It
has been selected for the final eSTREAM project. The stream cipher algorithm Sha-
mash for authenticated encryption designed by Daniel Penazzi and Miguel Montes is
also shown in this work. Finally, a new design based in sponge functions is introduced
in Sect. 4.

A worldwide issue arises with respect to the security of the IIoT devices beyond the
confidentiality of the communications, and it is of concern for manufacturers, enter-
prises, researchers and governmental organizations: the real possibility that IoT
equipment (in particular, IIoT devices spread all around the world) can be infected by
malware. This equipment is manipulated as “zombies” (bots) and receives orders from
a Master. It is not about bitcoins mining or robbing, or about generation of spam mail.
The malware attack could have mayor repercussions at the civil and military levels.
Attacks of this nature could have a limitless reach. Malware attacks has gone beyond
mere possibilities to become reality with multiple victims when executed.

2 NIST: National Institute of Standards and Technology.
3 ISO/IEC: International Organization for Standardization y International Electrotechnical Commission.
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The authentication and encryption mechanisms are part of the solution as long as
they can function in these devices (IIoT). Therefore, it is imperative to study Light-
weight Cryptography in IIot.

2 Lightweight Algorithms Based on Stream Ciphers

A stream cipher is a symmetric encryption mode where the plaintext is combined with a
pseudorandom sequence (keystream), which is output from an encryption algorithm
(keystream generator). In a stream cipher, each plaintext array (bit, byte) is encrypted
(e.g. Xored) one at time with the corresponding array of the keystream, to give an array
of the ciphertext stream (see Fig. 1).

Below are some lightweight Stream Cipher algorithms used in the industrial field.
Their general features as well as the cryptographic attacks to which they were subjected
are described.

A5/x Family. The family of cipher algorithms A5 were implemented in the system of
mobile communications GSM (groupe special mobile: Global System for Mobile
communications) to provide confidentiality and authentication to those communica-
tions occurring between the mobile device and the receipting antenna. The basic
authentication scheme (using ciphering mechanisms) can be observed in Fig. 2 below.
The antenna covering the specific mobile phone device sends a challenge so that the
device can appropriately respond. If both numbers coincide, then the mobile device is
authenticated and starts the process sending encrypted data of the specific
communication.

Even though some of these algorithms were created at the end of the XX Century,
many are not yet being used or in operation.

Fig. 1. Generic stream cipher scheme.
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A5/1. The exact design of the algorithm was not clear in its early days, a first approach
to its inner workings was published in 1994 [2]. The algorithm generates a keystream
from a 22-bit Initialization Vector (IV) and a 64-bit secret key, using three different
Linear Feedback Shift Registers (LFSRs) whose lengths add up to 64 bits. Practical
attacks have been implemented using Time-Memory Trade-Offs via Rainbow Tables
(RTs), taking advantage of the fact that the Update Function of its internal state is not
bijective [3]. Only 224 steps are required after the setting up of the RTs. In addition, 10
bits of the key were always set to 0 in many deployments. The 2G GSM protocol still
uses this algorithm.

A5/2. The algorithm is somewhat similar to A5/1 but still much weaker [4]. It was
intended for use in some countries with U.S. export restrictions. It is vulnerable to
ciphertext-only attacks with a complexity of 216 steps, using the redundancy of error-
correcting-detector codes. Possible attacks require a practical complexity pre-
calculation [5]. Due to its weakness, the 3GPP standards organization strongly rec-
ommends not to use this algorithm from mid-2006.

The philosophy behind the design of the above-mentioned algorithm corresponds to
non-linear operations therefore combining the exit of 4 LFSR clocked irregularly.

A5/3. The A5/3 algorithm, also known as Kasumi [6] is an algorithm created by SAGE
(Security Algorithms Group of Experts). SAGE used the Misty algorithm as a base to
create the A5/3 algorithm. For sometime, Kasumi was considered an improved version
of Misti. However, in the year 2010, this assumption was demonstrated to be flawed as
an attack against Kasumi was effective [7] and occurred five years before a successful
attack against Misty1 [8].

Misty is a Block Cipher type algorithm, designed in 1995, and created by Mitsuru
Matsui and other researchers as members of Mitsubishi Electric. It was chosen for the

Fig. 2. GSM authentication.
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NESSIE European Project. In 2013, Misty gained the Japanese Cryptrec Project’s
recommendation. In 2015, Yosuke Todo published a successful attack against Misty.

Kasumi, among its various functions, operates on Misty in an Accounting Mode,
therefore achieving the bit-flow characteristic of Stream Cipher (Fig. 3).

A5-GMR-x Group. These cryptographic algorithms were adopted by satellite tele-
phony protocols. The A5-GMR-1 and A5-GMR-2 algorithms were reverse-engineered
by Driessen et al. [9]. Although they are different, they can be easily violated.

A5-GMR-1. Is a variant of A5/2 with an internal state consisting of four LFSRs whose
lengths add up to 81 bits. The records are irregularly clocked as in A5/2. It can be
attacked using only known-cipher-text, reversing 221 triangular arrays of size
532 � 532, having a complexity of approximately 238.1 operations, making a signifi-
cant pre-calculation.

A5-GMR-2. Is a bytes stream cipher, with a more sophisticated structure based on 3
components called F, G and H by Driessen et al. Structure H uses two S-boxes of the
DES algorithm: boxes 2 and 6. A practical attack with little data and low complexity in

Fig. 3. A5/2 algorithm scheme

Fig. 4. General structure of the GMR-2 algorithm
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time can be found in [10]. It is necessary to assume at most 32 bits using only a 15-byte
frame with an average complexity of 228 (see Fig. 4).

Atmel Ciphers. SecureMemory (SM), CryptoMemory (CM) and CryptoRF (CR) are a
group of chips with extensive applications. They use similar stream ciphers called
Atmel Ciphers. They are proprietary algorithms that were reverse-engineered and
attacked by Garcia et al. [11]. Other much more efficient attacks were proposed by
Biryukov et al. [12] breaking SM encryption with a time complexity of 229.8 s, using 1
frame and CM encryption with 250 s time complexity, using 30 frames and about
530 MB of memory. The algorithm consists of 3 NLFSRs4 with a total size of 117 bits.

Crypto-1. It is a stream cipher used by the Mifare Classic smart cards line from NXP
Semiconductors, formerly Philips Semiconductors. It was reverse-engineered by Nohl
et al. [13]. It is based on a 48-bit LFSR combined with several nonlinear Boolean
functions. It was subsequently attacked by several research groups [14, 15] with a time
complexity of 232. These cards have been used since 1998 but the exact date of their
design is not clear.

Content Scrambling System (CSS). This algorithm was applied in the encryption of
DVDs to consider Digital Rights (DRMs Digital Rights Managements). It consists of
two LFSRs of lengths of 17 and 25 bits that generate two bytes in parallel. Then
module 28 were added to get 1 byte of keystream. Unlike most stream ciphers, this
keystream is not simply XORed with clear text. The clear text is first modified by
passing through an 8-bit bijective S-box whose result is added with the keystream to
obtain the encrypted text. This operation is often called Mangling Step. A full
description of the algorithm can be found in [16, 17]. Since the length of the secret key
is 40 bits, it received several significant attacks. Encryption is only vulnerable to a brute
force-attack with a time complexity of 240.

Common Scrambling Algorithm (CSA-SC). The CSA is used to protect digital
television broadcast. It consists of two cascading ciphers. The first one is a block cipher
called CSA-BC, the second one is a stream cipher called CSA-SC. The stream cipher is
based on two Feedback Shift Registers (FSRs) of 20 4-bit content cells. The feedback
function of the logs involves, among other things, several 5 � 2-bit S-boxes. They are
combined using sum module 24 to extract 2 bits of the keystream from the internal state
and the two registers, at each clock. This algorithm is very vulnerable [18]. Often the
keystream has very short cycles. It is possible to retrieve the secret key by solving
around 228 systems of 60 linear equations with 40 unknowns which demands a com-
plexity of at most 245.7 operations.

Dsc. The Dect Standard Cipher (Dect: “Digital Enhanced Cordless Telecommunica-
tions”) or Dsc is an algorithm used to encrypt communications from wireless phones.
The first attacks focused on its protocol and its failures in implementation. It was
gradually described by reverse engineering and attacks requiring only about 215 key-
stream samples and 234 ciphers were found, therefore, it takes a couple of hours to
retrieve the secret key. Authors [19, 20] describe it as “an asynchronous cipher with

4 NonLinear-Feedback Shift Register.
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low nonlinear complexity that uses a 64-bit secret key and a 35-bit IV”. It resembles
A5/1 algorithm because its structure is based on LFSRs that clock irregularly.

E0. The privacy of the Bluetooth protocol is currently based on the AES algorithm,
which replaced the stream cipher called E0. Its 128-bit internal state is divided into 4
LFSRs and its filter function has its own design. A full description of E0 can be found
in works showing attacks against the algorithm [21]. Lu et al. found an attack [22, 23]
that allows to recover the secret key using the first 24 bits of 223.8 frames, with a
complexity of 238 operations.

Espresso. It is an algorithm designed by Elena Dubrova and Martin Hell [24] intended
to protect 5G (Wireless Communication Systems) communications. It consists of two
fundamental parts: a 256-bit NLFSR in the Galois configuration and a 20-variable
nonlinear Output Function. It uses a 128-bit secret key and a 96-bit IV. According to
the authors, it is extremely light: it has 1497 GE. It processes 2.22 Gbits/sec and 232 ns
latency. Since the structure of the Grain and Espresso algorithms are very similar,
Wang and Lin [25] applied a Slide Attack using Grain analysis, they developed a
chosen IV attack that allows them to retrieve the 128-bit secret key with only two pairs
of related IVs, no more than 242 IVs chosen and with a computational complexity of
264. Thus, the Espresso stream cipher is not safe for 128 key bits.

Hitag2 and Megamos. These stream ciphers are used in car immobilizers imple-
mented by different companies that prevent the car’s engine from starting unless the
transponder is near the vehicle. Initially the algorithms were kept secret. Then Hitag2
was published by Wiener and detailed in [26], and Megamos was reverse-engineered
by Verdult et al. [27, 28]. Both algorithms have a small internal state of 48 and 57 bits
respectively (see Fig. 5). Key sizes, other weaknesses in ciphers and the protocol that
uses them, allow practical attacks against devices whose security depends on these
algorithms. For example, it is possible to attack a Hitag2 key using 1 min of com-
munication between the key and the car with about 235 encrypted messages. The
Megamos secret key can be recovered with a time complexity of 248, although even
more efficient attacks are considered when taking into account the method of handling
the keys used on the device.

Fig. 5. HITAG2 algorithm diagram
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Iclass. It is a group of smart cards marketed in 2002. The stream cipher used was
reverse-engineered and attacked by García et al. [29]. It has an internal state of 40 bits,
registering 222 authentication attempts, the key can be retrieved with 240 ciphers.

Kindle Cipher (PC1). This algorithm was first published on Usenet by Alexander
Pukall in 1997. It was not technically designed in the industry or by academics.
Amazon used it at least until 2012 for products with DRM digital rights, thus protecting
their e-books using the MOBI file format. It uses a 128-bit secret key and a 24-bit
internal state that is updated using different operations including modular multiplica-
tion. At each clock the algorithm generates 1 byte, resulting in a keybytestream. It has
been broken by Biryukov et al. [30] using for example 220 clear-texts-known and a time
complexity of 231. Much more practical encrypted text attacks can be applied in certain
contexts.

Oryx. While A5/1 secured GSM communications in Europe, the Oryx algorithm was
chosen by Telecommunications Industry Association Standard (TIA) to protect tele-
phone communications in the USA. A description of the algorithm can be found in [31]
where practical attacks are presented. The algorithm uses a secret key of 96 bits, an
internal state of also 96 bits distributed in 3 LFSRs of 32 bits each and an S-box of 8
bits variable. It is possible to attack it with a time complexity of 216 using 25 bytes of
known-clear-text.

Grain 128-AEAD. It is a stream cipher type algorithm for authenticated encryption
(accepts associated data) designed by Hell, Johansson, and Meier [32]. It consists of a
128-bit key and a 96-bit IV (nonce). It is very similar to the widely studied Grain 128
algorithm, introduced in 2011. It is oriented to hardware environments where the number
of gates, power and memory consumption are very limited. Essentially, it is based on two
FSRs records and a nonlinear Boolean (filter) function. Its security and performance
surpass other FSR-based stream ciphers such as the E0 and A5/1 (see Fig. 6).

The Grain group has been modified based on the crypto-analytic attacks that were
applied, its latest version being a favourite in NIST’s lightweight algorithm selection
competition [33].

Fig. 6. General scheme of the GRAIN algorithm family.
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Shamash 128-AEAD. Shamash is a stream cipher algorithm for authenticated
encryption (accepts associated data) designed by Penazzi and Montes [34]. It is an
authenticated cipher with 128 bit key and 128 bit nonce. The inputs to authenticated
encryption are a plaintext, associated data, a public message number (nonce) and a key.
Nonce and key are 128 bits each and the same nonce cannot be used with the same key
for messages or associated data that are not equal. Reuse the nonce voids all security
claims. Shamash is based on the novel sponge and duplex construction [35, 36], taking
advantage of the improvements in security given by [37]. Last couple if years. this type
authenticated ciphers have been widely studied and many proofs of security have been
given on the structure itself, so the security is concentrated of the underlying permu-
tation. Shamash was presented in NIST Lightweight Cryptography, but it was removed
from round 2 without specifying its vulnerabilities.

3 Lightweight Algorithms Based on Block Ciphers

A Block Cipher is an algorithm that takes a block or finite quantity of bits from the
plain text, and in conjunction with a secret key, transforms it into a block of cipher text
(see Fig. 7). In order to achieve that, the Block Cipher uses a set of different techniques
and mathematical tools that make each bit of the exit block dependable of the majority
(or all) of the bits of the entry block. With not knowing the key, the process becomes
irreversible, and that is where the security of the algorithm lies.

Many algorithms work with different lengths of keys and blocks. The most com-
mon ones are those of lengths of 128, 192, and 256 bits. The algorithm allows the “cut”
of the plain text in blocks for messages with lengths grater those mentioned values.

Fig. 7. Block cipher scheme.
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Below are some lightweight Block Ciphers used in the industrial field. Their
characteristics as well as the cryptographic attacks to which they were subjected are
described.

BeepBeep. The BeepBeep (Embedded Real-Time Encryption) algorithm is an autokey
block cipher. It works with 32-bit arrays and an IV (see Fig. 8) hat has different options
according to the application in which it is being implemented. It was designed by
Kevin Driscoll of Honeywell Laboratories [38] to cover security requirements that
include wireless communications, remote management of control systems for chemical
and power plants, for distributed network management, access and remote control.
Except for the introduction of BeepBeep and the requirements of real-time cryptog-
raphy FSE (Fast Software Encryption) in 2002, no information has been found about
the analysis and attacks of this algorithm.

CMEA. This algorithm was used by TIA to ensure the transmission of phone numbers
over telephone lines. A good description of this algorithm can be found in [39], in
which an attack against it is accidentally described. It encrypts a block of arbitrary
length in bytes (usually in practice of 2 to 6 bytes) using a 64-bit key. It is vulnerable to
clear-known-text attacks, needing between 40 and 80 blocks of data, considering 224

and 232 ciphers. Their S-boxes appear to contain a hidden structure according to [40].

Fig. 8. BeepBeep algorithm encryption diagram.
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Criptometría. It is known as “C2” for short. It shares the same structure as DES (Data
Encryption Standard): it encrypts 64-bit blocks using a 56-bit secret key and uses a
32-bit Feistel function. It works by mixing a 32-bit sub-key through a modular sum,
then using an 8-bit S-box followed by a 32-bit linear permutation. The S-box is secret,
so a box recovery attack has been proposed in [41]. The same work features a com-
plexity key recovery attack in time of 248. This algorithm was intended to be used in
DVD players, in which case it could be a successor to the CSS algorithm, and also for
some SD cards. In total, 10 rounds are used which means that only 10 calls to the box
are needed to encrypt a 64-bit block, compared to the 160 calls to the box that are
needed to encrypt a 128-bit block using AES-128.

Common Scrambling Algorithm (CSA-BC). The CSA algorithm uses a cipher
stream (mentioned above) and a cipher block called CSA-BC. It encrypts 64-bit blocks
using a key of the same length. Its structure resembles a Red Feistel of 56 rounds, using
eight sub-blocks of 8 bits each. The functions are based on a single random 8-bit S-box
(called B), composing a variant of it with a simple permutation of bits called sigma (r),
obtaining r° B. A full specification of the algorithm can be found in [42]. At the
moment, there is no knowledge of any kind of attack.

Dst40. This algorithm was reverse-engineered through partial information discovered
in a patent and its physical implementation on a device [43]. It was used in RFID
devices sold by Texas Instrument, for automotive immobilizers and electronic pay-
ment. The cipher works with a 40-bit block with a key of equal length, also using 200
rounds of an asymmetric Feistel Network. The Feistel function applies 38 bits of the
internal state and 40 bits of a subkey and produces 2 output bits by composing several
Boolean functions. Due to the size of its 40-bit key it is possible to perform a brute
force attack.

Keelog. Also called “code-hopping encoder”. Designed in 1985, it was granted the
patent in 1996. It is used by many car companies such as Chrysler, Daewoo, Fiat, GM,
Honda, Toyota, Volvo, Volkswagen, in remote door opening systems. It uses a 64-bit
secret key, and 32-bit blocks (see Fig. 9). It is an iterative encryption, consisting of 528
rounds. In its early days the algorithm was secret but in 2006 its specifications were
leaked. With this information several research groups presented attacks against the
algorithm [43]. For example, the secret key can be recovered using 216 known-clear-
texts and 244.5 encryptions. Much more efficient side-channel attacks have been pro-
posed for commercial implementations of encryption. An interesting observation is that
in some car brands it encrypts clear text 0 and increments the key by adding 1 to the
integer represented by the bits of the secret key, so it would never use the same key.
This is of course quite rare and Keeloq could be modelled by a dual algorithm where
there is a clear 64-bit text and a key of only 32 bits, which would easily break the
algorithm by brute force.
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4 Lightweight Algorithm Design Strategies

Lightness can be seen as a specific set of properties to take into account in the design of
lightweight cryptographic algorithms (see Fig. 10). Considering the progress and
current academic results, these aspects are adapted differently in each of them. Tech-
niques, methods and operations that are used in conventional cryptosystems prevail
despite new contributions.

When following a light design strategy, it is important to take into account a
number of cryptographic characteristics that arise, such as: General Algorithm Struc-
ture, Sub-Key Generation Scheme and the Characteristics of Linear and Non-Linear
Operations.

Algorithms designed from these properties must be safe, simple, fast and of high
performance.

In cryptographic algorithm design, there is a tradeoff between the performance and
the resources required for a given security level. Performance can be expressed as

Fig. 9. Keeloq algorithm structure

Fig. 10. Inspired by A. Poschmann, Lightweight Cryptography: Cryptographic engineering for
a pervasive world.
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power and energy consumption, latency and throughput: gate area, gate equivalents or
slices. Resources requirements are referred to as costs, as adding more gates or memory
tends to increase the production cost of a device.

Last fifteen years, an important number of lightweight crypto primitives (including
hash functions, message authentication codes) have been proposed to bring perfor-
mance advantages over conventional cryptographic conventional standards. These
primitives differ from conventional algorithms with the assumptions that lightweight
primitives are not intended for a wide range of applications, and may impose limits on
the capacity of the attacker. For example, the amount de data available to the attacker
under a single key may be limited. However, it should be noted that this does not mean
that the lightweight algorithms are weak, rather the idea is to use advancements that
would result in designs with a better balance between security, simplicity, performance
and resource requirements for specific constrained environments.

4.1 General Algorithm Structure

Depending on how the information is processed, one can opt for a Block Cipher, a
Stream Cipher, or a “hybrid” mechanism between the two modes.

In the case of Block Ciphers one of the most commonly used set-ups is SP-
Networks and Feistel-type networks within them.

For Stream Ciphers, the set-up is of Vernam type: the clear text is added XOR with
the pseudorandom binary output stream of the algorithm.

4.2 Key Schedule

The KS is the most notable area of difference between lightweight and conventional
algorithms. Algorithms with Conventional Subkey Generation implemented over PCs
tend to be more complex so they require more processing time and memory, which is
why the design of lightweight KS should not be neglected. A very common con-
struction of lightweight KS merely “selects” different bits of a secret master key in each
round of the algorithm. The purpose of this selection is that a very simple calculation is
needed to produce a subkey for each round.

4.3 Linear and Non-linear Operations

Nonlinearity is an indispensable property for any cryptographic primitive. This can be
provided by S-Boxes or through the use of nonlinear arithmetic operations. These must
be well designed to prove resistant to known attacks. Likewise, they should be light,
this means that they must use the least number of gates (GE) in their implementation.
For nonlinear arithmetic operations, the sum with module 216, 232 or 264 and also
modular multiplication is considered.

In ARX (Addition, Rotation, XOR) technology only these three simple operations
are used in algorithm design. When it comes to building lightweight rounds, it is
presented as the new paradigm. The use of NLFSRs and irregularly clocked LFSRs can
be added to this concept of nonlinearity.
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4.4 Linear Operations

In order to ensure an efficient broadcast of the key bits and the bits of the clear text
throughout the encryption process, linear transformations must appear combined with
the non-linear operations. This property can be achieved with different procedures: with
linear transformations, with LFSRs and with MDS (Maximum Distance Separable)
matrices known in error-detector-corrector codes, as can be seen in many of the
algorithms presented.

4.5 Sponge Constructions

The sponge construction uses a function f (permutation or random function) which has
a variable-length input and a fixed output length. It operates on a defined number of bits
(b): the width. The sponge construction operates on a state of b = r + c bits, r is defined
as the bitrate and c as the capacity (see Fig. 10). Initially an string input is padded and
then segmented into blocks of r bits. Next, the b bits of the state are set to zero, and the
sponge construction next defines (see Fig. 11):

– Absorbing phase: the r bits input blocks are Xored into the first r bits of the state,
interleaved with applications of the function f. After all the input blocks have been
processed, continue with the next phase.

– Squeezing phase: this is where the first r bits of the state are outputted as blocks
and interleaved with the function f. The number of bits of the output is defined as
part the process. The last c bits of a state are never changed by the input blocks and
never output within the squeezing phase.

5 Exploitation of Security Deficiencies in IoT Devices

5.1 DoS and DDoS Attacks

A Denial of Service (DoS) attack is an offensive action against a grid or system aimed
at affecting or denying the service being offered to the legitimate users. This attack can

Fig. 11. Sponge function
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be accomplished through one or various equipments. The most potent one is the attack
called DDoS (Distributed Denial of Service). The key difference lies on the quantity of
devices carrying on the offensive actions.

The attackers do not use their own equipment. They send malware that allows them
to take control of the infected equipment without the knowledge or authorization of the
owners. A grid named BotNet that follows only the attackers’ commands is then
formed. The infected equipment devices are named “zombies” or “bots”, the name
“master” is used to name the equipment that controls them (see Fig. 12). The more is
the quantity of equipment devices in the grid; the most potent control is under master’s
direction.

In many cases, these grids are used to mine or rob bitcoins, spread virus or spam
email.

5.2 DDoS in IoT Devices

In addition, various malware serve to recruit “bots” for their “master”. Therefore, a
proper equipment maintenance and installation of security mechanisms prevent the
equipment from being infected. Unfortunately, this situation is uncommon in many IoT
devices.

A malware can easily infect IoT devices since the majority of equipment devices
lack encryption mechanisms and authentication of cryptographic quality.

Mirai is a malware that, by a systematic search of IP in IoT devices in the grid,
intents to infect those devices as it find them.

On October 21, 2016, a series of DDoS attacks occurred throughout the internet.
The most significant one created flow traffic of 1.2 Tbps. It is estimated that the attack
required hundreds of thousands of coordinated equipment devices aiming at the victim.
A vast majority of the devices were IoT devices (surveillance web cameras, printers),
but not all of them.

Fig. 12. BotNet scheme.
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The attack was aimed at the servers of Dyn, a company that manages the DNS
(Domain Name System) infrastructure.

The attack was of such magnitude that prevented millions of users and clients from
accessing sites such as Amazon, BBC, CNN, Fox News, GitHub, HBO, Netflix,
PayPal, Starbucks, Spotify, The New York Times, Twitter y Visa [44].

It is believed that the attack was carried out by a group of hackers, and it was only a
concept test, and not a direct attack to the central internet addresses.

6 Conclusions and Future Work

Lightweight Cryptography is the new paradigm of Cryptology by being able to respond
to growing security needs on restricted devices. It is not possible to apply the most
robust algorithms of Conventional Cryptography as they can use too many resources. It
is possible for Lightweight Cryptography to replace Conventional Cryptography? The
answer is an open problem and requires much more and more research.

In this paper, different lightweight algorithms that have been designed to meet the
specific needs of the industry have been presented. Their cryptographic characteristics,
resistance to different generic attacks and attacks in which some have been broken are
also highlighted. New cryptanalysis techniques emerge as a result of new lightweight
designs.

Some trends in the design of these primitives are listed, as they are observed
through the principles and philosophies that gave rise to them. Design criteria based on
sponge function require further research, more and more results. There are many
symmetric primitives based in ARX (Addition-Rotation-Xored) constructions form the
core of modern lightweight cryptography. ARX-ciphers security is an open problem.

Finally, the vulnerability of the internet infrastructure under attacks by DDoS gen-
erated by IoT devices worldwide was exposed. Therefore, it is reasonable to understand
why governmental organizations such as NIST support the creation of standards for the
use of IoT devices, and then eventually making communications more secure.

Beyond the economic loses on companies and users resulting from these attacks, it
is more frightening to think of the possibility that someone decides to “turn off
internet”, by using our own IoT equipment devices commonplace in industries and
residences against us.

Future research could carry forward investigations on the particular characteristics
of the strategies presented here, as well as inquiring about new design philosophies that
may appear in the upcoming years.
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Abstract. Ensemble learning techniques have been successfully proposed and
used to improve threats detection in cybersecurity. These techniques usually
improve the detection results by combining algorithms that together have less
errors. However there has not been any ensemble learning algorithm used to
classify network flows when several methods are used to give individual
detections for each of the flows. The state of the art in the use of ensemble
learning techniques was analyzed to find an alternative for the current intrusion
detection mechanisms. This research proposes to incorporate ensemble learning
to the Stratosphere Linux IPS (SLIPS), a behavioral-based intrusion detection
and prevention system that uses machine learning algorithms to detect malicious
behaviors. Our ensembling method is used to obtain better results, taking
advantage of the benefits of SLIPS’s classifiers and modules. A contribution of
our method is to extend the ensembling techniques by considering Threat
Intelligence blacklists feeds as part of the detections. We present the results of
the first stage of this project, i.e. ensemble learning algorithms to classify
individual flows when they have multiple labels. on the other hand we also
present the results corresponding to the second stage of our project, i.e. the
detection of groups of flows going to the same destination IP.

Keywords: Ensemble learning � Cybersecurity � Malware � Intrusion detection

1 Introduction

Detecting malware and attacks by analyzing their network traffic remains a challenge.
Although there are several detection mechanisms to accurately separate the malicious
behavior from normal ones, it is still extremely difficult to have a detection system that
can handle all the situations that arise in the network with low error rate. These
techniques include machine learning algorithms, static signatures and experts-based
rules. In particular, the most used method today is based on the contribution of rules by
a large community of analysts, a method called Threat Intelligence. In a general sense,
detecting malicious traffic in the network is fairly complex, with the main obstacles
being: First, normal traffic is extremely complex, diverse and changing. Second,
malicious actions change continuously, adapting, migrating and hiding as normal
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traffic. Third, the amount of data to analyze is huge, forcing analysts to lose data in
favor of speed. Fourth, detection must occur in near real time to be useful. Fifth, there is
a large imbalance in the amount of normal traffic compared to the amount of malicious
traffic, making it very difficult to have good detection results. Sixth, the cost of False
Positives errors and False Negative errors is different, further complicating the decision
process. To solve some of these problems, the security learning community proposed
the use of ensemble algorithms. These algorithms implement techniques for using,
adding and summarizing information about several different detectors in a final
decision.

In this paper we present an extension for our previous work [1] that proposed an
ensembling method to obtain better results, taking advantage of the benefits of SLIPS’s
[2] classifiers and modules.

Although there were some good proposals for ensemble learning techniques
applied to the security of the network [3], there are two aspects of them that were not
fully studied. First, the application of ensemble learning algorithms with Threat
Intelligence data (e.g. VirusTotal [4]). Secondly, there are no ensemble learning
algorithms that work as a function of time in the detection of the same source hosts.
Meaning detecting an infected host in a specific time and then detecting it uninfected
when it is cleaned later.

In the current cybersecurity state where it is extremely hard to stop all threats, the
community effort should not only focus on protection and prevention, but be directed
towards detection and response [5]. In this context, malware continues to represent the
main threat, and its detection remains one of the main concerns [6].

Given the large amount and exponential growth of malware samples [7–9] an
effective way to detect them is required. The tools that use signature-based methods
require maintaining a database to store patterns based on the characteristics of the
malware extracted by experts. They present their limitations since a small change in the
malware produces a different signature.

Intrusion detection systems have the ability to detect threats in the network but
sometimes they are not effective. It is of vital importance that the algorithm used is
reliable and can provide high detection accuracy. There are many research works that
address this problem using several methods [10].

In order to benefit from multiple different classifiers, and exploit their strengths, we
propose the use of ensembling algorithms [11, 12], which combine the results of the
individual classifiers into a final result to achieve greater precision and thus a better
result. By combining a set of classifiers to decide, the ensemble learning methodology
imitates the human nature of seeking various opinions before making a crucial deci-
sion, weighing individual opinions and combining them for a better final decision.

2 Ensemble Learning Techniques

Ensemble learning techniques allow combining multiple models, both homogeneous
and heterogeneous, with the aim of better classifying new instances. In practice, after
constructing a set of classifiers that use some parts of the original dataset, the pre-
dictions of the different classifiers are combined to make a final decision. Different
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schemes are commonly used, either the same algorithm can be trained using different
datasets or different algorithms can be trained using the same dataset.

Ensemble learning models combine the decisions of multiple algorithms to improve
the overall performance, minimize errors, bias, and variance. Among the main
ensemble learning techniques are Majority Voting, Averaging and Weighted Averag-
ing [13]. In Majority voting multiple models are used to make predictions for each
tuple. The predictions of each model are considered as a separate vote. The prediction
done by the majority of the models is used as the final prediction. The Averaging
technique takes an average of predictions of all models (usually regression models)
and this average is used to make the final prediction. In Weighted Averaging all
models are first assigned weights that define the importance of each model for pre-
diction and then the final prediction is made from the average prediction after
weighting.

A group of more complex ensembling techniques is also commonly used, called
bagging, boosting, random forest, and stacking [14]. In Bagging (also known as
bootstrap aggregating) each classifier is trained with a random subset of the original
training set (with replacement). With each sample a model is constructed. The results of
these models are combined using average or majority voting. Bootstrap or boosting is
an iterative technique that adjusts the weight of an observation based on the last
classification and runs several models on the data. If an observation was incorrectly
classified, it increases the weight of this observation. First, the algorithm is trained on
the entire dataset and subsequent models are constructed by adjusting the residuals of
the previous algorithm, thus giving greater weight to those observations that the pre-
vious model predicted incorrectly. It is based on the creation of a series of weak
algorithms, each of which may not be good for the entire data set, but is good for a part
of the data set. Therefore, each model actually increases the performance of the set.
Random forest is a supervised machine learning algorithm used for regression and
classification. The idea is to build multiple decision trees and add them to give a better
result. Each tree is constructed with a different random subset of the data. Random
forest is more accurate than a simple decision tree because it minimizes the overfitting.
In classification problems majority voting is used to combine the predictions while in
the regression, the predictions are made taking the average of the tree predictions.

Stacked generalization [14] is a method that uses a different way of combining
multiple models introducing the meta learner concept. Stacking is the generalization of
other ensemble learning methods. The process consists in the following steps: (i) split
the training into a sample for training and a sample for testing, (ii) a set of base learners
are trained with the training sample, (iii) the models are tested using the test sample,
(iv) the predictions are used as input and the current response as output to train the
highest level learner.

3 Ensemble Learning Applied to Network Security

Ensemble learning methods use multiple learning algorithms to obtain predictive
performance that improves what could be obtained through any of the individual
learning algorithms.
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Current IDS have to deal with large volumes of data and with the difficulty of
detecting new attacks. In this regard, there are several investigations that improve them
using machine learning. The use of machine learning has the following advantages:
(i) the ability of machine learning to generalize to detect new types of intrusions,
(ii) attack signatures can be automatically extracted from tagged traffic data, (iii) ability
to adapt to new attacks. At the same time, since in an attack they differ: intrinsic
features (general information), traffic features (connection features) and content fea-
tures (package info), there are proposals around implementing models with armed
dataset samples from the different sets of features and different classifiers, which are
then combined with ensemble learning techniques [15, 16]. Another advantage of the
ensemble learning algorithms over the classic machine learning techniques is that they
improve detection given the possibility of using parallel architectures.

The selection of characteristics is essential, so it is important to continue investi-
gating in this regard It is also important to evaluate which base classifiers to use and
how they should be combined in a way to design architectures that make multiple
classifiers collaborate with each other instead of competing. This problem is addressed
in a more specific way in [17], where ensemble learning is applied for intrusion
detection to detect DoS, R2L, U2R and Probing attacks in FTP service traffic. The
work performs the tests based on the UCI KDD and Neural Networks dataset with
different feature sets: intrinsic features, content features and traffic features using
MPLM and Majority, Bayesian Average, Belief, as ensemble learning algorithms. In
this work the metrics to compare the results were: error percentage, average cost, false
alarms percentage. And it was concluded that ensemble learning reduces the percentage
of errors but also reduces the capabilities of generalization.

MPLM proposes to analyze the different phases or facets of a problem and build on
this perspective of the problem. Perspectives are represented by a set of dataset fea-
tures. Models are obtained from the different perspectives that are then combined with
ensemble learning techniques. A problem to solve in this framework is the criteria and
the implementation of the selection of features for each model to build the perspectives.
MPLM can be applied to the detection of various attacks such as DoS, R2L, U2R and
Probing [18] and for the detection of botnet activity [19], where the perspectives
represent the different stages of their life cycle. In [19] a new model for applying
learning in multifaceted problems is presented, focusing on the selection of features to
be included in each perspective (network-based perspectives, host-based perspectives,
DNS-based perspectives), one of the aspects that is raised as an aspect to be solved. In
addition, the criteria of what features make sense to include in each model, taking into
account that the inclusion of strongly correlated features may not contribute to the
classification process.

There are also proposals as [20] based on modified Stacking to detect network
intrusions (Probe, DoS, UR2 and R2L) where models are generated using samples from
the random selection of dataset features, then select the best models according to a
defined criteria (accuracy, information gain, recall mean and true positive rate) and
combine them with stacking as the ensemble learning technique. And other more
innovative works such as [21] that proposes to apply ensemble learning clustering to
detect botnets. They generate partitions and use link based algorithms to combine them
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(in that step is where the ensemble learning takes place) and apply machine learning to
perform the classification in each cluster of the final partition. No proposals described
include Thread Intelligence in the classification process.

4 Ensemble Learning to Improve Detection of Infected
Machines

Stratosphere Linux IPS (SLIPS) [2] is a behavioral-based intrusion detection and
prevention system that uses machine learning algorithms to detect malicious behaviors.
In addition to the different classifiers that this tool has today (MLDetection and Port
Scan detector) other modules such as Thread Intelligence are in development to
incorporate more information to the detection, and thus improve the accuracy of the
tool from its use.

The proposal presented in this article and which is currently being worked on
consists of the incorporation of ensemble learning algorithms that allow combining the
information obtained from the different classifiers in order to improve the results in the
detection of infected IPs, taking into account the anomalies that the classifiers are able
to detect, in each of the stages, from the analysis of the flows that represent the
connections of the hosts of the network on which SLIPS [2] operates.

The contribution consists in improving the detection process by implementing
ensemble learning to take decisions based on different data provided by SLIPS [2],
considering that to determine if a host is infected in a time window, it has: (i) different
predictions for each flow, one for each classifier, (ii) a set of flows associated with the
given IP (the source IP of those flows), with its corresponding prediction, (iii) a set of
malicious behavior alerts associated with the given IP (that have this IP as source IP),
(iv) information from different Threat Intelligence sources that indicate destinations of
the analyzed flows that are malicious (with some confidence percentage).

Using the information described in the previous paragraph, we propose to apply
ensemble learning to take differents decisions: first, if each flow is malware or normal,
secondly, if the set of flows that go from an origin to a destination are part of an
infection, in third place if a destination address is malicious or not, based in Threat
Intelligence sources information and finally, if each source IP is infected or not.

5 Ensemble Learning Applied to Network Security
to Classify Flows

As we mentioned in the previous section, within the framework of our proposal, a
possible application of ensemble learning is to combine the results of multiple clas-
sifiers for a flow, where each one predicts whether it corresponds to malware or normal
traffic. Then in SLIPS [2] we have n predictions for a flow, where n is the number of
classifiers in operation. As described in Sect. 4 of this article, the advantages that can
be obtained from applying ensemble learning to intrusion detection depends on the
attack to be detected, the machine learning techniques to be combined and the features
to be taken into account in the classification of the flows.
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Thus, as a first stage of this project, performance tests of the teaching algorithms
were performed to detect malware from flows evaluating its accuracy compared to a set
of classic Machine Learning (ML) algorithms. To carry out the tests, the Stratosphere
dataset [22] was used. It is a mixed dataset with tags corresponding to normal traffic
and malware traffic, from a botnet known as Rbot. The following ML algorithms were
tested: Logistic Regression (LR), Naive Bayes (NB), Random Forest (RF), Kneigh-
bords (KN) and Decision Tree (DT). And the ensemble learning techniques used:
voting hard (majority voting), voting soft (using the sum of the predicted probabilities),
Weighted Voting, boosting and bagging [23]. Tests with the Scikit-learn library [24]
were implemented and the accuracy obtained from applying the cross_val_score
function to the model was used as a metric. Test results are shown in Table 1, Table 2,
Table 3 and Table 4.

Table 1. Tests without applying ensemble learning

Algorithm Accuracy

Logistic Regression 99,457% (±0.00641)
Random Forest 99,995% (±0.00004)
Naive Bayes 98,997% (±0.01246)
Kneighbords 99,975% (±0.00022)
Decision Tree 99,993% (±0.00006)

Table 2. Tests with Voting techniques including LR, Naive Bayes and RF

Algorithm Accuracy

Ensemble [Majority Voting] 99,731% (±0.00286)
Ensemble [Voting with probabilities sum] 99,753% (±0.00295)
Weighted Voting (LR = 1, RF = 3 y NB = 1) 99,993% (±0.000041)
Weighted Voting (LR = 1, RF = 3 y NB = 2) 99,991% (±0.000075)
Weighted Voting (LR = 2, RF = 3 y NB = 1) 99,988% (±0.000092)

Table 3. Tests by changing random forest to Kneighbords

Algorithm Accuracy

Weighted Voting (LR = 1, KN = 2 y NB = 1) 99,975% (±0.00025)
Weighted Voting (LR = 1, KN = 3 y NB = 1) 99,975% (±0.00025)
Weighted Voting (LR = 2, KN = 3 y NB = 1) 99,974% (±0.00025)
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The tests with both voting techniques give the same results. Both improve the LR
and the NB but not the RF. This happens because when combining RF that gives good
results with two other algorithms that are worse, and then the majority decides badly.

Weighted Voting does not present improvements for RF although it does show
improvements compared to the other voting techniques tested. Those that best classify
are those that give RF the greatest weight and the least weight to the other two
algorithms.

Instead of using voting combining LR, RF and NB, it was tried to combine LR and
NB with KN and with DT, and improvements could also be seen when applying
ensemble learning regarding not applying it. Although the improvements were not
significant there were for all the algorithms involved.

Table 5 shows that improvements are obtained in all tested algorithms.

Adaboost improves for DT is the same for RF and does not improve either NB or
LR, as shown in Table 6.

Table 4. Tests changing random forest to decision tree

Algorithm Accuracy

Weighted Voting (LR = 1, DT = 3 y NB = 1) 99,993% (±0.00006)
Weighted Voting (LR = 1, DT = 3 y NB = 2) 99,991% (±0.00007)
Weighted Voting (LR = 2, DT = 3 y NB = 1) 99,993% (±0.00006)

Table 5. Bagging tests (using a seed value = 8)

Algorithm Accuracy

Logistic Regression (con bagging) 99,419% (±0.01731)
Random Forest (con bagging) 99,997% (±0.00013)
Naive Bayes (con bagging) 99,165% (±0.02727)
Decision TÝree (con bagging) 99,997% (±0.00013)
Kneighbords (con bagging) 99,98% (±0.00033)

Table 6. Boosting tests (Adaboost)

Algorithm Accuracy

Logistic regression (con boosting) 98,557% (±0.01707)
Random forest (con boosting) 99,995% (±0.00005)
Naive Bayes(con boosting) 77,884% (±0.29319)
Decision tree (con boosting) 99,993% (±0.00013)
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6 Ensemble Learning Applied to Network Security
to Classify All Flows Associated to a Source Address
and Destination Address

As we mentioned in Sect. 4, after having a decision for each flow as a result of
applying ensemble learning, we have a set of flows associated with the given IP (the
source IP of those flows), with its corresponding prediction. In this instance, we make a
decision for connections with each destination IP, from each source IP. For this purpose
we apply. Ensemble learning involves multiple decisions for the different flows that go
from an origin to the same destination address.

The criteria to establish if the set of flows between a source address and a desti-
nation address are part of an infected connection is to analyze the following features:
percentage of malicious flows belonging to established TCP connections, percentage of
malicious flows belonging to TCP not established, percentage of malicious flows
belonging to UDP connections with data exchange and percentage of malicious flows
belonging to UDP connections without data exchange. If any of these percentages
exceeds a limit and the amount of flows is greater than a certain value, the flows
belonging to that connection are considered part of an infection.

As we do not know a priori the limit values for the percentage and the amount that
determine the best classification of a set of flows, the process was tested with a set of
values for those limits and the algorithm created was trained.

To carry out these tests, three Stratosphere datasets [22] were used. These are
mixed datasets with tags corresponding to normal traffic and malware traffic, from a
botnet known as Rbot [22], a botnet known as NSIS.ay [22] and a botnet known as
CoinMiner.XMRig [22].

Using these three datasets we repeated the first stage descripted in Sect. 5 obtaining
as result a dataset to use as an incoming dataset for phase 2 tests. Testing using
Weighted Voting (LR = 1, DT = 3 y NB = 1), the result shown in Table 7 was
obtained.

We used 80% of the dataset obtained as a result of the first stage for training and
20% for testing. aclarar que es el 80% de ips y el 20% de ips

After the training we obtained a labeled dataset, where the label, assigned to each
set of flows between an origin and a destination, is the result of the process described
below in that section. We built a confusion matrix [25] where the ground truth is related
to the source address. From the confusion matrix we calculated the following metrics
that we took into account when making decisions:

Table 7. Test with Weighted Voting algorithm with the new database.

Algorithm Accuracy

Weighted Voting (LR = 1, DT = 3 y NB = 1) 99,918% (± 0.00012)
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False positive rate.

• True positive rate.
• F1 Score.
• Accuracy.

Our goal was to minimize the false positive rate and maximize the rest of the
selected metrics. With this criteria the best results we obtained in the training process
were those shown in Table 8. To get these values we use the thresholds values shown
in Table 9.

Then we tested the method using the testing dataset portion and we use fixing the
thresholds according to the following criteria:

• Percentage of malicious flows of some type of traffic (Established TCP, Not
Established TCP, Established UDP, Not Established UDP) greater than 0.

• Amount of malicious flows of some type of traffic (Established TCP, Not Estab-
lished TCP, Established UDP, Not Established UDP) greater than 0.

We calculated the confusion matrix in the test process too, and better results than
those of the training process were obtained, as can be seen in Table 10.

We did a second test training with a dataset builded with the first stage result
dataset with erroneous labels inserted in 10% of the records selected randomly. The
same results as those with the original dataset were obtained using the same values for
threshold.

Table 8. Metric best values obtained in training

False positive rate True positive rate F1 Score Accuracy

0 97,329% 98,647% 98,002%

Table 9. Thresholds values to obtain best metric values.

Threshold for percentage of
malicious flows per
destination address

Threshold for amount of
malicious flows per
destination address

75% 0
50% 0
25% 0
0% 0

Table 10. Metric values obtained in testing

False positive rate True positive rate F1 Score Accuracy

0% 97,329% 98,647% 98,002%
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Then we tested the method using the testing dataset portion of dataset with wrong
labels and we used fixing the thresholds according to the following criteria:

• Percentage of malicious flows of some type of traffic (Established TCP, Not
Established TCP, Established UDP, Not Established UDP) greater than 0.

• Amount of malicious flows of some type of traffic (Established TCP, Not Estab-
lished TCP, Established UDP, Not Established UDP) greater than 0.

And the metric values for the test were those shown in Table 11.

As result of this second phase we had a decision for all flows going to a destination
IP address.

To obtain the metrics the ground truth we had corresponds to the source IP, not to
the destination IP. Even if a source IP is malicious not all flows going to all IPs
destinations are malicious, but in this instance we didn’t have a better way to do this.

7 Ensemble Learning Using Thread Intelligence Information,
a Next Step

Threat intelligence solutions gather raw data about emerging or existing threat actors
and threats from a number of sources. This data is then analyzed and filtered to produce
threat intel feeds and management reports that contain information that can be used by
automated security control solutions. The primary purpose of this type of security is to
keep organizations informed of the risks of advanced persistent threats, zero-day threats
and exploits, and how to protect against them [26].

While there are a lot of challenges related to threat intelligence [27], such as the
definition of standards that allow information to be shared, there are numerous ini-
tiatives from different organizations, some of them widely used by the community.

SLIPS [2] has two threat intelligence modules called VirusTotal and Threat
Intelligence. The first of them obtains the Virus Total [4] online information about an
IP address and the Threat Intelligence Module (it is being developed) checks if an
address is blacklisted from a given set of lists.

The next step will be to analyze the information provided by each module and
implement ensemble learning of Threat Intelligence modules information (SLIPS’ s
VirusTotal module and SLIPS’ s Threat Intelligence module) to make a decision about
each destination address.

Finally, to determine if each source IP is infected or not, our proposal is to apply
ensemble learning of all the data of the destination IPs to which that source IP was
connected.

Table 11. Metric values obtained in new testing process

False positive rate True positive rate F1 Score Accuracy

0,015% 97,264% 98,585% 97,942%
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8 Conclusions and Future Work

Ensemble learning methods help to improve machine learning results by combining
multiple models, even more so when the base algorithms are weak. In case of heavy
voting, if any of the base algorithms has a high percentage of successes, giving greater
weight to this algorithm, better results are obtained.

This technique is appropriate to make a prediction for a flow, given a set of
predictions resulting from the different SLIPS [2] classifiers.

To infer that the set of the flows from an origin to a destination are part of an
infection, the percentage of flows labeled as malicious of some type of traffic from a
source address to a destination address, must be greater to zero. The types of traffic
defined are: TCP Established, TCP Not Established, UDP “Established” or UDP “Not
Established”. In addition, the condition that there is at least one flow in that set is also
necessary.

Of the works that describe the use of ensemble learning applied to cybersecurity,
none incorporates the valuable information provided by Thread Intelligence sources,
which is part of our proposal and it is the next phase we are going to implement and
test.

On the other hand, to carry out the proposal described here, the most appropriate
techniques to apply depend on the problem given, so in order to find the best options
for the implementation of the proposal, specific tests must be carried out with the data
that SLIPS [2] provides. These tests, the design of the solution and its implementation
are the keys to the future work of this project.
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Abstract. In the current context in which our society is highly impacted by the
incorporation of ICTs, it is of fundamental importance to highlight the possi-
bility of accessing to ICTs for people with disabilities. This article presents the
use of M-Free, a didactic or mediation model, designed for inclusive education.
Several educational experiences based on M-Free model were analyzed. Also
two case studies are shown in order to use and improve the competencies of
students from the tertiary level degree in Systems Analysis of the Metropolitan
School of Higher Studies (EMAE), which present visual or hearing impairment.
The purpose is to help them to achieve the implementation of software in the
context of your personal, educational or work environment.

Keywords: Education � Inclusion � ICT � Technology � E-accessibility �
Disability � Digital ramps � Didactic model � M-Free � Visual impairment �
Hearing impairment

1 Introduction

The incorporation of ICT in the classroom does not in itself generate changes in
educational practices, it implies a process of appropriation of tools and knowledge, and
the construction of conceptions aimed at incorporating digital resources and materials
as flexible, adaptable and transversal content. Contextualizing the strategies and
didactic proposals for the incorporation of ICT in the classroom work within the
concept of inclusive education implies the definition of objectives and the search for
resources that promote significant contributions for each type of disability and intro-
duce an improvement in the educational quality.

Accessibility consists in the requirement of reasonable adjustments or adaptation of
the physical or social environment to the specific needs of persons with disabilities.
This adaptation is considered reasonable when, without involving a disproportionate
burden, it facilitates the access, use and participation of persons with disabilities on
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equal terms to other citizens [9]. From the digital perspective, the concept of e-
accessibility or Web accessibility is defined as the possibility of access with a suc-
cessful interaction between people and computers at the Web interface level [7].

Theories of multiple intelligences provide a framework where users can learn to
manage their difficulties. It is based on what is called the initial level of competence,
that is, the strengths of people’s learning style and didactic strategies are selected that
can help stimulate their intelligences, thus achieving the most effective at even higher
levels and drawing cognitive bridges in which the most developed are used to help
improve those that present serious difficulties [13].

The concept of adaptation has a broad character and it is necessary to perform them
to compensate for the restrictions to which the student is subjected as a result of their
special needs. To carry them out, it is necessary to have specially trained personnel
who design, if necessary, a plan for different needs such as, such as modifying physical
spaces and eliminating architectural barriers to facilitate mobility in a wheelchair or a
blind cane. Also it is necessary to take into account several issues: adapting the time to
the student’s rhythms, including pedagogical aids (complementary activities for
learning Braille, language of signs and computer resources among others) and selecting
a methodology that includes, modifies or excludes the contents that are considered
convenient.

Regarding digital skills specifically when standard media are not accessible, Digital
Ramps or Support Technology can be used (Assistive Technology), which are pro-
grams or utilities whose purpose is to facilitate the use of general-purpose computer
applications to users with disabilities who would otherwise be forced to use only
programs specifically designed for them. Sometimes in order to achieve the proper and
complete implementation of certain digital ramps, some type of support product or
technical aids is necessary so that the user can interact with the computer, tablet or cell
phone.

Inclusive education in the higher level field assumes as a challenge teaching stu-
dents with different characteristics in the same center and the same classroom. As
proposed by [15], this challenge involves changing the way of teaching and organizing
classroom activities and also favoring collaboration between students with different
characteristics. It is important for universities to create spaces for inclusion for people
with disabilities, eliminating accessibility barriers in order to guarantee the right to
access to information for all users. Particularly [3] points out the importance that
university libraries promote inclusion addressing the needs of users from the per-
spective of accessibility to information.

In order to carry out an adequate incorporation of ICTs into inclusive education
work, enriching orientation processes for different types of disabilities, it is of funda-
mental importance to start by applying a didactic model. In Sect. 2 the teaching M-
Free model and its complement B-Free model are presented. Our work revolves around
studying selected cases that proposes the application of the M-Free model in order to
enhance the creativity of teachers and how this circumstance can improve the perfor-
mance of students with specific needs by strengthening existing competences in each of
the students. This article is an extension on a previous publication by the same authors
[6] where several educational experiences with students with disabilities based on M-
Free model were analyzed. In the present analysis we focus on the digital ramps that
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were used and the evaluation of each of the experiences. Also in [6] we reported four
educational experiences carried on by our team, based on M-Free model, with students
with disabilities, from a career in the tertiary-level computing area, who intend to
develop ICT-based projects. In Sect. 3 we describe in a more detailed way the M-Free
phases in two of the study cases, one with visual impairment and the other with hearing
impairment. Finally, Sect. 4 presents the conclusions and future work.

2 The Use of M-Free Didactic Model

2.1 M-Free Model

A didactic model is an instrument to address the teaching of different educational
levels, while contributing to establish the links between theoretical analysis and
teaching practice intervention [10]. In this case, the objective is to develop didactic
strategies with a focus on multiple intelligences giving the opportunity to know clearly
what are the strengths of the student and their motivations, and that, from that, they are
formed in their individual skills detected [4].

The M-Free model [14, 18] is a didactic or intermediation model that aims to plan
an educational activity aimed at students with specific needs, enhancing the creativity
of teachers and how this circumstance can also improve school performance. It is of
fundamental importance that the student is able to solve, produce or act on their reality.
The teachers must begin thinking of people from their competences, that is, starting to
work from their abilities and not from their disability. The original M-Free model
consists of the following five phases (Fig. 1):

In the first phase the initial abilities of the student are ascertained. This initial
assessment should not be satisfied only with determining the specific needs and deficits,

Fig. 1. M-Free didactic model
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but should indicate the best way to overcome them. FREE Iberoamerican Foundation
for Cooperation defines the Wikinclusion Knowledge Base (WKB) [5] which offers a
specific and classified list of competencies to evaluate. It is classified into six cate-
gories, namely: Autonomy, Sensomotor, Social Skills; Communication and language;
Math, Natural and Social Environment; Digital Competition; Artistic Knowledge.

In the second phase the curricular proposal is organized under the theory called
Multiple Intelligences. The development competencies detected in the first phase are
used and there the selection of the objectives that can help the student to achieve the
competences should be centered.

In the third phase, the objectives of the student’s curriculum proposal are correlated
with the available computer resources. In other words it is about weaving a group of
objectives and software based on the proposals made by special education teachers. It is
important to note that some questions that should be asked in this phase are: What does
a student need ICT help for? Why use a technological aid and not another? How to
integrate it into your tasks? How to redefine the objectives to adapt them to the needs of
the student at any time according to the curriculum proposal? What criteria do you
suggest changing one hardware or software for another?

In the fourth phase it must be observed if the student needs any adaptation or digital
ramp.

In the fifth phase, the implementation and subsequent evaluation of the actions are
carried out and the proposal for improvements that give continuity to the process may
arise. What is relevant in this phase is to know if the actions carried out in the previous
ones have been adequate and for this the analysis is usually divided into competences
achieved, competencies in process and competencies not achieved.

To finalize the description of the model it is important to emphasize that its five
phases do not occur in all occasions sequentially since as a result of the evaluation it is
possible to distinguish that it is necessary to rectify the curriculum proposal, which
needs some type of adaptation or different software because it does not meet the desired
expectations or even arrive until new initial skills are discovered by the same educa-
tional process.

2.2 B-Free Simplified Model

The B-Free model [14, 18] completes the M-Free intermediation model, providing a
visual structure that shows the different key elements involved in the intermediation
with ICT from the point of view of the multiple interactions that characterize them. The
B-Free model shows the links between the current multiple capabilities of the person,
the competencies that are desired to be achieved or curricular proposal, the software
and standard hardware that has been selected, and the digital ramps and adaptations that
will allow him to interact with the computer and the disability that makes it difficult for
him to participate in the activity. As shown in Fig. 2, the dynamic consists in the design
of a ship-shaped template, designed with the Inspiration software.1

1 Inspiration http://www.inspiration.com/.
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2.3 M-Free Based Educational Experiences with ICT

The M-Free intermediation model has been applied in various educational experiences
that try to give a new vision on how to address educational innovation with ICT in special
education. Several recent educational experiences involving and in which M-Free has
been applied were compiled. We found that the experiences correspond to the different
levels of educations. They were developed in Spain and Latin-American countries were
the FREE Iberoamerican Foundation for Cooperation imparted courses 2in whichM-Free
model is taught. Table 1 shows the educational level and origin of the target population,
the objective and the work area of each experience. Table 2 completes the information of
each experience showing the disability of the target participants, the software and the
digital ramps that has been used, and the performed evaluation.

2.4 Digital Ramps

Different ramps were used in [2] with visually impaired students. The software
JAWS (Job Access With Speech)3 which is a product of the company Freedom Sci-
entific and it is a screen reader developed for PC users whose loss of vision prevents
them from viewing the screen content or navigating with a mouse. This type of
accessibility is called “read with the ears” since the screen reader software includes an
integrated voice system that allows the student access to the PC with the possibility of
interacting audibly with any installed software. This type of users does not have the
possibility of using the mouse and through the use of this digital ramp they get access
to both the software and the information of their PC through special keyboard shortcuts
that would not be possible to access without it. Other possible options for free access
are NVDA4, free and open source screen reader for Microsoft Windows and Orca,

Fig. 2. B-Free model

2 FREE Iberoamerican Foundation for Cooperation. Course of Expert in ICT, inclusion and disability
http://capacidad.es/.

3 JAWS Freedom Scientific https://support.freedomscientific.com/JAWSHQ/JAWSHeadquarters01.
4 NVDA https://www.nvaccess.org/.
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screen reader for Linux. Braille Perkins typewriter5 is used to obtain copies written in
Braille code. It allows that visually impaired people can carry out activities such as
reading and writing easily and effectively, reaching an ideal speed and without feeling
excluded. Dragon Naturally Speaking6 is used to transform digital audio into digital
text. It is a voice recognition program available in several languages that particularly
allows visually impaired students to write documents and emails.

Plaphoons7 is used in [12] as a ramp for students with complex communication
needs. This software is a communication board that allows a person to express ideas or
actions.

Smartphones present accessibility functions such as talk back, increasing gestures,
color settings, voice over, zoom, button and fonts adaptations, and also touch adap-
tations such as increasing assistive touch contrast [17].

Multisensory rooms area used for sensory stimulation [1] and cognitive stimulation
[8] of children with disabilities in initial education.

In relation to students with hearing impairment the use of sign language is a very
important tool. The main problem is that this language is dependent of every country
and this fact limits the spread of resources available. In the two cases of students with
this disability that are presented later in this work the teacher carry on the experience by
means of Argentinian Sign Language (ASL) - or LSA in Spanish- as a mean of
communication with the students, and also the production of educational material with
videos in LSA and subtitles.

Table 1. Educational experiences that use M-Free intermediation model: educational level and
origin of the target population, the objective and the working area

Ref. Educational Level/
Population/Place

Objective Area/s

[1] Special education/32 students
between 6 and 13 years old from
Beatriz Angélica Martínez Allio
Special School/Córdoba,
Argentina

Verify if the use of the technology
installed in the multisensory room
installed in the school favors the
language, communication and
learning of the students

Communication and
language
Autonomy, motor skills
and social skills (subarea:
stimulation)

[2] University/National University of
General Sarmiento/Buenos Aires,
Argentina

Adapt study texts for students with
disabilities who cannot access the
texts in a traditional way. The
adaptation of study materials with
formats made available to this
population of students serve as
support for their inclusion in
university life

Autonomy, motor skills
and social skills
Accessibility

(continued)

5 Braille Perkins typewriter https://brailler.perkins.org/collections/perkins-braillers.
6 Dragon Naturally Speaking Nuance Communications https://www.nuance.com/es-es/index.html.
7 Plaphoons Projecte Fressa https://projectefressa.blogspot.com/2016/01/plaphoons-download.html.
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Table 1. (continued)

Ref. Educational Level/
Population/Place

Objective Area/s

[8] Initial education/Children from 1–
4 years old./Cuenca, Ecuador

Propose a system of actions that
promote sensory stimulation of
children with neurodevelopmental
disorders

Autonomy, motor skills
and social skills
Communication and
language

[11] Academic/Students of University
of Sevilla/Spain

Improve acquisition of ICT
educational skills with students
from different socio-cultural and
cognitive development levels

Autonomy, motor skills
and social skills.
Digital competences

[12] Special Education (primary)/3
male and 2 female students of
Víctor Mercante Normal
School/Córdoba, Argentine

Develop the necessary skills to
improve behavior problems,
attention levels, social inclusion
and self-esteem including ICT in a
meaningful and gradual way.
A workshop was given under the
design of projects mainstreamed by
various ICT resources where the
activities proposed in the various
spaces invited students to
appropriately appropriate the
content proposed in different areas

Communication and
language
Maths
Natural and Social
Environment
Digital Competences

[13] Special education/50 people
between 16 and 55 years/Quito,
Ecuador

Train people with multidisability
who are part of the FINE
organization incorporating ICT
tools to achieve an effective labor
and social insertion allowing this
population to have a better quality
of life both at personal and family
level

Autonomy, sensomotor
skills and social skills
(subarea: work and study
habits)
Communication and
language
Transition to the world of
work

[16] Initial education/Boys and girls of
the first grade of 8 schools/Panama

Create a portal of digital learning
objects for the attention of a group
of the population that becomes
vulnerable due to their disability to
enhance their school performance,
favoring their integration into
academic activities and daily life

Autonomy, motor skills
and social skills
Communication skills

[17] Older Adults, Adults and
Youth/Cultural Centers and at the
El Vado Workshop
School/Cuenca, Ecuador

Reduce digital gaps between
sectors of society by achieving
digital literacy in vulnerable
sectors to potentiate skills and
abilities in the productive use of
ICTs and smart devices in order to
improve the quality of life of
people. Determine and compare
accessibility functions that
improve the skills of use and
management of Smart
Technologies

Digital Competition
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Table 2. Educational experiences that use M-Free intermediation model: disability, software,
digital ramp used and evaluation

Ref. Disability Software Digital
ramp

Evaluation

[1] Psychomotor and
intellectual disorders

Multisensory room
complemented with touch
screen and appropriate
technology

No
information

To evaluate each student
was filmed performing the
proposed activities and
subsequently three observers
per student quantitatively
analyzed the information

[2] Visual or other perceptual
disabilities

Optical Character
Recognition Software
Text processors ABCD
(Automation of Libraries
and Documentation
Centers)

Screen
readers
(JAWS,
NVDA)
Braille
Perkins
typewriter
Dragon
Naturally
Speaking
Windows
accessibility

No information

[8] Down syndrome | Sekeel
syndrome | Autism | Child
Cerebral Palsy (PCI)

Multisensory room and
game system that respond
to thematic axes that apply
to daily life

No
information

Qualitative and quantitative
analysis with information
collected both in the initial
and final state

[11] Cognitive - Specific
Educational Support
Needs (NEAE)

No information No
information

No information

[12] Intellectual Disability
West síndrome

Edilim, Aurasma,
Robotics, Programming,
Ludic environment,
Microsoft Word, Microsoft
Publisher, Image viewer,
Webcam, Paint
Scratch JR, Mat Ninja, Mat
Duel

Plaphoons The teacher individually
completed an evaluation
grid during the development
of the various teaching
sequences and at the end of
them

[13] Intellectual, physical and
sensory disability
Multi-disability

Active Presenter No
information

Executive functions were
evaluated through a form

[16] Cognitive -
students with needs special
education (NEE)

Portal of digital learning
objects for the care of
special educational needs

No
information

Expected results are
specified but not a result
evaluation method

(continued)
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2.5 Evaluation

In order to identify evaluation methods and instruments that are addressed at different
educational experiences with students with disabilities, last column of Table 2 shows
the evaluation carried out in each case.

In [1] the students were filmed performing the proposed activities and subsequently
three observers per student quantitatively analyzed the information using nine variables
and averaging the three tests.

In [8] the teacher individually completed an evaluation grid during and at the end of
the development of the various teaching sequences. Various indicators were used such
as motor area, volitional affective, autonomy, language and cognitive. Through a
percentage calculation, the descriptive statistics have been presented in a bar graph,
allowing the cognitive evolution in the children studied to be measured.

In [12] the evaluation was characterized as being a continuous process throughout
the development of various teaching and learning sequences to make adjustments in, at
the end of them the teacher completed the grids mentioned. The teacher individually
completed an evaluation matrix designed specifically for each project, in which the
contents addressed with the following assessment criteria are specified: sometimes,
yes/no, in the process of being acquired, independent, with verbal and body help.

In [13] the participant worked with resources such as videos for the organization
and daily work guidelines, counting with observations from Monday to Friday. At the
end of the program, positive results have been evidenced since the participant has
managed to meet objectives that have allowed her to stimulate competences in area 1,
subarea of autonomy, motor skills and social skills included in the WKB [5]. The
teachers uses a questionnaire of executive functions including working memory and
monitoring, inhibition, initiative and planning, material organization, emotional self-
control, flexibility. The results shows that the evaluated participant manages to comply
with the appropriate processes, relate positively to her peers, show good spirits, express
calm behavior and express tolerance in the face of frustration. With this, he obtains the
qualifications required for a labor inclusion in addition to strengthening his personal
development.

Table 2. (continued)

Ref. Disability Software Digital
ramp

Evaluation

[17] People with hearing,
physical, intellectual,
language, psychosocial
(mental) and visual
disabilities
Older adults who may have
a disability related to aging

Talk back
Increase
Gestures
Color
Settings
Voice over
Text options
Button and
Fonts
adaptations
Touch
contrast

Competencies and
accessibility functions were
evaluated using Samsung
and Apple phones,
categorized in turn in Vision
Settings and Interaction
Buttons
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In [16] the achievements of the Digital Learning Objects Portal translate into the
improvement of basic skills of children with Special Educational Needs such as:
strengthening higher cognitive processes (thinking, language, memory, executive
functions), motor skills and emotional activity; contribute to the improvement of
communication skills, achieve independence in activities of daily life; initiate the use of
ICT from early childhood and promote digital literacy for teachers. Although the
achievements are detailed, no specification is made of the methods used in the program
used to evaluate the expected results.

In [17] a comparative analysis of accessibility functions of Samsung and Apple
brand phones was carried out in relation to ten competencies of accessibility functions
classified with respect to vision, settings and buttons and interaction reflected in own
elaboration tables. They correspond to the codes [9050, 9051, 9052, 9062, 9068, 9070,
9063, 9064, 9067, 9069] referenced in the WKB [5]. At the end, a table of the number
of accessibility functions for each of the competencies was presented.

3 Study Cases

3.1 Methodology

Educational experiences with students with disability, from a technical career, have
been carried out towards an inclusive education and the promotion of the students to
working life [6]. The main purpose of the experiences is to glimpse and punctuate the
development of an application that attempts to deepen the knowledge of computational
thinking and the development of an integrating project in the classroom. In this section,
two study cases are detailed; one corresponds to a student with visual impairment, and
the other corresponds to a student with hearing impairment.

The experiences were carried out in the Metropolitan School of Higher Studies8

from Argentina. This institution was the first tertiary education institute in Latin
America to provide people with motor, visual and auditory disabilities a space to
acquire the technical training required to be productive in a dynamic and competitive
labor market. Disability is approached from the focus of equal opportunities, with
special emphasis on universal design, free software and the elimination of techno-
logical and methodological obstacles that make insertion, integration, inclusion and
standardization difficult.

In the subject “Professional Practice” dictated annually in the third year of the
career “Analysis of Information Systems”. Different proposals of computer projects are
developed whose motivation passes through personal or work needs of the students.
The planning of the curriculum based on educational projects allows students to
reinforce existing skills or to develop new ones.

8 Escuela Metropolitana de Altos Estudios (EMAE) http://alpi.org.ar/es/emae/.
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The class is composed by ten students integrating visually impaired and hearing
impaired students into the school routine. Also there is one teacher who teaches in both
oral language and LSA, and one LSA professional interpreter. The teacher managed to
facilitate the learning of all students, adapting his proposal for teaching and learning
proposals to the needs and competences of each student.

The projects were carried out for 12 months, during the course and also overtime-
curricular and orientation according to the need for implementation of each particular
case. In addition, with the objective of carrying out a personalized reception and
accompaniment of the student, a weekly individual extracurricular meeting of two
hours was planned.

The proposed methodology incorporates three aspects for the planning of inclusive
classroom activities: diagnosis of educational needs, accompaniment of the educational
process and a continuous evaluation that allows establishing the progression of stu-
dents, in order to adjust the strategies at the appropriate time. The M-Free was applied
in order to present and carry out a didactic proposal that starts from the assessment of
the abilities of each student. It is important to make the diagnosis, in order to determine
the curricular adaptations, the teaching materials and the most appropriate technolog-
ical aids for each situation. Considering that the profile of the students is informatics, it
is necessary in the analysis of their initial abilities to focus on digital competencies.

In order to analyze the educational quality, the evaluation of three fundamental
aspects is implemented. The first aspect of evaluation is about corroborating the level of
conformity of the student regarding the achievements and integration in the classroom.
The second aspect of evaluation is about the teaching practice allowing assessing the
complexity of the activity carried out. Finally, the third aspect of evaluation is about the
use of ad hoc didactic material prepared for the experience and assessment of digital
ramps and pedagogical supports.

To obtain information, it is suggested to apply a mixed methodology based on both
the use of qualitative and quantitative instruments. In this way it is possible to obtain
information at the beginning, during and at the end of the project. According to this, a
diagnostic evaluation (what the student knows before starting) is proposed as a starting
point through an initial semi-structured survey. Secondly, a formative evaluation (what
is he learning) through observation is done at each weekly meeting during the devel-
opment of the project. The teacher registers an observation sheet of progress of the
project, raises questions of concerns or difficulties that must be resolved, and identifies
some new specific need regarding their visual impairment. Finally a summative eval-
uation (results at the end of the project) is done with the help of an interview.

3.2 Digital Skills

The M-Free model is based on the aspect of initial abilities beginning by defining the
level of competence of each person, emphasizing the skills and abilities that can be
developed always remembering that the model is based on the growth paradigm and
not on the aspects relating to the incapacity of the person.
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WKB [5] was used to define the competences. Since the original codes are in
Spanish, Appendix A presents the English translation of the codes that were used. As
part of this work, 29 new non-existent digital skills have been added to the Wikin-
clusion list in Appendix B, classified into the following categories: HTML, CSS, use of
Local Servers, PHP Programming, Database Engine (MySql) and PHP programming to
access database. This decision is justified in that the students are students of the
systems analysis career and therefore the digital competences to be developed are of a
higher level than the existing ones.

3.3 Case 1: Visually Impaired - Desktop Application with Database

This first case is about a visually impaired student with no perception of light at all.
Table 3 presents the objective of the proposed work, the initial digital competences as
well as the desired competencies related to the software and the activities to be
developed. Figure 3 shows the B-Free diagram of this case.

In the first phase of M-Free, an initial evaluation carried out through an interview
with the aim of identifying special educational needs according to their disability. It
was pointed that the student has no possibility to read the screen or use the mouse. He
used to record the classes as a method of taking notes at home into a word file which is
possible to follow with the JAWS screen reader. The student handles minimum JAWS
keyboard shortcuts, but he does not have great ability to use the tool. About the
objective of the project, the student has raised his concern to the teacher to develop an
information system that allows the registration of audio materials, the control of their
inputs and outputs, as well as reports of all those historical movements.

In the second phase, the curricular proposal is organized in five modules. First
module, called “Database”, aims to know the working environment by means of
keyboard shortcuts. The second module, called “Tables and Forms”, aims to achieve
skills in creating and manipulating the use of table functions and data entry through the
generation of a form by using the wizard. The third module, called “Relations, Con-
sultations and Forms”, aims to deepen the concept of relationships, referential inte-
gration and connect these processes with the development of queries and forms with
combo boxes for specific fields. The fourth module, called “Queries and Reports”, aims
to get into the learning of action queries and associate them with the generation of
reports through the use of the wizard. The fifth module, called “Integration”, aims to
achieve the development of a menu, through the use of macros, with a series of
organized options that allow the user to choose to perform certain tasks.
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In the third phase, the objectives of the student’s curriculum proposal are correlated
with the available computer resources. A workstation (PC) with the Microsoft Office
package, particularly its Access database engine, is used. On the other hand, for the
accessibility JAWS screen reader is installed.

In the fourth phase, it must be observed if the student needs any adaptation or
digital ramp. JAWS screen reader was used as a digital ramp. In order for the curricular
adaptation to be fruitful, it is essential to deliver, in advance, mandatory reading texts
of each of the topics that the student will study in PDF format accessible by the JAWS
screen reader. A first type of material about the shortcuts of JAWS screen reader
specific to the Access database engine has been research and elaborated by the teacher.
A second type of material, about, the database engine, was an adaptation of existing
material creating PDF format accessible by the JAWS screen reader.

In the fifth phase the implementation and continuous evaluation is done in the way
described in methodology section. The achievement of the project has been in largely
thanks to the possibility of accessibility offered by JAWS. The student put a very strong
emphasis on the extra effort that he had to make to get all the specific keyboard
shortcuts to access the access options. However he affirms that this has been part of
what has allowed him to acquire all his new digital competences specifically referred to
database management. At the end of the project, a personal interview was carried out
inquiring the student about its conformity with respect to the results achieved, the
accessibility to the didactic material and the work of the teacher. The student has stated
that he has met his expectations regarding his initial concerns, thanked the teacher for
his time, availability and dedication and has found the use of the material very useful
during situations where he needed to either reinforce or go to specific information in
order to continue advancing in the project with its own autonomy.

Fig. 3. B-Free corresponding to case 1
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3.4 Case 2: Hearing Impaired - Website

This second case is about a hearing impaired student with totally hearing loss. Table 4
presents the objective of the proposed work, the initial digital competences as well as
the desired competencies related to the software and the activities to be developed.
Figure 4 shows the B-Free diagram of this case.

Table 3. M-Free corresponding to case 1

Personal information
Gender: male | Age: 60 | Disability: Not sighted. Retiniti Picmentaria | Observations: it has no
perception in the light
Schooling: tertiary level | Work: does not work
Objectives
Development of a desktop application that allows the entry of personal data, audio materials
data and audio materials loans made. You should also have the possibility of generating reports
of historical loans and audio materials that are not available because they are currently provided
Motivation: use of the application for your personal control of audio materials to avoid loss of
them
Initial Digital Competencies
6.1 Ergonomics and Device Recognition:
9001 | 9002 | 9003 | 9052 |9058 | 9061
6.2 Text processor: 9100 | 9102 | 9104 | 9110
| 9111 | 9112 | 9113 | 9127 | 9129 | 9143

Digital competences of the curriculum
proposal
6.3 Database
9200 | 9202 | 9204 | 9209 | 9212 | 9214 | 9215 |
9218 | 9219 | 9221 | 9224

Software
Windows Explorer | ACCESS
Adaptations and Digital Ramps
JAWS (Job Access With Speech), teaching
material accessible with screen reader

Activity to be performed
Build a desktop application that allows the entry
of personal data, audio materials data and audio
materials loans made | Generate reports of
historical loans and audio materials provided at
the time

Fig. 4. B-Free diagram corresponding to case 2

382 A. S. Fachal et al.



In the first phase of M-Free, it was pointed that the student presents difficulty for
both reading and understanding of technical texts. The student is very skilled in lip
reading, but there exists always difficulty with terms with phonemes of equal vocal-
ization. About the objective of the project the student proposed the development of a
dynamic website for the real estate market. For this experience two external clients
were involved as requestors. The system must allow simple and dynamic loading of
properties for sale or rent with photos, technical characteristics and location of the
property. The user must be able to easily find the desired property according to their
needs by applying different filters.

Table 4. M-Free corresponding to case 2

Personal information
Gender: male | Age: 22 | Disability: Bilateral sensor neural hearing loss
Schooling: tertiary level | Work: does not work
Objectives
Development of a dynamic website for the real estate market that allows simple and dynamic
loading of properties for sale or rent with photos, technical characteristics and location of the
property. On the other hand, it has a search engine within the website in order that the user
applying different filters can easily find the desired property according to their needs. Regarding
the implementation, two potential clients are proposed
Motivation: use of the application with real potential clients in addition to learning a new
programming language including database management
Initial Digital Competencies
6.1 Ergonomics and Device Recognition
9001 | 9002| 9003 | 9052 | 9053 | 9055 | 9056 |
9057 |9058 | 9059 | 9060 | 9061 | 9063 | 9066 |
9067
6.2 Text processor
9100 | 9102 | 9104 | 9106 | 9108 | 9109 | 9110 |
9111 | 9112 | 9113 |9114 | 9115 | 9117 | 9120 |
9121 | 9122 | 9129 | 9131 | 9132 | 9134

Digital competences of the curriculum
proposal
HTML: A001 | A002 |A003 |A004 | A005 |
A006
CSS: B001 |B002 | B003
LOCAL SERVER: C001 | C002 | C003 |
C004 | C005 | C006
PHP PROGRAMMING: D001 |D002 |D003 |
D004 | D005 | D006 | D007 | D008 | D009 |
D010
6.3 DATABASE: 9200 |9202 |9213 | 9215 |
9216 |9219 | 9228
PHP PROGRAMMING DATABASE: E001
|E002 | E003 | E004 | E005 | E006

Software
Notepad: HTML - CSS - PHP Code
Web browser: use of local server, website test
Easy PHP: Local Server
PHPMyAdmin: Database
Adaptations and Digital Ramps
Sign language LSA
Teaching material: videos with LSA and
subtitles

Activity to be performed
Develop a real estate ABM module. Build the
structure of the web page | Add corporate client
design | Enable the server and load the website
| Build mail submission form | Implement
database and tables necessary for the loading
and consultation of real estate | Create property
search with appropriate filters
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In the second phase, the curricular proposal is organized in four modules. First
module, called “Analysis”, the users’ requirements must be specifically known through
information gathering techniques such as interviews, surveys and observation. Second
module, called “Design”, the student is asked to implement various models such as
context diagrams, event table, Data Flow Diagram and Entity-Relationship Diagrams.
Third module, called “Development”, consists of a set of rules and practices included in
two fundamental activities: coding and test plan. Fourth module, called “Implemen-
tation”, was restricted to installing the product on the hosting server with the use of
FTP and testing with the browser.

In the third phase, the objectives of the student’s curriculum proposal are correlated
with the available computer resources. A workstation (PC) is available that has a
development environment enabled to interact with a local test server that includes a
code editor, EasyPHP and phpMyAdmin, thus creating the necessary databases to carry
out development of the project. For its implementation, a hosting service has been hired
and the FileZilla software as an FTP solution.

In the fourth phase it must be observed if the student needs any adaptation or digital
ramp. To overcome difficulty of the student for reading the teacher prepares the didactic
material with videos that includes sign language LSA (LSA) combined with images
and subtitles. In order to strongly incorporate the use of the LSA the teacher gives the
master class explanations in LSA accompanied by a professional interpreter. Also the
class is filmed to obtain videos that can be consulted by the student.

In the fifth phase the implementation and continuous evaluation is done in the way
described in methodology section. The interviews were carried out in sign language
(LSA) and the questionnaires were as consistent as possible with the assumed literacy
level of the student. The student was able to achieve the implementation of their website
by correctly implementing their database and properly controlling the necessary search
filters. It is also important to highlight that another advantage in particular of this
development is that the same user has the possibility to update their business infor-
mation independently within the same application. In regards to design, the student
points out that he has been able to adapt the design to the corporate image of another
organization without having to modify the programming standards used. Obviously the
student states that he has been able to participate actively in the development of his
project thanks to the use of sign language, considering himself integrated in terms of
accessibility to information and communication. At the end of the project, a personal
interview was conducted in LSA that the student filmed. He was inquired about their
compliance with the results achieved, the use of ICT as a resource to their bilingual
education, the full access to curricular information through the material, and the
teaching work. The student has stated that they have overcome their aspirations in the
development of the project, which has provided him with tools to use within his work
environment. The student also valued the work carried out by the teacher in bringing to
their attention. About the material, the student stated that it was very complete and with
friendly language that facilitates transmitting complex knowledge.
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4 Conclusions and Future Work

This article presents the application of the M-Free and B-Free intermediation models to
plan the development of an educational project that allows strengthening existing
competences of students and applying cross-planning integrating knowledge of other
subjects. Experiences found in the literature are reviewed pointing in aspects such as
software and digital ramps used, and the evaluation carried on in each one.

Two educational experiences with tertiary level students in the area of computer
science, one with hearing impairment and the other with visual impairment, are
described. The results achieved show that the use of appropriate software and hardware
together with a methodology based on the use of the person’s multiple abilities and
continuous monitoring, have enabled the achievement of the objectives proposed for
the students on equal terms as its peers. Support technology as JAWS for people with
visual impairment, and sign language for people with hearing impairment, allow stu-
dents to access the digital environment, their promotion as a person to social life and
inclusive education. Didactic material adaptation, such as readable text documents by
JAWS and videos in LSA, became extremely necessary for the successful of the
inclusive education experiences.

Future work includes the use of metrics for evaluation accessibility and usability.
Traditional techniques such as surveys, observation and interviews are being modified
to meet the needs of deaf communication through visual aids, subtitles and adaptation
of question wording according to the level of literacy.

Acknowledgments. This work was funded by Subsidies for Innovation and Transfer Projects in
Priority Areas of the Province of Buenos Aires (PIT-AP-BA) CICPBA “REFORTICCA
Resources for the Empowerment of Trainers in ICT, Science and Environment”.

Appendix A. Wikinclusion Knowledge Base

Existing codes can be found (in Spanish language) in the WKB [5]. This is an English
translation of the codes that have been used in this work.

6.1 ERGONOMICS AND DEVICE RECOGNITION: 9001 Position the keyboard at
the correct height | 9002 Maintain the correct posture of the body and hands | 9003
Turn on the PC | 9052 You can press two keys simultaneously | 9053 Place your hand
on the mouse and press a button | 9055 Operation of the scroll keys (up, down, right
and left) | 9056 Double click on a target | 9057 Performs mouse movements on the
mousepad | 9058 Write to the computer in an acceptable time | 9059 Identify the
elements that make up the desktop (icons, taskbar, start button) | 9060 Identify the
shortcuts of the taskbar | 9061 Enter user password | 9063 Use and correct handling of
desktop icons | 9066 Proper handling of the minimize, maximize and close buttons |
9067 Using the scroll bar.
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6.2 TEXT PROCESSOR: 9100 Load the word processor | 9102 Upload a new docu-
ment | 9104 Open an already created document | 9106 Recognize the work environment
presented by a word processor (menus, bars, work area) | 9108 Insert and edit a
document | 9109 Insert special characters and symbols | 9110 Cut a text | 9111 Copy a
text | 9112 Paste a text | 9113 Undo a task | 9114 Search and Replace | 9115 Spelling
and grammar check | 9117 Check synonyms | 9120 Format a document with different
types of letters and size | 9121 Spacing, spacing and alignment of paragraphs | 9122
Configuration and design of pages | 9127 Save documents with different options | 9129
Print a document | 9131 Create and configure a table | 9132 Images and graphic
elements | 9134 Header and footer | 9143 Advantages and disadvantages of different
word processors.

6.3 DATABASE: 9200 Creating a database | 9202 Introduction and Modification of
data | 9204 Edit an existing table | 9209 Add fields to a table in design view | 9212
Create a new table | 9213 Import and Export of Tables | 9214 Relations between tables |
9215 Simple selection queries | 9216 Selection queries with operations | 9218 Com-
bined Table Queries | 9219 The SQL language (Structured Query Language) | 9221
Form Creation | 9224 Creating Simple Reports | 9228 Advantages and disadvantages of
different database managers.

Appendix B. Added Digital Competency Codes

Listed below are the added competency codes that have been added to the existing
WKB [5] as part of this work.

A - HTML: A001 Create a Web Page | A002 Structure of a page | A003 Use DIV tag |
A004 Use image tag | A005 Use hyperlinks tag | A006 Create Web Forms.

B- CSS: B001 Font Properties | B002 Page Background Properties | B003 Style Sheet.
C- LOCAL SERVER: C001 Load local server | C002 Download local server | C003
Start local server | C004 Stop local server | C005 Start PHP MyAdmin | C006 Stop PHP
MyAdmin.

D- PHP PROGRAMMING: D001 Use of variables and data types | D002 Use of
Constants | D003 Use of Arithmetic Operators | D004 Use of Comparison Operators |
D005 Use of Logic Operators | D006 Conditional decision making | D007 Multiple
decisions - switch | D008 Iterations - FOR loop | D009 Iterations - While Loop | D010
Handle PHP instructions for sending mail.

E- PHP PROGRAMMING DATABASE: E001 Tour a database | E002 Consult a
database | E003 Create Web Report | E004 Register a record | E005 Modify a record |
E006 Delete a record.
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Abstract. This paper presents the design, development and preliminary results
of the first specialization in Computer Science for the primary level, approved
by the Ministry of Education of Santa Fe province. The “Higher Level Teaching
Specialization in Didactics of Computing Science: Learning and Teaching
Computational Thinking and Programming at the Primary Level” aims to
empower teachers with this way of thinking and the potential of programming to
include them in situated, interdisciplinary and non-exclusive teaching practices.
The axes of the design of this training course are presented as well as the
relevant characteristics of the students. In addition, results are provided that
allow to account for the opinions of the participants regarding the dictation, the
contents addressed and the inclusion in their practices. In this way, data is
provided that makes it possible to review future training designs and imple-
mentations in an innovative field for primary level teachers.

Keywords: Teacher training � Primary education � Computer science �
Programming � Computational thinking

1 Introduction

In the last decade, the introduction of Computer Science (CS) notions in the school
curriculum, especially regarding the development of computational thinking (CT) and the
appropriation of programming concepts and practices, has gained relevance in the
international educational field [1–5]. Following Wing [6] the learning of CS benefits the
whole society so, it is recommended to teach it at all educational levels. In 2013,Argentina
launched the Program.ar project1 that based on multiple initiatives, brings children and
young people closer to learning computer science. Likewise, the Federal Education
Council pointed that the learning of programming is of strategic importance for the
National Educational System during compulsory schooling (Resolution CFE N° 263/15,

1 www.program.ar.
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2015). As an advance in this direction, in September 2018, the “Priority LearningCores of
Digital Education, Programming and Robotics” (NAP EDPR) for the different levels of
compulsory education were approved (Resolución CFE N° 343/18, 2018). In this reso-
lution (Annex II) is established a period of two years for curricular adaptation, where the
contents set out in this core must be included. Also, the development of a continuous
teacher training plan aimed at raising awareness, dissemination and integration of
NPR EDPR must be attended. Moreover, the integration of these contents to the initial
teacher training is essential. In this direction, there are twokey and interrelated aspects that
strongly condition the introduction of CS contents in the Argentine educational system.
On the one hand, the need of changes in the curricula at the primary, secondary and teacher
training levels, a task that is beginning to be carried out in different provinces, with
different stages of development. On the other, it implies the immediate implementation of
proposals for teacher training in the learning and teaching of computational thinking and
programming, which could enable gradual transformations of both curricular and school
educational practice. Particularly in the context of Santa Fe state, it is observed that almost
all public schools and teacher training institutes were equipped with digital technology
through national and provincial programs. In this scenario, teacher education and training
has mainly focused on a first level of instrumental appropriation of applications, tools and
digital resources of the current Information and Communication Technologies (ICT) ap-
plied to educational practice [7].

Considering these aspects and to bridge the gap in teacher education at the primary
level at Santa Fe province, within the framework of an Academic Cooperation
Agreement signed between the Sadosky Foundation2, the National University of
Rosario3 and the Ministry of Education of the province of Santa Fe4 we designed the
“Higher Level Teaching Specialization in Didactics of Computer Science: Learning
and Teaching Computational Thinking and Programming at the Primary Level” which
was approved by the Educational Ministry (Resolution ME N° 1565/17). The first
cohort of this specialization was carried out at the Higher Institute of Teacher Training
(ISFD) N° 36 “Mariano Moreno” of Rosario city, Argentine. It was developed between
August 2017 and July 2019 with a total of 400 h.

Notice that this is a pilot experience, unique as a teacher specialization at the
primary level in computer science in the province and one of the three that are
undergoing for this educational level in the country. Then, it is the aim of this article to
share the most relevant points of its design and development and also, to analyze results
from the data collected during the course. Preliminary results of this experience were
previously published. In [8] we have presented the proposal for this specialization in
CS, where the combination of unplugged and plugged approaches, together with a
contextualized vision of education was highlighted. Then, in [9] partial results of this
training were presented at the end of the third semester of dictation. In this paper, we
have extended the analysis of all this experience, considering the results obtained of the

2 www.fundacionsadosky.org.ar/.
3 www.unr.edu.ar/.
4 www.santafe.gov.ar/index.php/educacion.
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students’ opinions through a detailed evaluation process carried out at the end of this
training (forth semester) and also different observations made by the teaching team
were considered. This enriched analysis led us to take conclusions about the entire
course process.

The structure of this paper is as follows, in Sect. 2 we present the principal insights
of the curricular design, the teaching and learning adopted approach and the students’
profiles. Then, in Sect. 3, we analyze some partial results obtained at the first year of
the specialization that allowed some adjustments in the organization of the course.
Besides, other results arising from the assessments of the students at the end of the
course are discussed. Finally, preliminary conclusions are presented.

2 Development of the Specialization: Design, Context
and Students’ Profiles

2.1 Design: Objectives and Main Cornerstones

The design of this Specialization was in charge of an interdisciplinary team made up of
professors and researchers in the fields of computer science and education, and pro-
fessors of the institute of teacher training. A first challenge that had to be faced both in
the design stage and during the development of this training course, was the con-
struction of a good articulation within the team leading the curricular proposal. On the
one hand, this project was challenged given there is a limited background in computer
science training for primary level teachers in our region. On the other hand, we have an
interdisciplinary team that has contributed with diverse perspectives but this implied an
additional complexity linked to differences in the conceptual and terminological defi-
nitions, traditions, uses and customs frameworks, specific approaches and objectives of
each disciplinary area. We had to establish dialogues and agreements between speakers
of three dialects: “the pedagogical”, “the computational” and “the teacher”. From a
spiral work of this interdisciplinary team, the Specialization in Didactics of Computer
Science was developed, with the following design and principles.

The general aim of this course was to train teachers to be able to experience and
reflect about computational thinking and programming development processes, in order
to build the appropriate competences at the primary level that enable an innovative
educational practice, with an emphasis on problem solving through collaborative and
interdisciplinary production of Technologies for Social Inclusion (TIS) [10, 11]. In this
frame, specific objectives were the following:

• To promote the study of the principles of computational thinking and programming
for its didactic adaptation to the primary level of schooling.

• To activate a critical and ethical position on the use, impact and potential of CS in
the current socio-cultural context.

• To provide theoretical, methodological and technical tools for the selection and
application of concepts of computational thinking and programming based on the
design and development of educational projects focused on the production of
technologies for social inclusion (TIS).
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• To develop the interest and responsible commitment towards participation in the
collaborative production of simple programs integrated both to primary education
topics and to institutional projects using various tools under interdisciplinary work
methodologies.

• To promote, within the framework of the state education system, the development
of institutional processes of curricular adaptation and transformation of primary
level educational practices, providing theoretical-methodological and technical
foundations on contents related to CS.

Considering the particularities of the context and in accordance with the guidelines
of the Ministry of Education of Santa Fe, the specialization was framed pedagogically
from a double articulation that considers both the processes and the products involved
in the development of computational thinking and programming, as possible TIS, as
mentioned before. This is intended that the processes involved in teaching practices
that include contents related to CS, as well as the products generated (programs,
videogames, interactive stories, etc.) can address socio-educational and regional issues
from their complexity, promoting critical use of tools in project contexts, based on
putting into practice active, critical and interdisciplinary pedagogical perspectives [12].

The Teacher Training was organized in four semesters, with three modules in each
one (12 modules in total), as it is shown in Table 1.

It should be noted that the unplugged approach has been considered of great
importance since it can be applied in any school without the need for computer
equipment and in addition, many of the activities are familiar to teachers, being able to
revisit and resignify acquired knowledge. Previous studies have shown that the
development of teaching and learning processes through this approach is effective for
the development of cognitive skills related to Computational Thinking (CT) [2, 5, 13].

Table 1. Specialization design: modules and load time.

Semester Module Load time

Sem 1 Introduction: CS in elementary level 20
Computational thinking I 40
Programming I 40

Sem 2 Integrating project I 20
Computational thinking II 40
Programming II 40

Sem 3 Integrating project II 20
Introduction to computer organization 40
Robotics 40

Sem 4 Data science, privacy and security of the
information

35

Mobile apps 40
Final project 25

4 Sem. 12 Modules 400
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Considering this, the design and development of the training proposed a distribution of
hours that has a combination of unplugged, plugged and mixed modules along the two
years. As Fig. 1 presents, in the first year unplugged activities had a greater load time,
while in the second year the approaches are more balanced and mixed modules had a
bigger load.

Therefore, main cornerstones in the curriculum design were unplugged CT and
Programming using different plugged tools and platforms. In this direction, five
modules worked totally unplugged, while another four modules focused on the men-
tioned plugged approach. The curriculum design was completed with three Integrating
Projects, including a Final Project. In these subjects, students gradually design a
classroom and institutional project according to the context of their teaching work. In
this individual project each student integrates the concepts learned, combining plugged
and unplugged resources, activities and strategies.

On the other hand, learning programming concepts at the primary level of
schooling also enables the development of CT, allowing participants to be active and
creative protagonists of CS [14, 15]. The recursion of the processes of learning to
programming - programming to learn permits not only different skills to be developed
but new learning opportunities to be generated. Currently, the educational community
has an important variety of tools suitable for teaching programming at the primary level
such as Lightbot5, Pilas Bloques6 and Scratch7, among others, which were used in the

Fig. 1. Load time according to the predominant approach of the different modules.

5 www.lightbot.com/.
6 www.pilasbloques.program.ar.
7 scratch.mit.edu/.
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specialization programming workshops. In addition, and following recommended
contents to be included in teacher training of CS [16] basic notions of organization of
computers, operating systems, robotics and programming for mobile devices were
provided during the course, in order to effectively use different tools and thus, develop
different programming tasks. It was also relevant to include contents and training
regarding privacy and information security, in order to encourage teachers to have a
critical analysis of the use of technology.

The Training course followed a spiral approach to introduce different contents by
the different modules, addressing the specific concepts of CS with increasing com-
plexity and depth. For this, face-to-face classes were proposed (80% classroom classes
and 20% virtual) with a workshop format. It is worth mentioning that the total time load
as the percentage of classroom attendance was an initial requirement, set by Sadosky
Foundation, sponsor of the project and respected the Ministry regulations for teacher
Specializations. In the different modules, group activities were proposed to be solved
within classroom activities, articulating with moments of reflection, dialogue and
sharing, with the aim of revisiting the contents addressed from collaborative reviews.

Moreover, practical work assignments carried out within the modules were pro-
posed as instances of connection with the daily practice of teachers, articulating pri-
mary level curricular contents with the situated and contextualized practice of each
teacher. Qualitative criteria were used to evaluate the practical works, providing
motivating reflections towards the revision of what was done from a constructivist
perspective. Multiple tools, materials and didactical approaches were offered in the
different modules, which allowed the participants to deploy a wide range of possibil-
ities for action when developing their own practices and design their final projects.

Following the signing of a tripartite agreement between the Sadosky Foundation,
the Ministry of Education of Santa Fe and the National University of Rosario, held in
July 2017, the Specialization began to be issued in ISFD N° 36 of the Rosario city, in
August of the same year, with 78 participants who attended the first meeting.

2.2 The Students Profiles

At the beginning of the training, a survey was administered to identify profiles and
practices of the students, which allowed a better adaptation of the didactic proposals.
The results of this first questionnaire (n = 78) showed that 46% are in the age range
41–50 and 41% between 31–40, 85% are women, 38% have between 10 and 20 years
of teaching experience and most are regular teachers. Besides, 68% have completed
training courses in education and ICTs although the experiences mentioned are diverse,
where 45% are self-taught and 21% have some programming experience. On the other
hand, 90% have a laboratory or digital classroom (although not always working) and
61% report bad internet connection in their school. We also highlight the heterogeneity
of the group, given that teachers work at different levels and areas of primary education
(Mathematics, Computer Science, Language, Social, Natural Sciences, Music, Special
Education, etc.).
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3 Results

3.1 Partial Results in the First Year of the Course

In reference to the permanence of the students in the curricular training, the main
dropout rate was recorded during the first semester of the course, leaving 42 regular
students at the beginning of the second period. From the queries made to people who
did not continue, two main questions arose: a) they did not have a clear idea about what
the training was about when starting the course, and b) the impossibility of being able
to meet the requirements of assistance and delivery of practical work, given the usual
intensification of teaching work towards the end of the school year.

Linked to the first item (a) in a survey where the students were asked how they were
noticed about the specialization, 61% answered that it was through a journalistic note
from a local newspaper, 28% through social networks and/or recommendation of a
third party, 22% through the Ministry of Education of Santa Fe and 6% by informative
note from the management staff of their institution. In addition, 41% had not attended
any informative talk about the training. If the novelty of the subject is also considered
at the regional level, the expressions of those who did not continue warn about the need
to intensify communication regarding this particular training, especially from the
official authorities and the institutional actors. Besides in relation with item (b), it is
important to keep in mind that all the specializations offered for teacher training in ICT
both at the provincial and national level have a distance or hybrid modality with very
low in-person classes and thus, allow to work with more customized asynchronous
times. It is worth mentioning that the total time load of 400 h as the face-to-face mode
of classroom attendance was a national prerequisite for the design of this career.

For these reasons, students faced not only with innovative contents, but with a high
demand course methodology. This was also frequently expressed to the teachers
responsible for the modules during the first semester, which led to some adaptations in
the curricular organization for the second one. In spite of these difficulties, both
teachers and students agreed on the appropriateness of the face-to-face modality due to
the active and participatory approach of the classes, where very suitable teaching and
learning processes were experienced for future didactic transpositions. We can see in
Fig. 2 pictures of unplugged activities during the different PC modules and in Fig. 3
the students are programming and sharing their programs with the group.

At the end of each semester, a survey to collect the students’ opinions regarded the
different modules were applied. An analysis of their opinions in relation to the orga-
nization of the training proposal in plugged and unplugged contents (n = 24), linked to
the didactics of the modules more representative of these approaches in the first year of
study (Unplugged: Computational Thinking (CT) 1 and 2; Plugged: Programming
(Prog) 1 and 2). As Fig. 4 shows, favorable opinions are the majority and increased in
the second semester. This may be due to modifications introduced in the dictation,
since in the first semester the PC 1 and Programming 1 modules were worked in
parallel. Given the difficulties presented by the students, it was decided to continue with
a more sequential scheme, leaving in parallel the route through the integrating projects.
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On the other hand, and also taking into account the plugged-unplugged binomial,
the opinions of the students in relation to the contents addressed during the first year
were analyzed. As we can see in Fig. 5, most of the valuations are positive and the
negatives decreased in the second semester.

Fig. 2. Unplugged activities during PC workshops.
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3.2 Relevant Results at the End of the Specialization

At the end of the course and prior to the implementation of the classroom experience,
required to obtain the degree, an evaluation was carried out by an external consultant.
Among the instruments used, an integrative survey was conducted on the perception of
the students on specialization, in relation to different variables. In addition, a focus
group was performed in order to gather relevant information regarding the training
proposal in a more open format. Both activities were of voluntary participation fol-
lowing the modality of opinion consultations that were carried out along the way.

Fig. 3. Programming activities.
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It is worth mentioning that 31 students began the last semester of the course and 21
finished it. Below we present some of the most relevant aspects that we have extracted
from this process.

Fig. 4. Student opinions on applied didactics.

Fig. 5. Student opinions regarding contents
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Incorporation of CS Content to Teaching Practice. Regarding this point of interest,
it should be noted that all respondents (n = 18) stated that they feel prepared to include
the contents learned during the specialization in the teaching space they are in charge
of. Among its justifications, the possibility of having the necessary tools and being able
to connect the contents with those of the primary level is highlighted, as can be seen in
the following expressions received:

“The specialization provided me with tools to perform correctly”, “A very complete training
has been received developing the necessary competences”, “Because they gave me the nec-
essary tools so that I can relate the different contents of primary school with computational
thinking and programmin”, “I believe that the contents are fully adaptable to traditional
curricular areas”, among others.

They were also asked how they would apply the contents of the specialization in the
classroom, if they did not have infrastructure restrictions. As Fig. 6 shows, the per-
centages of activities that could be implemented are high in all cases. The creation of
digital learning objects (games, animations, etc.) to use in their classes, the performance
of unplugged activities and the development together with the students of digital
objects to present a curricular content, are the most relevant ones. These actions imply a
change of perspective from user to creators of technology, which enables other types of
practices in primary education. Likewise, it is observed that a large percentage of
teachers point out the possibility of working on these novel contents and even taking on
a specific subject (72%).

These data can be related to the fact that 89% said that during the course they
carried out classroom experiences of the contents worked in the specialization, even
before it was a requirement in the curriculum, since this instance was only requested at
the end of the last semester, as a mandatory activity of the “Final Project” module.

94%

89%

89%

83%

72%

0% 20% 40% 60% 80% 100%

I could develop digital learning
objects (videogames, anima on,…

I could do an unplugged ac vity
with the students

I could teach them to do some
anima on / simula on /…

I could ontroduce content seen in
the specializa on for a period (a…

I could take charge of a subject on
programming / computer science

Fig. 6. Possible application of learned contents in the classroom: student opinions.
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When asked about what activities they had already implemented, it can be seen in
Fig. 7 that the majority (56%) carried out both plugged and unplugged activities, while
38% implemented unplugged ones and only 6% done exclusively connected work. In
this way, there is a tendency towards the development of activities that combine the
two main approaches of the training course (i.e. plugged and unplugged).

When asked about these experiences in the classroom, the teachers pointed out
different issues that were significant, rating them from 1 to 10. Figure 8 shows that on
average, the most prominent points at the time of carrying out the experiences were the
usefulness of the educational materials made available during the specialization, and
high motivation of the students to the proposal. However, the other aspects shown in
the table, which highlight the teacher’s confidence in carrying out his proposal, time
management and the correspondence between implementation and prior planning, also
scored high.

6%

38%
56%

Plugged Unplugged Mixed

Fig. 7. Type of activity implemented by the participants during the course.
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It is worth clarifying that for the “Final Project” of the specialization, the students
must plan and develop both connected and disconnected activities for their classroom
practice. In this sense, the 20 teachers who completed this stage, managed not only to
plan activities that combine both approaches but also, to relate them successfully to
their contexts of school practice.

Highlights of the Training Course. Regarding the training experience, they were
asked about their qualification in relation to different aspects. They point globally to
issues of infrastructure, resources and materials, pedagogical aspects, among others.
The students weighted these aspects on a positively increasing scale from 1 to 10 and in
the following Fig. 9 an average of the score obtained is shown.

We can see that the ratings are overall very positive. Among the most valued
aspects is the material offered, both in manual and bibliography format offered in the
different modules, as well as the disciplinary contents addressed and the didactic
proposal. The results of the focus group allowed to expand this information, pointing
out among the main aspects assessed: the original nature of the offer, the thematic
relevance and the quality of the materials, the proposal designed to be easily transferred
to the classroom and possible to be contextualized in problems detected by the edu-
cational community, the work done by the teachers of the different modules, as well as
the free nature of the proposal.

It should be noted that in the project modules the choice of the subject to be
developed was always based on what was proposed by the students motivated from the
theoretical-methodological framework of the specialization towards the development of
a non-exclusive CS educational practice. Other aspects also highlighted by the students
refer to:
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Fig. 9. Valued aspects of the course: califications average.
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• Tools provided by the specialization to think about teaching practices from another
angle, for example, the development of practices and materials designed as Tech-
nologies for Social Inclusion.

• Unplugged activities, which provide the possibility of working “without the com-
puter”. There are restrictions on the availability of computers at school and they still
perceive that they have to continue a process of creative appropriation of everything
they have learned, in particular on programming skills.

• Training in the development and conceptualization of computational thinking.
• Software “Pilas Bloques” stands out as a suitable tool for students at an initial level

of content approach.

4 Conclusions

In this article, we have presented some of the most significant aspects of the curriculum
design and results of implementation of the first specialization for teachers of the
primary level in Computer Science of Santa Fe province. This training experience
results of great interest as a contribution to research in computer science didactics,
since it is one of the first three in the country, as similar trainings are under way in Río
Cuarto (Córdoba province) and in Tandil (Buenos Aires province).

The assessments expressed by the students are very encouraging, both from their
appropriation of CS knowledge and from their perception of being able to implement
the contents of CT and Programming in the classroom. Likewise, regarding the
observations made by the professors responsible for the Final Project module in the
institutions of the students (classroom activities), the opinions were also positive. It
should be noted that in most cases the projects implemented, enabled in the schools
involved the possibility of training the teaching group under the responsibility of the
specialized teacher. In addition, through the classroom work, a novel and articulated
practice of CS integration in primary school was made visible.

Beyond the evaluation monitoring instruments implemented, it is worth noting the
fluid communication of the students and the good relationship that was built between
the teaching team of this training and the future specialists. The open dialogue during
the course was always present and allowed, as far as possible, more flexible adaptations
to the diversity of problematic contexts presented by the students, bridging the gap of
the cultural distance between the groups. This can be identified as a process of co-
construction of knowledge, where a common theoretical framework was developed in
two years. This process allowed a gradual understanding of the different discursive
forms and conceptual frameworks that were initially presented as an obstacle to mutual
understanding. Furthermore, this shared knowledge platform enables the discussion of
the institutional tensions that arise in the problem of how to introduce the teaching and
learning of Computer Science in primary school.

Another aspect of the curricular implementation to highlight is the consolidation of
a team of professors-researchers that, under an interdisciplinary theoretical framework,
systematically reflects on teacher training in CS for the primary level taking into
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account the regional context. These human resources can lead to new cohorts and the
territorial expansion of the experience.

On the challenges to face for the improvement of this proposal, from all that has
been collected, it will be necessary to study in depth how to achieve a better balance
between the requirements of face-to-face time, the modules schedule, the amount of
practical work requested, considering the working conditions and needs of primary
teachers.

Finally, we expect that this specialization will be constituted as a reference proposal
for the field of computer science education in Argentina, whose innovative and
inclusive nature allows a transformation of current teaching curricula and practices.
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Abstract. The results of a research on Computational Thinking skills in
primary-level teachers, who completed a specialization in computer science
didactics, are presented. The methodology was mixed – qualitative and quan-
titative. As data collection instruments, two tests based on the Bebras Problems
were used. To analyze the texts written by the teachers on how they solve the
problems, content analysis was used. It was found that a high percentage of
teachers managed to solve problems of medium complexity that involve skills
such as abstraction, pattern recognition, models and simulation, algorithms and
decomposition. Moreover, it was observed that teachers manifest significant
difficulties in describing and explaining when writing the process of solving the
problems posed.

Keywords: Computational Thinking � Skills � Evaluation � Teachers’
Continuing Training

1 Introduction

The construction of Computational Thinking (CT) manifests itself as an important
challenge for current trainers of all educational levels. Nowadays, understanding and
mastering information and communications technologies, is an important knowledge
that helps solve different types of problems in the most diverse fields and contexts. It is
a real challenge for teachers at different educational levels. Studies and trends world-
wide warn about the importance of introducing and developing the CT in the com-
pulsory education system. Introducing the CT at an early age is due to a social need of
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this century, to develop capacities able to provide solutions to problems, using and
taking advantage of the benefits of computing and technology.

Developing CT allows you to learn and understand technologies, including:
decomposition strategies for problem solving, abstraction, generalization of the solu-
tions, the application of processes that define rational and systematic steps towards the
search for solutions and, achieving the definition and design of algorithms that allow
finding the desired solutions or results [1–3]. The construction of CT allows the
development of certain higher order skills that contribute and enrich the way of
understanding and solving problems, and being able to create and automate these
solutions, based on knowledge of fundamental principles and concepts of Science
Computing, such as logic, abstraction, data representation and algorithm design [17].

Characterize the construction of Computational Thinking, in the context of the
teachers’ continuous training and the impact on their own practices is the main
objective of the research and development project1 that gives framework to this study.
Between the aspects addressed, the analysis of the teaching practices of primary level
teachers who participate in didactic training processes of Computer Science and CT
development, are found. It is foreseen the need for deepen and consolidate research that
addresses the study of the impact in the construction of the CT in the educators, for
which it is necessary to evaluate, on the one hand, the proposed training activities, and
on the other hand, the skills built by educators who undergo continuous training in
Didactics of Computer Science. Depending on the complexity, inescapable use of
different approaches, methods and techniques are needed to obtain evidence and
indicators for analyzing and evaluating the impact of these formations.

The authors of this work are part of the team that coordinates and dictates a
continuing education career aimed at primary school teachers, called Higher Level
Teaching Specialization in Didactics of the Computational Science. This career
emerges as a joint initiative between the Foundation Dr. Manuel Sadosky, the Higher
Institute for Teacher Training Ramón Menéndez Pidal, and the Computing Department
of the Faculty of Exact, Physical-Chemical and Natural Sciences, from the National
University of Río Cuarto. In this framework, different studies are carried out in order to
approach the inherent complexity of the CT construction process.

The evaluation of the CT is in development, educators find considerable limitations
when assessing these skills that are considered primordial to the training of students in
today’s world [8]. In this context, it is shown that Bebras Problems [14] that are
specially designed to assess computational thinking skills, constitutes an adequate
instrument to measure these skills before and after training. Bebras is an international
competition that aims to promote computational thinking among students of all ages
with “disconnected” activities. There are studies that analyze the effectiveness of
Bebras problems and also comparisons with other computational thinking tests [8–13].
However, there are no records of results obtained from the use of Bebras Problems in

1 La construcción del pensamiento computacional: estudio del impacto desde la formación de
formadores. Proyecto de Investigación y Desarrollo (PID) financiado por el Ministerio de Ciencia y
Tecnología de la Provincia de Córdoba. 2019–2020.
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the evaluation of teachers’ continuous training in CT, so it is interesting to inquire
about the scope of this evaluation alternative.

In this work, the results obtained from the analysis of an experience are presented,
based on selected activities of Bebras problems, where the Computational Thinking
(CT) skills of primary education teachers, who are studying the Specialty in Computing
Science Didactics, are evaluated. Thus, providing another way of evaluating the CT
skills.

This paper is an extension of the research presented by the authors at the XXV
Argentine Congress of Computer Sciences (CACIC 2019) [16], in which is added a
qualitative and quantitative analysis of the evaluation of CT skills performed to the
group of teachers of the population in study. The main contributions given by this
extension to the work [16] could be resumed in:

• The presentation of the results of a second test.
• Quantitative analysis of the results of both tests (previous and new tests).
• Qualitative analysis of the evaluation of the CT skills carried out at the teachers.
• Discussion of the results and presentation of related work.

This work is organized as follows: in Sect. 2 the evaluation experience carried out
based on Bebras problems is exposed, the population of individuals that are evaluated
and the test performed are described. In Sect. 3 an analysis of the results obtained is
presented. In Sect. 4 related work is shown, and finally some conclusions and possible
future works that give continuity to this research.

2 The Experience

2.1 Population

In this experience, an evaluation of the CT-related skills is carried out, which are
presented by elementary school teachers who are studying for the Higher Level
Teaching Specialization in Didactics of Computer Science.

The first cooperation began in March 2018 and has 47 teachers (44 female teachers
and 3 male teachers) attending the second year. They are all primary level teachers,
who teach classes to students between the ages of 6 and 12, 98% of grade teachers and
only one teacher in the Information Technology area. The average age is 42 years, in a
range from 23 to 54 years. We have a median and a mode of 43 and 44 years,
respectively. The average deviation is 4.5. 50% are regular teachers and the rest are
interim and substitutes, who work in different grades of primary school. In addition,
currently two teachers are not related to any institution and one teacher performs
activities ad-honorem. The teachers correspond to 28 schools, 80% are public insti-
tutions of state management and the remaining 20% are public institutions of private
management. 75% of these schools are located in the city of Río Cuarto, and the other
25% in localities of its region of influence (within a radius of 30 to 150 km away from
Río Cuarto).

The Specialization lasts 400 h, divided into 8 modules, over two years. The dif-
ferent modules introduce teachers to the concepts of computer science, digital
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citizenship, computational thinking, programming and robotics. The 8 modules are:
(1) Communication and collaboration tools, (2) Introduction to Problem Solving,
(3) Introduction to Programming Languages, (4) Software and Hardware Administra-
tion and Configuration, (5) Programming as an Educational Resource, (6) Introduction
to Robotics, (7) Data Processing and (8) Integrative Project. The evaluation of each
module was focused on class practice activities, generated and implemented in groups
of teachers, as an integrative activity in each one of them. The first cohort ended in
December 2019.

2.2 Methodology

The focus of the present study is mixed type, quantitative and qualitative, where the
effects on learning that are to be observed and analyzed are studied once they have
already occurred [7]. The study carried out uses a post-test without a control group,
which limits the ability to analyze changes in teachers’ abilities based on the training
received, although it makes it possible to analyze the Computational Thinking skills of
primary school teachers. The sampling is not probabilistic, the study is carried out with
the group of elementary school teachers who attend the Specialty, in order to monitor
the training received throughout their dictation.

As data collection instruments, two tests were used based on the Bebras Problems,
specifically problems of the Bebras Australia Computational Thinking Challenge 2018
[15] were used. As mentioned earlier, Bebras is an international competition that aims
to promote computational thinking, among students of all ages, with “disconnected”
activities. The Bebras initiative is part of an international proposal open and based on
collaboration between teachers. The project has an important popularity, since more
than 50 countries are currently participating. Participants are usually supervised by
teachers and the challenge is done in schools using computers or mobile devices.
Problems or challenges do not require prior knowledge of programming or Computer
Science [18], but all address these issues, for example patterns, coding, cryptography,
trees, among others.

To build the assessment instrument, eleven problems of medium complexity of the
Bebras Australia Computational Thinking Challenge 2018 were selected and translated
into Spanish. The selected problems pose activities that include finding paths - a path
and the best path -, recognizing patterns, identifying and applying algorithms, order
sequences, cryptography and use logical reasoning. The problems were divided into
two tests. You can check the complete tests in the following links http://drive.google.
com/file/d/1uP66o5LCUdEnekITGFDDkcb-E0l5G7ad and https://drive.google.com/
file/d/1M3mMSn24C3Vw19rwZ35PIW6qk5VN2mf2.

Table 1 lists the selected problems and the CT skills involved in them, which are:

• Decomposition: divide the problems into parts (sub-problems).
• Pattern recognition: analyze the data and look for patterns to make this data

meaningful.
• Abstraction: eliminate unnecessary details and focus attention on important data.
• Modeling and simulation: create models or simulations to represent processes.
• Algorithms: create a series of ordered steps to solve a problem.
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The activities in paper format were delivered to the teachers in the classroom, for
their resolution a time of 40 min was assigned for the first test and 20 min for the
second test. They were treated in this way, different compared to the Bebras contest that
was realized in front of the computers.

The activities of the different modules of the specialization did not use Bebras
Problems, but other types of activities involving skills included in the selected prob-
lems were developed. So it is important to highlight that the teachers when taking the
test, faced for the first time a challenge with Bebras style problems.

As mentioned earlier the evaluation was divided into two instances. The first eight
problems correspond to the first test and problems 9–11 to the second test.

In the first test, the results quantitatively analyzed around the associated skills were
analyzed according to the identification carried out in Bebras. In the second test, in
addition to the quantitative analysis, a qualitative analysis was approached based on the
recognition of CT skills involved, as well as, the strategies used in the resolution of the
problems by the teachers themselves were investigated.

Table 1. Selected problems and associated CT skills according to Bebras

Problem CT skills
Decomposition Pattern

recognition
Abstraction Modeling and

simulation
Algorithms

Test 1 1 Way
home

x x x x

2 Dancing
man

x x x x

3 Beaver
tournament

x x x

4 Sticks and
Shields

x x x x

5 Roundabout
city

x x x x

6 Brackets x x x x
7 Railroad x x x x
8 Candy
maze

x x x

Test 2 9 Order
shelves

x x x

10 Secret
code

x x

11 Magic
potions

x x
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3 Results

It was observed that teachers correctly answered 75.5% of the total test problems. With
an average of 8 correct answers per individual. It should be noted that the median and
the mode coincide with the average value. Approximately one third of teachers are
above average and a similar amount below it. Table 2 shows the percentage of correct
answers discriminated by problem. The results of both tests are similar. The percentage
of correct answers does not present variations between the first and second tests in
problems with the same characteristics and hardness levels.

The best results were observed in the problems associated with finding a path and
recognizing patterns in the order of elements. Although, there is a slight decrease in the
effectiveness of resolution in the activities where they should found the best path. It is
necessary to investigate the causes that motivate this difference, which can be
numerous and diverse, but one of the possibilities is that most of the incorrect answers
may be due to an erroneous interpretation of the slogans, not to identify a relevant fact
in the statement, or difficulties related to abstraction skills.

The results obtained in solving problems 2 (Dancing man) and 4 (Sticks and
Shields), are a consequence of the realization of the activity on paper. This generated an
extra difficulty for teachers evaluated in the resolution of these types of interactive
exercises (originally designed to be implemented as interactive), which was not seen in
the multiple-choice challenges. Two cases were found that present a large number of
incorrect answers. In the first case the factors that led to these results were the mis-
interpretation of the statements and difficulty in understanding the slogans; in the
second case it was directly the lack of interest in the activity.

The test results, shown in Table 3, showed that teachers, on average, correctly
solved 7 of the 9 problems that involve skills related to decomposition and abstraction.
In these skills, median and mode show the same value (7 correct answers of a possible

Table 2. Percentage correct answers

Problem % Correct answers

Test 1 1 Way home 100,0%
2 Dancing man 29,0%
3 Beaver tournament 96,0%
4 Sticks and Shields 58,0%
5 Roundabout city 79,0%
6 Brackets 66,5%
7 Railroad 96,0%
8 Candy maze 62,5%

Test 2 9 Order shelves 100,0%
10 Secret code 77,0%
11 Magic potions 68,0%
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maximum of 9). Taking the total responses associated with these two skills, teachers
correctly solved 76% and 73%, respectively, of the problems. In the case of algorithms,
they responded correctly 76% of the time, with an average of 8 correct answers per
teacher (out of a total of 10 problems) with a median and mode equal to the average. As
for pattern recognition, it can be seen that the average is 4 correct answers per teacher
and that the median and mode yield 5 correct answers (of 6 possible maximum), with
73% of correct answers in total. In the case of modeling and simulation, it can be seen
that the teachers answered on average 2 questions correctly (of 3 possible), but the
average and the mode is 3 (of 3 at most); In this case, teachers responded correctly 78%
of the time.

In the second test, problems from 9 to 11 were approached (Table 2), the students
selected and solved a problem of those assigned. In addition, they were asked to
describe and explain how they proceeded to resolve it, as well as to identify the CT
skills involved in the problem. Teachers selected problem 9 in 50% of cases, while
25% of them selected the remaining problems (10 and 11).

Teachers who selected problem 9 recognized that the problem is associated with
Pattern Recognition (91%), Decomposition (41%) and Algorithms (16%). Only one of
the teachers recognized the three skills (just this three). Almost half of them associated
other skills not involved in this problem.

All teachers who selected problem 10 recognized that Pattern Recognition is a skill
involved in solving this problem, but none could identify the use of Algorithms. In
addition, 80% recognized skills that do not correspond to the problem, such as Data
Representation and Verification.

On the other hand, those who selected problem 11 recognized that the problem is
associated with Pattern Recognition and Abstraction (80%). As in the previous case,
everyone associated other skills not involved in this problem.

In the descriptions made by the teachers about the procedure carried out to solve the
problem, it was observed that most of them have difficulties expressing the procedure
in a descriptive text. In general, they only name a list of procedures, for example,

Table 3. Correct answers by CT skill

CT skills Correct answers
Correct
answers
percentage

Mean (correct
answers per
teacher)

Median (correct
answers per
teacher)

Mode (correct
answers per
teacher)

Decomposition 76% 7 7 7
Pattern
recognition

73% 4 5 5

Abstraction 73% 7 7 7
Modeling and
simulation

78% 2 3 3

Algorithms 76% 8 8 8
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textually they express: “I observed and discarded”, “I read, reasoned and recognized
the pattern”, “observation, replacing patterns, recognition”, “by discarding”, “I com-
pared”, among others.

In the case of problem 9, only two teachers wrote a descriptive and explanatory text
about how they proceeded step by step to solve the activity. For problems 10 and 11,
four teachers achieved to describe and explain the procedure followed.

It is important that teachers become aware of the procedures and skills used in
problem solving. Therefore, it is necessary to continue studying this type of activities
and the explicit explanation of the resolutions.

4 Related Work

To the best knowledge there is no work about assessing CT skills in primary school
teachers.

The Bebras initiative [14] is closely related to this work. In [21] they state that
research and applications involving computational thinking assessment are using
Bebras with increasing frequency. As mentioned above, studies have been conducted
that analyze the effectiveness of Bebras problems and also comparisons with other CT
tests [8–13]. However, there are no records of results obtained from the use of Bebras
Problems in the evaluation of teachers’ continuous training in CT.

Lockwood and Mooney [8] uses Bebras’ challenge problems to assess computa-
tional thinking in high school and undergraduate students. Our work shares many of the
problems used by these researchers in their tests. We want to mention that the per-
centage of correct answers obtained by the primary level teachers (in our work) are
very similar to those of the secondary level students shown by these authors.

Roman et al. [20] present the computational thinking test (CTt). CTt is a multiple-
choice instrument assessment tool which has proven to be reliable and valid for sec-
ondary school students. CTt addresses programming concepts and problem-solving
ability.

Boom et al. [18] address the relationship between CT and intelligence. They
analyzed tasks based (partially) on the Bebras challenge of pre-service teacher students.
Their goal is to measure problem-solving skills. An important conclusion reached by
these authors is “…the Bebras’ tasks could be a promising way to evaluate CT without
involving any programming or programming activities”.

Souto et al. [19] presented a review of the instruments or artifacts used to measure
CT abilities. But, they do not report at what educational level these instruments or
devices are used to evaluate CT skills; nor do they analyze the relevance or effec-
tiveness of each one.

The authors of this work, in an initial research, based their study in the productions
of integration that were presented in poster format by students of the specialty, as the
closing activity of their first year. Each production was analyzed using a Qualitative
methodology, based on grounded theory; the data were triangulated with each other by
at least two researchers considering the categories of the Bloom’s taxonomy adequate
by Churches [4]. This analysis allowed determining that all the productions and the
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proposals of class practices, reflected certain cognitive skills related to the digital
world, showing different levels of development and deepness [5].

Subsequently, an analysis of CT skills was carried out, such as formulating prob-
lems where computers and other tools are used to solve them, organizing data in a
logical way and analyzing them, representing data through abstractions, which are
mostly addressed in the specific modules of Programming teaching. This analysis
provided important evidence that the training received by these educators, has a pos-
itive impact on the transformation of their class practices [6].

5 Conclusion and Future Works

We It was detected that a high percentage of teachers (who are currently pursuing the
Especialización Docente de Nivel Superior en Didáctica de las Ciencias de la Com-
putación) were able to solve problems of medium complexity that involve the use of
CT skills, such as abstraction, pattern recognition, models and simulation, algorithms
and decomposition.

It was observed that teachers manifest significant difficulties in describing and
explaining in writing the process of solving the problems posed. Only a small per-
centage could write the process in a detailed and understandable way. Most expressed it
with short sentences and general terms.

On the other hand, a large number of teachers identified the CT skills involved in
solving the problems, with pattern recognition being able to recognize with greater
certainty.

The analysis of the explanation of the procedures for solving problems, made it
possible through a more qualitative analysis, to know the procedures and skills that
teachers recognize that they put into play. In line with continuing to deepen the analysis
of the CT, interviews will be conducted and other instruments for data collection and
analysis on CT will be applied. As well as, new evaluations will be carried out using
more complex Bebras problems, complementing and deepening the monitoring of the
CT skills of this group of teachers.

The results of these investigations try to contribute to the development of knowl-
edge about the continuous training of primary school teachers in computer science. On
the other hand, they represent an advance of the research that is being developed.

Likewise, this work provides data and knowledge for the debate that is currently
taking place in our country. In particular in our province, regarding the adequacy of
curricula for the inclusion of computer science and programming in the school.

It is intended to continue evaluating the Computational Thinking skills with other
methodologies. Work is also being done on the evaluation of the inclusion of the CT in
teaching practices and how the training on the subject impacts them.

On the other hand, it is planned to venture into the analysis of the perceptions of
primary school teachers regarding Computer Science, programming and robotics. This
analysis also aims to envision the contribution, in terms of the change of teachers’
perceptions, of different formations in Computer Science, Computational Thinking,
programming and robotics that are being developed in the region.
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Abstract. A taxonomy for the classification of mobile applications for govern-
ment services in cities from Argentina is presented. Such taxonomy has a number
of categories and subcategories that classify mobile applications according to the
interaction between citizens and applications. For the development of such tax-
onomy, 53 cities fromArgentinawere selected and 89mobile applications (offered
and developed by such cities) were analyzed. Finally, all mobile applications were
classified according to the defined taxonomy.

Keywords: Mobile applications � Taxonomy � City governments � Civic
interaction

1 Introduction

During the last decades, a remarkable progress in technologies has been observed.
Technology innovation has improved significantly, with substantial levels of sophis-
tication, in particular, mobile technologies and communication. Mobile technology
appearance has created ample opportunities to better the role of good governance.
Historically, citizens have interacted with local governments in an off-line way,
however, due to technological progress, several of these activities can be now carried
out by the use of mobile devices.

A public service is an activity that governments provide to five receptors: citizens,
business, governments, visitors and employees. When a government delivers a service
through the use of mobile applications it is called a “Mobile public service”.

A taxonomy is a group of similar objects under certain dimensions and charac-
teristics. It enables us to define categories and subcategories to carry out a classification
of objects. The developed taxonomy must fulfill certain attributes in order to be con-
sidered suitable: be concise, inclusive, comprehensive and extensible.
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Regarding such attributes, the necessity of analyzing different mobile applications
in 53 selected cities in Argentina arose, with a view to classify them and create, thus,
a taxonomy taking into account the interaction between citizens and these applications.
Such taxonomy has four dimensions: informative, interactive, contributive and recre-
ative, and each of them has a number of related characteristics.

In order to confirm that the taxonomy fulfills the attributes aforementioned, 89
retrieved applications were classified in each of the dimensions and characteristics that
were proposed.

This article can be seen as an improved and extended version of our previous work
[1]. In section two, the advantages of the use of mobile devices at present are described,
and the definition of “Mobile public services” and some application cases in Latin
America are presented. In the third section, definitions, characteristics and approaches
are presented so as to create taxonomies. Then, a survey of the cities of Argentina and
the official applications they offered is presented, followed by the creation of a tax-
onomy appropriate to the purpose that was laid out. Finally, conclusions are provided.

2 Mobile Devices for the Services Delivery

2.1 Use of Mobile Devices Today

During the last two decades, a remarkable progress in technologies has been observed.
Technology innovation has improved significantly, with substantial levels of sophis-
tication, in particular, mobile technologies and communication. Nowadays, smart-
phones have numerous functions with several ways of continuing communication.
Also, they allow users to have access to applications in real time according to their
concrete and specific needs, regarding their physical location, thus defining a new
concept of customizable device [2].

The Smart City model has emerged strongly worldwide as a new way of reconsid-
ering urban management. This concept deals with the idea of the integration of the use of
TIC in the evolution of a city, thus improving greatly the service supply and cooperating
with social and financial development. A City with Intelligence is characterized by the
everyday use of technology to better efficiency as a response to daily requests [3].

The appearance of mobile technology has created considerable opportunities to
better the role of good governance, specifically the rise of information, the interaction
with the audience and the most effective and efficient means to carry out public
transactions. Mobile applications are defined as the use of this technology used by a
final user with a specific purpose [4].

2.2 Mobile Public Services Delivery

RAE dictionary [5] defines a “Public Service” as: “Activity carried out by the Admin-
istration or, under a certain control and regulation of such administration, by an orga-
nization, specialized or not, and with the purpose of fulfilling needs for the community”.

Governments provide public services, firstly, to five receptors: citizens, business,
governments, visitors and employees.
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The “Delivery of services” is the part of the service business process where the
interaction between the supplier and the service consumer is carried out. “Channels” is
the name used to define the perception of the consumer or the administration regarding
the way the service is delivered.

It’s decision of each government agency to define how public services will be
delivered to the citizens, being possible to define different delivery of services strategies,
taking into account factors such as consumer needs, costs and capacities of channels,
and common aspects between the elements, channels, processes and transactions.

The “Delivery of services Strategy” represents a group of decisions about how
services will be delivered to the clients: “Multiple Channels” (the information known
by a channel is not shared with other channels; to exchange data, each channel must be
connected to the others) or “Multi-Channel” (the channels are integrated; data can be
read from any of the channels and consumers can obtain such data from any location).

There are multiple channels for the delivery of services, some of them are: per-
sonally in the office, by phone, by web sites, by email, etc. When the delivery of a
service is carried out by a mobile application it is called “Mobile public service”.

Historically, citizens have interacted with local government agencies in an off-line
way; however, due to technological progress, many of these activities can be now
carried out by the use of mobile devices.

Government mobile applications are used as an additional channel for the gov-
ernment delivery of services and they enable citizens to have access to information at
any time and place [6]. The different ways that citizens interact with city administra-
tions are:

• Through receptive interactions: unidirectional transactions of information from the
government agency to the citizen or vice versa. Generally, citizens search for
governmental ordinance, citizen growth plans, etc. Additionally, governmental
agencies seek to understand demographic characteristics of a determined part of
census, dimensional characteristics of the area, etc.

• Through interactive tools: exchange between government agencies and citizens.
“Off-line” interactive exchanges imply a bidirectional transaction of information,
since citizens often want to share their thoughts about how things are done in the
community and what plans can be discussed in the future. In the past, citizens had
limited options: to assist to a public audience, to visit the planning office in person,
to call the city administrators, etc. Mobile applications have provided additional
options that make interactivity more accessible.

• Through transactional tools: exchange between governmental agencies and citi-
zens. Many of these activities would have required, in the past, that a citizen visit
local government offices, but nowadays the visits can be online. Some of them are:
variation, appeals and application for licenses, fee payments for permissions and
other request forms.
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2.3 Application Cases in Latin America

Argentina. BAMovil is a mobile application developed and spread by the Buenos Aires
City government, Argentina, in order to communicate car traffic flow and the location of
the underground and the bike paths in real time at Buenos Aires City. This application
combines information from many sources and can be sorted according to the means of
transport that the user chooses. It gives accurate, constantly updated and real-time
information so that users knowwhat is happening on the street and themeans of transport.

Brazil. With SIC.SP mobile application, the citizen can have access to public data and
information produced or kept in custody by the organizations of the state government
of San Pablo city. The application has been able to assist more than 37,000 request
forms of information, news and notifications about administrative processing. The
service is free of charge and it keeps information confidential and personal with limited
access.

Colombia. The event tool “Government online”, from Colombia government, allows
citizens to get information and receive news of all the national and international events
organized by the Online government office of the TIC secretary: calendar of events,
public, guests, speakers, entries, activities, forum, awards, etc.

Costa Rica. “CR Public Security” application has been useful to inform and prevent
citizenship through safety advice and government news in this area. Official infor-
mation works for the location of policy offices in the country, security advice, crime
prevention and general information about programs, recruitment requirements, com-
munity security and firearm carrying permission. Criminal incidents can be reported as
well as wanted individuals or fugitives.

El Salvador. “El Trafico SV” application seeks to give information and tolerate car
traffic supervision in this country in real time through live cameras (live streaming).
Also, this development allows to incorporate a report with photographs of traffic in real
time. This application has allowed a better evaluation of traffic in the city by users.

Mexico. SAT Movil is the official application of Tax Administration Service (SAT in
Spanish). Some of the services available online are: online invoice, complaints, tax
payment and refund procedure, payment and statement enquiry, tax signal, SAT store,
appointment, board of directors and accountants, tax calendar and financial statistics.

Panama. The development of “Panama Mobile Migration” application, that belongs to
the National Service of Migration of Panama, has been useful to carry out and follow
migration administrative procedures such as edicts, naturalization processes and
authorized visas from a mobile phone.

Venezuela. The “Online government” initiative in Venezuela has allowed for the use
of mobile phones to offer information and orientation about public sector services to
citizenship. With this mobile application, the user can have access to the board of
directors, paperwork and available services in the government. The tool is still infor-
mative, but it is planned to transform it into a more interactive tool so as to go through
procedures and services with a mobile phone.
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3 Taxonomies

3.1 A Taxonomy Description

A taxonomy is a classification or aggrupation of objects that have characteristics in
common. According to Nickerson [7], one of the main advantages that taxonomies
offer is the reduction of complexity and the identification of similitudes and differences
among such objects. Adequate taxonomies play an important role in investigation,
since the classification of objects helps researchers and professionals to understand and
analyze complex domains; thus theories can be formulated based on such relations.

There exists a difference between typology and taxonomy concepts [8]: typologies
derive in a conceptual or deductive manner and taxonomies in an empirical manner. In
the case of typologies, the researcher can propose a categorization based on an ideal or
theoretical model. On the other hand, for taxonomies, the proposed classification is
based on empirical data, starting with certain data and leading to a classification by
analysing it. The goal is to find similitudes among data and classify similar objects in
the categories.

For the taxonomy, dimensions and characteristics are defined. The dimensions offer
a primary classification and the characteristics are grouped in the dimensions defining a
secondary classification. A taxonomy will be useful if it contains the following ideal
attributes [7]:

• Be concise: the taxonomy must contain a limited number of dimensions and
characteristics easy to be understood and used.

• Be enough inclusive: the taxonomy must have enough dimensions and character-
istics of interest.

• Be comprehensive: the taxonomy must provide the classification of all current
objects within the domain in consideration.

• Be extensible: the taxonomy must allow for additional dimensions and new char-
acteristics when new types of objects appear.

3.2 A Taxonomy Creation

The development of a taxonomy is a complex process. Before starting, the researcher
must decide the most complete characteristics and metacharacteristics that are useful
for the base of the classification. The election of the metacharacteristic must be based
on the purpose of the taxonomy.

Bailey [9] describes the conceptual and empiric approaches of a model with two
levels. Although researchers can tackle the classification through any of the levels, he
suggests that by using a model with three levels that includes conceptual, empiric and
indicator/operational levels can be a common approach and, often more useful. In this
method, the researcher has two options: whether to start with the deductive approach
and then examine the empiric cases (from deductive to empiric) to check how they fit
into the conceptualization or to start with empiric data groups and then conceptualize
deductively the nature of each group (form empiric to deductive).
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In the field of information systems, Bailey’s indicator model was found as the most
attractive for the development of taxonomies. It doesn’t have a unique approach but it
is based in deduction as well as in empiricism: the researcher starts examining a
subgroup of objects, willing to classify them and identifying general characteristics of
such objects. The identification of these characteristics leads to the first effort in a
taxonomy, being grouped in dimensions that create the initial taxonomy. Each
dimension has characteristics that are mutually exclusive and collectively compre-
hensive. This process is based on empiric data (limited) that have been collected on the
objects and the deductive conceptualization of the researcher. The researcher checks,
then, the first taxonomy to seek additional conceptualizations that could not have been
identified in the original empiric data. Hence, new characteristics, which can be
adjusted to existent dimensions, can be deduced or conceptualized into new dimen-
sions. The empiric cases are examined by using new characteristics and dimensions to
determine their utility in the classification of objects. A revised taxonomy arises.

4 Mobile Applications in Cities from Argentina

4.1 Selected Cities

An analysis of several cities from Argentina was carried out. The aim was to include
cities with different sizes and realities.

On the one hand, 50 cities which are members of RECIA (Smart Cities Network in
Argentina) were taken into account. RECIA is a space for exchanging experiences and
knowledge, whose goal is to promote smart cities and to better the government man-
agement. The network is set up by smart cities which are models in the entire country,
and it works horizontally with local governments and other parts in topics such as
politics design, tools and better practices [10].

Additionally, it was ideal to include in the analysis the 8 biggest cities from
Argentina according to INDEC projections for 2018 [11]. Taking these cities, it was
discovered that 3 of them didn’t belong to RECIA, so they were added; this made a
total number of 53 selected cities.

Finally, a wide variety of cities from the country with different sizes and charac-
teristics was gathered: 5.66% of cities with more than 1 million residents, 9.43%
between 500,000 and 1 million residents, 15.09% between 250,000 and 500,000 res-
idents, 28.30% between 100,000 and 250,000 residents, 9.43% between 50,000 and
100,000 residents and 32.09% with less than 50,000 residents. Figure 1 shows the
amount of cities for each size classification.
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The 53 selected cities for the analysis can be observed in Table 1.

Fig. 1. Residents of the cities according to INDEC projections (2018)

Table 1. Selected cities

Buenos Aires 3 de Febrero
Adolfo Alsina
Bahía Blanca
Bolívar
Campana
Castelli
Chivilcoy
Coronel Pringles
Escobar
Exaltación de la Cruz
General San Martín
Junín
La Plata
Lincoln
Luján
Mar Chiquita
Mar del Plata

Mercedes
Necochea
Pergamino
Pilar
Pinamar
Puan
Ramallo
San Antonio de Areco
San Isidro
San Nicolás
San Pedro
Suipacha
Tandil
Tigre
Vicente López
Villarino
Zárate

Chubut Esquel
Gaiman

Puerto Madryn
Rawson

Córdoba Córdoba Villa María
Mendoza Godoy Cruz Luján de Cuyo
Neuquén Neuquén Villa La Angostura
Tucumán San Miguel de Tucumán
Salta Salta
San Luis Juana Koslay Tilisarao
Santa Fé Rafaela

Reconquista
Rosario
Santa Fé de la Vera Cruz

Ciudad Autónoma de Buenos Aires
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4.2 Search for Official Applications in the Selected Cities

Once the cities were selected, the search for mobile applications offered by each of
them was carried out. Google Play store was used for such search.

In each city, the applications offered and developed by the corresponding gov-
ernment were collected. We will call them “official applications”.

From the 53 cities studied, 26 of them (49%) didn’t offer any official application
(some of them didn’t even offer applications of mediators related to the city adminis-
tration), 9 of the cities (17%) only offered one official application (which, in some cases,
included several areas of the city administration and worked as a general application), 11
cities (22%) gave two or three applications, 3 cities (5%) offered between four and seven
applications, other 3 cities (5%) between eight and ten applications and only 1 city (2%)
had a list of more than 10 mobile applications to offer their citizens. This can be
observed in Fig. 2.

Within the 89 mobile applications found for the different cities, applications of
several types and with different purposes can be found. The can be classified in the
following groups: Cultural calendars/tourism, City alerts, Public transport, Educational
games, Radios, Payment services, Night shift pharmacies, Claims, Maps, Parking,
Emergencies, etc.

Fig. 2. Amount of official applications offered by the cities administration
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5 Taxonomy for Mobile Applications

5.1 Creation of a Taxonomy by the Analysis of Mobile Applications

The purpose of the taxonomy presented is to classify mobile applications from a
communicational point of view; therefore, it is defined as a metacharacteristic the
interaction between citizens and applications.

To succeed in obtaining a taxonomy that fulfills the ideal attributes presented (be
concise, inclusive comprehensive and extensible) the decision was to use the empiric
approach: mobile applications that were offered by the city managements were ana-
lyzed, studied in 4.2, and similitudes in the way of interaction with the applications
were found to create different categories. Therefore, four dimensions were identified:

• Informative: applications that give information to the citizen. Information is sent
unidirectionally, from the application to the citizen.

• Interactive: applications that let the citizen exchange information with the appli-
cation, sharing their opinion or participating in government managements. Infor-
mation has a bidirectional flow between the citizen and the application.

• Contributive: applications that let the citizen give information of interest for the
government. Information is sent undirectionally from the citizen to the application.

• Recreative: applications that let the citizen interact in a playful way. There is no
exchange of information.

Once the four starting categories were defined, the decision was to include, besides,
a deductive approach to establish subcategories/characteristics that give a better clas-
sification of the applications to achieve the purpose.

In the Informative category, four subcategories are defined: Alert, Static, Dynamic
and Based on location. The Alert subcategory makes reference to applications that
interact with the citizen in real time, sending information automatically, for instance, in
emergencies. Applications categorized as Static are those which give information to
citizens without interaction with them. On the other hand, when applications with
Dynamic category are mentioned, this makes reference to those which wait for the
citizen’s initiative to give information. Lastly, the Based on location subcategory refers
to applications that give citizens personalized information based on their geolocation.

For the Interactive category two subcategories are established: Citizens assistance
and Transport service. Regarding Citizens assistance, it is a subcategory composed by
those applications that let the citizen inform about several problems in the city or fill in
request forms, with the chance of following them through the application. Furthermore,
the Transport service subcategory refers to applications that let the citizen ask for a
public transport and interact through different enquiries about it.

In the Contributive category, three subcategories are included: Data collection,
Request for help and Tax collection. The Data collection subcategory makes reference
to those applications that are nourished with information that citizens gives by filling in
forms or interacting in another way. For their part, applications categorized as Request
for help, are those that the citizen uses to generate an alert to ask for help by means of,
for example, a panic button that sends the geolocation of the citizen to whom it may
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concern. Tax collection subcategory refers to those applications that let the citizen pay
the taxes to the cities administration.

Finally, the Recreative category is defined by two subcategories: Games and
Virtual reality. These subcategories do not need too much explanation; their names are
enough self-explanatory. The applications of Games subcategory are those that let
citizens know and/or learn, by means of some type of educational games, about the city
or any other matters of interest, such as health, law, etc. Additionally, the Virtual
reality category encompasses those applications that, by means of the use of tech-
nologies such as augmented reality, let citizens know more about the city in an
innovative and enjoyable way.

The final taxonomy developed can be observed in Fig. 3.

Fig. 3. Taxonomy for mobile applications
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5.2 Classification of Applications According to the Taxonomy

To prove if the taxonomy developed is correct, that is to say, if it fulfills the required
attributes, the decision was to classify each of the 89 mobile applications studied in the
different categories and subcategories defined. Figure 4 shows the result of this
classification.

As it can be seen, a great part of the studied applications corresponds to the
Informative category. There are 49 applications that belong to this category: 63% from
Static subcategory, such as report applications, news, diaries, radios, etc.; 16% of
Based on location subcategory, such as applications that show when the bus arrives,
what activities the citizen can do in the surrounding areas; 14% of the Dynamic
subcategory, for example, applications to check fines, debts, scan QR codes, etc.; and
7% of Alert subcategory, for example, applications that give advice about weather
conditions, the swell of the river, etc.

From the studied applications that correspond to the Interactive category, it was
discovered that from the 20 applications, 80% belong to the Citizens assistance sub-
category, such as the case of the applications to make complaints to the city admin-
istration, whereas Transport service subcategory, there is only 20%, such as
applications to call a taxi, which help to citizens’ safety.

Regarding Contributive category, 11 of the studied applications were categorized as
such: 45% belong to Request for help subcategory, for instance applications with panic
buttons to alert the police, fire station or in case of gender violence; 37% belong to
Data collection subcategory, with applications that let citizens notice about lost pets or
applications to give data about traffic violation or the poor conditions of the roads; and
18% belong to the Tax collection subcategory, taking into account those applications
related to metered parking or those which let pay services.

Fig. 4. Mobile applications classified according to the developed taxonomy
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Finally, applications that belong to the Recreative category: from the 9 identified, it
can be observed that 67% belong to the Games subcategory, educational games
applications can be found in this group and 33% are part of Virtual reality subcategory,
that include applications where the citizens interact with different parts of the city
administration through the use of technologies, such as, augmented reality.

6 Conclusions

An analysis of the importance of the use of mobile devices and the way citizens use
mobile technologies to communicate with city administrations was made. Additionally,
there were analyzed different definitions, characteristics and types of approaches in
order to create taxonomies.

For the present paper, 53 cities from Argentina were selected and a study of the
mobile applications offered and developed by the corresponding administrations
(“official applications”) was carried out. It was discovered that almost half of the cities
(49%) didn’t offer any official application. Observing the remaining cities, 89 mobile
applications were found. Each of these applications was analyzed from an interactional
point of view: the interaction between applications and citizens. The aim was to create
a taxonomy that allowed a classification of the applications.

In this article, a taxonomy for mobile applications of government services in cities
from Argentina was developed, using an empiric approach as well as a deductive
approach. As a result, a taxonomy that fulfills all the ideal attributes was obtained: it is
concise (it has 4 dimensions and 11 characteristics, easy to understand and apply), it is
inclusive (all necessary aspects for the categorization of mobile applications are cov-
ered), it is comprehensive (all studied mobile applications could be classified) and it is
extensible (it is possible that the taxonomy enlarges in the future, if it is necessary).
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