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Conceptual and Historical Contributions



Chapter 1
Geography of Migration:
An Introduction

Karima Kourtit, Bruce Newbold, Peter Nijkamp, Mark Partridge,
and Oudom Hean

1.1 Setting the Scene

We live in the “age of migration.”Migration can take different forms: local, domestic,
or cross-border (regional or international). In recent years, a considerable amount of
attention has been directed to the socio-economic aspects of cross-border (interre-
gional and international) migration (see, e.g., Stough et al. 2018). In the Handbook
on the “Economics of International Migration” (Chiswick and Miller 2015), we find
many interesting economic contributions on migration phenomena, mainly from a
macro- or meso-economic angle. It should be recognized, however, that migration is
not only an economic or demographic phenomenon, but it also has clear geograph-
ical dimensions in terms of socio-economic drivers of, or impacts on, places of
origin or destination. In other words, the economic geography of contemporaneous
migration movements, in relation to the characteristics of places of origin and desti-
nation, also deserves full-scale attention. Since modern—in particular, large—cities
and metropolitan areas act mainly as attractors of these rising migration flows, it is
certainly pertinent to focus regional science and economic-geographical research on
current migration, in particular, on urban agglomerations; cities appear to turn into
local diaspora economies (see Tranos et al. 2015). The geographical dimensions
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of migration—ranging from local to international aspects—deserve increasingly
scholarly attention.

Cities are not only characterized by size and density, but also by a considerable
share of strangers in the local population (Jacobs 1961). Consequently, the pres-
ence of migrants in modern urban agglomerations is not a peculiarity, but a normal
phenomenon. Nevertheless, the drivers and impacts of a large influx of (foreign)
migrants may lead to intriguing and cumbersome policy and research concerns, in
particular, in spatial economics and related disciplines (see, e.g., Kondoh 2017). In
this context, Nijkamp et al. (2012) argue that Migration Impact Assessment (MIA)
is a much needed tool to understand—and cope with—the complexity of the modern
multi-cultural urban fabric.MIAdoes not only refer to conventional economic impact
studies (such as local labormarket effects, housingmarket tensions, or spatial conver-
gence and poverty issues), but also to broader and system-wide effects (such as
innovativeness or creativity in cities, cultural enrichment, citizens’ empowerment,
alternative scientific approaches, and the like). An extensive account of the societal
and cultural dimensions of foreign immigration can inter alia be found in a wide-
ranging publication by Nijkamp et al. (2015) on the economics of cultural diversity
(see also Bakens et al. 2013).

Especially in the “urban century” with its unprecedented rise in urbanization (not
only in the Western World, but even more so in the developing world including
emerging economies), the urban agglomeration becomes a melting pot of different
people, mixed cultures, diverging welfare positions, and heterogeneous talents. In
an interesting modeling study, it is noteworthy that Wang et al. (2016) have demon-
strated that the choice of migrants toward specific destinations is co-determined by
their cultural distance and their cultural diversity. It is thus evident that in The New
Urban World (Kourtit 2019), cities (ranging from towns to urban agglomerations,
polycentric constellations ormetropolitan areas) do not only grow in size and number,
but also in diversity.

It should also be added that migration is not a static phenomenon, but reflects
the trajectory of global dynamics. Apart from complex fluctuations in incoming
and outgoing migrant flows, there is also a clear dynamic demographic compo-
nent: migrants also go through an aging process that affects their economic earning
potential and their social network relationships (see for an interesting study on
these issues Baykara-Krumme and Fokkema 2018). Migration mirrors the complex
socio-economic fabric of our world.

In light of the above anecdotal observations, it is clear that the economic geography
of migration should address, in particular, the genesis, dynamics, and consequences
of the economics of diversity in cities and regions as a result of an alien migration
influx. In the next section, we will offer a sketch of the complexity in geographical
patterns as a result of various forms of migration movements.
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1.2 Migration: Internal and International

Cross-border migration is one of the prominent, but sometimes also alarming popu-
lation developments in many parts of the world (e.g., Asia–Europe, Africa–Europe,
Latin- and Central America–USA, etc.). Population geography has dealt extensively
over the past years with various forms of migration movements, such as labor migra-
tion, forced migration, or social migration. In recent times, the New Economic
Geography (NEG) has offered a new perspective on regional dynamics and spatial-
economic development, by addressing, in particular, the effects of trade/transport
flows, the role of agglomeration advantages in large metropolitan areas, and the
pressure of product heterogeneity; population flows and dynamic spatial interactions
(e.g., commuting, tourism, migration) have received far less attention. In particular,
the role of migration in the framework of NEG has prompted sparse interest in the
contemporaneous literature. It is clearly important to explore how migration does
intervene in the principles of NEG, and also how spatial dynamics (e.g., innovation,
creativity) does change the pattern of (domestic and foreign) migration.

Against this background, the present volume offers a wide-ranging refreshing
contribution to the geographical dimensions of cross-border migration, mainly
ranging from interregional to international migration flows. First, some terminolog-
ical remarks are in order. There are twoways of delineating populationmobility using
two commonly used terms originating from North America. Domestic or internal
migration is a change of residence from onemunicipality to anotherwithin a country,
whereas cross-border migration is residential relocation across countries (or major
different regions in a country). While internal migration is typically viewed in a
positive context, at least by economists, other social scientists, and policymakers, it
is noteworthy that cross-border immigration—in particular, foreign migration from
nationswith a different socio-economic or cultural background—has sometimes been
a subject of heated public debate during various time periods.

We will first briefly address domestic or internal migration. As noted above,
domestic migration is usually viewed positively by academics and policymakers as a
way for households and individuals to voluntarily improve their socio-economic
well-being by “voting with their feet.” In particular, domestic migration is one
way for workers to move in order to gain economic opportunity. The standard
wisdom is that at the macroeconomic level, internal economic migration generally
improves overall macroeconomic performance by shifting underutilized workers
from declining regions to expanding regions, which, in turn, increases GDP and
reduces overall aggregate unemployment. Some caveats should be mentioned in this
general proposition.

Even though internal migration has positive socio-economic features, it may also
have negative attributes including cases where it relates to persistent population
loss in lagging regions that reduces their regional development potential. In lagging
regions, negative out-migration may precipitate a brain drain that further limits
the region’s long-term prospects. Low migration rates also imply that in declining
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regions, displacedworkersmay remain, even though there are few economic opportu-
nities. One implication is that if people are not moving to economic opportunity, then
policy may have to shift to place-based or geographically targeted policies aimed at
bringing economic opportunity to them, though such policies also have their down-
falls (Partridge et al. 2015). For example, declining U.S. migration rates since the
late 1980s is one possible cause of declining U.S. macroeconomic performance and
sluggish income growth, as well as divergence in regional incomes across the country
(Partridge et al. 2012; Tavernise 2019).

International immigration, with its historic ebbs and flows, has periodically
become a sensitive or even a divisive topic in many countries. For example, the
United States has a long history of immigration periodically becoming a source of
heated public debate and controversy. In the 1840s and 1850s, therewere calls to limit
immigration from Ireland; theAmerican political party (aka, theKnow-Nothing) was
an outgrowth of the strong anti-immigrant party. Beginning in the 1890s through the
early 1920s, calls to limit immigration from Italy and Central European countries
grew louder, leading to the Immigration Act of 1924. The Immigration Act of 1924
almost entirely shut the door to immigration to the United States. Indeed, much
of the concerns regarding immigration are virtually the same as in contemporary
discussions. Notable examples of political-economic arguments include immigrants
reducing wages of native residents and nationalistic concerns that immigrants of
different races and religions may “undermine” the traditional makeup of the country.
Probably the most racially based immigration act was the Chinese Exclusion Act of
1882 that nearly ended Chinese immigration.

The Immigration Act of 1965 reopened the United States to immigration, espe-
cially from Latin America and Asia. Not surprisingly given its history, beginning
in the late 1970s, immigration, especially from Mexico and other Latin American
countries, increasingly became a source of heated public debate and controversy, in
which the underlying arguments raised in the immigration debates of the nineteenth
and early twentieth century re-emerged.

Fast forwarding to contemporaryNorthAmerica andWestern Europe, three recent
case examples illustrate the ongoing controversy surrounding immigration. First,
supporters of the 2016 Brexit vote in the United Kingdom often pointed to immigra-
tion from Central European members of the European Union and Asian and African
immigrants as a key reason to vote “yes” because of supposed negative effects asso-
ciated with immigration into the UK. Likewise, across Europe, the rise of so-called
right-wing populist or nationalistic political parties is often linked to nationalistic
concerns about immigration, especially regarding immigrants from Northern Africa
and the Middle East (e.g., Syria and Iran). Finally, President Trump’s surprising
election victory and strong support from his right-wing base are often attributed to
negative perceptions related to immigration (e.g., “build the Wall that Mexico will
pay for”). Scholars also debate the actual impacts of immigration, though it is likely
that the net-initial effects of immigration in most advanced countries is near zero,
though as immigrants and their decedents assimilate, the benefits increasingly exceed
the costs. For extensive studies on the quantitative (socio-)economic implications of
migration, we refer to Nijkamp et al. (2012).
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1.3 Classes of Effects of Migration

1.3.1 Types and Determinants of Cross-Border Migration

Following the seminal works of Rosen (1979) and Roback (1982), the key deter-
minants of migration from an economic perspective are wages, housing prices, and
amenities. A place that offers high wages, low housing rents, and better amenities
will attract migrants, until the macro-economy reaches a stationary spatial equi-
librium where utility and profits are equalized across all regions. The key point is
that determinants of migration include economic opportunity and income, as well
as other quality-of-life factors such as amenities (broadly defined), a social climate
that is tolerant to economic and political ideas, and religious, ethnic, and racial
composition. The resulting decision to migrate depends on the net benefits and costs
associated with migration (Partridge et al. 2012). If these net benefits are positive,
the household will migrate, at least in the economist’s view of the world.

Taking each of the economic and noneconomic factors, in turn, economic factors,
including wage differentials and income variability, are considered main determi-
nants of south-to-north immigration, as well as internal migration from lagging
regions to prosperous regions. In countries where the credit market is imperfect
or does not exist, an individual may be unable to smooth his/her consumption
through borrowing and saving; therefore, he or she is motivated to move place
(Simpson 2017). Yet, internal migration is stimulated by improving access to finan-
cial markets, which can potentially increase migration/immigration of households
from poor-performing to high-performing regions/countries.

Other determinants of cross-border migration include social networks in destina-
tion regions (Card 2001), cultural and language factors (Adserà and Pytliková 2016),
environmental conditions, and demographic characteristics (Simpson 2017; Jennifer
2006; Simpson and Sparber 2013). For example, major droughts are thought to be a
key reason for conflict and subsequent migration from contemporary Syria (Kelleya
et al. 2015), aswell as for historicalmigrations such as themassmigrations away from
the Great Plains due to the Dust Bowl during the Great Depression (Hornbeck 2012).

Political freedom, civil rights, and wars are other key factors that can trigger
massive cross-border migration flows (Simpson 2017; Karemera et al. 2000).
Notably, the current humanitarian crises in developing countries, such as those in
Central America and in Syria, have led to mass immigration to the United States and
Europe, spurring political conflicts. Additionally, political and economic relations
between origin and host countries can play a vital role in determining cross-border
migration.
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1.3.2 Effects of Migration on the Host Region/Country

The public, policymakers, and scholars have long debated the net benefits of cross-
border migration on the destination/host region/country (Bell 2019). One heated
debate is about the impact of immigration on the host labor market. Borjas (2001,
2006) from the US finds that immigration solely affects wages of American unskilled
and minority low-wage workers, but not generally the rest of the workforce. He also
argues that domestic high-school educated workers are more likely to out-migrate
from immigrant-receiving states. On the other hand, Card (2001, 2005) generally
finds a small impact of immigration on native migration patterns, employment, and
wages. Similarly, Chung et al. (2020) find evidence that the 1980 Marial Boatlift
caused permanent changes in Miami’s skill distribution and racial composition,
shifting it to a less-skilled and more Hispanic area, as it persistently abstracted
subsequent migration flows.

Another policy-sensitive issue revolves around the possible effects of immigration
on crime, although there is plenty of empirical evidence to suggest that any positive
link is fragile. For instance, Bell et al. (2013) find that the late 1990s/early 2000s
increases in asylum led to a rise in U.K. property crimes. However, they also find
that post-2004 EU immigration has an opposite effect on U.K. crime. They find no
significant effects of mass immigration on other crime indicators, including violent
crime, arrest rates, and changes in crime. Clearly, the causality in this finding is
generally weak. Bianchi et al. (2012) find no significant impact of immigration on
overall crime, except robberies in Italy over the 1990–2003 period. They suggest
that more effective policies are to improve labor market conditions for disadvantaged
foreign-born workers rather than those targeting immigration itself when the goal is
to reduce crime (Bell 2019).

It is of paramount importance to state that immigrants can be a key source of
labor and human capital. First, many low-skilled immigrants in developed countries
have jobs that are undesirable for native workers (Felbab-Brown 2017; Hoban 2017).
Those undesirable jobs are generally physically demanding works such as farming,
construction, cleaning, or meatpacking (Felbab-Brown 2017).

Other studies also find immigrants, especially high-skilled foreign-born workers,
to be relatively innovative (Chellaraj et al. 2005) and entrepreneurial (Vandor and
Franke 2016), which raises economic growth in destination countries and regions.
Hunt and Gauthier-Loiselle (2010), for instance, show that a one percent increase in
immigrant college graduate population increases 9.8% of patents per capita. Like-
wise, Perez-Silva et al. (forthcoming) find that immigrants that earned their Ph.D. in
the United States are more likely to produce scientific papers that generate citations,
make academic presentations, and produce patents than otherwise equal domestic
Ph.D. graduates. Additionally, Carpenter and Loveridge (2017) find that immigrants
of Hispanic origins drive most self-employment growth in the United States. These
findings confirm also the general results from many studies all over the world on
ethnic or migrant entrepreneurship.
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1.4 Effects of Migration on the Origin Region/Country

Migration is typically a push-pull phenomenon. The drivers for out-migration can be
manifold, ranging from economic conditions (poverty, unemployment) to cultural
factors (ethnic discrimination, religious suppression). But in many cases of poor
regions of origin, migrants are sending remittances to their family back home.

Remittances can be an essential source of GDP for poor regions/countries and
a valuable source of income for needy families. The World Bank (2019) reports
that global remittances reached $529 billion in 2018, an increase of 9.6% compared
to 2017. When examining Albania, Bulgaria, Macedonia, Moldova, Romania, and
Bosnia Herzegovina, Meyer and Shera (2017) find that remittances have statistically
significant positive effects on the economic growth of these countries.

Cross-border migration can produce so-called “brain drain,” which is good for
the host region/country but can limit growth in the origin region/country. When a
significant number of high-skilled emigrants leave their origin region/countries, it
could reduce human capital in the origin country, creating a brain drain. Agrawal
et al. (2011) analyze patent data and find that emigration of high-skilled workers
from India is, on average, harms invention rates in India.

Emigrants, however, can accumulate human capital abroad and still benefit the
origin country even if they remain abroad. That is, high-skilled emigrants can still
work in their origin region/countries and remit to their families, or cooperate with
other high-educated scholars residing in the origin region/country. For example,
Batista et al. (2007) find that emigrants from Cape Verde increase their education
when they move abroad, thus increasing their ability to provide remittances. Such
innovation effects may also emerge from tourism and trade flows between countries
of origin and destination. There is considerable evidence for a win-win situation in
case of balanced migration flows.

1.5 Brief Overview of the Handbook

This Handbook aims to provide a stock-taking of the economic geography of
cross-border migration by providing an extensive set of refreshing and original
contributions of the spatial aspects of contemporaneous migration.

In the following chapters, the Handbook has contributions from some of the
world’s leading scholars on migration in relation to economic geography, providing
a global perspective. Leading scholars were asked to author chapters on the key
issues related to cross-border migration. The focus is on historical and contemporary
issues pertaining to cross-border migration—both international and interregional.
The literature on cross-border migration is vast, and some of the key issues include
the determinants of cross-border migration; the effects of immigration on a host
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region/country; and the effects of emigration on the origin region/country. TheHand-
book stresses also emerging immigration issues, such as the well-being and health
of immigrants.

The remainder of the book is divided into five major sections. Part A reviews
theories and provides historical discussions of migration. Part B surveys types of
migration and its determinants. Next, Part C assesses the effects of migration on
receiving regions/countries, while PartD considers the effects of emigration on origin
countries or regions. Finally, Part E analyzes migration-related policies.

Part A discusses conceptual and historical contributions to the literature, while
this chapter introduces generalmigration issues, LucNormand Tellier andGuillaume
Marois in Chap. 2 reviews significant historical events related tomassmigrations and
uses current data to appraise “invasion” mechanisms. In Chap. 3, Victoria Vernon
and Klaus Zimmerman analyze the economics of border walls and fencing using
historical documentation in reducing immigration. They conclude that open borders
producemore significant economic returns than closed borderswithwalls and fences.
In Chap. 4, James Raymer and James O’Donnell explore the effects of migration on
demography. They illustrate these effects using regional population change in the
Australian state of New South Wales and Capital Territory from 1981 to 2011.

Part B examines the effects of migration on host countries. In Chap. 5, Steven
Deller, Tessa Conroy, and Matt Kures explore the impact of immigration on
entrepreneurial activities across U.S. countries. Thomas Knap and Nancy White
in Chap. 6 further examine economic opportunity-seeking migration in the United
States. In Chap. 7, Amelie Constant carefully examines return migration, circular
migration, and temporary migration in a knowledge society. In Chap. 8, Pieter
Bevelander and Nahikari Irastorza provide an overview of the market integration
of humanitarian and refugee immigrants. Employing Sweden data, they find that the
employment rate of asylum seekers is lower relative to the native, suggesting that
asylum seekers are less competitive in the job market. For Chap. 9, Angela Parenti
and Christina Tealdi discuss the substitutability between migration and commuting
in Europe. Finally, in Chap. 10, Authur Grimes and Dennis Wesselbaum assess the
role of subject well-being due to migration.

Part C surveys the literature on the effects of emigration on origin countries.
Beginning with Chap. 11, Daniel Crown, Jonathan Corcoran, and Alessandra
Faggian examine the role of migration on human capital and wages for workers
residing in Australia. They find that accessibility to high-paid jobs is a crucial
factor explaining the wage for workers leaving big cities. Followed by Chap. 12,
Bill Cochrane and Jacques Poot survey the literature on the impact of immigration
on housing rents and prices. They conclude that immigration plays a minor role in
explaining the rise of housing prices and rents in fast-growing cities in developed
countries. Bruce Newbold assesses migration and urban geography of segregation
in Chap. 13, while Ivan Etzo, Carla Massidda, and Romano Piras investigate the
complementarities between native and immigrant workers across sectors in Italy in
Chap. 14. In Chap. 15, Bernadette Kumar and Allan Krasnik survey the literature
on migration health. In Chap. 16, Maryna Tverdostup and Tiiu Paas conduct an
assessment of both general and task-specific human capital of migration and native
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workers. The final chapter in this section, by Christian de Kraker and Alexander
Grit, explores the entrepreneurial journey of Syrian refugees in the Netherlands.

Part D carefully examines the impact of emigration on the origin country. In
Chap. 18, Ngoc Thi Minh Tran, Michael Cameron, and Jacques Poot discuss how
political and economic institutions affect the decision of returned immigrants.
Sucharita Ghosh and Amanda Weinstein, in Chap. 19, discuss emigration from
Asia and especially China. Barış Alpaslan and colleagues explore the economic
effects of remittances on sending regions in Chap. 20, and Murat Genc and Dennis
Wesselbaum investigate the impact of immigration on foreign market access in
Chap. 21. Li-Wen Hung and Shin-Kun Pengz study about unskilled migration,
remittance, and income inequality in Chap. 22.

Finally, Part E offers a discussion on migration policies. Peter Schaeffer explores
place-based policy and migration in the depressed areas in Chap. 23. MiriamMarcén
and Marina Morales analyze the role of culture and migration in Chap. 24. Lastly,
Tony Fielding studies migration in a “Post-Global World” in Chap. 25. Overall,
the research contributions reflect the state of the art in current research in migra-
tion/immigration. They show that while migration appears to be on balance a posi-
tive factor, there are important offsetting factors as well as heterogeneous effects
that mean that migration/immigration’s overall net benefits can vary across time and
location.
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Chapter 2
The “Invasion Peril” in Light
of the Topodynamic Theory, and Some
Recent Statistics

Luc-Normand Tellier and Guillaume Marois

When the four horsemen of the apocalypse—climate change, famine, state failure, andmigra-
tion—ride together, and especially when a fifth horseman of disease joins them, disruptions
can turn into collapses, sometimes even driving social development down.

Ian Morris

Why the West Rules—for Now (2017), 224.

The above quotation does not refer to the present situation of the world, but to
that of the Western world, whose twin core areas were Mesopotamia and Egypt, had
to face, more than three thousand years ago, between 1200 and 1000 BC. However,
it finds particular resonances in our modern world.

Throughout history, the states have attempted to keep the control of their immi-
gration (and even of their emigration, as in the case of the Revocation of the Edict of
Nantes), but, several times, circumstances prevented them to do it, sometimes with
major consequences, as in the cases of the fall of theWestern Roman Empire, the fall
of the Byzantine Empire, or the conquest of China by theMongols, or theManchus.1

Presently, confusingly, in Europe and the non-hispanic North America, many people

1The distinction between immigration and invasion is a matter of circumstances. A population
that enters a state peacefully, with the approval or tolerance of the state, is considered to be an
immigration, whereas a population that penetrates the same statemilitarily, uninvited or unwelcome,
is perceived as beingmade of invaders, as theMongols and theManchuswere by theChinese citizens
at the time of their arrival. Both kinds of population movements may have historical consequences.
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feel that immigration is getting out of control,2 and that this heralds a cataclysm
that could compare with the fall of the Rome and Constantinople, or the conquest
of China. Are such concerns defensible? This paper intends to put that question into
perspective by adopting a historical and topodynamic point of view and looking at
some recent demographic statistics. Let us start with the topodynamic view of urban
world history.

This theoretical approach is adopted becausemigrations are a spatial phenomenon,
and the topodynamic theory directly stems from space economy. That theory is not
focused on migrations, but it perceives the urban world history in terms of loca-
tional forces, and people and commodity flows. According to the classification of
Wickramasinghe andWimalaratana (2016), it belongs to the “world systems theory”
category. Other theories specifically focused on migrations stemming from soci-
ology, non-spatial economics, geography, psychology, demography, or history, offer
complementary viewpoints on migrations, and the present text does not pretend to
replace them.3 The other chapters of the book amply allude to them.

The topodynamic theory shares with Braudel and Wallerstein’s approaches the
use of the core, periphery, and economy-world concepts, but it differs from them by
its space-economic basis, its dynamic aspect, and its search of a spatiotemporal logic
of the historical succession of the various dominant cores. In that logic, spontaneous
and regulated migrations play an important role.

2.1 The Place of Mobility in the World Polarization
Process: The Topodynamic Theory

To a large extent, the specificity of space economy within economic theory stems
from its addressing economicphenomena in termsof location forces insteadofmarket
transactions. This goes back to Pierre de Fermat who, before 1640, formulated a very
simple mathematical problem whose direct numerical solution was such that it took
more than 330 years to find it. That problem is described in the following: given three
points A, B, and C located in a homogeneous Euclidean space, what is the location
of a fourth point D that is such that the sum of the distances between D and each
of the three given points is minimized? Evangelista Torricelli found a geometrical
solution to the Fermat problem in 1645. Later, in 1750, Thomas Simpson generalized
the problem by analyzing the case where the objective was to minimize the sum of
the transportation costs between point D and the three given points. Weber (1909)

2In March 2007, the number of illegal immigrants in the United States was estimated at 12 million,
which is considerable for a country that spends a lot to control its borders. That number slightly
declined thereafter, but the movement impulsed by the Honduras migrants in October 2018 has
revived the fear of an invasion of illegal aliens in the United States.
3Among the more recent theories, let us mention, in sociology, the Transnational Social Spaces
Theory (Pries 1999; Faist 2000), in macro-economics, the Dual Market Labour Theory (Piore
1979), in micro-economics, the New Economics of Migration (Stark and Bloom 1985), and, in
spatial interaction, the Catastrophe Theory and Bifurcations (Wilson 1981).
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made that problem famous by applying it to the case of the location of industries.
The “Simpson problem” ended up being known as the “Weber problem.” It is from
the Weber contribution that space economy started being interpreted in terms of
attractive forces (in the classical Weber problem, the attractive force exerted by point
A, B, or C on point D is equal to the transportation rate per kilometer multiplied by
the transported quantity, that product being equal to the first partial derivative of the
transportation function with respect to the distance to A, B, or C).

Tellier (1972) found the direct numerical solution of the Fermat and Weber prob-
lems, and in 1985, he generalized them to the case where both attractive and repulsive
forces are involved in the locational optimization. This gave birth to the “attraction-
repulsion problem.” The most frequent example of repulsive force is found in the
land-rent theory whose main conclusion is the following: in a city, every dweller
and every activity ends up to locate at the distance from the central business district
(CBD) where the resultant of all the attractive forces exerted by the CBD on the
considered dweller or activity is canceled out by the repulsive force exerted by the
CBD on the considered dweller or activity through the land prices (which decrease
as the distance from the CBD increases).

The topodynamic theory interprets the history of urbanization in terms of attractive
and repulsive forces. In ancient Greek, topos means “location” and dunamis means
“force.” The following 11 theses lay at the heart of the topodynamic theory (we quote
or paraphrase excerpts of Tellier 2019 , pp. 419–425 ):

1. Polarization and economic development do not occur anywhere anytime. They
result from a spatiotemporal evolution marked by development trajectories, like
the well-known southwest shift of the population and production gravity centers
in the Canado-American space during the last 230 years.

2. Economic development is polarized, and it is characterized by the appearance
of “urbexplosions,” that is, of urban systems that have an organic unity, which
transcends the political borders, and of economy-worlds, that is, to say of urban
macro-systems covering an important part of the globe, and including a center
constituted of merchant states and city-states, a semi-periphery made of territo-
rial states, and a periphery made of colonies or economically dependent states.
The first major economy-worlds were the Fertile Crescent one dominated by
Babylone, the Roman one dominated by central Italy, and the Chinese one
dominated by Changan-Xi’an.

3. The semi-periphery tends to follow “central-place” very hierarchical logic
(France is a classical example of this), whereas the periphery and the rela-
tions between the center and the periphery are marked by the tentacular logic
of the “network systems” (we may think of Northern Europe with the British,
French, and Dutch colonies).

4. The spatiotemporal succession of the economy-world centers occurred histori-
cally inside three almost circular topodynamic corridors (see Map 2.1):

a. The Great Corridor (passing through Istanbul) that goes from the Persian
Gulf and the Sumer region (with the cities of Eridu, Ur, andUruk) toward the
west, toward London, along the Euphrates, the Syrian Corridor, the Aegean
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Map 2.1 The three topodynamic corridors

Sea, the Italian Peninsula, the Rhône and the Rhine, and from Sumer toward
the east, toward Tokyo, along the Persian Gulf, the Ganges, the south of
China, the region of Hangzhou and Ningbo, and the China Sea.

b. The Asian Corridor (passing through Singapore), which goes, to the north,
from the Indus Valley to the mouth of the Yangtze River along the northern
continental Silk Road, and the Imperial Grand Canal, and, to the south, from
the Indus toward the Malabar Coast, Singapore, Indonesia, the Philippines,
and Taiwan along the southern maritime Silk Road.

c. The modern Mongolo-American Corridor (passing through New York),
which goes from London toward the west, toward Los Angeles, along
the transcontinental railway linking New York City, Chicago, Kansas
City and Los Angeles, and from London toward the east, toward Tokyo,
along the Mittellandkanal, between the Ruhr Valley and Berlin, and the
Trans-Siberian, between Moscow and Manchuria.

5. The economy-world centers have succeeded to each other within those three
corridors in six main steps:

a. The birth of the three corridors.
b. The rise of Romewithin the Great Corridor, and of the Loess Plateau (where

Changan-Xi’an lies) within the Asian Corridor.
c. The Great Ebb caused by the fall of the Western Roman Empire within the

Great and Asian Corridors.
d. The conquest of America and the rebirth of the Western world.
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e. The advent of themotorized transportation and theBigBangof the Industrial
Revolution centered on London.

f. The generalization of the use of automobile and the triumph of theMongolo-
American Corridor.

6. The world evolution is marked by spatial trends stemming from a phenomenon
of “topodynamic inertia” based on the interaction between potentiality and
reality, all modification of reality causing a change in the virtual optimal loca-
tions, which orient the real location decisions in a way that favors a change
similar to the one, which initially modified reality.

7. Topodynamic inertia has an entropic character in the sense that it is fed by the
process of disintegration of the old dominant poles that feed a negative-entropy
process leading to the forming of new poles, which eventually supplant the old
dominant pole.

8. There exists a process of aging and reproduction of urbexplosions. Those are
not immortal, and they give birth to new urbexplosions.

9. “Economy-worlds” (in the sense of Braudel and Wallerstein) include a center,
a semi-periphery, and a periphery. In the center, merchant states and city-states
predominate. Centralized regimes are normal in the territorial states of the semi-
periphery. Dictatorships and repressive regimes are frequent in the far periphery,
which is subjected to the domination of the center. The economy-world centers
are generally heterogenetic, in the sense that they are open to the diversity
of cultures and languages. The territorial states, which surround the centers,
are naturally orthogenetic: they tend to impose a single language and a single
culture. As for the periphery, it experiences a colonial-type heterogeneticity,
one “dominant” world culture imposing its domination over the colonized local
cultures.

10. The urbexplosion and economy-world peripheries depend a lot on the exploita-
tion of natural resources, whereas the centers depend above all of the human
resources. The urbexplosion and economy-world centers are vast aspirators,
which drain off the human and material resources of the peripheries.

11. The population drifts, which result from such situations, follow the second
Ravenstein’s Law,4 which says that populations locate according to a process
of sedimentation nurtured by the flows of goods, services, and persons. Along
an important road of communication, populations “deposit” themselves on the
way in accordance with rules similar to those by which alluviums deposit at
the bottom of waterways. The more important the flow, the more important
the quantity deposited. And the quantity of deposited alluvium is inversely
proportional to the speed of the flow.

From a topodynamic point of view, cross-border migrations result from the inter-
play of the attractive and repulsive locational forces that influence the evolution
of urbexplosions and economy-worlds. Vector field analysis helps to understand

4Ernest G. Ravenstein, “The Laws ofMigration,” Journal of the Royal Statistical Society 48 (1885):
167–235, and 52 (1889): 241–301.
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Map 2.2 The Great Corridor and the largest gravity potentials, 2000

that interplay. The layout of the three topodynamic corridors can be computed
mathematically thanks to it5:

1. The Great Corridor, to a great extent, corresponds to the most important popula-
tion densities of the planet, namely, the highest densities of Europe, the Ganges
valley, the lower Yangtze River Valley, and Japan. Its layout can be derived from
the year-2000 spatial distribution of attraction gravity potentials based on popu-
lation, and an inverse-distance gravity model with an exponent of distance equal
to 2 (see Map 2.2).6 The Great Corridor is the one that has concentrated most
wealth, and attracted most migrants through the history of urbanization.

2. The Mongolo-American Corridor can be traced by means of an inverse-distance
gravity model with an exponent of distance equal to 1, and by computing the
gravity attraction vector-resultants corresponding to the year-2000 world spatial
distribution of value-added (productions) (see Map 2.3).7 The gravity attraction
vector-resultant computed at a given point in space corresponds to the resultant of
all the attractive forces exerted by the economic “masses” of all the urban regions

5See Tellier (1997, 2002).
6Gravity potential Gi at point i is given by the following equation:

Gi =
∑

j �=i

mi m j

dα
i j

where mi is the population at the ith point, dij is the distance between points i and j, and α is a
positive real number representing the “deterrence effect” of distance in the inverse-distance gravity

model (mi m j

/
dα

i j ). Here α is equal to 2.
7A vector-resultant of gravity attraction corresponds to the vector-resultant of all the attractive
forces that are exerted on a point i by all the other points in the system, those forces being calculated
by means of a gravity model. It has a “norm,” that is, a length and a direction. Maps 2.3 and 2.4
represent only the directions.
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Map 2.3 The Mongolo-American Corridor and the gravity attraction vectors (exponent 1), GDP
2000

of the world on an individual located at that point who considers migrating. The
layout of the Mongolo-American Corridor is obtained by considering Central
and North America as a single region, and Eurasia as another region. The gravity
attraction vector-resultants of South America are computed while taking into
account the attractive force of North America, and those of Africa, while taking
into account the attractive force of Eurasia. Then, all the vectors of the world are
oriented toward the Mongolo-American Corridor, which dominates the world
right now, and attracts most migrants in the Americas, Africa, and Eurasia,
including those who never reach the Mongolo-American Corridor.

3. By changing the exponent of distance for 2 and by treating the whole world as a
single region, the Asian Corridor is obtained (see Map 2.4). In the northern part
of the corridor, vector-resultants tend to follow the corridor. To the northwest of
that part of the corridor, the farther the vector-resultants get from the corridor,
the more they point toward the Mongolo-American Corridor, whereas to the east
of the northwestern part of the corridor, vectors are attracted by the Shanghai
Region. The northern part of the Asian Corridor corresponds to the continental
Silk Road that skirts round the Himalayas. It has channeled the commercial
exchanges between the west and the east of Eurasia, especially between the
Roman and the Chinese economy-worlds before Vasco de Gama’s discoveries.
After those discoveries, the maritime southern part of the Asian Corridor, which
was already used before Vasco de Gama, prevailed.

In terms of migrations and invasions, the most important historical interactions
took place between the Mongolo-American Corridor, on the one hand, and the Great
and Asian Corridors, on the other hand. The Mongolo-American Corridor offered
the maximal mobility to horsemen and barbarian invaders (Indo-Europeans, Celts,
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Map 2.4 The Great, Mongolo-American, and Asian Corridors, and the gravity attraction vectors
(exponent 2), GDP 2000

Germans, Hellens, Slavs, Aryans, Huns, Mongols, etc.), whereas the Great Corridor
permitted transporting goods at the lowest cost by boat thanks to the various rivers and
waterways it is made of. As for the Asian Corridor, it corresponded to the continental
and maritime Silk Roads that skirted around the Himalayan huge obstacle.

Before the advent of motorized transport, the Great Corridor concentrated the
wealth to the southwest of the Himalayas, and the Asian Corridor did the same to
the northeast of the same mountain range, while the Mongolo-American Corridor
supplied the horseback riding invaders of the two former corridors. Motorized trans-
port transformed the Mongolo-American Corridor into a dominant economic power
because its plains, steppes, and fords offered the best conditions to build railways,
and motorways that linked and dynamized the cores located in that corridor, that
is, the northeast of the United States, the Chicago and Los Angeles regions, the
Tokyo conurbation, the Seoul one, the Beijing–Tianjin megalopolis, the Moscow
and the Berlin metropolitan areas, the Ruhr conurbation, the Dutch Randstad, and
the London–Paris core. This explains why it now dominates the world and attracts
so many migrants to its North American and Western European sections.

It must be noted that four cities are strategically located in the network of the
topodynamic corridors. They are London, Mumbai, Beijing, Shanghai, and Tokyo.
The Great and Mongolo-American corridors intersect at London and Tokyo, the
Great and Asian ones do at Mumbai, and the Great and Asian ones at Shanghai. As
for Beijing, it is located at a point where the Asian andMongolo-American corridors,
which never intersect, get very close to each other.

Some classical cross-border migrations looked at in a topodynamic perspective
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Let us now examine some cases of cross-border migrations that have had major
historical impacts. Some of the most important migrations in world history probably
took place before the notion of border emerged. Migrants just came and attempted
to settle somewhere, and most of the time nobody really stopped them. This is what
happened when Amerindians, Aboriginal Australians, and Māori settled in America
and Oceania, and this is probably what happened with the penetration of the Semite
stockbreeders inMesopotamia, theCeltic invasions ofWestern Europe, the numerous
migrations of pastoralists in Africa (let us refer to the Nilo-Hamites: Fula in Sahel
and West Africa, Toubou in Chad, Lybia, Niger and Sudan, Maasai in Kenya and
Tanzania, Luo in East Africa, and Tutsi in Rwanda and Burundi), as well as the
huge Bantu migration of farmers from Nigeria and Cameroon through Congo to
Urewe (present Rwanda and Burundi), and, from there, down to South Africa.8 The
penetration of the stockbreeders in cultivated areas, and vice versa (the spreading of
agriculture in the prairies), took generally a peaceful form thanks to the transhumance
system. When cereals were growing, the droves were kept away from the fields, and,
after the harvest, cultivators were glad to welcome the stockbreeders and their herds
in order for them to graze on what was left in the fields, and to manure the ground.
This way migrants coming from distant regions could peacefully swarm into new
areas.9

Military invasions preceded the establishment of guarded borders. Except for the
Semitic and later Arab invasions of the Near and Middle East parts of the Great
Corridor and the Tibetan invasions of the Asian Corridor, almost all the invasions of
the central zones of the Great and Asian Corridors, both to the west and to the east,
originated from three main zones of the Mongolo-American Corridor: (1) the cradle
of the Indo-Europeans located north of the Caucasus; (2) the cradle of the Uralic
speakers in the Ural Mountains; and (3) the cradle of the Altaics in the Altai range
that extends over parts of Russia, Mongolia, and China.

Indo-Europeans lost their unity during the 4th millennium BC.10 From their place
of origin, they rode and invaded Minor Asia under the names of Hyksos, Luwians,
Mitanni, Hittites, Hurrians, and Kassites. They migrated to the south of the Balkans
under the names of Phrygians and Hellenes, the latter comprising the Aeolians,
Dorians, Ionians, and Achaeans. They swept Persia and India under the names of

8The region of origin of the Nigero-Congolese sub-group called the Bantu, who are mainly farmers,
is situated in the region of theBenueRiver, a tributary of theNigerRiver, and of theMountCameroon
Massif, at the present border of Nigeria and Cameroon. The expansion of the Bantu populations,
which began around 3000 BC, constitutes one of the great phenomena of world’s history. See
Luc-Normand Tellier, Urban World History (Cham, Switzerland, 2019), 144–146, Bernard Lugan,
Histoire du Rwanda, de la Préhistoire à nos jours (Paris, Bartillat, 2001), and Bernard Lugan, Atlas
historique de l’Afrique des origins à nos jours (Paris: Éditions du Rocher, 2001).
9Luc-Normand Tellier, Urban World History (Quebec: Presses de l’Université du Québec, 2009),
43.
10Igor M. Diakonoff and Philip L. Kohl, Early Antiquity (London and Chicago: University of
Chicago Press, 1991), 367–368. The following paragraphs are inspired by Luc-Normand Tellier,
op. cit., 44–45.
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Iranians, Aryans, Indo-Iranians, Indo-Aryans, Medians, Persians, Scythians, Sarma-
tians, Parthians, Kushans, and Yue-Che (also written Yüeh-chih). Finally, they occu-
piedWesternEurope under the names Proto-Celts, Celts, Italics,Alans, andGermans,
as well as Eastern and Northern Europe under the names of Slavs, Vikings, and
Normans.11

In the group of the horsemen that came from theUralMountains,wefind the Finns,
Estonians, Magyars (Hungarians), and Mordvins. Finally, three linguistic groups of
horsemen came from the Altai Region: the Turks, the Mongols, and the Manchus-
Tungus-Juchens. Among the Turks, we find the Huns, Azeris, Turkmen, Bulgars,
Khazars, Pechenegs, Kipchaks (called Polovtsy by the Russians, and Kumans by
the Byzantines), Mamlüks, Seljuq Turks, Ottoman Turks, Kazakhs, and Uzbeks. As
for the Mongolian group, it includes, among others, the Avars, Tatars (or Tartars),
Liao-Khitans, and Mughals.

Actually, the Caucasus, the Ural Mountains, and the Altai range constituted the
three “pivots” of Eurasian history, referring to the expression of H. J. Mackinder
who described Central Asia as the “pivot of History.”12 It must be remembered that,
among the tribes coming from the Altai, we find the Huns who invaded the Roman
Empire; the Turks who, despite the fact that they had been vassals of the Avars,
conquered the Byzantine Empire and the Arab world; and the Mongols and Mughals
who took control of the Indus Valley and northern India, as well as the Mongols
who conquered China. Originating also from the Altai, the Khazars, Kumans, and
Pechenegs penetrated into Eastern Europe.13

Among the German tribes, the Goths, Visigoths, Ostrogoths, Burgundians, Jutes,
Angles, Saxons Franks, Alemanni, Suevi, Vandals, and Lombards penetrated into
the Roman Empire, both peacefully and militarily. The Roman emperors’ attempt to
control the German inflow became systematic with Trajan’s heir, Emperor Hadrian,
whose reign began in AD 117. Hadrian judged preferable to put an end to the expan-
sion of the empire, not because,militarily, conquering new territorieswas impossible,
but because defending the empire had become too expensive given the technolog-
ical and military constraints of the time. He decided to give back to the Parthians
Mesopotamia that Trajan had conquered, and to build walls at the northern limit of
Britannia, but also fortifications, forts, outposts, and watchtowers along the Danube
and Rhine borders. The German threat receded, but did not disappear. It is possible
that the fate of the Roman Empire was decided around 180. The Parthians having
tried to recapture Armenia that Trajan had conquered, Marcus Aurelius, nephew,
son-in-law and heir of Antoninus Pius (himself the nephew and heir of Hadrian),
sent troops that succeeded in beating off the attack. However, the Germans took
advantage of that diversion to cross the Danube and penetrate into Roman terri-
tory. Marcus Aurelius had no choice but to counter-attack. He even undertook to

11The Slavs differ from the Germans that include the Vikings, and the Normans originate from the
Vikings.
12Sir Halford John Mackinder, The Scope and Methods of Geography and the Geographical Pivot
of History (London: Papers of the Royal Geographical Society, 1951 edition).
13Gérard Chaliand, Guerres et civilisations (Paris: Odile Jacob, 2005).
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annex the Germans’ territory (Germania in Latin) to definitely put an end to the
Barbarian threat by romanizing the Germans, like the Gauls had been two centuries
before.14 The Emperor died in 180 while his troops were winning over the Germans.
Commodus, his son and heir, probably jealous of his father’s success, decided not to
carry on his father’s plan despite that all indicated that it could succeed. Instead, he
quickly came to terms with the Germans. Had he done what his father intended to
do, the Germanic invasions that later devastated the empire might have been averted,
the Germans could have become as good Roman subjects as the Gauls, and the fall
of Rome, three hundred years later, in 476, could have been avoided.

The Slavs, who are not German, probably came from the swamps of the Pripyat
River, an affluent of the Dnepr River that passes from Ukraine to Belarus. Rather
peacefully, they entered the Byzantine world and Central Europe. Finally, coming
from the Ural Mountains, the Finns and the Magyars-Hungarians invaded Central
and Northern Europe.

It must be noted that except for the black Nubians, whose penetration was
ephemeral, and the white Egyptians, who somewhat belong to the Great Corridor,
the Semites (Amorites, Aramaeans, Jews, and Arabs) are practically the only group
in history to have penetrated in a lasting way from the south into the Great Corridor.
This deserves all the more mentioning since Semites originate from Africa. Actu-
ally, Semitic languages constitute one of the three branches of the North-Eritrean
language family, the two other ones being those of ancient Egyptian, and Berber. All
suggests that the Afro-Asian language family originates from Africa, and only one
of its branches expanded to the Near East.15

Migrations may also be launched by decisions of rulers. Jewish migrations often
resulted from expulsions or deportations. The Jews were exiled to Babylon, and,
later, they were induced to leave Palestine after the siege by Titus and the destruction
of Jerusalem in AD 70, which marked the end of the Jewish state for almost two
thousand years. Their dispersion was accentuated by the Roman conquest of the
Massada fortress in AD 73, and, above all, the order denying all Jews access to
Jerusalem given by Emperor Hadrian in AD 135. In Europe, they were expelled or
persecuted at one time or another by almost all countries.

Incitations to leave homelands have also resulted from good intentions instead of
persecutions. The huge European migrations to the NewWorld and to some African
or Oceanian colonies were of that type. On the other hand, certain states organized
massive deportations. Let us mention, the Acadian deportation by the British, the
Armenian deportation by the Ottoman Empire, and the huge slave trade that took
place for centuries. They all belong to that category.

That being said, the migration, which is closest to the “Invasion Peril” felt by
some people today, may be that of the Boat People who fled Vietnam in the 1980s.
The Vietnamese immigrants having integrated their new societies rather easily that
migration was by large a social and economic success. However, the images of

14See Anthony King, Roman Gaul and Germany (London: British Museum Publications, 1990).
15Jared Diamond, Guns, Germs, and Steel: The Fates of Human Societies, (New York and London:
W.W. Norton, 1997), 383.
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Fig. 2.1 International migrants, 1970–2015 (Data Source United Nations 2018; graph drawn by
one of the authors)

those refugee crowds impressed in a lasting manner the citizens of the countries that
welcomed them. The present invasion fear is not merely psychological. Figure 2.1
shows that, between 1970 and 2015, the number of international migrants has tripled,
and that their proportion of the world population has gone from about 2.5–3.3%,
which represents a very significant progression.

2.2 The Gears of the Invasion Mechanics: The
Conventional Thinking

According to the conventional thinking, migrations and invasions are driven by both
“pull,” and “push” factors, but they are also marked by inertia phenomena and loops.
The main “pull” factors clearly are wealth and economic opportunities. The richer an
area is, the less its inhabitants have children, and the more it attracts migrants. The
flip side of that statement is the fact that the richer an area is, the more it attempts to
secure its borders or, at least, the more it aims to select its immigrants.

Conversely, the poorer an area is, the more its inhabitants have children, and the
more it generates migrant outflows. Moreover, the more a country is overcrowded,
the more its environment is threatened. This also applies to the whole world: the
more the Earth is populated, the more its environment, its animal population and
vegetal diversity and abundance are in jeopardy. Themain threats are related to global
warming, ocean levels, water, and food shortages. The U.S. National Intelligence
Council has identified an “arc of instability” stretching from Africa through Asia.
That arc includes the Nile Basin, the part of the Great Corridor located between the
MediterraneanSea and the Indusmouth, and the continental part of theAsianCorridor
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from the Indus to Northern China. The National Intelligence Council underlines the
fact that most of the poorest people of the world live in that arc. It estimated that
between 2008 and 2025 the number of people facing food andwater shortages should
leap from 600million to 1.4 billion, most of them in the arc. In 2006, the Stern Review
Report had already forecasted that by 2050 hunger and drought should set 200million
“climate migrants” moving.16

The problem is worsened by the existence of “loops.” For instance, the migrants
are often themore dynamic part of their society of origin, which contributes to further
impoverish the latter and perpetuate the invasion process. Moreover, the degrading
of the Earth environment increases the level of poverty, while the poors get more and
more children to maximize their chance to secure their future, which causes a further
increase of the world population, which worsens the environmental prospects, which
mainly affects the poorer parts of the planet, and so on.

2.3 The Gears of the Invasion Mechanics: Checking
the Facts

Let us now look at Fig. 2.2 that represents the flows ofmigrants and refugees between
the world regions observed between 2010 and 2015. The width of the arrows repre-
sents the number ofmigrants and refugees. A scale around the circle shows howmany
millions each arrow represents. The black arrow shows the number of migrants from
the Middle East, including those from Syria, migrating to Europe up until mid-2015.

A Martian looking at that figure would conclude that the conventional thinking
we have just described is often wrong, since it appears that

1. The region that attracts most migrants and refugees is not the richNorth America,
Western Europe, or Oceania, it is the troubled West Asia (with about 9 million
migrants and refugees), which experienced wars and conflicts in Syria, Iraq,
Palestine, Lebanon, Afghanistan, and Turkish Kurdistan;

2. The region that generated more migrations is not poor Africa, but the emerging
SouthAsia (with close to 8million emigrants;Africa generated less than 7million
emigrants).

Furthermore, Fig. 2.3 shows that the statement that “the poorer an area is, the
more it generates migrant outflows” prevails just above a minimal income threshold
of about 11,000$ (in 2005 purchasing power parity US dollars). Under that threshold,
the opposite statement prevails, that is, the poorer an area is, the less it generates
emigrants.

16See: National Intelligence Council, Global Trends 2025, (Washington, D.C.: Government Printing
Office, 2008); Nicholas Stern (dir.), The Stern Review Report: the Economic of Climate Change,
(London, U.K.: HM Treasury, 2006), 603 pages; Ian Morris, Why the West Rules for Now: The
Patterns of History and What they Reveal About the Future (London, U.K.: Profile Books, 2010),
601–603.
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Fig. 2.2 The flows of migrants and refugees between the world regions, 2010–2015 (Source Abel
2016)

The statement that the richer an area is, the less its inhabitants have children must
also be nuanced. It holds at the world macro-level, but, if we look at developed
countries having completed the demographic transition, it appears that some rich
countriesmay havemore children than less rich countries. For instance, Scandinavian
countries and France have relatively more children than East European countries that
are poorer. However, this must not distract anybody from the facts, for instance, that
a country like Rwanda, which occupied rank 206 over 229, in terms of per capita
GDP in PPP (purchasing power parity) for 2017, and which has experienced, since
1959, troubled periods and a major genocide in 1994, went from a population of 2,5
million inhabitants in 1958 to 13 million in 2017. Similarly, Niger, which stands at
rank 222 and suffers the pangs of desertification, has the highest fertility rate with
7–8 children per women, which means that, if that level was to prevail till 2100, its
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Fig. 2.3 Emigration level as
a function of per capita GDP
in 2005 PPP US$ (Source
Clemens 2014)

population would go from 20 million today to one billion inhabitants at the end of
this century.

Finally, the statement that climate change generates migrations is also challenged.
According to Abel et al. (2017), there is no direct statistical link between the migra-
tion levels and climate changes. However, indirectly, it remains true that climate
changes can generate or exacerbate conflicts, whichwill foster migrations in unstable
countries.

2.4 Reconciling Conventional Thinking and Facts

The facts that have been evoked do not really contradict the conventional thinking.
They just point out that

1. Migrating bears a human and financial cost that very poor people may not afford,
when migrating is not yet a matter of survival; a starving family may dream of
migrating to richer countries, but they may not have the financial capability to
migrate in situations where there is no grave crisis that could convince richer
countries to help them to migrate.

2. The second Ravenstein’s Law can partially explain that poor countries receive
numerous emigrants coming from still poorer countries that first migration being
considered by the migrants as a first step toward a future migration toward a true
rich country.

3. The incredible world population growth that made the population grow from 1.6
billion in 1900 to 7.6 billion in 2018 threatens the global environment, favors the
climate warming, and generates higher and higher probabilities of catastrophies,
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especially in poorer countries, such catastrophies being likely to generate harsh
regional conflicts and uncontrolled migrations.

4. According to the World Population Prospect: The 2017 Revision, “the 47 least
developed countries are expected to see their collective population nearly double
from 2017s one billion to 1.9 billion by 2050”; the main source of optimism
coming from the expected decline in the world fertility rate based on the fact that
“as for 2017, the total fertility rate for the world was 2.5, down from 2.8 in 2002
and 5.0 in 1965.”

2.5 Conclusion

The future of humanity depends on the following challenge: the present world popu-
lation growth can be managed if the uninhabited or underdeveloped lands can be
developed without threatening the global ecosystem, its diversity, and its regener-
ative power, but that still important population growth is likely to compromise the
chances to do so because it accelerates global warming, which favors desertification,
forest fires, deforestation, rising ocean levels, ocean warming, hurricanes, etc.

The numerous historical migration and invasion waves that have been evoked
provide serious warnings. The world has seen empires crumble, whole continents
decline, and civilizations disappear in circumstances less serious than those theworld
is facing now. The time has probably come to realize that Malthus was right, and that
the most critical variable in the present situation is linked to the ability of humankind
to control its population growth and impose a population ceiling.

For doing so, the world needs a minimum level of stability. Borders have a role
to play for that. Borders must remain. They are still useful, but, as the Western
Roman Empire learnt, in the long run, they are not enough to protect the rich from
being invaded by the poors. The ultimate solution lies in the ability to reduce world
unequalities by bringing development to the less developed areas while favoring birth
control where it is most needed. The best way to deal with the fear to be invaded
remains developing the countries of origin of the likely refugees.

Peace is a precondition for reaching such goals, and peace requireswelcoming real
refugees, respecting human beings wherever they are, precising the criteria for distin-
guishing true and false refugees, and realizing that the very consumption behavior
of the rich countries is a big part of the problem. The rich are considerably more
responsible for the climate changes than anybody else. The watchwords should be
for the rich “responsible consumption,” and for the poor “responsible reproduction.”
In fact, the two goals are complementary: by restraining their consumption the rich
can better invest in the poor countries and help them to get richer, which is the best
way for the latter to achieve responsible reproduction.

As for the lessons we can draw from history, the most important one may be that
the best way to regulate the steam pressure or the river flow is surely not to attempt to
prevent the steam from getting out or the rivers to continue to run, but rather to find
a way to optimally control the steam and river discharges. International inequalities
generate a seismic energy that is doomed to erupt some time; the more that energy is
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constrained and prevented from being released, the greater the unavoidable eruption
will be. In short, in response to the “barbarian invasion peril,” Marcus Aurelius’
inclusion strategy was better than Hadrian’s exclusion one.
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Chapter 3
Walls and Fences: A Journey Through
History and Economics

Victoria Vernon and Klaus F. Zimmermann

3.1 Introduction

Since the dawn of time, people havemoved across land and ocean in search of a better
life. When humans first left Africa to settle across the globe, they were motivated by
their need for food, space, and resources. Early large-scale migrations were people
fleeing wars, famine, and disease. Warriors and settlers from strong empires moved
across continents to conquer weaker neighbors. Cross-border economic migration
gained momentum in the twentieth century, fueled by rising per capita incomes in
poorer countries, booming international business, strengthened personal ties with
people in foreign countries, and cost-cutting advances in transportation. Voluntary
and peaceful labor mobility has been beneficial for migrants, whose labor is more
productive in richer economies; for businesses in search of qualified workers; for the
natives of host countries, whose assets gained value; and for migrants’ families back
home who receive transfers (Constant and Zimmermann 2013; Zimmermann 2014b;
Blau and Mackie 2016).
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Table 3.1 Modern Walls and
Fences

Builder Target Constructed aprox.

Dismantled

East Germany West Germany 1960s–1989

Hungary Austria 1960s–1989

Czechoslovakia West Germany 1960s–1989

Russia/USSR Finland 1960s–1992

Russia/USSR Norway 1960s–1992

Before 1990

Cuba US (Guantanamo) 1961

Hong Kong China 1962

Israel Syria 1973

Cyprus Cyprus Northern 1974

South Africa Mozambique 1975

Israel Lebanon 1976

North Korea South Korea 1977

Thailand Malaysia 1978

Morocco Western Sahara 1980

South Africa Zimbabwe 1984

India Pakistan 1988

Between 1990 and 2001

United States Mexico 1993

India Bangladesh 1994

Israel Gaza 1994

Kuwait Iraq 1994

Uzbekistan Afghanistan 1994

Spain Morocco-Ceuta 1995

Spain Morocco-Melilla 1998

Uzbekistan Kyrgyzstan 1999

Turkmenistan Uzbekistan 2001

Between 2002 and 2010

Israel West Bank 2002

Botswana Zimbabwe 2003

Iran Afghanistan 2003

Saudi Arabia Yemen 2003

India Myanmar 2004

Lithuania Belarus 2004

Brunei Malaysia 2005

Arab Emirates Oman 2005

(continued)
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Table 3.1 (continued) Builder Target Constructed aprox.

Arab Emirates Saudi Arabia 2005

Kazakhstan Uzbekistan 2006

Saudi Arabia Iraq 2006

Iran Iraq 2007

Iran Pakistan 2007

Jordan Iraq 2008

Jordan Syria 2008

Russia Georgia 2008

Egypt Gaza 2009

Myanmar Bangladesh 2009

Israel Egypt 2010

Kazakhstan Kyrgyzstan 2010

Between 2011 and 2018

China North Korea 2011

Greece Turkey 2012

Bulgaria Turkey 2013

Algeria Morocco 2014

Oman Yemen 2014

Turkey Syria 2014

Turkmenistan Afghanistan 2014

Austria Slovenia 2015

Azerbaijan Armenia 2015

Hungary Croatia 2015

Hungary Serbia 2015

Kyrgyzstan Kazakhstan 2015

Kyrgyzstan Uzbekistan 2015

Latvia Russia 2015

Macedonia Greece 2015

Morocco Algeria 2015

Slovenia Croatia 2015

Ukraine Russia 2015

UK France 2015

Israel Jordan 2016

Norway Russia 2016

Tunisia Libya 2016

Estonia Russia 2017

Lithuania Russia 2017

(continued)
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Table 3.1 (continued) Builder Target Constructed aprox.

Pakistan Afghanistan 2017

Turkey Iran 2017

Iraq Syria 2018

Planned

Algeria Libya

Hungary Romania

India Bhutan

Latvia Belarus

Malaysia Brunei

Malaysia Indonesia

Poland Belarus

Poland Ukraine

Russia Ukraine

Turkey Iraq

Foreign-born people now account for 28% of the total population of Australia,
23%of Israel, 20%ofCanada, 13%of theUS, 13%ofGermany, and 12%of theUK.1

Yet even at its highest level ever, international migration is surprisingly uncommon:
only about 3% of the world population lives outside of their country of birth.2 In
the last decade, regional conflicts in the Middle East, rising inequality and poverty
in Africa, violence in South America, and natural disasters in various parts of the
world have sent a flow of refugees to Europe and the US. Between 2015 and 17,
over 1.5 million refugees arrived to Europe by sea.3 This is a small fraction of 21.5
million people displaced by climate-related catastrophes between 2008 and 2015
Miller 2017).

Gallup estimates that 14% of world adults, 710 million people, would migrate
permanently if they could, and even more would move temporarily.4 More than
40% of respondents from very poor countries and countries with armed conflicts are
potential migrants. In Africa alone, working age population is projected to rise by
about 1 billion in 2055, increasing the pressure at the gates to Europe and China,
two areas where population is predicted to decline substantially (Bruni 2019). The
flow of refugees is likely to continue. According to the World Bank, water scarcity,
crop failure, and rising sea levels will displace as many as 143 million people in
Sub-Saharan Africa, South Asia, and Latin America by 2050 (Rigaud et al. 2018).

1The Organization for Economic Cooperation and Development https://data.oecd.org/migration/
foreign-born-population.htm.
2United Nations Population Fund http://www.unfpa.org/migration.
3The UN Refugee Agency https://data2.unhcr.org/en/situations/mediterranean.
4http://news.gallup.com/poll/211883/number-potential-migrants-worldwide-tops-700-million.
aspx.

https://data.oecd.org/migration/foreign-born-population.htm
http://www.unfpa.org/migration
https://data2.unhcr.org/en/situations/mediterranean
http://news.gallup.com/poll/211883/number-potential-migrants-worldwide-tops-700-million.aspx
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Faced with unprecedented inflows of immigrants, developed countries have a
choice of policies to allow or restrict migration. Governments of richer nations have
responded by erecting walls and fences, investing in border protection, and adopting
policies to restrict undocumented migration.

In this chapter, we examine the global phenomenon of building walls, fences, and
other man-made physical barriers between nations. We offer a historical perspective
onwhy border barriers existed in the past, and how the rationale for buildingwalls has
changed. We discuss the costs and benefits of walls and fences, and review literature
on alternative policies, including the open border policy. Section 3.2 surveys the
history of walls and fences. Section 3.3 discusses their rationale. Section 3.4 deals
with the economics of open borders. And Sect. 3.5 concludes.

3.2 A History of Walls and Fences

3.2.1 Ancient and Medieval Walls

Humans on all continents have been building walls for millennia. The main motive
for their early construction was to defend city-states against armies of unwelcome
nomadic neighbors. A large physical obstacle also served as a signal of political
power, wealth, and strength, intended to deter future threats, a claim to land, and
a way to define who belonged inside and who stayed out. The scale of walls has
differed greatly throughout history, ranging from simple barriers between cities to
massive fortifications between kingdoms.

One of the oldest known city, Jericho inmodern-day Palestine, waswalled as early
as 8000BC (Encyclopedia Britannica 2019). The 600-meter long stonewall was built
and improved over several hundred years. The wall had a tower and a long ditch,
and was likely intended as protection against floods and raiders. The construction
project required enormous amount of physical labor—excavating the ditch, cutting
through solid rock for materials, and hauling the stone to assemble the wall itself.
Economists today may wonder how our ancestors planned, organized, and managed
such a sophisticated project with so little training in engineering. This was a time
when humans were barely transitioning from hunters to farmers, did not yet use
domesticated animals, and would not invent metal tools or the wheel for thousands
of years. It is not clear what kind of manpower was used—communal labor, hired
workers, or early slaves—or what type of surplus of an essential tradable resource the
population of Jericho produced throughmining or agricultural production to generate
enough wealth to finance the wall.

As ancient cities grew all over the world, so did the walls. In 3000 BC, a 9 kmwall
surrounded the largest city in the world: the Sumerian city of Uruk in modern Iraq,
with a population of 80,000 residents (Dumper and Stanley 2007). Around 2030 BC,
ancient Sumerians constructed a massive 160 km fortified barrier across its territory
to keep out the Amorite nomadic tribes. It succeeded in fending off enemies for a
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few years, until the invaders either broke through the wall or simply walked around
it to destroy Sumerian cities (Spring 2015).

Ancient Greeks built a number of walls, including the siege-proof long walls of
Athens around 460 BC. The fortifications, extending from the city to its harbor,
protected Athens during one war with Sparta, but the city surrendered after its navy
was defeated at sea (Conwell 2008).

Around 83–260 AD, the Roman Empire reinforced its borders with a variety of
wall and ditch structuresmade of turf and stone, known as limes. Limeswere intended
to keep barbarian tribes out of the Roman Empire, and were also used as customs
checkpoints for the movement of goods and people. Among the best known limes are
the 118 km Hadrian’s Wall, and the 60 km AntonineWall in Scotland, a 750 km wall
in North Africa, and 568 km Limes Germanicus in Germany. The Roman Empire
invested heavily in its military, and for a while its military conquests supplied a
steady supply of slave labor to service the walls. Over time, expansion slowed down,
and pressure from neighboring barbarians increased. Overspending on the military
and walls led to a financial crisis and a host of negative effects—oppressive taxation
and inflation, widespread tax evasion, and a widening gap between the rich and the
poor, foreshadowing its eventual collapse. Roman Limes made for a good defense
from disorganized robbers from Britain to the Arabian Peninsula, yet they did not
protect the empire against the better-organized barbarian armies of Vandals, Alans,
and Goths (Jones 1964).

Around 460–512 AD, the Byzantines built the 56 km Anastasian Wall near
Constantinople, a stone and turf system of fortifications with towers, forts, and
ditches. For over a century it helped protect the empire from invasions from the
west, but two hundred years later, the wall was no longer manned due to decreased
threats and the high cost of troops (Williams and Friell 1998).

In 430–570 AD, the Sasanid Empire, located in modern-day Iran, invested in
several large-scale public defense projects to fortify its borders in response to territo-
rial disputes with nomadic neighbors. Themost impressive part of the project was the
200 kmGorganWall, the world’s largest defensive structure at the time and a master-
piece of ancient engineering, made out of uniformly shaped mud bricks, featuring 38
forts, a well-engineered network of canals that acted as both a water supply system
and a defensive moat, and a garrison of at least 20,000 troops. This effective border
defense system is thought to have contributed to the empire’s longevity for the next
200 years, but later it was abandoned as the empire’s prosperity came to an end and
its maintenance became unaffordable (Chaichian 2013).

Between 430–800 AD, Anglo-Saxon kings built and maintained Offa’s Dyke, a
240 km long ditch and piled soil structure. It was intended to demarcate the border
between England and Wales, as well as defend against invaders. The Danish kings
built and reinforcedDanevirke, a 30 km long defensive structure between 650 and 968
AD. It was last fortified before 1180, and then abandoned 150 years later (Pulsiano
and Wolf 1993).

Construction of the Great Wall of China began before 220 BC and continued until
the seventeenth century, the total distance reaching 21,196 km. Its original purpose
was to separate the civilized Chinese farming heartland from nomadic barbarians to
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the north, and to claim the disputed territory.5 Over time the wall became a tool to
control trade, prevent smuggling, and serve as entry portal with customs checkpoint.
Millions of conscripted peasants lost lives building the wall in harsh climate on steep
hillsides due to inadequate transportation, inhumane living conditions, and insuffi-
cient food. The total annual expenditure on the wall in 1576 was estimated to cost
three-quarters of the annual emperor’s budget. Maintaining and garrisoning the wall
was financed by higher taxes and revenues from government monopolies on selling
salt and iron, at the expense of other social projects (Lovell 2006). Early unconnected
fortifications were not real obstacles against nomads. In later centuries, the wall did
provide some protection, but not against the organized army of Genghis Khan in
the thirteenth century. The wall did not protect against nineteenth- and twentieth-
century barbarians arriving by sea: Europeans, Americans, and Japanese (Waldron
1989; Lovell 2006; Jones 2016). Throughout Chinese history, weaker emperorsmade
investment into the expensive wall as a policy of last resort when all other options—
diplomacy, bribery, trade, tribute, or punitive military expeditions—had failed. In
contrast, expansionist dynasties—Tang and early Ming—refused to repair the “wall
of shame” of their military superiority (Langerbein 2009). The wall did not prevent
trade and cultural exchange: steppe nomads came to the early wall to trade horses and
leather for pottery and clothing; Chinese rulers learned nomad’s fighting techniques
and integrated nomads as leaders of their own armies. Even though the protective
function of the imperial wall was long obsolete in the twentieth century, the govern-
ment of communist China kept investing into the wall as it became a symbol of
national identity, amonument to themilitary superiority ofChina, a poetic inspiration,
and a lucrative tourist attraction.

Virtually all cities in Northern China had defensive walls from as early as 2000
BC. Larger citieswithmore economic activity had longerwalls; frontier cities subject
to a higher probability of attack had stronger walls. The protective function of the
walls may have contributed to a perceived sense of security and attractedmore people
and commerce to the walled cities: even today these cities have larger population
and employment densities (Ioannides and Zhang 2017; Du and Zhang 2018).

InNigeria, a number of fortificationswere built over several centuries from around
year 800. Benin city was possibly the largest urban planning project in the world at
the time, a web of walls with a total length of 16,000 km that enclosed an entire
kingdom made of hundreds of interlocked cities and villages (The Guardian 2016).
Benin walls were destroyed by the Europeans in 1897. The other massive wall in
the area, Sungbo Eredo, was a 160 km wall and ditch earthworks financed by a rich
queen around year 1000, intended for defense, unification, and as a shrine for spirit
worshiping (Onishi 1999).

InMexico, a smallMayan city of Tulumwas surrounded on three sides by a 740m
long wall around the year 1200, for defense against larger city-states (Bley 2011). In
1281, Japan built a 20 km stonewall Genko Borui against Mongol invasion, and it is
said to have contributed to the defeat of the invaders (Vallet 2016).

5Climate change has been identified as a major source of the nomadic invasions against the
agriculturalists in mid-to-late imperial China (Pei et al. 2018).
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Between 1500 and 1800, the Russian empire fortified its southern borders with
barricades of felled trees with ditches and earth mounds, palisades, watchtowers
and forts, moving the barriers south as the empire expanded. These fortifications
protected against Tatars and other nomads who were active participants in the slave
market, kidnapping thousands of Eurasians per year and selling them into slavery to
the Ottoman Empire. They also prevented domestic runaway serfs from fleeing, and
demarcated new land for peasant farmers (Kollmann 2017).

Plagued with chronic raids and territorial disputes, settled agricultural tribes
sought to protect themselves against outside threats to survival by asserting control
over land and strategic routes. Walls were expensive to build and even costlier to
maintain. Early construction materials—wood and mud bricks—would be eroded
by weather, leveled by earthquakes, or ruined by invaders. Despite costing much
in resources, wealth, and manpower, ancient walls were only partially successful in
achieving their intended goals. These defenses appeared to have worked for the life-
times of their builders, sometimes for several subsequent generations, but ultimately
lost their value (Spring 2015). It is unclear whether the gain of security provided
by walls was worth the opportunity cost of their construction, whether the damage
inflicted by barbarians could outweigh the financial burden of the projects.

It is tempting to speculate how building a wall relates to the lifecycle of a city-
state or an empire. Do expanding, flourishing, or declining powers build defensive
barriers? In premodern history, the pattern suggests that richer rulers whose power
was on the decline were more eager to build a physical defense system. Exces-
sive spending on the walls may have in turn weakened empires and expedited their
collapse.

3.2.2 Modern Walls

Between the late medieval times and early twentieth century, empires rose and fell,
national borders moved numerous times, finally settling on what later became polit-
ical borders of modern nations. This period in history is characterized by declining
violence in Europe: rates of homicide from violence and wars in European coun-
tries decreased 10–50 times during that time (Pinker 2011). Pinker (2011) attributes
the trend to the spread of the power of centralized authority with monopoly on the
legitimacy of violence, adoption of law and order, the advent of diplomacy, develop-
ment of trade partnerships, advances in transportation, the rise of literacy, increased
life expectancy, adoption of the values of tolerance and human rights, aversion to
violence and cruelty. Recognition of sovereignty over a territory among states became
more common after the 1600s, in part due to advances in cartography that allowed
better records of borderlines (Jones 2016). Consequently, the need for defense walls
declined and fewer new defense barriers were built during that time.

While the construction of physical barriers was on the decline, new legal
border barriers emerged. Their purpose was no longer defense, but rather control
over the movements of civilians. Early steps toward a modern passport system
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appeared in fourteenth-century England, sixteenth-century Germany, seventeenth-
century France, and eighteenth-century Russia with the introduction of migration
permits (Torpey 2000). Throughout fourteenth- to eighteenth-century population
growth in Europe was slow, people were seen as wealth and a valuable asset for
extraction of military service, taxes, and labor, thus governments sought to restrict
outbound migration. At various times European monarchies introduced restrictions
on emigration of skilled labor, such as artisans (1534, England), shipbuilders, sailors,
and fishermen (1669, France). Prussia restricted all emigration without permission
in 1686. China had severe punishments, even death, for anyone going abroad in
the sixteenth to eighteenth century (Xu 2005). The majority of European settlers
who colonized the United States were “illegal” migrants who bypassed emigration
restrictions. Spain, Russia, England, Holland, and the Ottoman Empire, among other
countries, welcomed immigrants and refugees with tax breaks and other incentives
(Dowty 1987).

MostWestern countries adoptedpassports andvisas afterWWl.Travel documents,
ID cards, registration, and censuses,were early forms of state surveillance and control
over citizens’ identities and theirwhereabouts. By allowing or depriving people of the
freedom to move, states could efficiently conduct law enforcement, prevent potential
anti-government insurgencies, target national security operations, distribute incen-
tives and punishments, prevent brain drain, administer claims to assets, supervise
population growth and composition (Torpey 2000).

Leading up to WWll, Europe experienced a revival of defense fortifications.
Finland constructed two lines of fortified defense on the Soviet border in 1920–1940,
theMannerheim Line with fallen trees and boulders, and the Salpa Line with 350,000
stones weighing 3 tons each. Czechoslovakia 1935–38 built border fortifications with
infantry blockhouses and anti-tank obstacles. Greece built the 155 km long Metaxas
Line of 21 independent fortification complexes to protect from Bulgarian invasion in
1936–41. France 1929–38 constructed the Maginot Line, a 380 km long permanent
system of fortifications with concrete bunkers, tunnels, tank obstacles, artillery case-
mates, machine gun posts along the German and Italian borders. Sweden built the
500 km Skåne Line on its borders with barbed wire and concrete bunkers along the
shore, armed with machine guns and cannons. Mussolini’s Italy 1930–42 built the
Alpine Wall, a system of defensive fortifications along the 1851 km of its northern
frontier facing France, Switzerland, Austria, and Yugoslavia. Nazi Germany built
the Atlantic Wall equipped with coastal guns, batteries, mortars, artillery, and thou-
sands of stationed troops along the coast of continental Europe and Scandinavia in
1942–44 against an anticipated Allied invasion from the United Kingdom (Kauf-
mann and Donnell 2004). None of these wartime fortifications could stop attacks by
air, and some did not even deter the enemy armies arriving by land and sea.When the
Allies eventually invaded the Normandy beaches, most of the Atlantic Wall defenses
were stormed within hours. In the case of the Maginot Line, Nazis avoided it while
invading France using an alternative route through Belgium.

AfterWWII, theUnitedNationswas formed and countries recognized each other’s
political borders and territorial integrity. The triumph of diplomacy and peaceful
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coexistence could render the border walls and fences obsolete. However regional
conflicts persisted, and security walls were a frequent solution.

France built an electric fencewithminefields, theMoriceLine, before theAlgerian
War of 1957, to prevent the rebel guerrillas from entering Algeria from Tunisia and
Morocco. Israel built a 150 km defense system known as the Bar Lev Line, a massive
sand wall supported by a concrete wall, along Suez Canal during the 1967 Six-
Day War with Egypt, Jordan, and Syria. Guantanamo/Cuba, and China/Hong Kong
fortified theirmutual borders with 30 kmwalls in the early 1960s. Oman built a 50 km
mined Hornbeam line against guerrilla insurgents in 1973 (Peterson 2008). Cyprus
was divided by a UN buffer zone after Turkey took over Northern Cyprus in 1974,
and Northern Cyprus built a 300 km concrete wall. Morocco built a 2,700 km sand
“berm” with trenches, barbed wire, and landmines against Western Sahara in 1987
to claim disputed territory. North and South Korea built a 243 km heavily fortified
demilitarized zone in the late 1970s.

During the Cold War of 1945–91, the Soviet Union and its allies put up the “iron
curtain”, a set of self-imposed physical, legal, and informational barriers between
themselves and the West intended to prevent trade with the West and to stop emigra-
tion of citizens to the West, in order to protect the emerging fragile new communist
society based on work, cooperation, and egalitarianism from western capitalism
based on individualism, competition, and hierarchy. It also included militarized
borders with the West: a 240 km electric fence between Hungary and Austria, and
the Berlin Wall.

Berlin Wall, built by East Germany in 1961, was a complex 150 km long system
with sensors, a fence, barbed wire obstacles, dog-runs, an anti-tank ditch and obsta-
cles, an access road for guards and vehicles, an alley of lights, 186 guard towers,
a control strip of raked sand, followed by the main exterior wall with 25 border
crossings. The wall employed 12,000 elite patrol soldiers and 1,000 dogs; troops
were equipped with 567 armored personnel carriers, 156 heavy engineering vehi-
cles, 2,295 other vehicles, 48 anti-tank guns, 48 grenade launchers, and 114 flame
throwers. Despite the high-tech engineering of the wall, tens of thousands of East
Berliners managed to escape by climbing over the wall, digging under, and hiding in
secret compartment of cars; 75,000 people received prison sentences for attempting
to flee, and 140 lost lives. Operating much like a prison wall, the BerlinWall blocked
emigration of skilled labor without which East Germany would arguably not be able
to survive. It extended the life of the regime by at most 28 years till 1989, and when it
finally proved to be an economic failure, the wall collapsed along with the ideology
that supported it (Rottman 2012).

Fences erected by communist regimes were the only physical barriers in history
intended to restrict out-migration. At least 5 were demolished at the end of the
Cold War (Berlin Wall, Hungary–Austria, Czechoslovakia–West Germany, USSR-
Finland, USSR-Norway), only the barrier between the Koreas remained. In contrast,
the rest of the world was about to see a wave of walls against inbound migrants.

South Africa put up a lethal electrified fence on its border with poorer neighbors
Mozambique and Zimbabwe in 1986. The fence was responsible for hundreds of
refugee deaths in the first 3 years of its existence as migrants who tried to cross the
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fence got electrocuted, while those who tried to bypass the fence by going through
a national park got eaten by lions. Yet most illegal migrants managed to cross the
fence (New Scientist 1990).

The decade of 1990s was marked by giant strides of the developed world toward
unification, as evidenced by the adoption of NAFTA and common borders in the
EU. But it was also the decade of fast population growth and rising inequality, the
emergence of new regional conflicts, and the expansion of trade in drugs, weapons,
and human trafficking.

Between 1990 and 2001, six security walls were built against potential
terrorists (here and elsewhere the first country is the builder): Israel/Gaza,
Kuwait/Iraq, India/Bangladesh, Uzbekistan/Afghanistan, Uzbekistan/Kyrgyzstan,
Turkmenistan/Uzbekistan. In addition, two countries built migration walls:
US/Mexico, and the Spanish enclaves of Ceuta and Melilla in Morocco. Smuggling
of drugs, weapons, and other controlled goods were secondary reasons for several of
these fences. Although not explicitly stated, claims to land may be additional reasons
to erect walls in case of Israel, India, and Central Asian countries, given their history
of territorial disputes.

3.2.3 Twenty-First-Century Walls

Concerns over terrorism magnified after the terrorist attacks of 9-11-2001 in the
US. Other countries including Israel, UK, Spain, Indonesia, Russia, Bangladesh,
Pakistan, and India, were also attacked by terrorist organizations. Between 2002 and
2010, fifteen new security walls and fences were added to the map around Middle
East, when ISIS insurgency began to threaten stability in the region. Israel built
security fences separating it from the West Bank and Egypt. Egypt built an over-and
under-ground wall with Gaza. Saudi Arabia built an 885 km security wall with Iraq
and fenceswithUAE,Oman,Qatar, Jordan, andYemen.UAE erected fences along its
borders with Saudi Arabia and Oman (migration, smuggling, security). Jordan built
walls with Syria and Iraq. Iran walled off Iraq, Afghanistan, and Pakistan (security,
smuggling). Israel Defense Forces claim that the Israeli-Egypt fence was effective
in reducing the flow of illegal migrants from Africa.6

Outside Middle East, eight new fences were constructed: between
Brunei/Malaysia (smuggling, migration), Myanmar/Bangladesh (security),
Lithuania/Belarus (smuggling), Kazakhstan/Uzbekistan (smuggling), and Kaza-
khstan/Kyrgyzstan (smuggling). Russia built a barbed wire barricade on the border
with Georgia (conflict). In Africa, Botswana put up a fence against Zimbabwe in
response to a flood of refugee migrants who were accused of taking jobs, committing
crimes, and spreading HIV (Kopinski and Polus 2019).

6Financial Times https://www.ft.com/content/ccf4b532-3935-11e6-9a05-82a9b15a8ee7.

https://www.ft.com/content/ccf4b532-3935-11e6-9a05-82a9b15a8ee7
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In response to massive migration of Middle Eastern and North African refugees
to the EU between 2011 and 2018, seven migration fences went up in Europe. Mace-
donia built a fence with Greece. Greece and Bulgaria have erected barbedwire fences
on the border with Turkey. Hungary built a 175 km fence on the border with Serbia
and a 350 km fence on the border with Croatia. Slovakia put a fence with Croatia,
Austria with Slovenia. The UK financed a 13-foot-high barrier in the French port
city of Calais, aimed at preventing refugees and migrants from entering Britain.

Middle East and North Africa added nine more security fences, fully or
partially built: Oman/Yemen, Turkmenistan/Afghanistan, Pakistan/Afghanistan.
Turkey/Syria, Turkey/Iran, Israel/Jordan, Israel/Syria, Israel/Lebanon,
Tunisia/Libya, and Algeria/Morocco.

Regional conflicts and land disputes resulted in seven additional fences in Eastern
Europe and Asia: Azerbaijan/Armenia, Ukraine/Russia, Estonia, Latvia, Lithuania
built barriers with the Russian territory of Kaliningrad, Kyrgyzstan/Kazakhstan,
Kyrgyzstan/Uzbekistan, and China/North Korea.

Several countries have announced future construction of fences: Estonia/Russia,
Latvia/Belarus, Poland/Belarus, Poland/Ukraine, Hungary/Romania, Turkey/Iraq,
India/Bhutan, Malaysia/Brunei, Malaysia/Indonesia, Russia (Crimea)/Ukraine, and
Algeria/Libya. These appear to be mostly motivated by smuggling, territorial claim,
and animal disease control. Latin America is free of border barriers except for those
erected by the US between Guantanamo and Cuba.

In addition to border walls between countries, there are separation walls within
countries intended to reduce violence. One example is awall in Baghdad built in 2007
by the US to separate a Sunni district. Another example is a series of forty “peace
walls” in Belfast, Northern Ireland, constructed in the 1970s to separate Catholic and
Protestant communities.

Modern borders differ greatly in their level of complexity and enforcement.
Among themost serious borders is Kuwait/Iraq, made of electrified fencing and razor
wire, braced by a 4.6 m-wide and 4.6 m-deep trench, complete with a 3.0 m-high
dirt berm, and guarded by hundreds of soldiers, several patrol boats, and helicopters.
Saudi Arabia/Iraq wall is equipped with ultraviolet night-vision cameras, buried
sensor cables, thousands of miles of barbed wire, 50 radars, 78 monitoring towers,
eight command centers, ten mobile surveillance vehicles, 38 night-vision camera-
equipped gates, 32 rapid-response centers, and three rapid intervention squads, all
linked by a fiber-optic communications network. Some of the equipment used at the
borders can detect a person 19 km away and a vehicle at 39 km.7 Among relatively
porous borders are fences between Malaysia/Thailand, and India/Bangladesh. Both
are lightly patrolled and monitored, and thus not effective deterrents for migrants
and smugglers who often use fake documents and bribes to cross between the two
countries.

We estimate that at least 67 international borders are fortified to various degrees
with man-made barriers as of 2018, and there are plans to build 10 more in the next

7Gulf News Jan 22, 2015 http://gulfnews.com/news/gulf/saudi-arabia/saudi-arabia-building-hi-
tech-border-fence-1.1445112.

http://gulfnews.com/news/gulf/saudi-arabia/saudi-arabia-building-hi-tech-border-fence-1.1445112
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few years.These borders are precisely documented in the Appendix Table: Modern
Walls and Fences and illustrated in Fig. 3.1: Border Walls and Fences 1970–2020.

3.2.4 US-Mexican Wall

The US–Mexico wall is an example of a border barrier with several official motives
behind it: stop illegal migration, fight drug and human smuggling, and prevent drug-
related violence (Andreas 2000; Dear 2013). The first piece of the wall, the 22 km
San Diego fence, was built in 1990–93. Since 2006, a total of 1,000 km of steel and
concrete were added in various parts of this 3,200 km border. About one-third of
the border consists of natural barriers such as desert stretches and the Rio Grande.
In between the walls, there is “virtual fencing” composed of sensors, surveillance
cameras, and other detection technology. Since 9/11, the US side of the border has
been further militarized, and the border patrol budget increased 20 times. There are
plans to add another 1,000 km of the wall in the near future with the total cost up
to $25 billion, including labor but not including the cost of land acquisition from
current owners. Once constructed, the government will need to invest a few billion
a year in wall maintenance, repairs, guards, and support infrastructure (Economist
2016, Fig. 3.1, Table 3.1).

The number of undocumented immigrants in the US increased between 1986 and
2008 from about 3–12 million people, or 7% of the US population. In the 1960s,
70 million Mexicans crossed the border, but 85% returned home. Increased border
enforcement made circular migration more costly and risky, forcing undocumented
Mexican migrants to settle permanently in the US (Zimmermann 2014a, b, 2017a,
b; Massey et al. 2016).

The US-Mexican wall does not deter drug smuggling. Most illicit drugs are deliv-
ered into theUS in vehicleswith secret compartments and difficult to inspect shipping
cargo using legal checkpoints. Drugs are also conveyed through elaborate systems of
tunnels under the wall. Between 1990 and 2016, 224 tunnels were discovered, some
with air vents, rails, and electric lights (US DEA 2016).

Stricter border enforcement in the US raised the cost of human smuggling by
pushing it farther into the desert into the hands of large drug cartels. Coyotes used
to work independently or in small groups. Now they work for one of the four narco
cartels, paying the cartels a huge cut of the profits. If migrants try to cross the border
without paying, they risk getting beaten or murdered. The average price is upward
of $4,000 in 2017 dollars (US DHS 2017). Smugglers are more often armed and
violent, and conflicts between them and border enforcement agents resemble a war.
Migrants are sometimes left to die in the desert: there have been 4,500 migrant
deaths along the U.S.–Mexico border between 2006 and 2017 (US Customs and
Border Protection 2017).

Similar dynamics are observed in Europe. The Greek fence has forced migrants
to pursue more dangerous and expensive alternative routes. Trips on the Eastern
Mediterranean route from Turkey’s Western Coast to Greece now cost over e1,000
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Fig. 3.1 Border Walls and Fences 1970–2020. Note The graph presents the authors’ count of all
walls and fences in the world, including partially constructed (Estonia–Russia fence) and planned
through 2020. Our estimates are overall similar to those in Vallet (2016), Jones (2016), and Carter
and Poast (2017), although our estimates are more conservative. Vallet, Barry, and Guillarmou
(quoted in Jones 2016) suggest an estimate of 69 fences in 2016 while our count is 63. We include
only walls and fences on international borders (this excludes the Wall of Baghdad, the Walls of
Peace in Belfast, and the GreatWall of China), the existence of which we could verify. For example,
we are not sure if there is a fence on the border of Russia with China, Mongolia, and North Korea.
There is probably at least partial fencing, but in the absence of information we did not count them.
As construction start dates differ between sources, we used the most commonly reported dates. The
Appendix Table lists all walls and fences included in our calculations. Rosière and Jones (2012)
estimate that by 2012 more than 13% of the world’s borders were marked with a barrier of some
kind

(Stamouli 2016). Between 2014 and 2017, over 11,000migrants died orwentmissing
in the Mediterranean at sea.8

The number of people detained without papers on the US–Mexico border has
dropped markedly in 2017 to the lowest number since 2000 (US Department of
Homeland Security 2017). Illegal immigration is on the decline because of demo-
graphics:Mexico’s birth rate has plummetedduring the last 40 years from6.1 children
per woman in 1975 to 2.2 in 2005, which is not very different from 1.8 births per
women in the US.9

8Migration Data Portal https://migrationdataportal.org.
9World Bank Open Data https://data.worldbank.org.

https://migrationdataportal.org
https://data.worldbank.org
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3.3 Making Sense Out of Walls

Consider the construction of a border barrier from a costs-and-benefits perspective.
Costs include electric lighting, roads, security equipment, and guards. A physical
wall requiresmasonry foundations, steel, and concrete, which is relatively expensive,
while barbed wire fences are cheaper. Resources spent on walls and border enforce-
ment comewith opportunity costs—they could have been directed to alternative uses,
such as building better schools and improving cities.

Should a security wall be built to prevent the infiltration of terrorists? Terrorism is
costly for an economy as it leads to loss of life and destabilizes investment in produc-
tive assets. For example, terrorist attacks committed by the Somalian terrorist group
Al Shabaab have had a large negative impact on Kenya’s economy in recent years.10

A security fence may be justified in this case, even though Kenya does not have
one. The costs of a security fence can be weighed against the benefits of preventing
an attack for a country that faces threats from terrorism. One should keep in mind
that historically, walls have not been effective against military attacks (Jones 2016).
In recent times, most terrorist attacks in the US and Europe have been committed
by legal residents “from within.” The strongest walls could not have stopped 9/11.
Planes andmissiles can fly overwalls, tanks can smash them, and biologicalweapons,
drones, and cyberattacks bypass walls entirely. The security effectiveness of borders
does not depend on military spending, but rather is a function of institutional design
that encourages local cross-border collaborative policing (Gavrilis 2008).

Should a wall be built to prevent smuggling of illicit drugs and weapons? There
is little evidence that walls are effective in the war on drugs. Even if they are, the
cost of such barriers should be weighed against the results they achieve, given other
law and policy options to regulate drugs and guns.

The main driving factor of undocumented migration—and therefore of walls—is
inequality. Richer countries build walls against poor neighbors. Jones (2012) esti-
mates that the average GDP of a country that built a barrier, from 2000 to 2011, was
5 times larger than the GDP of the target country. Similarly, Carter and Poast (2017)
find statistical evidence that economic disparities have a significant impact on the
presence of a physical wall using data on barriers constructed from 1800 to 2014.
Therefore addressing the problem of poverty and inequality in the developing world
is often suggested to be a way to reduce migration. However, this is only valid in the
very long run.11

Should a wall be built against illegal immigrants? The benefit of a migration wall
may be high if uncontrolled migration imposes large costs on a society and if a
wall provides sufficient protection against such inflows. For example, immigrants

10The Conversation https://theconversation.com/why-al-shabaab-targets-kenya-and-what-the-cou
ntry-can-do-about-it-87371.
11Economic development and emigration from developing countries are found to be inverse U-
shaped. Hence, rising income increases the possibilities for migration, but migration has also a
positive impact on development back home. See for a review of the rich literature Clemens (2014)
and specific articles like de Haas (2010), Zimmermann (2017a, b), and Dao et al. (2018).

https://theconversation.com/why-al-shabaab-targets-kenya-and-what-the-country-can-do-about-it-87371
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may commit crime, drain welfare resources, threaten national unity, and impose
hardship on domestic workers. The cost-effectiveness of building a wall should also
be compared to the alternative options of regulatingmigrant’s privilegeswith policies.

Certain groups and industries—potential voters who influence policymaking—
benefit from the proliferation of walls and militarization of borders. For example,
the growth in border barriers created a multi-billion-dollar security business for
private armament and defense companies specializing in communications, surveil-
lance, information technology, and biometrics. Between 2002 and 2017, exports of
Israeli companies specializing in high-tech border security increased 22% each year.
Major international companies that have a large share in this market are American
Boeing, Israeli Elbit Systems, Israeli Magal Security Systems, Spanish Amper, Euro-
pean EADS Group (Saddiki 2017). Among other likely beneficiaries will be Cemex,
a Mexican firm with around half the quarries close to the border, given that it is
not economically feasible to transport cement across great distances. Then, there
are companies like the US Golden State Fence Company, a firm that built a signif-
icant portion of the border wall in Southern California, and was charged millions
of dollars in fines for having hundreds of undocumented workers on its payroll.12

The list of groups that stand to benefit from the wall also includes the Department
of Homeland Security that employs 240,000 people and has an annual budget of
$61 billion, including border enforcement, militarized police units, ammunition,
detention centers, biometric IDs, and surveillance (Miller 2017).

All types of border barriers reduce well-being of the population by restricting
gains from cooperation, specialization, and trade between neighbors. Allen et al.
(2018) show that the US–Mexico border wall expansion between 2007 and 10
harmed Mexican workers and high-skilled U.S. workers, but benefited U.S. low-
skilled workers, who achieved gains equivalent to an increase in per capita income
of $0.36. In contrast, a hypothetical policy of openness, which reduced trade costs
between the United States and Mexico by 25%, would have resulted in both greater
declines in Mexico to United States migration and substantial welfare gains for all
workers.

The noneconomic costs of walls include isolation, broken cultural ties, mistrust
that can breed terrorism, damaged farmlands, and a threat to wildlife (Trouwborst
et al. 2016). Political scientist Brown (2010) writes the following about Israeli and
US–Mexico walls in the book “Walled States”: “Both intensify the criminality and
violence they purport to repel, and hence, both generate the need for more fortifi-
cations and policing. Yet both are heralded for producing peace, order, and secu-
rity. Both confound barricades and borders, and both articulate a border on confis-
cated lands. Both walled democracies are justified as state necessity in protecting
the people, both draw upon the xenophobia they also exacerbate and project, both
suspend the law in the name of blockading outlaws and criminals, and both build a
‘suspended political solution’ in concrete and barbed wire”.

Popular justifications for restricting migration are not based on real evidence, but
rather the examples of signaling behavior by governments. In the words of Jagdish

12New York Times http://www.nytimes.com/2006/12/15/us/15hiring.html.

http://www.nytimes.com/2006/12/15/us/15hiring.html
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Bhagwati who spoke of the India–Bangladesh fence construction in the 1980s, for
a politician, building a fence is “the least disruptive way of doing nothing while
appearing to do something.” (quoted in Di Cintio 2013).

3.4 Open or Closed Borders?

There is a lively debate in the economic literature around the potential consequences
of allowing more migration. Kennan (2013, 2014) and Clemens (2011) argue that
lifting the restrictions on immigration could produce large efficiency gains because
the unskilled workers become more productive when they move from a low wage to
a high wage country. As a result, incomes in less-developed countries could more
than double and the world GDP would increase by 67–147%.

A large body of research has documented that increased cross-border labor
mobility has beneficial effects for host countries and their residents. For example,
the EU labor market has become more flexible and better able to absorb shocks after
the EU eastern enlargement (Kahanec and Zimmermann 2009a, 2016; Jauer et al.
2019) and this is attributed not only to migrants from the (new) member states but
also to third-country nationals.

There is evidence that immigrants do not take jobs away or depress wages. Instead
migrants help create jobs for natives, because their skills are most often complements
rather than substitutes for the skills of native workers in the production of goods
and services (Constant 2014; Peri 2014; Foged and Peri 2016). High-tech startups
and established firms owned by foreign-born entrepreneurs have introduced more
innovations than firms owned by US-born entrepreneurs (Brown et al. 2019).

Labor migrants tend to be economically successful taxpayers, and are less likely
than natives to use welfare benefits (Giulietti and Wahba 2013). In the EU, the
generosity of unemployment benefit spending across EU countries in 1993–2003
had a negligible effect on the inflow of non-EU migrants (Giulietti et al. 2013).
In the US, the overall cost of public benefits is substantially less for low-income
non-citizen immigrants than for comparable native-born adults and children (Ku and
Bruen 2013).

It has been shown that higher share of foreign labor is associated with more
equality in developed countries (Kahanec and Zimmermann 2000b, 2014). Social
tensions are smaller and attitudes toward migrants are more open if immigrants
are selected according to the needs of the labor markets (Bauer et al. 2000). The
well-being of natives is shown to be higher in countries with more—and with more
diverse—migrants (Akay et al. 2014, 2017).

Immigrants commit fewer offenses and less frequently end up in prison than
the native population. For example, the number of illegal immigrants in the US
tripled between 1990 and 2013, while the crime rate plummeted (Ewing et al. 2015).
Data on migration flows between 145 countries between 1970 and 2000 shows that
immigration does not cause terrorism; immigration leads to a decline in terrorist acts,
largely because it fosters economic growth (Bove and Böhmelt 2016).
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Labor migration, particularly that of undocumented workers, is largely circular
migration in the absence of travel barriers, because workers go back home to their
families after temporary work episodes abroad (Zimmermann 2014a, b, 2017a, b;
Constant et al. 2013; Massey and Pren 2012). Mobility restrictions, paradoxically,
create more permanent migrants, because workers, unable tomove freely to and from
the host country, bring families with them. This scenario selects for migrants who
may be less willing to assimilate, and the children of immigrants remain culturally
diverse (Galli and Russo 2019). When immigrant workers travel back and forth
between their host and home countries, the home countries benefit from their skills,
knowledge, and perspective, as well as from investments into local businesses and
money they spend at home. Remittances sent home by migrants contribute to the
development of some of the world’s poorest countries, accounting for over 30% of
GDP in Kyrgyz Republic and Tajikistan, around 25% in Haiti and Yemen, and close
to 20% in Moldova, Honduras, and El Salvador.13 In other words, immigrants send
home 3–4 times more money than countries receive in development aid.

Given the evidence, open borders policies rather than walls would improve the
world’s well-being. What are some of the drawbacks? Large inflows of migrants
may be disruptive for the welfare system in the short run, even if in the long run
the balance is restored. Host country natives may have legitimate concerns about
preserving national identity and granting voting rights to the newcomers. Potential
higher demand for housing, schooling, medical care, and the accompanying rise in
property prices are also important short-run concerns.

In a world where wealth and opportunities are more equally distributed, a smaller
number of individuals would be drawn by labor market needs or want to migrate
to explore different cultures. More people would prefer to stay to be close to their
extended families and friends and the home country culture. Unfortunately, simple
solutions such as sending foreign aid to poor countries do not reduce emigration
(Clemens and Postel 2018).14 In fact, rising incomes in developing countries may
have the opposite effect at least initially, it will increase mobility among people who
need resources to move. Reducing migration from poor countries requires complex
solutions to global poverty, inequality, and conflicts. Long-term solutions to migra-
tion crisis should involve development of institutions in poor countries, including law
and order, property rights, as well as investment in education, reduced corruption,
and peaceful governance.

3.5 Conclusions: Politics Versus Economic Evidence

Contemporary border fences are built for much the same set of reasons as ancient
walls. We have defense walls against external threats of terrorism and infiltration
by insurgents. There are walls that separate conflicting cultures and religions, walls

13World Bank Migration and Remittances Data 2018. http://www.worldbank.org/en/topic/migrat
ionremittancesdiasporaissues/brief/migration-remittances-data.
14See also footnote 10 and the literature cited there.
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that establish ownership of land, barriers that regulate trade, and fences that restrict
migration of civilians. The attributes of walls have changed from earthwork, bricks,
and masonry to sophisticated structures that include concrete, razor wire, sensors,
personnel, dogs, infrared equipment, patrol vehicles, drones, helicopters, planes, and
satellites. There are additional invisible walls made of legal and digital barriers to
restrict movement of goods and people, and maritime systems to detect unauthorized
boats.

Like ancientwalls,modern “securitywalls” are only partially successful in accom-
plishing their goals. No physical barrier can provide effective protection against
homegrown terrorists and modern weapons. No fortification can stop migrants who
arrive by air and sea. No wall will reduce the drug flow when most of it crosses the
border through legal entry points. More than ever before, walls today are politically
motivated, reflecting signaling behavior by governmentswhowish to appear tough on
immigration, and serving the interests of defense industries that stand to benefit from
the projects. Economic literature overwhelmingly suggests that policies ofmore open
borders, with less restrictive migration and trade, benefit domestic citizens more than
walls. Economic policies are also more effective than walls in dealing with illegal
trade and trafficking, while diplomacy is more effective than walls in addressing
security. Ignoring rational economic thinking over populist politics comes at a price,
a loss in well-being.
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Chapter 4
The Demography of Migration

James Raymer and James O’Donnell

4.1 Introduction

In this chapter, we focus on the study of migration from the perspective of demog-
raphy. Demography is the study of population dynamics with a strong emphasis on
compositions, e.g. by age and sex, and the underlying mechanisms of change, i.e.
fertility, mortality and migration. What makes the demographic study of migration
different from other migration studies is the importance placed on population change
and measurement, especially in relation to the demographic accounting equation
(Raymer et al. 2019; Rees and Willekens 1986).

Migration complicates demographic study because of the ambiguity of the popula-
tion ‘at risk’ of experiencing an event which is a fundamental aspect of demographic
thinking (Rogers 1990). While the population of any given country or region is at
risk of producing babies (fertility), dying (mortality), out-migration (domestic) and
emigration, the study of in-migration (domestic) and immigration is more prob-
lematic because the population at risk is outside the population of interest. Indeed,
an out-migrant (emigrant) from one population must be an in-migrant (immigrant)
to another. Therefore, in order to study the demographic effects of migration, one
needs to consider at least two populations: the sending population and the receiving
population.

How migration affects both origins and destinations simultaneously is the main
focus of this chapter. In addition to the direct effects on both population age compo-
sitions, we also describe how migration can have other demographic consequences
through their subsequent births, deaths and further migration. The basic model for
studying the demography of migration is the multiregional demographic model
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pioneered by Andrei Rogers and colleagues starting in the 1960s (Rogers 1966,
1968, 1975, 1995; Rogers andWillekens 1976; Willekens and Rogers 1978). We use
this model as a basis for understanding the role of migration in population change.

Understanding the demography of migration is important in today’s world, where
migration increasingly affects all spheres of life, from economic to social to polit-
ical. The demographic distinctions between ‘developed’ and ‘less developed’ parts
of the world are diminishing. Just about everywhere, populations are living longer
and having fewer children, and they are increasingly being altered by both internal
and international migration (White 2016, p. 1). Moreover, cross-border moves repre-
sent major political and security concerns for many countries throughout the world
(Castles et al. 2014, pp. 312–314). Having a sense for the numbers, and their effects
on population change, is needed to inform policies, and to eventually create better
systems of migration management.

Migration has always been an important factor in society, and immigration
policies have long sought to control the types and characteristics of people coming
to their countries. However, a major gap in our knowledge of migration concerns the
long-term demographic consequences of these policies and the subsequent impli-
cations for population distribution and composition. Moreover, we also know little
about the consequences of domestic migration, which tend to involve larger numbers
of people than international migration. Demographic consequences include, for
example, those that are direct, such as changing the population size and composition
of specific populations, and indirect, such as those involving subsequent generations
(Edmonston 2010, 2016; Scott and Stanfors 2010) and other demographic processes,
such as fertility or mortality (see, e.g. Kohls 2010; Kulu 2005, 2006; Milewski and
Kulu 2014). Migrants from poorer areas of the world tend to bring with them their
higher levels of fertility, and because migration involves a selection process, they
also tend to bring with them their youth and ambition. Not all migrants remain to
retire in the host country but many do, and this has implications for the health sector
in an ageing society.

One major and long-standing issue concerning the demographic study of migra-
tion is data and its measurement on both migration flows and migrant population
stocks. For example, the United Nations (1998) provides recommendations on how
international migration flows should be measured but most countries in the world do
not provide any data at all. For those (mostly developed) countries that do, they tend
to collect data for their own needs and purposes. Rarely are considerations given
for international comparability. So, we do not actually know how many people are
crossing borders and contributing to population change. Somemethods for indirectly
estimating this information are available (see, e.g. Abel 2013, 2018; Raymer et al.
2013; Rogers et al. 2010), and they will likely continue to provide the necessary basis
for augmenting the missing and inadequate data in the future so that we may better
identify the role of migration in population change.

A demographic perspective on migration provides a unique line of enquiry. For
example, a demographer might be interested in whether migrants from rural areas
living in cities have higher or lower fertility? Howmany of the people who arrived in
the past 15 years are still living in the area? And how many of them can be expected
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to remain until they retire?What is the probability of return migration? Are migrants
who cross international borders healthier than those who decide to remain in their
country of origin? These are just a few examples that link the process of migration
with demographic change.

4.2 Background

In order to study the role ofmigration in demographic change, we need to have a basic
understanding of concepts, data, processing and estimation and outputs (Raymer et al.
2015). Here, concepts refer to particular types of population or migration statistics,
such as usual residents and people present in countries with foreign citizenship. Data
are any information gathered about the population of interest and its movements,
usually obtained from censuses, surveys or administrative registers. Processing and
estimation refer to data cleaning, imputation, combining two or more information
sources through matching or proportioning and statistical modelling. Outputs are the
published statistics.

The concepts of populationmay vary depending on the needs of the user. However,
all types of population can be related to the actual population at time t in location
i. Likewise, concepts of migration can be related to the movement of all people in
and out of location i between two-time points. To estimate particular populations,
therefore, one must consider the types of entries and exits (including births and
deaths, respectively) between time points t − n and t, where n refers to the width
of the time interval (e.g. days, months or years). There are various data sources that
can be relied on to capture particular populations present in location i at time t in
statistical form. The geographies are obtained from the location attributes linked to
these data sources. From the data sources, attributes of the population and migrants
also can be obtained, where the main attributes are often age and sex. Processing is
required to match the concepts to the data. In some cases, estimation is required to
combine data or to include auxiliary information. The result of the data processing
and estimation is the outputs. Due to time, budget and available data constraints,
the outputs rarely consider all the different types of population present in location
i and at time t. More often, they include just one type of population, such as those
considered to be usual residents.

The conceptual framework described above, based on Raymer et al. (2015),
is useful for reconstructing population change using data obtained from multiple
sources. In Australia, for example, fertility and mortality are obtained from adminis-
trative registers, internal migration flows are obtained from censuses and Medicare,
and immigration and emigrationflows are obtained fromprocessing arrival anddepar-
ture cards. Population stocks are available from censuses as enumerations and the
Australian Bureau of Statistics as official estimates. This information can be brought
together using the demographic accounting equation. This relates population stocks
at any given point in time to the components of population change as follows:
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Pi (t + 1) = Pi (t)+ Bi − Di + Mi − Oi + Ii − Ei

In words, the population of region i at time t + 1, Pi (t + 1) is equal to the
population at time t , Pi (t), plus the number of births in the intervening period Bi ,
minus deaths Di , plus in-migrants arriving from within the country, Mi , minus out-
migrants, Oi , plus immigrants, Ii , minus emigrants, Ei . At the national level, in- and
out-migrants within the country are equal by definition and cancel each other out.

The demographic accounting equation thus situates the role of migration in the
process of population change. Migration represents one of the three components of
demographic change alongside births and deaths and is made up of at least two sepa-
rate flows—arrivals (in-migration and immigration) and departures (out-migration
and emigration). As stated in the Introduction to this chapter, distinguishing between
these types of flows is important because they originate in two mutually exclusive
populations at risk, in addition to having potential counteracting effects on popula-
tion change. In constructing the demographic accounting equation, it is important to
align the measurement of the demographic components to fit the population statistic
ormeasurement of interest.Most countries use a ‘usual residence’ (de jure) definition
of population, however, from the accounting perspective, any population could be
used, such as the actual population present (de facto) or a temporary population of
interest. Whichever definition is chosen, measurement of the components of change,
including migration, must be drawn from and be consistent with this population.

The demographic accounting equation is the basis for understanding the demo-
graphic drivers of population change and for projecting the population forwards and
backwards through time. These are typically achieved by calculating and projecting
age- and sex-specific rates of fertility, mortality andmigration, defined as the number
of people experiencing these events divided by the populations at risk. Through
multiregional life tables (described below), projected rates of mortality and internal
migration transition probabilities are converted into survivorship ratios which, along-
side projected values (rates) of fertility and international migration, are used to create
population projections. Projections can identify and quantify the direct and indirect
effects—in terms of the size and composition of migrant flows and the subsequent
fertility, mortality and onward migration, respectively—on the size and composi-
tion of sending and receiving areas. In this respect, migration is not only an inter-
esting phenomenon and area of research in its own right but also a critical input for
understanding and estimating broader population dynamics.

Migration is a difficult and hard to measure statistic. Part of the problem is related
to the difference between a concept of migration and the practical implementation
of that concept. Moreover, migration data are hardly ever collected for the study
of migration or demographic change. Rather, they are obtained as an offshoot of an
administrative procedure or legal basis. Consequently, the measurement of migration
is typically based on the number of people who change their residential address or
who report different addresses at two separate points in time. Further, thismay refer to
any change in address or only changes across a geographic border such as a national,
state, city or neighbourhood border. By contrast, migration may be thought to have a
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deeper conceptual meaning. For example, Raymer and Smith (2010, p. 173) provide
the following definition:

Migration is a loosely defined process that represents the relocation of people during a
period of time that causes them to relinquish the ties with their previous locality. The key
factors that separate migration from general mobility are distance travelled and length of
time spent in the destination; together they work to alter the economic and social networks
of the migrant. Migration can involve people moving within a country, as well as across
international borders.

In this light, migration extends beyond an administrative by-product or accounting
input, concerned as it is with the loss and formation of economic and social networks.
However, few data sources appropriate for migration analyses capture such informa-
tion. From a pure demographic perspective, arguably, the most important aspect of
any definition is that it fulfils the requirements of the demographic accounting equa-
tion (Rees and Willekens 1986). In practice, this invariably means a permanent or
semi-permanent change in residential address across a geographic border.

Migration data are typically collected from census and administrative sources.
Most censuses ask respondents where they were living one year ago, five years
ago, where they born and/or the year they arrived in the country if applicable.
Cross-tabulating these past locations by locations at the time of the census produce
matrices of migration transitions between origin and destination locations. These can
be converted into migration transition probabilities using the methods described by
Rogers (1995) and in the case study below. Population and health registers provide
information on migration flows where individuals and families register a change of
address or enrol with municipal authorities or health providers. Census and register
data are particularly useful for measuring internal migration while also providing
information on international migrant arrivals. Measuring emigration is complicated
by the fact emigrants do not appear in national censuses (as they have left the country)
and may not register a departure with authorities. Emigration (and immigration) may
instead be measured from data on international air, land and seaports, including in
the form of arrival and departure cards and international passenger surveys.

Detailed demographic and socio-economic data on migrants and sending and
receiving areas are usually obtained from censuses. General-purpose surveys often
collect migration data but, because of relatively small sample sizes, they are usually
inadequate below the national or broad regional levels. Population or health registers
may be used to track migration flows, however, these sources are often not acces-
sible and do not contain much demographic or socio-economic detail. Also, because
migration data tend to be collected from sources that have other purposes, the ques-
tions underlying the patterns may not fit a particular research question of interest, e.g.
measuring migrant status tells us little about migration frequency. There may also be
situations in which the required data are available but cannot be considered reliable
due to, for example, statistical disclosure control. Missing data is usually caused by
suppression of data or by non-response by migrants. Substantial time lags often exist
between the time individuals move and the time their new address or emigration is
registered in administrative data.
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4.3 Theories

In thinking about the demography of migration, we review two theories that
emphasise the fundamental relationship between population change and migration
processes. The first is themobility transition theory byZelinsky (1971; see also recent
review by Skeldon 2018). The second is the life course theory (Kulu and Milewski
2007; Willekens 1999). We provide brief overviews of both theories and their impor-
tance in understandingmigration patterns. There are a host of othermigration theories
originating in other disciplines that are not treated here. These include, for example,
neoclassical economic (“push-pull”) theories, dual labour market theory, migration
network theory and cumulative causation (seeMassey et al. 1993). While these theo-
ries are important for understanding the processes andmotivations of migration, they
do not emphasise the demographic aspects that are central to this chapter’s purpose.

Zelinsky’s (1971) mobility transition theory is tied with the demographic (vital)
transition theory in that mobility and migration patterns are affected by changes in
the economic development or modernisation process of a country. Five phases of the
mobility transition linked to demographic and economic development are included:

1. Pre-modern traditional society which exhibits low migration or mobility;
2. Early transitional societywhich experiences large scale rural to urban migration,

emigration to other countries, immigration of skilled workers, and increased
mobility in general;

3. Late transitional society which experiences a slowing down of rural to urban
migration and emigration but continues to experience increases in mobility and
internal migration;

4. Advanced society which experiences stable and high levels of mobility and
internal migration and net immigration of unskilled workers and

5. Future super-advanced society, which exhibits lower levels of mobility and
internal migration with some control of its internal and international movements.

While some countries may not fit neatly into the five stages above, Zelinsky’s
mobility transition theory provides explanations forwhy some countries are primarily
senders of emigrants and others are receivers of large amounts of immigration. It
also helps us to think about the likely changes countries will face as their economies
develop. For example, consider Asia, a region currently experiencing rapid demo-
graphic and economic change (Castles et al. 2014, p. 151; see also Liu-Farrer and
Yeoh 2017). Here, we find that rapidly developing countries, such as China and India,
are major senders of migrants and recently developed countries, such as Singapore
and South Korea, have become major receivers of immigrants.

The second demographic theory important for the study of migration is the life
course. In this theory, an individual’s life is composed of a series of transitions or
life events, which are embedded in trajectories (or status passages) that give them a
distinct form and meaning (Kulu andMilewski 2007). This approach examines these
trajectories with the aim of explaining movements between various statuses for the
purpose of understanding social change and social phenomena. Here, an individual’s



4 The Demography of Migration 61

life course is embedded in social institutions and is subject to historical forces and
cohort pressures, among other factors. This approach has developed since the 1960s
and has become a research paradigm in many areas of social sciences. The four key
factors that shape an individual’s life course are human agency, linked lives, historical
and geographical context and timing of life events.

In studying migration, we are interested in the relationship between important
life transitions and migration. These include those associated with early childhood,
middle to late childhood, leaving the parental home,marriage and divorce, childbirth,
retirement and loss of spouse or sickness in later stages in life. As a result, migration
patterns often exhibit regularities in their age patterns.

The most prominent regularity in age-specific profiles of migration is the high concentration
of migration among young adults; rates of migration also are high among children, starting
with a peak during the first year of life, dropping to a lowpoint at about age 16, turning sharply
upward to a peak near 20 to 22, and declining regularly thereafter, except for a possible slight
hump at the onset of retirement and possibly an upward slope after that hump. (Raymer and
Rogers 2008, p. 177)

These age regularities or model migration schedules (Rogers and Castro 1981) have
direct implications for the age-sex compositions of the origin and destination popu-
lations. Moreover, the shapes of the migration age schedules are reflective of the life
course transitions that populations experience, and the patterns may vary depending
on the characteristics of the origin and destination locations (Bernard et al. 2014).

The life course theory also corresponds with multistate demography or the
modelling of subpopulations (Willekens 2014). Here, populations are stratified by
age, sex and one or several attributes. This can include, for example, region of resi-
dence, marital status, education, number of children, household type, occupation,
employment status and health status. A population that is stratified is a multistate
population, and people who occupy the same state constitute a subpopulation. The
evolution of multistate populations over time is governed by state-specific fertility
and mortality rates, and transfers between subpopulations. When geographic units
represent the subpopulations and migration is the mechanism of transfer between
them, then it becomes multiregional demography.

4.4 Methods and Modelling

In order to fully understand the consequences of internal and international popula-
tion movements, researchers and policymakers need to overcome the limitations of
the currently available data sources on population stocks and demographic compo-
nents of change, including inconsistencies in data availability, definitions and quality.
This topic of research is important for most countries in the world. For example, in
Australia, the main source of numbers on immigration and emigration comes from
arrival and departure cards collected at major entry points with uncertainty about the
destinations and origins within the country. For internal migration, the public have
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access to census place of current residence by place of residence one year or five
years ago, however, the Australian Bureau of Statistics relies on the Medicare health
registration data for its population estimates, which are not publically available in
detailed form.

Demographic estimation techniques and statistical modelling may be used to
reconcile the measurement differences between the conceptual framework and
the data, and to overcome other limitations, such as inadequate demographic or
geographic detail and irregularities in the observed data caused by random or sample-
based variation. Rogers et al. (2010) provide a useful strategy for estimation based on
smoothing, imposing and inferring migration patterns. Smoothing limits the effect of
randomness on the age, spatial or temporal patterns of migration caused by natural
variation or variation due to insufficient sample size. For a contingency table of
migration events, this may involve (i) fitting a line or curve to a particular pattern
or (ii) removing higher order interaction effects in a log-linear model. Imposing
refers to the borrowing of age, spatial or birthplace patterns from other areas or
higher order patterns, e.g. when a national level age profile of immigration is used to
represent the age profile of immigration of a particular geographic area not captured
adequately in the reported data. Inferring refers to the borrowing of age, spatial
or birthplace patterns from auxiliary sources that serve as useful proxies for the
particular demographic pattern that requires estimation.

Lastly, multiregional (or multistate) populationmodels provide a general and flex-
ible platform for modelling and analysing population change over time and across
space (Raymer et al. 2019). These models may be considered extensions of the life
table and the cohort-component projection model. They allow the combination of all
the main components of population change by age and sex with various transitions
that population groups may experience throughout their life course. The develop-
ments of these models can be found in Rogers (1975, 1995), Rees andWilson (1977),
Willekens and Rogers (1978), Land and Rogers (1982) and Schoen (1988, 2006).
Most standard cohort-component population models operate independently of other
populations and ignore migration transitions. Instead, they rely on net migration or
(slightly better) out-migration and in-migration rates to account for the change due to
migration. Although more cumbersome, including the transition information main-
tains consistency and improves accuracy across demographic accounts, particularly
in highly mobile societies (Wilson and Bell 2004).

Multiregional demography treats geographic areas, whether countries, states,
cities or neighbourhoods, as interconnected units within a system. A demographic
accounting equation applies to each in which area-level population change is
governed by births, deaths and migration. Migration connects each unit in the system
as shown in Fig. 4.1. Central to the estimation of the multiregional model, therefore,
is the measurement of migration flows or transitions between origin and destination
areas. This is achieved from two main types of data. The first and most common is
aggregated cross-tabulations of the number of people living in each area at two points
in time (usually one or five years apart). This information is most often collected
in national censuses and converted into age- and sex-specific migration transition
probabilities. These probabilities are applied to multiregional life tables which are
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Region A

Region B Region C

External migrationExternal migration

Births and
deaths

Births and
deaths

Births and
deaths

External
migration

Internal
migration

Fig. 4.1 Example of a three region multiregional system

used as the basis for population projections and location-specific life expectancies.
This approach is also useful for analysing macro-level effects of migration such as
the demographic and socio-economic consequences for origin and destination areas
and for understanding migration processes and dynamics in the context of Zelinsky’s
theory.

The second type of data is an individual unit record microdata. These are typi-
cally collected from administrative data, panel surveys and Census sample files
that track migration flows or transitions for an individual sample or population.
As above, migration probabilities can be calculated and applied to multiregional
life tables with the advantage that other information in the dataset can be used to
analyse the individual-level drivers and consequences of migration. Multivariate
regression models can be specified, for example, to predict the effect on migra-
tion of (i) commencing or completing university education, (ii) obtaining, losing
or retiring from a job or (iii) getting married or divorced for the entire population
or by some social strata such as sex, ethnicity, birthplace, family type or economic
class. Migration probabilities and life tables can be constructed that are specific
to these sub-groups and events to estimate and project their effects on local level
population change. To preserve some of the complexity and interactions between
variables, microsimulation can be used to generate life histories for synthetic popu-
lations (Willekens 2014). This offers a promising approach for consideringmigration
within life course theory, as well as considerable flexibility in analysing migration
and other social phenomena. As previously noted, a key disadvantage is that census
and survey samples are typically not large enough to model a large number of origin-
and destination-specific migration probabilities, often necessitating relatively simple
or stylised multiregional systems.
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4.5 Case Study: Migration in New South Wales
and the Australian Capital Territory

To illustrate the relevance of migration in demographic change, we present in this
section an application of multiregional demography to analyse change in the popu-
lation size, composition and distribution. This application is used to study the demo-
graphic effects of internal migration within the Australian state of New South Wales
(NSW) and the Australian Capital Territory (ACT) over the period 1981–2011. NSW
is the most populous state of Australia, containing the city of Sydney, as well as a
relatively diverse mix of urban, rural and remote areas. The ACT contains the city of
Canberra, the capital of Australia and a city of approximately 400 thousand people.
TheACT is entirely containedwithinNSW.Themultiregional demographic approach
can be applied to any migration system, including a multi-country or global system.
However, as described above, the required data are often readily available for internal
migration and lacking for international migration.

In recent decades, internal and international mobility characteristics have placed
Australia in the Advanced Society stage of Zelinsky’s theory. After WorldWar II and
particularly since the mid-1970s, Australia has had a large immigration programme,
progressively drawing migrants from Anglo, western, eastern European and increas-
ingly south and east Asian countries and the Middle East (Jupp 2002). Tighter regu-
lation in the last 20 years has focused the immigration programme on bringing in
skilled migrants to fill identified shortages in the domestic labour market (Hugo
2014). Domestically, rates of internal migration are among the highest in the world
and strongly linked to life course events (Bell et al. 2015; Bernard et al. 2016).
The city of Sydney has played an important role in these internal and international
dynamics, providing the largest point of arrival for immigrants, an important desti-
nation for internal migrants, particularly young adults from the rest of the state and
a sending area, particularly for young families and retirees.

A map of NSW and the ACT is presented in Fig. 4.2. For the illustration, we
focus on ten areas based on the old Statistical Division geography developed by
the Australian Bureau of Statistics (ABS 2010). Aside from Sydney and the ACT,
Illawarra takes in the city ofWollongong and parts of the south coast. Hunter includes
the city of Newcastle, as well as towns of the Upper Hunter and parts of the coast
north of Newcastle. North Coast stretches from Hunter up to the state border with
Queensland. Murray, Murrumbidgee and South East, Central West and Northern are
all predominately rural and regional areas, while Far West is largely remote.

In Fig. 4.3, population age-sex compositions are presented for six of the ten areas
over time for the Australian-born population. These age-sex compositions show the
population structure in 1981 in the salmon colour, 1996 in grey and 2011 in blue. In
1981, all regions had a relatively young Australian-born population. As throughout
Australia, populations havebecomeolder over time, however, it is particularly evident
in Hunter and the North Coast. Sydney, on the other hand, has remained relatively
unchanged. Part of this is driven by foreign-born parents having children in Australia
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Fig. 4.2 Map of New SouthWales and the Australian Capital Territory. Source Created by authors
based on ABS (2010) geographies

Fig. 4.3 Population pyramids for selected regions, 1981–2011
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Fig. 4.4 Internal migration for selected regions, 1981–2011

and by sustained out-migration. The population decline experienced by young adult
cohorts in the regional and remote areas during this 30-year period is striking.

For the purposes of our illustration, we are interested in the extent that internal
migration contributed towards the changes in the age compositions over time. One
important indicator is provided in Fig. 4.4, which presents the in-migration ratios
(brown lines) and out-migration rates (blue lines) for the same six regions above and
over time. Note that in-migration ratios are calculated by dividing the number of
in-migrants to region i by the population of region i , which as we argued above is
separate from the population ‘at risk’ of migrating. Here, and for the remainder of
this section, we combine males and females together.

These patterns are strongly suggestive of both the effects of life course events
on migration and the enduring influence of rural–urban migration. Out-migration
of young adults has been very high in the North Coast, Murray, Far West and the
other regional areas not shown. For example, during the 1996–2001 period, around
nine per cent of 20–24 year olds left these areas. The slightly delayed peaks of
in-migration most likely include some return migration of previous young adult out-
migrants from these areas, bringing with them young families as evidenced by higher
rates among 0–4 year olds. There are also clear retirement-aged bulges present in
the age profiles of migration from Sydney and ACT. However, these bulges have
been declining over time. Indeed, out-migration rates have declined across most age
groups in Sydney,Hunter, FarWest andACTbetween the 1981–1986 and 2006–2011
periods. These declines have been observed acrossAustralia (Bell et al. 2018), aswell
as in other developed countries (Champion et al. 2018; Cooke 2013). The underlying
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causes are thought to be population ageing and changing economic structures (i.e.
manufacturing to service-based). Interestingly, such evidence is line with Zelinsky’s
Future Super-advanced stage of the mobility transition theory.

The evidence also poses a series of other questions. For example, what happened
to the young adult population in the North Coast, Murray and Far West areas? And,
what were the implications for other areas in NSW and ACT? To answer these,
we construct multiregional life tables, which combines age- and origin–destination-
specific migration with age-specific rates of mortality to estimate the duration of life
years spent in the areas of interest. Below,we provide a brief introduction to the calcu-
lations and key aspects of these tables. For a full description and set of equations on
multiregional life tables, refer to Rogers (1995; see alsoWillekens and Rogers 1978).

Consider Table 4.1, which includes some of the multiregional life table inputs for
the area of Sydney. A life table is constructed for each area that is joined together by
origin–destination-specific migration probabilities as shown in the third to seventh
columns. A person born in Sydney is estimated to have a half of 0.5% chance of
dying before age five, an almost 93% chance of still being in Sydney at age five
and a seven per cent chance of living elsewhere in Australia. (Note, emigration is
also a possibility but is not included in this illustration.) From these probabilities,
we can calculate life table survivorship by age (Columns 8 to 12 in Table 4.1). These
represent the proportion of a synthetic population expected to be living in each
location at each age, given where they were born and assuming age- and sex-specific
migration and mortality rates remain constant. And, from these numbers, we can
estimate the number of person-years spent in each location given their birthplace
and location-specific life expectancies (Columns 13 to 17 in Table 4.1).

Estimating the migration transition probabilities usually starts with calculating
survivorship ratios:

Si j (x) = Ki j (x + 5)

Ki+(x + 5)
.

These ratios are based on Census data calculated from the number of people K
living in area j , who said they were living in area i five years ago and by dividing
this by everyone who said they were living in area i five years ago. The multiregional
survivorship ratios are then converted into conditional transition probabilities. These
are the probabilities of a person exact age x living in region j in five years given
they are currently living in region i conditional of their survival to the end of the five
years:

pi j (x) = 1

2

(
Si j (x − 5)+ Si j (x)

) × (1− qi (x)),

where q is probability of dying between age x and x + 5. The number of persons
surviving to each exact age, l, are calculated in matrix form to incorporate each of
the different possible migration transitions:



68 J. Raymer and J. O’Donnell

Ta
bl
e
4.
1

M
ul
tir
eg
io
na
ll
if
e
ta
bl
e
ex
am

pl
e
fo
r
Sy

dn
ey

Pr
ob

ab
ili
ty

of
tr
an
si
tio

ni
ng

to
Su

rv
iv
or
sh
ip

in
re
gi
on

Pe
rs
on

ye
ar
s
liv

ed
in

Sy
dn
ey

H
un
te
r

Il
la
w
ar
ra

R
es
to

f
A
us
.

Sy
dn
ey

H
un
te
r

Il
la
w
ar
ra

R
es
to

f
A
us
.

Sy
dn
ey

H
un
te
r

Il
la
w
ar
ra

R
es
t

of A
us
.

A
ge

D
ea
th

x
q

P
11

P
12

P
13

…
P
11

1
I 1

1
I 1

2
I 1

3
…

I 1
11

L
11

L
12

L
13

…
L
11

1

0
0.
00
5

0.
92
7

0.
00
7

0.
00
7

…
0.
03
4

1.
00

0.
00
0

0.
00
0

…
0.
00
0

4.
8

0.
05

0.
07

…
0.
04

5
0.
00
0

0.
94
3

0.
00
6

0.
00
6

…
0.
02
8

0.
93

0.
02
0

0.
02
9

…
0.
01
6

4.
5

0.
14

0.
20

…
0.
11

10
0.
00
0

0.
95
9

0.
00
4

0.
00
4

…
0.
01
9

0.
88

0.
03
6

0.
05
1

…
0.
02
9

4.
3

0.
23

0.
31

…
0.
17

15
0.
00
1

0.
94
8

0.
00
6

0.
00
5

…
0.
02
4

0.
84

0.
05
4

0.
07
3

…
0.
03
9

4.
1

0.
36

0.
49

…
0.
24

20
0.
00
2

0.
91
3

0.
01
0

0.
00
8

…
0.
04
2

0.
80

0.
09
1

0.
12
3

…
0.
05
7

3.
9

0.
58

0.
78

…
0.
36

25
0.
00
3

0.
89
0

0.
01
3

0.
01
1

…
0.
05
5

0.
74

0.
14
0

0.
18
9

…
0.
08
6

3.
5

0.
76

1.
03

…
0.
48

30
0.
00
4

0.
89
3

0.
01
2

0.
01
1

…
0.
05
3

0.
67

0.
16
6

0.
22
3

…
0.
10
7

3.
2

0.
85

1.
13

…
0.
55

35
0.
00
5

0.
91
0

0.
00
9

0.
00
9

…
0.
04
3

0.
61

0.
17
3

0.
22
9

…
0.
11
5

2.
9

0.
86

1.
14

…
0.
58

40
0.
00
7

0.
92
9

0.
00
7

0.
00
7

…
0.
03
1

0.
56

0.
17
3

0.
22
7

…
0.
11
7

2.
7

0.
86

1.
13

…
0.
58

45
0.
01
1

0.
93
8

0.
00
6

0.
00
6

…
0.
02
3

0.
53

0.
17
1

0.
22
4

…
0.
11
6

2.
6

0.
85

1.
11

…
0.
58

50
0.
01
6

0.
93
2

0.
00
7

0.
00
7

…
0.
02
0

0.
50

0.
16
9

0.
22
0

…
0.
11
5

2.
4

0.
84

1.
09

…
0.
57

…
…

…
…

…
…

…
…

…
…

…
…

…
…

…
…

…

85
+

1
0

0
0

…
0

0.
18
8

0.
08
2

0.
10
3

…
0.
05
4

1.
2

0.
53

0.
66

…
0.
35



4 The Demography of Migration 69

[
l11(x) l21(x)
l12(x) l22(x)

]
=

[
p11(x − 5) p21(x − 5)
p12(x − 5) p22(x − 5)

]
×

[
l11(x − 5) l21(x − 5)
l12(x − 5) l22(x − 5)

]

This is a simple two region example with four possible transitions. A 10 region
systemwould have a 100 different transitions and a 10 by 10matrix for each age group
and so on. So while the formulas are the same between a single and multiregional
life table, the more regions we have, the larger the matrices become. The L s are
calculated in the same way as the traditional life table—in this case with a linear
estimation:

[
L11(x) L21(x)
L12(x) L22(x)

]
= 5

2
×

([
l11(x) l21(x)
l12(x) l22(x)

]
+

[
l11(x + 5) l21(x + 5)
l12(x + 5) l22(x + 5)

])

Finally, the multiregional life expectancies are calculated by summing person-
years lived in location j over all ages and dividing by the starting population:

ei j (0) =
∑85+

x=0 Li j (x)

li (0)

The multiregional survivorship curves for the 2006–2011 data are plotted in
Fig. 4.5. These results show that 50% of people born in Sydney will have died

Fig. 4.5 Multiregional survival for selected regions, 2006–2011
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or lived elsewhere by age 50. Given the low probabilities of dying at ages below
70 years, most of these persons end up living outside of NSW. In Hunter, fifty per
cent of the population have left by age 30. In North Coast, Murray and Far West, the
numbers leaving are evenmore extremewith 50% leaving before age 20. The sharpest
declines in survivorship occur before age 30. In terms of destinations, Sydney is the
most common in NSW, followed by Hunter and the North Coast. Murrumbidgee
and South East is a relatively important destination for areas that share its border,
particularly the ACT, which is close to the towns of Queanbeyan, Bungendore, Yass
and Goulburn.

The multiregional life expectancies are shown in Fig. 4.6. Here, we find that a
person born in Sydney can expect to live for 80.5 years based on the 2006–2011
mortality and migration rates. Of that, 50.9 years are spent in Sydney and 15 years
outside the state of NSW. People born in other areas spend less time in their places
of birth. Those born in Murray are expected to spend only a quarter of their lives
living there. People in all areas are predicted to spend longer in their origin areas
than they did in the past—particularly ACT. People living outside their origin areas
spend longest in Sydney—though time spent in Sydney seems to have declined over
the years. Based on 1981–1986 rates, for example, people born in the North Coast
were expected to spend 16.3 years in Sydney. By 2006–2011, this had declined to
10.4 years.

Multiregional life expectancies assume that when people migrate to a different
area they become exposed to the mortality rates of their new area. This assumption

Fig. 4.6 Multistate life expectancy for selected regions, 1981–2011
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Fig. 4.7 Multiregional and single region life expectancies for selected regions

is standard practice in life table calculations and is a consequence of the underlying
Markov process, i.e. the probability of transitioning from one state (location) to
another depends on the state (location) at the start of the transition period (Keyfitz
1980, p. 197). Since the calculation of single state life expectancies does not include
migration transition probabilities, the population is only exposed to mortality rates
in one area.

The inclusion of migration transition probabilities may result in multiregional life
expectancies that are different from the single state life expectancies, as shown in
Fig. 4.7. Here, the differences in overall life expectancy are particularly important in
relatively high mortality (and migration) areas such as Far West. Under the multire-
gional model, a person born in Far West is expected to live for 79.0 years, compared
with 76.3 years in the single state model. The reason for this is that people born
in Far West move in large numbers to areas with lower mortality rates—which the
multiregional model accounts for. This may be more accurate for a number reasons.
A person moving from Far West to Sydney faces a different climate, lifestyle, types
of employment, income, health and aged care services. However, the multiregional
life expectancy may also disguise part of the mortality disadvantage experienced in
a region.

The multiregional life table can be put to all sorts of interesting purposes. Area-
specific life expectancies and durations being one.Another is the netmigraproduction
rate. This is analogous to the total fertility rate in that it estimates the total number
of migrations an individual will make over their lifetime given their place of birth.
Briefly, the rate is calculated by summing the product of the person-years spent in
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each area given their birthplace by the out-migration rate for that area. And that is
summed across ages to give a lifetime estimate.

NMR1 =
∑

x

L11(x)× o1(x)+ L12(x)× o2(x).

In Fig. 4.8, we find that migraproduction rates have been slowly declining over
time. Note that these rates capture migrations across division borders. Obviously,
there is a lot of movements within borders, particularly in places like Sydney. So
thinking about cross-border migration, the rates are relatively low in Sydney and
Hunter. They both peaked at about 1.6 in 1986–1991 and have since fallen to 1.1
in Sydney and 1.3 in Hunter. In the regional and remote areas, historically the rates
have been closer to two migrations per person. Though since the early 2000s, these
have been falling too. Thus, the migraproduction rate provides a useful summary
measure, indicative in this case of declining rates of internal migration and perhaps
a transition towards a Future Super-advanced Society.

The above analysis can be extended in various ways. Probabilities of emigration
and assumptions about return immigration could be added to the analyses. The above
analyses could be used to inform regional population projections. We could combine
the results with employment data to look at the economic drivers of population
change. Ethnicity and foreign-born populations could be introduced to analyse the
changing face of regional NSW. Finally, although the data are not available for
Australia, it would be particularly insightful to distinguish the migration patterns of
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those born in the regions with those born elsewhere, that is, to introduce birthplace-
specific information into the analyses (Ledent 1980; Rogers 1995, Chap. 6).

4.6 Policy Framing and Lessons

The study of migration and its impacts on demographic change provides researchers
and policymakers with information about the fundamental sources of population
change and subsequent impacts on the age and sex composition of the population.
It also provides information on how the population is redistributing itself across the
country, allowing one to assess where the areas of growth or decline are (or will be)
and whether this growth or decline is affecting particular population groups. Further-
more, detailed accounts of population change over time allow a better understanding
of how migrant groups are integrating and evolving within society, which can then
be used to communicate areas of success or neglect with areas or countries of origin.
For example, some migrant groups may exhibit very different demographic patterns
or may be relatively isolated geographically. Having such information may be useful
for designing social policies directed at migrants or at facilitating information to
origin communities.
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Chapter 5
Immigration Within a US Context:
A Drain or Driver of Economic
Development?

Steven Deller, Tessa Conroy, and Matthew Kures

5.1 Introduction

One of the most contentious political issues in the United States today is immigra-
tion policy. Debates over the status of “Dreamers,” adults who were brought into the
country illegally as young children, “chain migration” or “family reunification” poli-
cies, or number of refugees from war-torn counties remain and are deeply dividing
the country. Several scholars have noted that under the Trump Administration the
debate around immigration has escalated to where cities that claim to be “sanctuary
cities” are threatened with the loss federal funds or other potentially harmful targeted
policies. Some, such as Longworth, argue that these debates are pitting the interests
of businesses that are struggling to find workers against citizens who perceive social
costs such as cultural changes in their communities. As Hanson (2009) observes,
some Americans have concerns that immigrants adversely affect native-born people
by taking away jobs, placing downward pressure on wages, and burdening public
services. Other Americans believe that immigrants positively affect the economy
by taking jobs that native-born workers are unwilling to take and contributing to
local communities by spending their wages locally along with paying taxes (Hanson
2009).

As detailed by Longworth these types of debates are playing out across the United
States where firms competing in industries with thin margins are struggling to find
workers while natives are leery of immigrants changing the culture of their commu-
nities. Consider Freemont, a town of 26,000 people in eastern Nebraska northeast
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of Omaha, where Costco is proposing to build a poultry processing plant that could
employ as many as 1,000 people. This is in addition to an existing Hormel hog
processing plant that is the largest producer of SPAM in the United States. It has
been estimated that the Hormel plant alone has resulted in 4,000 Latino workers and
their families living in the immediate area. Many in Fremont believe the Costco plant
would be an economic boost for the area including area poultry farmers but an equally
larger number of residents are fearful of the already large Latino population growing
even larger. Charges of blatant racism and countercharges of economic greed have
caused neighbors to become enemies.

A study of Wisconsin dairy farmers found that 40% of the workforce was from
Mexico or Central America with wages between $11.50 and $13.00/hr, depending
on whether housing is part of the compensation package. Farmers are adamant that
they cannot pay higher wages and native workers are not interested in these types
of jobs. A study of Montana by the American Immigration Council found that rural
Montana is dependent on immigrants for not only lower paying occupations but also
high skilled professionals, particularly in the health care field. One rural Montana
resident made the observation that without their “doctors from India” they would not
have a medical clinic.

In a formal analysis of the role of immigrant labor in the Idaho economy, Watson
et al. (2012) found that if all immigrant workers, who work predominately in agri-
culture, left the labor market, wages for native workers would increase modestly,
but the overall economy would be severely impacted. Watson and colleagues found
that because of thin margins in the agricultural sector, firms would not be able to
pay sufficiently high wages to attract naïve workers and would be forced to close or
make major investments in automation. Unfortunately, few firms are in a position
to make those investments in automation. Although the computable general equilib-
riummodel could not capture the inflection point where the industry would collapse,
working knowledge of the Idaho economy led the authors to infer that without immi-
grant workers the agricultural industry would indeed collapse. While not explicitly
stated in the study, similar inferences could be applied to dairy in Wisconsin.

As noted by Hanson (2009), immigrants are claimed to both adversely impact
native-born people by taking away jobs and placing downward pressure on wages
while burdening public services and at the same time positively impacting the
economy by taking jobs that native workers are unwilling to take, contribute to local
communities by spending their wages locally along with paying taxes. In addition,
depending on the legal status, immigrants may never be able to collect on publicly
funded social support programs. In the case of Freemont, Nebraska, burdening public
services range from stressing public schools including costs associated with offering
bilingual classes and health services to fears of increased crime.While these types of
assertions have been studied extensively in a European and American context, there
is little agreement within that extant literature.

The intent of this study is to provide additional insights into the impact of foreign-
born immigrants on communities across the United States. The analysis proceeds in
three steps. First, current trends in immigration into the United States are explored
within a historical context with specific attention to changes in immigration policy.
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Second, we provide broad insights into general patterns between levels of immigra-
tion to community social and economic well-being. For example, are higher concen-
trations of immigrants associated with poorer health outcomes, higher crime, lower
wages, or higher levels of dependency on public support services? Using US county-
level data we use simple correlation analysis to explore levels of association across
several measures of community social and economic well-being and three broad
measures of immigration, percent of the current population that is foreign born, the
change in that percent over time (1970–2016), and the share of foreign-born persons
who are now nationalized citizens.

The third, and primary, contribution to the literature of this study is a detailed
exploration between immigration and entrepreneurship. As noted by Borjas (1986),
Clark and Drinkwater (2000), and Schuetze and Antecol (2006) immigrants are an
important source of entrepreneurial energy within the community. Using data from
the Global Entrepreneurship Monitoring (GEM) program, numerous studies have
found similar patterns from Spain, Luxembourg, and the United Kingdom, among
others. Fairlie and Lofstrom (2015) document that a disproportionate share of propri-
etorships, including the self-employed, within the United States are immigrants. To
explore how the concentration of immigrants, measured by the US Census as being
foreign born, we match new business formation data from the Business Information
Tracking System (BITS) which tracks all businesses that have at least one employee
formation, expansions, contractions, and closures. We match the number of start-ups
from 2010 to 2011 and match it to the 2010 Census at the US county level. Using
a Tobit estimator that allows for spatial dependency within the data we estimate
a family of models seeking to better understand how immigrants impact levels of
entrepreneurship in US communities.

5.2 Historical and Current Trends

TheUnited States is widely thought of as a country of immigrants.While themajority
of the signers of the Declaration of Independence were native-born Americans, eight
(of 56 signers) were immigrants. As outlined in detail in Abramitzky and Boustan
(2017) the long-term view of immigration into the United States is composed of three
parts: the “age of mass migration from Europe” (1850–1920), a lull of immigration
from the Great Depression till the 1950s, and the recent period of upward trends with
immigration from Latin America and Asia (Fig. 5.1). Between 1820 and 2016 the
average inflow of legal permanent residents as a share of US population was 0.45%
with a peak of 1.6% in 1850. Since the end of WWII, however, the average annual
share is 0.25%.

Prior to the early twentieth century there was little, if any, national immigration
policy. Most federally enacted laws focused on outlining the requirements to become
a nationalized citizen or narrowly focused such as the Page Act of 1875 that banned
criminals and prostitutes from entering the country or the Immigration Act of 1891
that created the Bureau of Immigration. There were a number of federal statutes



82 S. Deller et al.

Fig. 5.1 Inflow of legal permanent residents as a share of U.S. population

imposed that specifically targeted the immigration of Chinese laborers such as the
Page Act (1875), the Chinese Exclusion Act of 1882, and the Geary Act (1892). As
suggested by Abramitzky and Boustan (2017) there is little doubt that these narrowly
targeted immigration policies were racially motivated (Fig. 5.2).

Fig. 5.2 Immigrants as a percent of U.S. population
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The marked slowdown in immigration in the 1920s can be directly traced to the
first real restrictions in immigration with the Immigration Act of 1917, or Asiatic
Barred Zone Act, the Emergency Quota Law of 1921, and the National Origins Act
of 1924. These latter laws put specific requirements on who canmigrate to the United
States through quotas and personal characteristics. For example, the ImmigrationAct
of 1917 barred homosexuals, “idiots,” “feeble-minded persons,” “insane persons,”
and alcoholics, among others. It also set a literacy standard for immigrants age 16
and older. The Emergency Quota Law of 1921 limited the number of immigrants into
the United States to 350,000 persons per year and immigrants from any country were
capped at three percent of the population of that nationality based on the 1910 census.
This greatly favored immigrants from northern Europe over those from eastern or
southern Europe. The National Origins Act of 1929 reduced the cap from 350,000
annually to 150,000 and from three to two percent quota linked to the 1920 Census.

In the 1960s, US immigration policies began to be reformed and updated with
the Immigration Act of 1965 which removed the nationality quotes and placed a
cap of 20,000 immigrants from any one country, but total caps of 170,000 from
eastern hemisphere counties and 120,000 from the western hemisphere. Importantly,
a preferential system for family members of US citizens, or what is now referred to
as “chainmigration” was established. The Immigration Act of 1990 set an annual cap
of 700,000 for three years and 670,000 per year thereafter. There were other changes
in policies, such as the Refugee Acts of 1980 which allow refugees from war-torn
areas to be treated differently than other immigrants, and the Immigration Reform
and Control Act of 1986 which allowed illegal immigrants a window of opportunity
to obtain legal status, sometimes referred to as an “amnesty” program.

The liberalization of modern immigration policies over the past 50 years has seen
a shift in the nature of US immigration today. Up until about 1960 about three in
four immigrants came from Europe, first from northern and western and then from
southern and eastern Europe, but today the source of immigrants has shifted to Latin
America and Asia. Today about 38% of legal immigrants come from Latin America
and the Caribbean region, and another 38% from the Asia-Pacific region and only
eight percent from Europe. The remainder come from Sub-Saharan Africa (9%) and
theMiddleEast andNorthAfrica (6%).Basedonanalysis by thePewResearchCenter
(2015) the immigration of nearly 56million people since immigration policy reforms
has pushed the share of total US population that is foreign born to 13.5%, which is
close to the 1910 peak of 14.7%. Pew estimates that this growth in immigration
accounts for just over half of the population growth within the United States. If
current trends continue, over the next 50 years immigrants will account for 88% of
the US population increase.

One of the most noticeable changes in immigration patterns over the past 50 years
is the spatial distribution of the location of foreign-born persons across the United
States. A simple mapping of the percent of the population that is foreign born in 1970
when compared to 2016 (from the American Community Survey 5 Year Average,
2012–2016) several patterns become apparent (Fig. 5.3). For the typical US county
in 1970 only 1.5% of the population was foreign born and less than one percent had
10% or more of their population foreign born. By 2016, the average had increased
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Fig. 5.3 Percent of population foreign born: 1970

to 4.5 and 10.5% of all counties had at least 10% of their population foreign born.
If we group counties across the urban–rural divide using what is commonly referred
to as the “Beale Codes” and compare and contrast 1970 and 2016 we can gain
some additional insights into the pattern of changing immigration concentrations
(Table 5.1). While immigrants tend to cluster in urban areas, and the subsample
testing (F test, Median, Van der Waerden, and Savage) reveals that the patterns
across the urban–rural divide are statistically significant, it is clear that the growth
in foreign-born persons is not limited to urban settings. For both 1970 and 2016
counties with a population of one million or more had the highest concentrations
(2.6 and 8.2%, respectively), with an average increase of 58,400 immigrants. Now
consider nonmetropolitan counties that have at least one place with a population of
20,000 or more that is not adjacent to a metropolitan area.

One might think of Freemont, Nebraska in Dodge County as such a county, but
Dodge County is adjacent to the Omaha metropolitan area. These more rural coun-
ties also have a high concentration of immigrants. Increasingly low margin manu-
facturers, and to some extent farms, located in more rural communities are finding
it increasingly difficult to attract and retain native workers. This is also true of high
amenity rural areas that have built strong tourism and recreation-based economies.
These jobs can be particularly attractive to immigrants who are looking for any wage
or salaried employment. Once a criticalmass of immigrantworkers are locatedwithin
a rural community there is an agglomeration affect that makes the community even
more attractive to immigrants.
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Table 5.1 Changes in foreign born population across the urban–rural divide

Beale codes Percent of population foreign born
change

1970 2016 1970–2016

Counties in metro areas of 1 million population or more 2.62 8.28 5.66

Counties in metro areas of 250,000–1 million population 1.90 5.59 3.69

Counties in metro areas of fewer than 250,000 population 1.53 4.52 2.99

Urban population of 20,000 or more, adjacent to a metro
area

1.67 4.52 2.85

Urban population of 20,000 or more, not adjacent to a
metro area

1.79 5.86 4.07

Urban population of 2,500–19,999, adjacent to a metro
area

0.98 3.45 2.47

Urban population of 2,500–19,999, not adjacent to a
metro area

1.40 4.01 2.61

Completely rural or less than 2,500 urban population,
adjacent to a metro area

0.97 2.37 1.40

Completely rural or less than 2,500 urban population, not
adjacent to a metro area

1.35 2.79 1.44

F test 23.71***
(0.0001)

42.58***
(0.0001)

31.49***
(0.0001)

Kruskal–Wallis test 156.08***
(0.0001)

426.04***
(0.0001)

336.50***
(0.0001)

Median one-way analysis 87.18***
(0.0001)

332.74***
(0.0001)

261.37***
(0.0001)

Van der Waerden one-way analysis 181.16***
(0.0001)

427.61***
(0.0001)

322.31***
(0.0001)

Savage one-way analysis 183.57***
(0.0001)

359.43***
(0.0001)

253.72***
(0.0001)

Marginal significance or p-values in parentheses
***Significant at the 99.9% level; **Significant at the 95.5% level; *Significant at the 90.0% level

This growth across the urban–rural spectrum is evident with a simple mapping
of the percent of the county population that is foreign born. In 1970 immigrants
are clustered in the urban ban from Washington DC to Boston, particularly in the
New York City to Boston region, the Mexican border region, coastal California and
western Washington state, and southern Florida. A handful of major cities, such
as Chicago, Detroit, and Pittsburg, also have higher concentrations of foreign-born
immigrants. Large parts of the United States in 1970 have very low (less than one
percent) concentrations of immigrants and is consistent with the subsample averages
for 1970 reported in Table 5.1. In 2016, the pattern of higher concentrations of
foreign-born persons is more scattered across the United States (Fig. 5.3). There is
clear growth in many parts of the southwestern United States along with growth in
many more rural counties in the Great Plains. We would hypothesize that if we were
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to map the concentration of manufacturers, such as food processing facilities, in rural
areas and the growth of foreign-born persons the spatial overlap would be significant.

There are two additional elements to the immigration patterns that warrant discus-
sion: the rate atwhich foreign-born persons become nationalized citizens and the flow
of undocumented workers. In 2016, for the typical county 43% of immigrants are
nationalized citizens and for 5.2% of all counties over 75% are nationalized citizens.
At the same time, for 16.2% of counties less than 25% of immigrants are nationalized
citizens. From a spatial distribution perspective (Fig. 5.4) it appears that parts of the
United States that traditionally have had a larger immigrant population the rate of
nationalized citizenship appears to be higher than in the regions that have seen the
largest increases in foreign-born people. Otherwise the spatial pattern appears to be
somewhat random.

Immigrants that become nationalized citizens are making a commitment to the
nation that separates them from other immigrants. As noted by Bratsberg et al. (2002)
naturalization facilitates assimilation into the labor market allowing immigrants to
gain access to awide range of employment opportunities. Being a nationalized citizen
removes many barriers, particularly those faced by potential employers, reducing
the transaction costs of hiring an immigrant. But this theoretical expectation is not
uniformly realized across countries and immigrant groups (Dancygier and Laitin
2014). Hainmueller et al. (2017) observe that the evidence of nationalization leading
to higher rates of integration or assimilation in the host country is at best mixed with
significant variation in results across host countries, backgrounds of the immigrants,

Fig. 5.4 Percent of population foreign born: 2016
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and specific time frame examined. In the end, the receptiveness of the community
to immigrants plays a vital role in understanding the economic, social, and political
effects of immigrants regardless of citizenship status. Thus, the impact of being a
nationalized immigrant on US communities remains an open question (Fig. 5.5).

Analysis of Passel and Cohn (2016a) suggests that in 2014 there were about 8
million unauthorized immigrants working, or looking for work, in the United States
making up about five percent of the civilian labor force. This number is a slight
decline from 8.3 million at the start of the Great Recession. While this is still higher
than the number of unauthorized immigrant workers in 1995 (3.6 million) and 2000
(5.6 million), the upward trend appears to have been broken. Additional analysis by
Passel and Cohn (2016b) suggests that the total number of unauthorized immigrants
follows this same general pattern with about 11.1 million in 2014, up from 5.7
million in 1995 and 8.6 million in 2000, but lower than the peak of 12.2 million in
2007. It is unclear, however, if the “pause” in the upward trend of undocumented
immigrants is temporary reflecting the effects of the Great Recession or more of a
structural break. As the US labor market becomes tighter, as captured in declining
unemployment rates, some except the upward trend in unauthorized immigrants
to return. Unfortunately, for our examination of the effects of immigrants on US
communities we lack quality data at the county level. Therefore our analysis is
limited to only immigrants with legal status.

Fig. 5.5 Percent of foreign born nationalized citizens: 2016
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5.3 Patterns of Foreign-Born and Community Well-Being

The vast literature seeking to better understand the impact of immigrants on receiving
nations, regions or communities can be broken into four broad categories: (1) what
are the characteristics of those who migrants to a new county, (2) the assimila-
tion of the immigrant to the receiving community, (3) the impact of immigrants on
native workers and the overall economy, and (4) the impact on public financing. For
example, howmany generations does it take for immigrants to realize the “American
Dream” or are immigrants drawn to the United States to take advantage of the public
support programs that are offered thus placing a strain on government financing?
Do higher concentrations of immigrants place upward pressure on crime rates or
strain public health services due to poor health? Perhaps the most studied question
is if a higher concentration of foreign born place downward pressure on wages and
take employment opportunities away from native workers. More specifically, does
an influx of low education immigrants place downward pressure on the wages of
low-skill, low-education occupations for all (including natives)? Given a neoclas-
sical supply-demand framework for inexpensive labor, as the supply of labor goes
up do wages trend downward for all workers including natives?

As argued by Bratsberg et al. (2002) as well as Abramitzky and Boustan (2017)
a major challenge of this literature is that immigrants are extremely heterogeneous:
some are highly educated and immigrating on a work priority visa (e.g., engineers,
Ph.D.-level researchers, management executives, etc.) while others are entering the
United States as refugees who may or may not have high levels of education, some
speak English well, others do not, some are immigrating to live with families already
in the United States and others have no immediate relatives to help with the tran-
sition. Much of the literature seeking to better understand who is immigrating to
the United States is looking to gain insights into these types of questions. These
differences play a significant role in helping understand the central question of this
chapter, specifically how the concentration of immigrants impacts the well-being of
the receiving community.

For example, as outlined in detail by Kerr and Kerr (2011) the impact of immi-
grants on labor-market outcomes is largely dependent on the level of educational
attainment of the immigrants themselves. Studies of the impact of immigrants from
Mexico on US labor markets are mixed: some find that immigrants are drawn from
the middle of the educational distribution (e.g., Chiquiar and Hanson 2005; Orrenius
and Zavodny 2005) but others find that immigrants are drawn from the low end of
the educational distribution (e.g., Ambrosini and Peri 2012; Kaestner and Malamud
2014). Some studies focus on narrow geographic areas, such as Card’s (1990)
examination of Cuban immigration into Miami, or as argued by Dustmann et al.
(2016) use neoclassical frameworks that are predisposed to yield certain results
(e.g., Borjas 1999).1

1Specifically, neoclassical frameworks, regardless of stylized complexity, will find that any increase
in the supply of labor will place downward pressure on wages.
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Kerr and Kerr (2011) suggest that the literature seeking to better understand the
impact of immigrants on labor-market outcomes can be broken into three broad
classifications: impacts on wages, impacts on employment, and displacement effects
(i.e., immigrants are displacing native workers). As noted above, the outcome of this
broad literature is largely dependent on the educational attainment of the immigrant
workers, the time frame of the analysis, and the motivation of the immigrants to
migrate. For example, educated immigrants who migrate for career opportunities
and are fluent in English have a very different impact than refugees who may have
low levels of education and do not speak English. The conditions of the larger labor
market and regional characteristics can also influence the outcomes. Recent meta-
surveys by Longhi et al. (2005, 2010) and Okkerse (2008) found comparable, small
effects across many studies. Indeed, Borjas (2003, p. 1335) recently noted that “the
measured impact of immigration on the wage of native workers fluctuates widely
from study to study (and sometimes even within the same study) but seems to cluster
around zero.” In essence, the labor-market elasticities associated with immigrants
tend to be statistically significant but economically insignificant.

Impacts on labor markets, however, are not the sole focus of the immigrant impact
literature. For example, Capps and Fortuny (2006) note that children of immigrant
families have nearly twice the rate of poor health than native children and the stress
that immigrant parents face can negatively spillover onto their children (Ayon and
Marcenko 2008). As noted byAndroff et al. (2011) and Lassetter andCallister (2009)
language and cultural barriers can prevent immigrants from seeking and receiving
adequate health care. Arguments have also been made that immigrants’ exposure
to unhealthy diets (e.g., fast food) can lead to obesity and poor health outcomes,
although Emerson and Carbert’s (2017) study of Canadian immigrants found no
supporting evidence. The argument is that larger shares of immigrant populations
may lead to poorer health outcomes which can have a negative fiscal impact on health
and social support programs.

There are also arguments that larger immigration populations result in higher
crime. Anti-immigration proponents point to cases such as the death of NFL player
Edwin Jackson of the Indianapolis Colts who was killed by a suspected drunk driver
who was in the United States illegally in 2018, or the death of Kathryn Steinle,
who was shot to death by an undocumented immigrant in San Francisco in 2015, to
argue for stronger immigration policies and target so-called sanctuary cities. There
is some creditable research that does support the larger argument about immigrants
and crime. Spenkuch (2013) studied the relationship between immigration and crime
at the county level and concludes that there is a positive relationship between immi-
gration, particularly Latino immigration, and robbery and burglary rate data from
the FBI Unified Crime Reports. Spenkuch argues that his results are consistent with
Becker’s rational choice theory of crime, or crimes motivated by financial gain and
for immigrants most likely to have poor labor-market outcomes.

Chalfin (2015), however, is keen to note that the historically long decline in overall
crime rates at the national level has been occurring at the same time that immigration
rates have been increasing. Work by Ousey and Kubrin (2009) and MacDonald and
Saunders (2012) appears to find evidence that the rise in immigration rates have
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actually contributed to those long-term declines in crime. In a study of a panel of
Canadian cities, Jung (2017) found that changes in immigration either had no impact
on changes in crime rates, or a modest negative association. This is the opposite
finding compared to Spenkuch (2013).

To gain some additional insights into the general patterns of immigrants on
community well-being we use the percent of a county’s population that is foreign
born and the percent of those foreign born that are nationalized citizens from the 2016
American Community Survey (five-year average) and the change in the percent of
the population foreign born from 2000 to 2016 and conduct simple tests of associa-
tion (correlations) with a range of community (county) well-being measures. These
include a range of community public health metrics, socioeconomic metrics, and
violent crime rates. The results of these simple tests of association are provided in
Table 5.2. While we find some variation across the three immigrant measures, there
is general consistency in the results.

Of the five general health measures, drawn from the County Health Rankings
(Hood et al. 2016), we generally find limited evidence supporting the idea that higher
concentration of immigrants is linked to poorer health.2 There is some evidence that
a higher share of foreign born is linked to higher levels of people self-reporting fair
or poor health, but as the share that are nationalized citizens increases as well as the
growth in the percent of the population foreign born increases from 2000 to 2016
those rates of fair/poor health decline. The higher the share of foreign born tends to
be associated with lower rates of low birth weight and smokers but higher share of the
population that drink excessively. The relationship with teen birth rate is either statis-
tically insignificant or negative. Other than excessive alcohol consumption the data
tends not to support the idea that higher concentrations of immigrants, measured as
foreign-born persons from the Census, is tied to poorer health outcomes. These broad
results are fairly consistent with the findings of other studies looking at immigration
and public health.

In terms of a handful of general socioeconomic well-being metrics, we find that
higher and growing concentrations of foreign-born people are tied to lower unem-
ployment rates and child poverty rates but higher violent crime rates, percent of
household with severe housing problems (lack of access to affordable housing and/or
high quality housing), and levels of income inequality. At the same time the higher
the share of foreign born that are naturalized citizens the lower the violent crime
rate, housing stress issues, and income inequality. We also find that foreign-born
population concentrations have no impact on the share of households headed by a
single parent, but the higher the share nationalized citizens the lower the rates of
single-parent households. In general, the higher the rates of nationalized citizenship
the stronger the community well-being, as defined by these measures, but the results
are more mixed with simply foreign-born concentrations. This latter result may hint
at the higher rates of integration or assimilation into the broader community, and
hence access to support networks and positive community outcomes.

2Data and methods are available at: http://www.countyhealthrankings.org/.

http://www.countyhealthrankings.org/
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Table 5.2 Simple correlations immigration and community socioeconomics

Percent of the
population foreign
born: 2016

Percent of foreign born
naturalized U.S.
citizen: 2016

Change in percent of
population foreign
born: 2000–2016

Percent of the
population in fair/poor
health

0.0599**
(0.0009)

−0.2080***
(0.0001)

−0.0375**
(0.0373)

Low birth weight rate −0.0995***
(0.0001)

−0.0837***
(0.0001)

−0.0314*
(0.0860)

Percent of of
population smokers

−0.3436***
(0.0001)

−0.0574**
(0.0015)

−0.1789***
(0.0001)

Percent of population
excessive drinking

0.1437***
(0.0001)

0.1102***
(0.0001)

0.1002***
(0.0001)

Teen birth rate 0.0094
(0.6101)

−0.2573***
(0.0001)

−0.0189
(0.3020)

Unemployment rate −0.0495**
(0.0060)

0.0187
(0.3005)

−0.1603***
(0.0001)

Child poverty rate −0.1158***
(0.0001)

−0.1390***
(0.0001)

−0.1408***
(0.0001)

Share of households
headed by single parent

−0.0151
(0.4029)

−0.0964***
(0.0001)

−0.0071
(0.6922)

Violent crime rate 0.1845***
(0.0001)

−0.0677**
(0.0003)

0.0880***
(0.0001)

Percent of households
with severe housing
problems

0.4280***
(0.0001)

−0.0426**
(0.0184)

0.1067***
(0.0001)

Gini coefficient of
income inequality

0.1147***
(0.0001)

−0.1185***
(0.0001)

0.0118
(0.5135)

Per capita personal
income

0.3085***
(0.0001)

0.1150***
(0.0001)

0.1993***
(0.0001)

Per capita net earnings 0.3477***
(0.0001)

0.0930***
(0.0001)

0.2466***
(0.0001)

Per capita personal
transfer payments

−0.3135***
(0.0001)

0.0870***
(0.0001)

−0.2651***
(0.0001)

Per capita income
maintenance payments

−0.0318*
(0.0781)

−0.0995***
(0.0001)

−0.1166***
(0.0001)

Per capita
unemployment
insurance payments

0.1209***
(0.0001)

0.1316***
(0.0001)

−0.0386**
(0.0321)

Average earnings per
job

0.4250***
(0.0001)

0.0246
(0.1727)

0.2343***
(0.0001)

Average wages and
salaries per job

0.4618***
(0.0001)

0.0700***
(0.0001)

0.2496***
(0.0001)

Marginal significance or p-values in parentheses
***Significant at the 99.9% level; **Significant at the 95.5% level; *Significant at the 90.0% level
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Now consider the seven different income measures which include work-related
income and income from public support type programs. We find consistent evidence
that higher concentrations of foreign-born persons as well as nationalized citizens are
associated with higher levels of work-related income including per capita net earn-
ings, average earnings per job and average wages and salaries per job. We also find
that negative relationships with per capita personal transfer payments and per capita
incomemaintenance payments but a positive relationship to per capita unemployment
insurance payments. It is important to note that to be eligible for unemployment insur-
ance payments one must have been employed. The evidence strongly suggests that
higher concentrations of foreign-born people does not drive down wages (income) or
represent a drain on public support programs.We cannot assert that more immigrants
drive up income as it is equally likely that higher income communities (counties)
are attractive to immigrants. But we can infer that immigrants do not put downward
pressure on employment-related income.

The literature is fairly consistent that higher concentrations of immigrants, or
foreign-born persons, tends to not have strong negative impacts on the well-being of
communities in which they locate. Our simple correlation analysis of US communi-
ties (counties) tends to support this broader literature (Table 5.2). Of the 18 measures
of community well-being examined, the only evidence of negative outcomes is
higher levels of excessive drinking of alcohol, weak evidence on higher violent
crime rates, and some evidence of higher incidences of severe housing problems.
The overwhelming evidence suggests that communities with higher concentrations
of immigrants are not worse off than those with lower concentrations.

It is vital to keep in mind that these are tests of association and not causation.
With that in mind it is possible, based on the urban–rural analysis presented in
Table 5.1, that immigrants tend to be drawn to larger places and the patterns observed
in Table 5.2 are a reflection of urban density. Given this caveat, we find little if any
evidence that a larger share of the population that are immigrants is associated with
negative community characteristics.

5.4 Immigrants and Community Entrepreneurship

Entrepreneurship has been shown to be vital to economic growth and development
(Audretsch and Keilbach 2004; Van Stel et al. 2005; Audretsch et al. 2006; Acs et al.
2012; Lecuna et al. 2017). Building on the earlier work of Birch (1979, 1981, 1987)
Haltiwanger et al. (2013), as well as Conroy and Deller (2015), find that without
the creation of new businesses, or entrepreneurship, the economy would stagnate
and decline. At the same time, it has been widely demonstrated in the economics,
management, and sociology literature that immigrants tend to have higher rates of
self-employment, the simplest form of entrepreneurship, than natives (Aliaga-Isla
and Rialp 2013; Li et al. 2017; Razin and Langlois 1996). Bird andWennberg (2016)
and Razin and Langlois (1992) find that this higher rate of self-employment among
immigrants in geographic areas with higher concentration of immigrants suggesting
a self-reinforcing mechanism. These higher concentrations of immigrants provide
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for networking and access to resources necessary to start and build a business. One
could think of this as strong bonding social capital within the immigrant community
that facilitates entrepreneurial activity.

This link between immigrants and business start-up and self-employment activity
is important to understand the broader effects immigrants have on the larger commu-
nity in which they locate. If immigrants tend to be more entrepreneurial than natives
and entrepreneurship at all levels (entrepreneurs of necessity, opportunity, or Schum-
peterian) is vital to economic growth and development, then communities wishing
to foster economic growth and development should be embracing immigrants.

There is a line of research within the broader immigration and entrepreneur-
ship literature that maintains that there is wide heterogeneity across immigrant
entrepreneurs. Strömblad (2016) notes that higher self-employment among immi-
grants might be more out of necessity than choice (e.g., entrepreneurship of opportu-
nity or Schumpeterian) because wage and salary employment may be more difficult
to obtain (Chaganti et al. 2008; Li 2001). While Bird and Wennberg (2016), Sanders
and Nee (1996) as well as Portes (1995) argue that initially being self-employed can
help immigrants become more integrated into the local community and economy
and opening up wage and salary employment opportunities, it is not readily clear
if these “entrepreneurs of necessity” have the type of impact on regional economic
growth and development as other types of entrepreneurs, particularly Schumpeterian
entrepreneurs.

Consistent with the broader literature on the impact of immigrants on labor
markets, the educational and skills attainment of the immigrant play a significant
role in understanding entrepreneurship. Kahn et al. (2017) note that there is a U-
shaped relationship between immigrant education and entrepreneurial activity. Lower
educated immigrants tend to be more likely to be self-employed, which is consis-
tent with the entrepreneurship of necessity hypothesis, then tappers downward only
to swing upward for more highly educated immigrants. This latter positive rela-
tionship is linked to both entrepreneurs of opportunity, where higher educated immi-
grantsmight be able to identify and capturemarket opportunities, and Schumpeterian
entrepreneurs who are bringing new products to market.

Research has also suggested that immigrants tend to be more tolerant of risk
(Jaeger et al. 2010), which is intuitive given the revealed risky behavior of immi-
grating to a different country, and particularly in terms of commercializing research
(Roach and Sauermann 2015). Thus more highly educated immigrants are likely
to be Schumpeterian entrepreneurs who are fundamental to the notion of creative
destruction which drives economic growth and development. But Kahn et al. (2017)
find theU-shape patterns hold true for what they deem as “non-science”-related types
of businesses, but does not hold for science-related businesses.

Lassman and Busch (2015) note that the country of origin can greatly influence
the entrepreneurial behavior of immigrants. In essence, in some parts of the world
self-employment and entrepreneurial behavior is more common than in other parts
of the world and these patterns will spill over onto the receiving country. In a study
of US immigrants, Lassman and Busch find that length of time since the migration
can greatly influence levels of self-employment. This is consistent with the argument
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that initial self-employment can help immigrants integrate into the local economy
thus creating wage and salary employment opportunities (Bird and Wennberg 2016;
Sanders and Nee 1996; Portes 1995). More importantly Lassman and Busch find that
the tendency toward self-employment is greatly weakened among second-generation
immigrants. This latter result is consistent with the notion that the longer the immi-
grant is within the United States, or hosting country, the greater the likelihood of
integration or assimilation into the larger community and greater opportunities for
wages and salary employment.

Because of the importance of entrepreneurship and small business activity (e.g.,
Deller 2010) on economic growth and development we seek to better understand the
relationship between concentrations of immigrants, or from the Census foreign-born
persons, and entrepreneurial behavior. After controlling for community (county)
characteristics, does a higher concentration of immigrants influence business start-
up rates within the community? Does this relationship vary by type of business, or
more precisely by industry type? Does being a nationalized citizen influence the
relationship between being an immigrant and new business formation? Does this
relationship change as the concentration of immigrants grows over time?

To help gain some insights into these basic questions we match new business
formation data from the Business Information Tracking System (BITS) which tracks
all business formation, expansions, contractions, and closures. Wematch the number
of start-ups from 2010 to 2011 and match it to the 2010 Census at the US county
level. Here we model the influence of the concentration of foreign-born population,
measured as the share of the total county population that is foreign born, the change
in the percent of the population foreign born from 2000 to 2010, and the percent of
foreign born that are nationalized citizens. We include the percent of nationalized
citizens because nationalized citizens are more likely to have been integrated into the
community and economy thus limiting the need for entrepreneurship of necessity. In
addition, nationalized citizens have revealed a long-term commitment to the United
States and may be in a better position to start and expand a business.

The advantage of using the Business Information Tracking System (BITS) is that
BITS includes only employer establishments and a new business is indicative of a
transition from zero to at least one employee. That is, a new firm may be starting at
the outset with employees or is transitioning from an existing sole propitiator or self-
employed person to a business with hired employees. Thus the concerns expressed
by Strömblad (2016) and others that much of the immigrants–entrepreneurship rela-
tionship identified in the literature is capturing entrepreneurship of necessity, which
may or may not contribute to the growth and development of the local economy, is
minimized. The second advantage of using the BITS data is that firms are tracked at
the two-digit NAISC level thus allowing the analysis to gain insights into the types of
businesses associated with foreign-born populations as well as nationalized citizens.
Following the work of Kahn et al. (2017) we would expect that immigrants are more
likely to be associated with one type of business classification over another. The
limitation is that we cannot capture the immigrants that are self-employed as sole
proprietors.
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The basic model can be expressed as:

Ei, j = f
(
FBi ,�FBi,t→t−1, NCi , SDi , SCi , AMi , EBi

)

where Ei, j is the rate of business start-ups for the ith county within the jth industry
classification were rates are number of new business per 10,000 persons within the
county, FBi is the percent of the county population that is foreign born, �FBi,t→t−1

is the change in that percentage from 2000 to 2010, NCi is the shared of foreign
born that are nationalized citizens, SDi is a set of sociodemographic variables, SCi

is a social capital measure, AMi is a set of amenity measures, and EBi is a simple
economic characteristic measure. The sociodemographic measures include percent
change in the population 2000–2010 to represent regional growthpatterns, the percent
of the population as 0–17 as well as the percent of the population aged 65 and over,
the percent of the population African-American and the percent of the population
Latino, and finally population density to reflect the rural or urban nature of the county.
We expect faster growing counties (change in population) and more urban counties
to have higher rates of entrepreneurship.We also expect counties with a younger (age
0–17) and older (over age 65) population to have lower rates of entrepreneurship.
We offer no prior expectations on the African-American or Latino concentration
measures.

Following the logic outlined in Markeson and Deller (2015) we expect that
communities with higher levels of social capital to provide greater networking oppor-
tunities for potential and existing entrepreneurs, thus creating a more plenteous envi-
ronment for business start-ups. Further and perhaps more fundamental, it is likely
that communities with higher levels of social capital may be more receptive to new
people moving into the community including immigrants and the ideas and alter-
native notions of conducting business. We use the social capital index offered by
Rupasingha et al. (2006) (updated to 2010) who use principal component analysis
to combine several factors such as the number of nonprofits, religious organizations,
and gathering places among others into a single scalar index. Higher values of the
index are associated with higher levels of social capital.

This measure, while gaining acceptance within the literature, is not without its
shortcomings. The RGF Index captures community characteristics that tend to be
associated with communities that have higher levels of social capital, but it is an
indirect measure. We cannot infer that these measures reflect the openness or recep-
tivity of the community to immigrants. Consider, for example, the measure of reli-
gious organizations which captures one aspect of peoples’ ability to network. But as
documented in Deller et al. (2018) there is significant heterogeneity across religious
traditions with some being more internally focused (bonding social capital) while
others are more receptive to newcomers (bridging social capital). Clearly, our use of
the RGF Index captures some elements of social capital, it is not a comprehensive
measure.

We include five broad measures describing the economic characteristics of the
community: the unemployment rate, the percent of households with less than
$10,000 of income, the percent of households with income more than $200,000,
median household income, and the percent of employment in goods-producing
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sectors. Goods-producing sectors include extractive industries (e.g., farming,
forestry, mining), construction, utilities, andmanufacturing.We expect higher unem-
ployment rates, lower income, and greater dependency on goods producing to
tamper entrepreneurial activity while higher income communities to have more
entrepreneurial activity. The two amenity measures include average January temper-
ature and average July humidity. We expect places with warmer winters and drier
summers to have higher levels of entrepreneurial activity. In the end, we are less
interested in the performance of the control variables and most interested in the three
immigration-related variables.

The construction of our measure of entrepreneurial activity, a start-up rate, does
create one empirical issue when we explore start-ups by industry classification,
specifically, for many counties, particularly smaller or more rural counties, the data
are truncated from below at zero suggesting that traditional regression analysis may
lead to incorrect inferences. In addition, it is widely accepted thatmodeling economic
activity using US county-level data is subject to spatial dependency within the data.
Specifically, the geographic boundaries defined by counties do not coincide with
the relevant economic region. This is best reflected by strong commuting patterns
across county lines. Thus we have a need for a Tobit estimator that allows for spatial
dependency within the data.

We use the spatial lag approach suggested by LeSage (2000) which can be
expressed as:

y = ρWy + βX + e, e ∼ N (o, σΩ),Ω = [(I − ρW )′(I − ρW )]−1

y =
{
y∗y∗ > 0
0y∗ ≤ 0

Here the spatial weight matrix W captures the spatial proximity of neighboring
counties and the spatial lag parameter ρ reflects the degree of dependency. LeSage,
building on the work of McMillen (1992) points out that limited dependent variables
in the presences of spatial dependency produce multiple integrals in the likelihood
function for spatial autoregressive models making hypothesis testing cumbersome
and a viable alternative to maximum likelihood is a Gibbs sampling Markov Chain
Monte Carlo (MCMC) within a Bayesian framework. For this study we use 50,000
drawswith a burn-in of 1,000, here the initial 1,000 draws are discarded. It is common
practice to discard early iterations (draws) because these starting points are often
arbitrary and not from the target posterior.

The results of the model for all business start-ups are provided in Table 5.3.
Because this is a spatial lag model the parameters are composed of three parts,
the direct effect within county relationship between the variable of interest and the
business start-up rates, the indirect effect which is across county or spillover effects
and then the total effect which is the sum of the direct and indirect effects. We
find that all of the control variables, including direct, indirect, and total effects, are
statistically significant. This includes a positive and significant spatial lag parameter
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Table 5.3 Immigration and entrepreneurship (2011, Start-up rate, Spatial Tobit) + A33

All businesses Direct Indirect Total

Percent of the population foreign born 2010 0.69459
(0.1057)

0.58820
(0.1094)

1.28279
(0.1066)

Percent of foreign born naturalized U.S.
citizen 2010

−0.13791**
(0.0421)

−0.11683**
(0.0453)

−0.25473**
(0.0429)

Percent change in foreign born 2000–2010 −0.02727*
(0.0610)

−0.02309*
(0.0644)

−0.05036*
(0.0618)

Percent change in population 2000–2010 0.92509***
(0.0001)

0.78352***
(0.0001)

1.70860***
(0.0001)

Percent of the population age 0–17 0.96188**
(0.0264)

0.81460**
(0.0291)

1.77648**
(0.0270)

Percent of the population age 65 and over 1.86130***
(0.0001)

1.57642***
(0.0001)

3.43772***
(0.0001)

Percent of the population African American −0.34671**
(0.0088)

−0.29367**
(0.0105)

−0.64038**
(0.0092)

Percent of the population Latino −0.42301**
(0.0103)

−0.35825**
(0.0121)

−0.78126**
(0.0107)

Population density 0.00003**
(0.0033)

0.00003**
(0.0042)

0.00006**
(0.0035)

Rupasingha, Goetz, and freshwater social
capital metric

0.22775***
(0.0001)

0.19289***
(0.0001)

0.42064***
(0.0001)

Average January temperature 0.00770***
(0.0001)

0.00652***
(0.0001)

0.01423***
(0.0001)

Average July humidity −0.00605***
(0.0001)

−0.00513***
(0.0001)

−0.01118***
(0.0001)

Unemployment rate −1.27209**
(0.0062)

−1.07766**
(0.0077)

−2.34975**
(0.0066)

Percent of households with income less than
$10,000

3.05895***
(0.0001)

2.59097***
(0.0001)

5.64992***
(0.0001)

Percent of households with income more than
$200,000

8.49799***
(0.0001)

7.19702***
(0.0001)

15.69501***
(0.0001)

Median household income 0.09200***
(0.0001)

0.07793***
(0.0001)

0.16993***
(0.0001)

Percent of employment in goods producing
sectors

−0.77411***
(0.0001)

−0.65569***
(0.0001)

−1.42980***
(0.0001)

Spatial parameter P 0.48427***
(0.0001)

Marginal significance or p-values in parentheses
***Significant at the 99.9% level; **Significant at the 95.5% level; *Significant at the 90.0% level
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(ρ) suggesting that nearby counties tend to move together in terms of business start-
up rates. Across all of the control variables the direct and indirect effects move in
the same direction. A detailed discussion of the control variable results is beyond the
scope of this study, but a summary of findings is useful.

As expected growing counties, as proxied by population growth tend to see higher
start-up rates. Somewhat surprisingly, the higher the share of the population under 18
aswell as those over 65 is linked to higher start-up rates. The former is unexpected, but
in terms of the latter there is growing evidence of increasing rates of self-employment
for those in the 50s and early 60s (Kerr and Armstrong-Stassen 2011; Bruce et al.
2000; Cahill et al. 2006; and Quinn and Kozy 1996). Many “pre-retirement” age
people are looking for second careers or a different challenge in their life and starting
their own business is a viable option (Deller et al. 2019). We also find that the higher
the concentration of both African-Americans and Latinos the lower the start-up rate
while more urban areas see higher rates of entrepreneurship, which is as expected.

Consistent with prior expectations, higher levels of social capital are associ-
ated with higher levels of entrepreneurship and is consistent with prior work (e.g.,
Markeson and Deller 2015) and places with warmer winters have higher start-up
rates and more humid summers lower rates. Higher levels of unemployment tend to
place downward pressure on start-up rates.Wewould interpret this not as refuting the
relationship between high unemployment and entrepreneurship of necessity, but of
weaker demand for new businesses. At the same time, a higher share of households
with very low income is tied to higher rates of entrepreneurship. We would suggest
that the unemployment rate in isolation is not sufficient to capture entrepreneur-
ship of necessarily but higher rates of very low income a better predictor. We also
find that a higher share of households with high income, along with higher median
household income, is associated with higher rates of business start-ups, which is
as expected. Also as expected we find that a higher level of dependency on goods-
producing industries for employment places downward pressure on entrepreneurship.
This could be because, ceteris paribus, these economies are less dynamic creating
fewer opportunities for new businesses.

Now turn to the three variables of interest associated with immigration or foreign-
born populations and shares of that population that are nationalized citizens. While
the coefficients on the percent of population in the county of foreign born is positive,
the level of statistical significance isweak:wewould need to drop below the generally
accepted lowest acceptable threshold of 90%. Counties that are seeing that share
increase from 2000 to 2010 tends to have lower rates of entrepreneurial activity.
These results are not consistent with much of the literature that immigrants tend
to be more entrepreneurial than natives. Also, the share of those that are foreign
born that are now nationalized citizens is also negatively related to new start-ups. It
may be the case that nationalized citizens are more integrated into the community
and have greater access to wage and salary employment. This latter interpretation,
however, would require that most immigrants are entrepreneurs of necessity rather
than opportunity. These unexpected results on total business start-up rates could be
that important differences across industry types is masked. To further explore this
potential explanation we group new businesses by industrial classification and rerun



5 Immigration Within a US Context: A Drain or Driver of Economic … 99

the models. These results are summarized in Tables 5.4 and 5.5. For simplicity we
do not report the results for the control variables.

Consider first, the four goods-producing sectors which include agriculture,
forestry, fishing, and hunting as a group, mining, construction, and manufacturing.
We do not model utilities because this market is highly regulated and competes with
public utilities in many places, thus making it a unique sector. As expected we do find
different relationships between immigrants and start-ups across these four sectors.
A higher percent of the population that is foreign born is associated with more start-
ups in agriculture, forestry, fishing, and hunting along with manufacturing, but lower

Table 5.4 Immigrants and goods producing entrepreneurship (2011 Start-up rate, Spatial Tobit)

Direct Indirect Total

Agriculture, forestry, fishing and hunting

Percent of the population foreign born 2010 0.24121**
(0.0062)

0.08385**
(0.0131)

0.32506**
(0.0065)

Percent of foreign born naturalized U.S. citizen 2010 −0.00317
(0.8365)

−0.00111
(0.8382)

−0.00427
(0.8365)

Percent change in foreign born 2000–2010 −0.00307
(0.3474)

−0.00107
(0.3594)

−0.00414
(0.3483)

Mining

Percent of the population foreign born 2010 −0.44022**
(0.0125)

−0.25646**
(0.0173)

−0.69668**
(0.0131)

Percent of foreign born naturalized U.S. citizen 2010 0.06456**
(0.0481)

0.03766*
(0.0569)

0.10222**
(0.0496)

Percent change in foreign born 2000–2010 −0.00326
(0.6607)

−0.00190
(0.6642)

−0.00516
(0.6614)

Construction

Percent of the population foreign born 2010 0.11300
(0.4098)

0.04044
(0.4160)

0.15344
(0.4103)

Percent of foreign born naturalized U.S. citizen 2010 −0.04111*
(0.0636)

−0.01471*
(0.0724)

−0.05582*
(0.0642)

Percent change in foreign born 2000–2010 −0.00813*
(0.0908)

−0.00291*
(0.1007)

−0.01104*
(0.0916)

Manufacturing

Percent of the population foreign born 2010 0.12160 *
(0.0779)

0.02350
(0.1091)

0.14509*
(0.0788)

Percent of foreign born naturalized U.S. citizen 2010 −0.00617
(0.5880)

−0.00119
(0.5997)

−0.00737
(0.5884)

Percent change in foreign born 2000–2010 −0.00209
(0.4025)

−0.00040
(0.4210)

−0.00250
(0.4029)

Control variables yes

Marginal significance or p-values in parentheses
***Significant at the 99.9% level; **Significant at the 95.5% level; *Significant at the 90.0% level
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Table 5.5 Immigrants and service producing entrepreneurship (2011 Start-up rate, Spatial Tobit)

Direct Indirect Total

Wholesale trade

Percent of the population foreign born 2010 0.19162**
(0.0133)

0.03028**
(0.0430)

0.22190**
(0.0137)

Percent of foreign born naturalized U.S. citizen
2010

−0.06139***
(0.0001)

−0.00971**
(0.0040)

−0.07110**:
(0.0001)

Percent change in foreign born 2000–2010 −0.00815**
(0.0065)

−0.00129**
(0.0310)

−0.00943**
(0.0067)

Retail trade

Percent of the population foreign born 2010 0.31074**
(0.0047)

0.05881**
(0.0161)

0.36955**
(0.0049)

Percent of foreign born naturalized U.S. citizen
2010

−0.00751
(0.6711)

−0.00143
(0.6773)

−0.00895
(0.6711)

Percent change in foreign born 2000–2010 −0.00426
(0.2646)

−0.00081
(0.2865)

−0.00507
(0.2652)

Transportation and warehousing

Percent of the population foreign born 2010 0.00892
(0.9391)

0.00424
(0.9398)

0.01316
(0.9393)

Percent of foreign born naturalized U.S. citizen
2010

−03266*
(0.0906)

−0.01559*
(0.0982)

−0.04825*
(0.0914)

Percent change in foreign born 2000–2010 −0.00418
(0.3162)

−0.00200
(0.3222)

−0.00618
(0.3169)

Information

Percent of the population foreign born 2010 0.07284
(0.2073)

0.00675
(0.2963)

0.07959
(0.2078)

Percent of foreign born naturalized U.S. citizen
2010

−0.00030
(0.9768)

−0.00004
(0.9730)

−0.00034
(0.9763)

Percent change in foreign born 2000–2010 −0.00381
(0.1150)

−0.00036
(0.2177)

−0.00416
(0.1160)

Finance and insurance

Percent of the population foreign born 2010 0.23419**
(0.0012)

0.01274
(0.1799)

0.24693**
(0.0013)

Percent of foreign born naturalized U.S. citizen
2010

−0.04413**
(0.0003)

−0.00241
(0.1689)

−0.04653**
(0.0003)

Percent change in foreign born 2000–2010 −0.00947**
(0.0005)

−0.00052
(0.1734)

−0.00998**
(0.0006)

Real estate and leasing

Percent of the population foreign born 2010 0.13407*
(0.0734)

0.02909*
(0.0956)

0.16317*
(0.0741)

Percent of foreign born naturalized U.S. citizen
2010

−0.03370**
(0.0095)

−0.00732**
(0.0225)

−0.04102**
(0.0098)

(continued)



5 Immigration Within a US Context: A Drain or Driver of Economic … 101

Table 5.5 (continued)

Direct Indirect Total

Percent change in foreign born 2000– 2010 −0.01120**
(0.0002)

−0.00243**
(0.0030)

−0.01364**
(0.0002)

Professional, scientific, and technical services

Percent of the population foreign born 2010 0.19767**
(0.0395)

0.06493**
(0.0476)

0.26260**
(0.0399)

Percent of foreign born naturalized U.S. citizen
2010

−0.05079**
(0.0014)

−0.01671**
(0.0033)

−0.06750**
(0.0015)

Percent change in foreign born 2000–2010 −0.01040**
(0.0026)

−0.00342**
(0.0052)

−0.01382**
(0.0027)

Management of companies

Percent of the population foreign born 2010 0.10354*
(0.0513)

0.00273
(0.5972)

0.10627*
(0.0520)

Percent of U.S. citizen 2010 −0.01501
(0.1625)

−0.00041
(0.6263)

−0.01542
(0.1638)

Percent change in foreign born 2000–2010 −0.00119
(0.6050)

−0.00003
(0.7970)

−0.00122
(0.6053)

Educational services

Percent of the population foreign born 2010 0.02956
(0.4571)

0.00329
(0.5032)

0.03285
(0.4579)

Percent of foreign born naturalized U.S. citizen
2010

−0.01217
(0.1294)

−0.00136
(0.2090)

−0.01353
(0.1303)

Percent change in foreign born 2000–2010 −0.00599**
(0.0037)

−0.00067*
(0.0570)

−0.00667**
(0.0039)

Health care and social assistance

Percent of the population foreign born 2010 0.13056
(0.1650)

0.01948
(0.2057)

0.15004
(0.1658)

Percent of foreign born naturalized U.S. citizen
2010

−0.02309
(0.1362)

−0.00345
(0.1777)

−0.02653
(0.1371)

Percent change in foreign born 2000–2010 −0.00315
(0.3524)

−0.00047
(0.3814)

−0.00362
(0.3530)

Arts, entertainment, and recreation

Percent of the population foreign born 2010 0.10089
(0.1771)

0.00404
(0.4681)

0.10493
(0.1778)

Percent of foreign born naturalized U.S. citizen
2010

−0.01895
(0.1388)

−0.00078
(0.4395)

−0.01973
(0.1398)

Percent change in foreign born 2000–2010 −0.00939**
(0.0028)

−0.00038
(0.3319)

−0.00978**
(0.0030)

Accommodation and food services

Percent of the population foreign born 2010 0.08942
(0.4687)

0.02313
(0.4783)

0.11255
(0.4693)

(continued)



102 S. Deller et al.

Table 5.5 (continued)

Direct Indirect Total

Percent of foreign born naturalized U.S. citizen
2010

0.03648*
(0.0708)

0.00945*
(0.0862)

0.04593*
(0.0715)

Percent change in foreign born 2000–2010 −0.00783*
(0.0738)

−0.00203*
(0.0896)

−0.00986*
(0.0745)

Other services (except public administration)

Percent of the population foreign born 2010 0.26855**
(0.0052)

0.01297
(0.2246)

0.28151**
(0.0054)

Percent of foreign born naturalized U.S. citizen
2010

−0.00535
(0.7300)

−0.00026
(0.7804)

−0.00561
(0.7300)

Percent change in foreign born 2000–2010 −0.00118
(0.7237)

−0.00006
(0.7735)

−0.00124
(0.7237)

Control variables Yes

Marginal significance or p-values in parentheses
***Significant at the 99.9% level; **Significant at the 95.5% level; *Significant at the 90.0% level

start-up rates in mining. The manufacturing result, however, is significant above the
90% level but below the 95% level. There is no relationship with start-ups in the
construction industry. Growth in the share that are foreign born from 2000 to 2010 is
only linked, inversely, to construction but the result is statistically weak, and has no
influence on the other three sectors. The share that are nationalized citizens appear to
have a weak inverse relationship with construction but a positive impact on mining.
The rationale for this latter result on mining is not clear.

The results for the service-producing sectors (Table 5.5) provide us with a finer
insight into the immigrant and entrepreneurship relationship. Before exploring each
industry type, there is a general pattern for all the results: higher levels of foreign
born in 2010 tends to be positively associated with entrepreneurship but growth in
that concentration from 2000 to 2010 and the share that are nationalized citizens
tend to be inversely related. While there are a small handful of exceptions to this
pattern it is remarkably stable with only the levels of statistical significance driving
differences across industry type. Consider the wholesale and retail trade industries
where the pattern holds and is statistically significant for all three within wholesale,
but only the share for foreign born in 2010 is significant in retail. The pattern found
for wholesale trade also holds for finance and insurance, real estate and leasing, and
professional, scientific, and technical services. Foreign born or rate of nationalized
citizenship appears to have no statistically significant relationship with finance and
insurance or health care and social services.

Similar to retail trade, the remaining service-producing sectors also have a mixed
pattern of statistical significance. For transportation and warehousing the concen-
tration of foreign born is not significant but the share that are nationalized citizens
has, again, a negative and weakly significant coefficient. Higher percent of the popu-
lation of foreign born in 2010 has a statistically weak positive link to firms that
are classified as management of companies, but neither growth in that percentage
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or share of nationalized citizens is statistically significant. This same pattern holds
for other services (except public administration). For educational services (does not
include public education) and arts, entertainment and recreation higher shares foreign
born or nationalized citizens appear to be statistically significant but increase in the
concentration of foreign born from 2000 to 2010 has a negative impact.

The only sector that breaks this pattern of a positive coefficient on share of the
population of foreign born in 2010 and a negative coefficient attached to the change in
that share from 2000 to 2010 and the percent of foreign born that are now nationalized
citizens is accommodation and food services. Here the share that are nationalized
citizens has a positive and statistically significant coefficient. It is not clear why this
one sector would break from the general pattern of all other industries.

The analysis here does confirm that higher concentrations of immigrants, or
foreign born persons, does lead to higher levels of entrepreneurship, but it varies
by type of industry. We find this to hold for wholesale and retail trade along with
other services, which tends to be dominated by personal service industries, but also
for the more professional services such as management of companies, finance and
insurance, real estate and professional, and scientific and technical services. These
results follow the insights gained by Kahn et al. (2017) in that care must be taken in
treating immigrants as a homogenous group of people. Immigrants vary in terms of
education, skills, attitudes toward risk, and entrepreneurial ambition. Because this
is an ecological analysis using community (county) level, as opposed to the indi-
vidual level, data we cannot conclude that these immigrants are the ones starting the
businesses. It is equally possible that the presence of immigrants is creating business
opportunities for natives. In all likelihood it is probably a combination of the two:
entrepreneurial immigrants and new opportunities for natives.

The larger result is that higher concentrations of immigrants, or foreign-born
persons, is associated with higher rates of business start-ups including in those indus-
tries that tend to be associated with more dynamic economies. This would suggest
that many of these businesses that are being created are not solely out of necessity but
rather opportunity and may be Schumpeterian in that they become engines of inno-
vation and significant economic growth and development. In summary, it appears
that immigrants do have the potential to have an outsized effect on the creation of
new businesses within a community.

5.5 Conclusions

International migration into the United States remains a strong and hotly contested
political issue. Concerns are expressed that immigrants drive down wages, take the
jobs of natives, place pressures on public services such as health care, and lead to
higher rates of crime. In our analysis of US counties, we found very little evidence
supporting these concerns. Rather, we found that a higher share of the population that
are immigrants tends to be associated with higher levels of community well-being,
as measured across a range of socioeconomic metrics. While our simple correlation
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analysis cannot be used to draw inferences about causation the results, on face value,
seems to refute the notion that higher concentrations of immigrants have negative
outcomes on local communities.

More importantly, we found that immigration tends to be linked to entrepreneur-
ship which is vital to a dynamic, growing economy. We also found that these
immigrant-related new businesses are across a wide range of industries including
professional services such as management of companies, finance and insurance, real
estate and professional, and scientific and technical services. This latter group in
particular, it could be argued, helps reinforce dynamic, growing economies through
innovation. We do consistently find, however, that as the share of these immigrants
become nationalized citizens the rates of entrepreneurship declines for some industry
types. This is likely due to nationalized citizens having greater access to wage and
salary employment opportunities.

While the number of undocumented workers appears to have stabilized over the
past ten years, our analysis only considers legal immigrants. There have been attempts
to estimate the number of undocumentedworkers by state and county, these estimates
are crude and largely unreliable for rigorous statistical modeling. Therefore, our
results and conclusions must be discounted to the extent that we do not consider
undocumented workers in our analysis. Still, returning to our original question, are
immigrants a drain or driver of economic development, we would have to conclude
that they are a driver.

In the end, our results suggest that immigrants entering a community can be
a source of positive outcomes. Through the lens of social capital theory and the
extensive literature of immigration a fundamental element that drives the poten-
tially positive outcome is the receptiveness of the community to these immigrants.
Conversely, communities that present themselves as closed to outsiders, particularly
immigrants from foreign countries, will not only miss out on potentially positive
effects represented by immigrants, but may reinforce any negative outcomes.
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Chapter 6
Opportunity Seeking Migration
in the United States

Thomas A. Knapp and Nancy E. White

6.1 Introduction

The factors that affect migration affect the spatial distribution of population. The
migration decisions of individuals and households redistributes wealth and poverty,
fosters growth or decline of labor and housing markets, and alters the bundle of site-
specific attributes. In fact, where natural population increase is small or negative, the
very viability of locations depends on the preferences and constraints of voluntary
migrants.

The composition of population by economic and demographic characteristics
has effects on individuals through the economic returns associated with a given
location, housing prices, and quality, and the bundle of site characteristics such
as consumer amenities. Who moves also influences regions. Where well-educated
“power couples” locate, for example, may contribute to the diverging economic
inequalities across regions. Moretti (2012) demonstrates that individuals who reside
in poorer locations experience shorter life expectancies, confront higher crime rates,
and generate spillover effects in the labor market, so much so that he asserts that
where one lives is a more important determinant of one’s wages than ones’ resume.
Furthermore, the composition of population affects the public sector characteristics
of a location, such as school quality and public safety. Local governments have
considerable experiencewith public policy aimed at firm location, but less experience
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with negotiating policy that acknowledges the complex relationship between people
and place. The study of migration, especially with respect to its determinants and
consequences for locations, is of increasing relevance to policymakers and planners.

The study of voluntarymigration is inter-disciplinary, drawn primarily from geog-
raphy, demography, sociology, and economics. The chapter focuses onU.S. domestic
migration, which is generally motivated by improvement in economic opportunity
(e.g., change in employment status, wage earnings) or the pursuit of enhanced site-
specific attributes, such as natural or public sector amenities, which is often within
the domain of economics and geography. Topics in migration such as life course
migration and family migration are included in the research of demographers and
sociologists.

We survey the literature on the determinants of householdmigration where migra-
tion is defined as a change in geographical units such as states, counties, and MSAs.
The spatial unit is large enough to facilitate a change in labor market accompanied by
a change of residence; we do not address residential adjustments within a particular
spatial unit. The chapter is organized as follows: Sect. 6.2 consists of an overview
of the migration literature, including the disequilibrium and equilibrium models and
their relationship to economic development and public policy. Section 6.3 focuses
on empirical techniques, such as location choice sets, selectivity, and panel data.
In Sect. 6.4, we address topics such as the channels by which people and place
interact to determine the returns to migration, with a role for migration in spatial
income inequality; family migration, including the location of well-educated “power
couples,” and life course migration. Section 6.5 is the conclusion, with suggested
avenues for future research.

6.2 Overview of Migration Research

Changes in the spatial distribution of population in the United States have gener-
ated two views of the rationale for household migration. The historical migration
of households to the Northeast and Great Lakes regions to pursue employment in
manufacturing and the current migration in response to the agglomeration of inno-
vative industries suggest one view. Another view is derived from the shifts in U.S.
population beginning in the late 1960s, when population moved from the Northeast
and the Midwest to the South and West to access natural amenities such as moun-
tain views, sunshine, and access to a coastline. The former is the foundation for
the labor demand side view of voluntary migration. From this perspective, migra-
tion is associated with seeking better economic opportunity such as higher wages or
improvement in employment prospects. The second view is grounded in the notion
that migration is influenced by features of a location, where households select a loca-
tion that optimizes the bundle of natural or public sector attributes. The labor demand
and labor supply perspectives provide different economic explanations for popula-
tion dynamics, leading to competing views of the impetus for regional development
and different roles for public policy. This section describes the relevant literature
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that provides the foundation for today’s understanding of household migration and
its consequences for people and places.

The early regional development models from economics focus on the factors that
influence either labor demand or labor supply. The labor demand driven models
are generally attributed to Blanco (1963), Lowry (1966), and Mazek (1969), all
of whom posited that shifts in labor demand drive regional development. As labor
demand changed, regional wage variation and improvements in employment oppor-
tunities created the incentive to migrate. Tiebout (1956) provided early insights that
influenced the labor supply oriented view of migration. Tiebout hypothesized that
households express their preferences by comparing the attributes of alternative loca-
tions andmove to the location that leads to the highest level of utility.While Tiebout’s
interest was in households’ intra-citymobility in response to the attributes of the local
public sector, the idea that households “vote with their feet” in response to site char-
acteristics provided the groundwork for the study of amenity driven migration. The
notion that migration decisions were driven by factors other than those related to
labor demand had limited impact on the analysis of regional development until the
early 1970s. The numerous net migration studies by Graves contributed greatly to
the shift in emphasis from labor demand shocks to amenities as the driver of migra-
tion. Graves (1980) showed that empirical results on labor market variables such as
employment and wages in net migration models were inconsistent with the expecta-
tions of labor demand theory. For Graves (1976, 1979, 1980; Graves and Linneman
1979;Mueser andGraves 1995),migration ismotivated by amenity seeking behavior,
where amenities, primarily climate, were normal goods whose demand increased as
incomes rose.

Knapp and Graves (1989) describe the contrasting labor demand side and labor
supply side theories of migration and regional development. The demand side model
assumed that migration followed labor demand shocks, where household location
decisions adjust earnings and unemployment levels toward a labor market equilib-
rium. From the supply side view, migration also drives earnings and unemployment
levels; however, lacking the influence on labor markets of labor demand shifts, an
explanation for the motivation for migration was necessary. The theoretical solution
was that demands for amenities/local public goods are expressed through the loca-
tion choices of households. A contribution of this research is that migration is an
equilibrating mechanism in the spatial distribution of population.

The current specifications of empirical models of migration and regional devel-
opment are legacies of both approaches. The labor supply driven model of migration
gained prominence as household incomes were rising and the spatial distribution
of the U.S. population was shifting toward high natural amenity locations. The
labor supply models assumed that amenities are normal goods; as incomes rise,
amenities are of increasing relative importance in migration decisions. As labor
supply models became more prevalent in the literature, the specification of empir-
ical migration models tended to include site attributes. While migration special-
ists were modifying their empirical models, regional development researchers were
refining regional adjustment models (i.e., the “people follow jobs” or “jobs follow
people” question). Carlino andMills (1987) estimated regional growth models using
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simultaneous equation models of employment and population growth. Their findings
provide evidence of causality between employment and population growth. As noted
in Carruthers and Vias (2005), traditional economic development policies tended to
consist of incentives for firm location and job creation, placing little emphasis on
population as a direct determinant of regional development. These authors, and de
Graaf et al. (2012) found significant evidence that population growth is exogenous
with respect to employment growth. The meta analysis of Carlino and Mills types of
studies performed by Hoogstra et al. (2005) shows that the weight of the evidence
supports the view that population growth is exogenous. Therefore, research from
both literatures clearly demonstrates that the proper specification of both migration
and regional development models must include controls for labor demand and for
location-specific attributes.

Migration research has influenced and has been advanced by other, related liter-
atures; for example, migration is the means by which the demand for features of
locations is revealed in the hedonic pricing and quality of life literatures. Roback
(1982) expands upon the hedonic pricing research of Rosen (1979) to show that
inter-city variation in both wages and rents reflect compensating differences for vari-
ation in levels and types of amenities. A seminal contribution of theRoback study that
population levels and migration flows are an essential component of the analysis of
amenity demands. Thesemodels significantly changed theway that amenity demands
are estimated because they laid the foundation for studies of the relationship between
migration and amenities, which affects both land and labor markets. The quality of
life literature [see Bayer et al. (2009); Cragg and Kahn (1997); Chen and Rosenthal
(2008)] relies on amenity seeking migration behavior as an analytical device for
revealing preferences for attributes of location rather than featuring migration as the
primary focus of the analysis. Interestingly, the microfoundations of the labor supply
model were derived from the quality of life literature [see Blomquist et al. (1988)],
while current researchers rely on migration to advance the quality of life literature.
The insight that migration is an expression of the demand for site-specific amenities
has a lasting impact on migration research and related hedonic and quality of life
literatures.

This sectionof the chapter includes brief descriptions of the early empiricalmodels
of migration. We emphasize the so-called micro models that characterize migration
as a utility maximization problem. We do not include a discussion of aggregate
models, with their net or gross migration flows. [For a review of aggregate models,
see Cushing and Poot (2004).] Macro models were generally accepted as state-of-
the-art untilMuth (1971).Muth’s seminal contribution led researchers to characterize
regional development through simultaneous equations models of the labor market,
where net migration serves as a proxy for labor supply and employment growth
reflects labor demand. Furthermore, as Christiadi and Cushing (2008) point out, the
increased availability of microdata and changes in computing technology altered the
empirical tool kit available to migration researchers. We summarize the historical
micromodels ofmigration immediately below. In the next section,we address current
econometric techniques.
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Surveys of economic migration research often begin with Sjaastad (1962), who
formalized an empirical utility maximization model of migration. Sjaastad posited
that location decisions are a lifetime utility maximization problem, where spatial
variation in economic opportunity was assumed to be the primary motivation for
migration. The emphasis on labor market variables is consistent with the preva-
lence of the labor demand view of migration at that time. Human capital theory
suggests that migration will decrease during the length of the working lifetime as
the discounted stream of benefits associated with migration declines. Following
Sjaastad, researchers initially focused on demand side variables, such as wages,
unemployment, or employment growth. However, subsequent specifications of the
basic model included amenities and other site-specific characteristics as the supply
side perspective gained influence in the migration literature.

Household migration may be modeled by studying the influence of personal and
demographic characteristics of people or attributes of locations. Individual determi-
nants of migration may be personal or productivity related, or both. Migration has
been found to be influenced by personal characteristics such as age, education attain-
ment, marital status, gender, race, ethnicity, homeownership, presence, and number
of children. Personal productivity characteristics often include income, employment
status, duration of unemployment, and job tenure. Additional avenues of interest,
which are addressed in the next sections, include life course migration, family migra-
tion, racial differences in migration propensities, and people-place interactions. The
specification of place characteristics may include the features of the origin, desti-
nation, or both. Empirical studies using site characteristics began as quality of life
variables, typically climate measures, for example, by days of sunshine and prox-
imity to coasts. Models also include public sector attributes such as expenditures
on education and property taxes. Huff and Clark (1978) develop a model of migra-
tion focusing on the heterogeneity of motives that distinguish stayers and migrants.
Morrison and Clark (2016) and Clark and Lisowski (2017) expand this research to
include prospect theory and loss aversion in the decision to move versus stay.

Regional science and regional economics have made and continue to make contri-
butions to the study of the public sector, particularly through migration research.
While Graves and Linneman (1979) recognized that local public sector variables
could be included in the vector of site characteristics in models of household migra-
tion, their focus was on the influence of natural amenities as determinants of migra-
tion. Haurin and Haurin (1988) argued that public sector features such as education
and police protection are important in residents’ comparisons of perceived quality of
life among locations. From the quality of life literature, Gyourko and Tracy (1989)
demonstrated that local public sector characteristics are of similar importance to
natural amenities in explaining quality of life among urban areas. However, early
research on the relationship between regional development and state and local public
policy (tax and expenditure policies) tended to analyze firm location, particularly
manufacturing. As researchers (e.g., Muth 1991) found support for the supply driven
migrationmodel, the influence of public policy as a site attribute became an important
subject for the analysis of regional growth and development.
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The influence of the public sector on household migration decisions extends a
Tiebout-type intra-city model across larger spatial units, typically MSA, county, or
state. Fox et al. (1989) andKnapp andWhite (1992) examined the role of public sector
variables in logit models of the decision to migrate. This approach reflected a shift in
emphasis away fromstate or local policies aimed at firm location to policies thatmight
affect the migration decision. Fox et al. (1989) briefly survey the early studies that
analyzed fiscal factors as determinants of migration. These authors were among the
first researchers to use individual migration data along with an extensive set of fiscal
variables. Fox et al., estimate three migrationmodels: move/stay; decision to leave or
not (fiscal characteristics as push factors), the decision to enter (fiscal factors as pull
factors). Their binary logit results show, ceteris paribus, that fiscal measures are most
significant as factors in the decision to leave a particular location. Knapp and White
(1992), using NLSY data from 1984 to 5, estimate a binary logit model of migration
and find a similar result: fiscal attributes are significant in the migration decision.
These authors argue, that if public sector attributes are determinants of migration,
then a role for migration exists in policies aimed at local/regional development.

An aspect of the migration-public sector linkage that has not been well examined
is the endogeneity of the public sector with regard to migration. Unlike climate vari-
ables, the composition and cost of the public sector changes in human rather than
geologic time. White and Knapp (1994) developed a partial equilibrium theoretical
model that endogenizes the public sector. They conclude that (p. 339) “fiscal charac-
teristics of a location are a complex dynamic, since migration changes the attributes
of a region, and these attributes themselves are determinants of migration.” Migra-
tion has consequences for locations. The composition of migrants by economic and
demographic characteristics influences the composition of the bundle of public sector
attributes of a location and its cost to residents and firms, a subject to which we will
return in the conclusion.

A spatial equilibrium view of regions emerged from the hedonics and urban
economics literatures, with site characteristics as important determinants of migra-
tion. This view held that regions may be in spatial equilibrium despite the persistence
of wage and rent differences where these differences reflect compensating differen-
tials for the features of location, mostly natural amenities. [See Graves and Mueser
(1993) for a formal model of the equilibrium dynamics.] An alternative—disequilib-
rium—view of migration holds that persistent regional wage differences are a result
of labor market imperfections that originate with either labor demand or labor supply
(migration). As Hunt (1993) points out, one of the distinguishing characteristics of
the disequilibrium approach is that disequilibrium has been hypothesized to continue
for long periods of time because of stickiness in labor markets. In the spatial equi-
librium view posited by Graves and Mueser, persistent disequilibrium in wages and
rents is “non-systematic, largely white noise from the intertemporal perspective of
relevance.” (p. 79).

The recent decline of interstate migration in the United States provided an oppor-
tunity to test the equilibrium view of migration. Partridge et al. (2012) examine the
decline in U.S. gross migration rates after 2000, asking whether this is evidence of
spatial equilibrium, or a result of structural changes in regional labor markets. These
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authors find that migration in response to amenities has fallen modestly, suggesting
continued convergence toward spatial equilibrium. However, the results demonstrate
a decline in the responsiveness of net migration to labor market shocks. The authors
suggest that the reduction inmigration in response to demand shocksmay be due to an
increase in inter-industry mobility within local labor markets serving as a substitute
for migration. Kaplan and Schulhofer-Wohl (2017) attribute the decline in interstate
migration to two sources: first, a reduction in the geographic differences in the returns
to skills, and, second, an increase in information available to potential migrants as
to the amenities across locations.

Clark et al. (2003) use a spatial equilibrium framework to develop measures of
over and under compensation for amenities and then estimate the influence of these
measures on the probability of migration. Within the spatial equilibrium approach,
site attributes at any given period in time may not be fully capitalized into wages
and rents, providing an impetus for migration. These authors estimate temporary
measures of over and under compensation (termed incomplete compensation) for
features of locations, then use these measures in a binary choice migration model.
The empirical measures of incomplete compensation are derived from the wage
opportunity locus developed byHenderson (1982). Combinations on thewage oppor-
tunity locus represent compensating differences in wages for spatial variation in
amenities, whilewage-amenity combinations off theWOL reflect incomplete amenity
compensation.

Formally, the model is shown below. Utility for household i at location j depends
on the amenity level (Aj) and the disequilibriumwage differenceWACT j −WA j (Aj),
assuming the characteristics of the household (Hi) are given. The utility function for
household i at location j can be written as:

Uij = U
(
Aj, WACT j −WA j

(
Aj

); Hi
)

(6.1)

where:
WACT j is the actual wage at location j
WA j, (Aj) is the wage that reflects complete amenity compensation at location j.

Assuming thatWACT j is constant, changes in utility result from the direct amenity
effect (Aj) anddifferences in utility fromwagedifferences associatedwith incomplete
compensation. Migration is motivated by the potential for utility improvement. The
probability of household i migrating between O (origin) and D (destination) is given
by:

Prob
(
migratei,

) = �
(
AD,WACT,D −WA,D(AD), AO,WACT,O −WA,O(AO), Hi, CD−O

)
(6.2)

These authors regress the log of annual wages on human capital, industry and
occupational controls, median housing prices, and MSA fixed effects, where the
fixed effects estimators capture the influence of location on wages. The estimated
fixed effects coefficients for eachMSA are then regressed on a comprehensive vector
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of site attributes to explain the spatial variation in wages attributable to location char-
acteristics. The factors related to spatial wage variation are measured in either stage
one or stage two; therefore, the residuals from stage two are measures of systematic
incomplete amenity compensation in wages. Finally, the authors include the second
stage residuals, which measure over or under compensation, as regressors in a binary
logit model of migration. The measures of incomplete compensation were signifi-
cant and of the anticipated sign. For example, migration was found to be positively
associated with destinations that over-compensate for site characteristics and migra-
tion from an origin was less likely when characterized by over-compensation for site
characteristics. The observed migration responses to incomplete amenity compen-
sation were found to be consistent with a movement toward spatial equilibrium.
A subsequent paper (Clark et al. 2006) found evidence of a subsequent decade of
tendencies toward spatial equilibrium. These studies provide evidence of the validity
of the spatial equilibrium model.

As Partridge (2010) points out, the spatial equilibrium model of migration, with
its central role for amenity seeking behavior, tends to prevail among current U.S.
academic researchers who analyze regional development. Theoretical models of
household migration decisions have significantly influenced the manner in which
empirical migration models are specified. For example, past specifications of empir-
icalmigrationmodels contained control variables related to economic forces typically
associated with firm location; however, contemporary models generally include both
labor market, amenity, and public sector variables. The shift in emphasis from labor
demand to labor supply determinants changed the way that public policy entered
migration models, particularly through the role of expenditures on education health
care, and income and property taxes. Migration research by geographers, demogra-
phers, and sociologists has contributed to the importance of household and demo-
graphic characteristics inmigration decisions, notably in recent life course and family
migration. These topics are addressed in depth in Sect. 6.4.

6.3 Empirical Topics

In this section, we address three topics with regard to empirical studies of migration:
choice set, selectivity, and the use of panel data. One of the most vexing issues
in migration research is the appropriate choice set from which households make
decisions. With the availability of microdata sets (PUMS, NLSY) and computational
advancements, discrete choice models such as conditional logit and nested logit have
resulted in contributions to the migration literature, particularly with regard to the
appropriate specification of the choice set fromwhich households select a destination.
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6.3.1 Choice Set

Polychotomous choice models such as conditional and nested logit offer alternatives
to binary choice models which typically pose a “mover/stayer” decision, where the
latter is of limited value for studies of the determinants of where the household
locates. Conditional logit and nested logit are random utility models where

U (location choice j for household i) = Uij = Vij + εij (6.3)

The utility level Uij is determined by the systematic component of utility Vij and
εij is the random disturbance term that is assumed to be independently and identically
distributed with a Gumbel distribution.

A conditional logit model includes variables that have different values for each
alternative location. The probability that household i chooses location j among many
alternative locations depends on variation in the attributes of alternative destinations.
An assumption of the conditional logit model is that destination choices are inde-
pendent of one another. The independence of irrelevant alternatives (IIA) is from
the assumption that the stochastic disturbance terms are independent and identically
distributed.1

Davies et al. (2001), in a state-to-state model of migration showed that conditional
logit improves the specification of the locational choice set. These authors argue that a
“troubling problem [in earlymodels of the determinants ofmigration] is the treatment
of alternative destinations.” The choice set in a conditional logit model includes all
possible destinations, including the origin. Davies et al., demonstrates an advantage
of allowing a destination choice set to include all alternative destinations: The source
of variation in a given location characteristic (e.g., unemployment) is a result of
comparisons across all alternative destinations.

Knapp et al. (2001) address choice set issues using a nested logit model of the
migration decision. The authors show that “although some residential adjustments
may be achieved by relocating within an MSA, other household mobility occurs
because the destination site attributes that maximize utility can be achieved only by
relocating to another metropolitan area. Therefore, the types of move can be thought
of as distinctly different but the destination decision cannot be made independently
of the features of [close and distant] alternative locations.” (pp. 2–3).

Theirmodel includes personal characteristics and site attributes that are associated
with household mobility and matched these variables to the appropriate level of
the nesting structure. For example, personal characteristics included family income,
age, and race or ethnicity. Locational variables included measures for percent black,
percent hispanic, sunshine, property crime, temperature variation, and labor market
differences between 1985 and 1990, and county median housing price relative to
U.S. average. Destination choice fiscal variables were matched with site attributes
that cannot be accessed by relocating within an MSA and commuting such as per

1Conditional logit retains the IIA assumption, while the nested logit model relaxes the assumption
for a portion of the model structure [see Christiadi and Cushing (2007), Knapp et al. (2001)].
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capita spending on education and police protection, and per capita property tax
revenues.

Hunt and Mueller (2004) analyze the decision to migrate and destination choice
among US states and Canadian provinces using a nested logit model. The model
incorporates location specific amenities, differences in the returns to skill, andmoving
costs. Moving costs are measured in the form of border effects, language, and
distance. The estimates for the inclusive value term suggest strong preference for
the origin location over others. These authors, along with Davies et al., find a strong
implicit preference for the home location.

6.3.2 Selectivity

Researchers have long viewed migration as a selective process; those with higher
levels of talent, skill, educational attainment, are found to bemore likely tomigrate. A
selectivity problem ariseswhen empirical estimates are based on a selective subgroup
ofmigrants instead of an entire population. A consequence of uncorrected selectivity,
for example, is that ordinary least squares estimates of the impact of migration on
earnings are biased because the estimated effect on earnings attributed to migration
reflects the sorting or self-selection of households. There are three methodologies
available for addressing this concern. First, proper specification of control variables
associated with selectivity reduces the potential for bias. Second, selectivity correc-
tion methods may be applied which can control for bias in the estimates. Third,
propensity scorematching estimators offer a potential alternative estimation strategy.

The objective of the first strategy is to reduce the potential bias inOLS estimates by
expanding the number of controls to include, for example, age, education, occupation,
and parental educational attainment. Thus, utilization of data sets with measures
for such variables are important for obtaining unbiased estimates of the return to
migration.

The second strategy involves using selectivity correction techniques based in
Heckman (1979). Beginning with Nakosteen and Zimmer (1980), a number of
researchers have estimated selectivity corrected estimates of the returns to migra-
tion. A thorough analysis of selectivity correction and its implications is presented
in Tunali (1986). These studies tend to confirm the positive selectivity of migration;
namely, that those with latent or unobserved ability, or those with more education
and skills, are more likely to migrate. This problem can be corrected by specifying
a binary joint decision/outcome model. Individuals sort themselves into migrant
or non-migrant categories/groups in response to prospective earnings gains associ-
ated with migration. The selection process is specified by an equation derived from
the characteristics of respondents and their likelihood of migration. The informa-
tion included in a selectivity correction term is then used to modify the earnings
equation, and corrects for the unobserved heterogeneity among households. Studies
generally find that migrants are positively selected, meaning that those who migrate
tend to have characteristics associated with a higher likelihood of migration success.
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When selectivity is uncontrolled, it is generally agreed that estimates of the return to
migration are biased downward.

The third approach involves the use of propensity score matching estimators. This
technique involves pairing or matching observations based on the similarity of their
characteristics, which is similar to a randomized study that would assign respondents
to a treatment (migrate) or control group (not migrate) to obtain a measure of the
average effect of a treatment (migration). For a thorough exposition of propensity
score matching applied to migration, see Ham et al. (2005).2

Discrete choice models such as conditional logit have the advantage that the
choice set is not restricted—it includes all alternative locations. Selection models
and propensity score matching techniques calculate the potential gains to migration
for the non-migrant, and the returns to not migrating for the migrant. A question
arises as to whether this is the appropriate choice set for non-migrants because it is
assumed the only option for the non-migrant would be to move to the same location
as the migrant. Recent work by Dahl (2002) and Kennan and Walker (2011) serve
to highlight these concerns, and examine new frontiers for addressing them. Dahl
(2002) developed a method to encompass a large number of alternative choices while
including selectivity corrections.

6.3.3 Panel Data

Panel data methods have been used to model the effect of migration on earnings
growth. These methods have several advantages as follows: First, detection of earn-
ings growth in response to migration may occur over long periods of time; there-
fore, earnings growth might not be observable from a single cross section. Second,
panel models have flexibility to include leads and lags when estimating the effects
of migration on earnings growth. Last, panel models allow for selectivity controls
by using individual fixed effects and controls for economy wide effects using year
(time)-specific fixed effects.

Recent econometric studies [see Yankow (1999, 2003), Rodgers and Rodgers
(2000), Cooke et al. (2009)] have demonstrated the efficacy of panel data in deter-
mining the influence of migration on earnings growth over time. Yankow’s study of
interstate migration (1999) allows for a long post-migration time horizon for calcu-
lating earnings that allow wage growth to vary over time, finding a migration wage
premium of 5% five or more years after the event. In his subsequent work (2003)
examining the same data, he finds that wage increases followingmigration occur only
for those with more than a high school education. Those with high school or less
migrate in response to negative wage shocks prior tomigration, but do not experience
wage increases following migration.

2An alternative to propensity score matching, coarsened exact matching, is explored by Korpi and
Clark (2015).
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Knapp et al. (2013) create an earnings history and a migration history using
NLSY data from 1979 to 2002. These authors use panel data methods to estimate
wage growth associated with four different types of migration: primary migration
(initial move), onwardmigration (secondmove to a different location), and two types
of return migration, one which is a migration to a “home” location (a “geographic
anchor” such as birth or age 14 location) and return to a former place of work.
The underlying model is derived from Yankow (2003) and Rodgers and Rodgers
(2000). Knapp et al., estimate a three-way fixed effects model with controls for
individuals, time, and county. Knapp et al., find considerable differences in wage
growth because of heterogeneity by migration type. Primary migrants who stay in
place have different characteristics than thosewho select into a subsequentmigration.
For example, onward migration, which is selective of more educated individuals,
yields the largest wage growth, and the long term wage growth of those who return
home is similar to non-migrants.

6.4 People and Place Issues

In this section, we address several contemporary topics in migration studies. First,
we survey the research on the channels by which human capital and place interact to
influence the returns to migration. We then briefly discuss the influence of migrants’
skill and demographic characteristics on the spatial distribution of income and iden-
tify gaps in the existing literature on income inequality. We then examine the litera-
ture on life course migration. Finally, we summarize the literature on family migra-
tion, including a discussion of the possible influence on individuals and places as a
consequence of the location decisions of “power couples”.

Humancapital theory predicts thatmigrants calculate the expected present value of
the difference between the benefits and costs of a location and choose the destination
which maximizes earnings or utility. From this perspective, the expected returns to
migration are positive. An important finding in the returns to migration literature is
that all migrants do not experience wage gains, and the returns to migration vary
by subgroup. Yankow (2003) found gains to migrants with more than a high school
education. Knapp et al. (2013) show that primary and onward migration types yield
positive returns in earnings, with greatest gains to onward migration of the college
educated. Knapp and White (2016) found that white male adult earnings gains from
migration differ by youth county poverty rates, rurality, education, and ability. These
authors found heterogeneity within onward migrants, especially with regard to the
interaction of human capital and place characteristics. When the onward migration
type was disaggregated by youth county poverty rates, rurality, education attainment,
and ability, Knapp et al., found initial earnings losses associated with higher youth
county poverty rates and rural county of origin.

The influence of place in migration studies extends beyond the role of amenities
and public sector variables, labor market conditions, and the interaction of human



6 Opportunity Seeking Migration in the United States 121

capital and place characteristics. The studies described below find that place influ-
ences the perceived costs and benefits of migration, alters attitudes regarding the
risks of relocating, and affects the ability to acquire and use information in migration
decisions. Other studies demonstrate that differences in the gains frommigration can
be attributed to variation in location specific human capital, social capital, and social
networks. A brief summary of this literature follows.

The influence of community’s poverty rate on earnings is suggested by Elliott
(1999), who found that residents of high poverty neighborhoods and those who
are less well-educated are more likely to engage in informal job searches, both of
which affect wages. Pastor and Adams (1996) found that in Los Angeles County, the
poverty of one’s neighbor affects the quality of employment networks. These authors
attempted to distinguish the negative influence on wages of low-quality networks
(concentrated poverty) from the effect of distance between job and residence (spatial
mismatch). However, the relationship between the community and individuals’ labor
market success is likely to extend beyond neighborhood effects and is a complex
network of household and place interactions. There have been many approaches to
these interactions in the migration literature. DaVanzo and Morrison (1981) focus
on the importance of location specific human capital and information in the return
migration decision. Return migration has been posed as corrective; it occurs as a
miscalculation of the costs and benefits associated with the attributes of origin and
destination locations. (For a discussion of information and re-migration, see Allen
1979). Differences in migrants’ psychic costs by migration type are analyzed in
Herzog and Schlottman (1982) and Herzog et al. (1985). Kau and Sirmans (1976)
claim that return migrants have information advantages over other migrants, while
Herzog et al. (1985) find that non-return repeat migrants acquire labor market infor-
mation such that they arrive at a destination with no information deficiency relative
to similar return migrants. Greenwood (1990) links education and information as
determinants of return migration, because “less-educated individuals may be less
likely to plan their moves and less likely to avoid risky situations.” Maier (1986)
argues that information costs should be lower for well-educated individuals, who
are presumed to know how to acquire and interpret information. Therefore, well-
educated migrants, ceteris paribus, are expected to move more frequently and longer
distances. Maier also discusses the importance of informal networks, such as former
migrants who are friends and relatives at a new migrant’s destination, as a “cheap
source of information.” Following Schwartz (1973), the potential to assimilate to a
labor market is increased by education or better sources of information because of
transferable human capital. Perhaps the most thorough study of the interaction of
persons and place is Newbold (1997). The nested logit empirical methodology is
applied to the migration process, which consists of three decisions: stay or depart the
current region; if leave, is themigration of the return or onward type; and if an onward
migration, where does the migration relocate? Newbold finds that return and onward
migrants in the United States and Canada are influenced by similar determinants;
furthermore, this research suggests that disappointment is a factor in the relocation
decision of repeat migrants, likely from incorrect or incomplete information.
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The characteristics of the population influence the expenditures of the public
sector, which likely influences migration and perpetuates spatial differences in earn-
ings. Blank (2005) points out the influence on expectations of labormarket conditions
at the origin location. She states that “those who foresee only limited earning oppor-
tunities are less likely to invest in education, creating persistently lower skill levels
in a region.” Gibbs (2002) demonstrates that wages in rural locations are more likely
to accompany the lower skill requirements associated with the types of industries
that locate in rural areas. Weber et al. (2005) suggest that out-migration from rural
locations presents a disincentive for communities to increase investment in educa-
tion. Furthermore, local governments in high poverty areas face fiscal constraints
that make it difficult to improve education quality. For rural areas, remoteness and
difficulty in achieving scale economies in providing public goodsmay explain persis-
tent rural poverty [see Partridge and Rickman, 2007]. The effects of migration on
local labor markets and conversely, the effects of local labor markets on migration
are influenced by the composition of amenities and public sector attributes, which,
in turn, depends on the characteristics of the location and its population. The spatial
distribution of income is determined by these complex interactions, yet inequalities
in income distribution across space have not been linked explicitly to migration.
Moretti (2012) argues that one’s salary is more dependent on where one lives than
on one’s resume. Migration decidedly has an influence on this assertion. Chetty et al.
(2014a, b) show that intergenerational incomemobility varies greatly by region of the
United States, however, the interactions of individuals and place is not well under-
stood. The literature above suggests the many possible channels by which migration
could influence the spatial distribution of income.

6.4.1 Life Course Migration

Research by geographers and demographers establishes the influence of age on the
propensity to migrate. [For a historical perspective on this literature, see Rogers
(2008).] Plane (1992) postulated three channels throughwhich changes in age compo-
sition contributed to shifts in U.S. population during the 1970s, including the historic
shift out of the Northeast and Midwest into the South and West regions. An age
composition effect is the increase in migration resulting from the transition of a
cohort to early adulthood, where individuals age into migration, with higher mobility
rates in young adulthood. A second factor is the comparative cohort size. As noted
by Pandit (1997) and others, the unprecedented size of the baby boom cohort led to
that cohort experiencing reduced earnings and employment opportunities compared
to smaller cohorts in that regional labor markets did not have the flexibility to absorb
the magnitude of the change in cohort size. This effect is termed the age composition
change effect. Plane examines a third channel, termed the geographic distribution
effect, which is a consequence of exogenous changes in economic conditions. The
results indicate that the geographic distribution effect is the dominant determinant
of migration flows during the 1970s, exceeding in importance the pure demographic
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effects described above. Plane’s research demonstrates the importance of the age
distribution of the population as a determinant of migration.

Whisler et al. (2008) examine the effect of various quality of life factors on the
out-migration of six subgroups of the college educated frommetropolitan areas. The
results indicate differences in the preferences for amenities and other site-specific
characteristics across the life course. Out-migration of young college educated is
dampened by cultural and recreational amenities, while out-migration of older indi-
viduals is tied to milder climates and factors associated with increased safety. The
authors note that metropolitan areas with high levels of human capital experience
less out-migration across all subgroups, suggesting that migration patterns reflect
the increasing concentration of human capital. Clark et al. (1996) found that, within
the retiree population, the interstate migration is heterogeneous with respect to the
preferences for site attributes.

It is unclear what the future portends with regard to retiree migration and its
consequences for labor and housing markets. Where the nation’s population locates
has the potential to exacerbate existing patterns of regional growth and decline, and
where the older population will locate is not clear. Furthermore, it is unknown how
the public sector will respond to the shift in demands for public services. From a
regional perspective, the characteristics of the population are affected by the skill and
age composition of migrants, which, in turn, has implications for regional growth in
both the sending and receiving regions. [See Krieg (1991) on migration of human
capital compared to populationmigration; Kanbur and Rapoport (2005) onmigration
selectivity and spatial inequality, Faggian in Chap. 15 of this publication on human
capital migration.] If public policy yields spatial features that are unattractive to high
human capital individuals, locations may suffer population losses that would lead to
consequences that will likely increase income and wealth disparities across regions.

Newbold (2015) suggests six areas of future research for regional scientists on
the subject of migration and an aging population, including directions for potential
future research on both the determinants and consequences of migration, a topic of
further discussion in the conclusion.

6.4.2 Family Migration

Migrationmodels followingSjaastad typically do not address familymigration. Early
researchers [e.g.,DaVanzo (1976), Sandell (1977),Mincer (1978)] recast the decision
to migrate as a utility maximization decision where utility is maximized by the sum
of discounted lifetime earnings less migration costs for all members of the family.
DaVanzo and Sandell found that migration typically resulted in earnings gains for
husbands accompanied by a decline in earnings of the wife. Mincer introduced the
concept of tied movers and tied stayers, where a tied mover is one who, if single,
would not have migrated.

The concept of a tied spouse reflects the tradeoffs associated with coupled
decision-making. In the early literature, women were typically found to be tied
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movers since women were often found to experience earnings losses associated
with relocation. Mincer noted that the tied stayer/mover phenomenon suggests a
weakening of the tendency toward earnings convergence across labor markets since
sub-set of the labor force is constrained in its optimization decision.

The prominent role of the husband is a persistent feature of familymigration. Since
the 1960s and 1970s when the data were collected for the early studies, labor market
participation, education attainment, child-rearing norms, and career opportunities
have changed, especially for women. [See Cooke (2013) andMcKinnish (2008) for a
review of family migration studies.] A change in these factors suggests a weakening
in the emphasis of husbands’ characteristics in migration decisions. However, as
we will demonstrate, recent studies find the influence of gendered roles in family
decision-making, which has implications for the spatial allocation of human capital,
efficiency, and the ability of migration to equilibrate regional labor markets. The
recent research, which addresses changes in women’s labor market participation and
earnings, has found that family migration is a factor in declining migration rates and
in the attraction of larger cities to so-called “power couples” where both spouses have
at least a college degree. We now turn to a review of the family migration studies.

In view of changes in women’s labor market participation, earnings, and employ-
ment, Cooke (2013) analyzes the tiedmigrant and tied stayerwhere the human capital
models of DaVanzo, Sandell, andMincer lay the foundation for Cooke’s study. In the
earlier literature, women are generally found to be the tied migrant; however, Cooke
creates a series of classifications ofmovers and stayers in a propensity scorematching
model to develop counterfactual comparisons of married couples with single indi-
viduals who move or stay. For example, a tied stayer is a spouse who wants to move
but does not because the other does not want to move. A tied stayer would move
if single. A tied migrant does not want to move but does. A tied migrant would
not move if single. The matching procedure that Cooke applied allows for family
classification such as “Wife Tied Migrant,” which is defined as a family migration
where the husband is matched to a migrant and the wife is matched to a non-migrant.
Cooke finds that migration rates are similar for tiedmigrants whether male or female.
However, one of the insights of this study is that tied staying is more common and has
not been the subject of considerable research. Applying multinomial logit analysis
to data from 1997 to 2009 Panel Study of Income Dynamics (PSID), Cooke finds
that the determinants of family migration decisions are gendered. Placement into a
particular category is associated with the role of husband and wife within the family.
Husband’s employment and human capital, for example, are found to be factors for
both to be stayers. Families are more likely to be both tied movers if the husband is
searching for a job. The wife’s human capital measures or job search have no signif-
icant effect on the decision to move, while the wife’s role in family responsibilities
is significant.

The family migration decision for dual-earner couples involves earnings trade-
offs: for migration to occur, earnings losses of one spouse must be compensated, all
other things equal, by earnings gains of the other spouse. This tradeoff is changing
as spouses’ incomes have become more equal, which has consequences for indi-
viduals and locations. Pingle (2006) finds that relative income is a determinant of
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family migration and that migration rates have fallen as the incomes of spouses have
become more equal. Lower migration rates may lead to misallocated human capital,
compromise efficiency, and reduce the ability of migration to equilibrate regional
labor markets. From the Mincer human capital model of family migration, the idea
is that as spouses’ incomes become more equal, greater gains in the income of one
spouse must compensate for losses by the other spouse. If this is the case, then, as
two-earner couples have become more common and wives’ incomes contribute a
higher share of family income, these human capital and demographic changes may
contribute to declining migration rates. Pingle estimates hazard rate models of inter-
state and inter-MSA migration, finding that the more equal are spouses’ incomes,
the lower is the propensity toward out-migration.

Furthermore, an index of one spouse’s income to the other’s income is found
by Pingle to be a better predictor of out-migration than income levels. These results
pose a challenge to the human capital model ofmigrationwhere pooled income levels
determine family migration, suggesting that other explanations may be more likely.
Pingle postulates that relative incomes may reflect specialization of tasks within a
family or bargaining in the migration decision. For example, families may make the
migration decision according to the spouses’ weights in relative income, where the
spousewith higher relative income has greater bargaining power or, the income index
reflects specialization and themigration decision is determined bywhich spouse “has
a comparative advantage at market work”.

Blackburn (2010) finds, on average, that the short-run incidence of family migra-
tion is borne by a decline in the wife’s earnings, particularly through a reduction in
hours of work. Contrary to the prediction of family migration models, the reduction
in the wife’s earnings is not compensated by an increase in the husband’s income.
Blackburn claims that the results suggest that families pursue greater location-specific
amenities, which, in the short run, are achieved at the expense of the wife’s earnings.

McKinnish (2008) challenges the assumption that decision-making power is
symmetrical and that income gains or losses for husband and wife are of equal
weight in the family migration decision. McKinnish disaggregates common occu-
pations, then defines occupations by migration rates and by education attainment
(college degree or higher, HS diploma, less than HS degree. This study finds that
occupations with higher migration rates for either spouse will increase of the proba-
bility of migration; however, the impact is greater for the husband’s occupation. For
power couples (both spouses are college educated) and husband only has a college
degree, a husband in a high migration occupation increases the likelihood that family
migration will decrease the wife’s earnings.When only the wife has a college degree,
there is no statistically significant effect of husband’s occupation’s migration rate on
the earnings of the wife. The same effects occur for presence and age of children. If
there are children present, the husband’s education creates an earnings disadvantage
for the wife. McKinnish finds persistent asymmetry in the effects of the husband’s
occupation’s migration rate. The effects depend on the husband’s education rather
than education attainment of the wife, except when the wife is better educated than
the husband.McKinnish’s results with regard to gendered influences on the effects of
family migration are similar to Geist and McManus (2012). The latter authors found
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that women who are equals in the household economy are less likely to experience
the negative earnings consequences frequently associated with family migration.

The location of high human capital, dual earner “power couples” has implications
for cities of all sizes. Location decisions of dual degree couples to bigger cities
potentially allows for more efficient allocation of human capital, but also has the
potential to increase spatial income inequality. In the decades since the early family
migration research, expansion in career opportunities for women led to increasing
interest in the location decisions of dual career couples, particularly those where
both spouses have a college education. The migration decision reflects a complex
joint optimization problem because the locational preferences of spouses may differ.
As Compton and Pollak (2007) argue, this “co-location problem” reflects potential
differences in preferences in amenities, family proximity, job opportunities, and
careers that tend to be more highly specialized.

Costa and Kahn (2000) showed the increasing concentration of college-educated
couples in large metropolitan areas. These authors’ findings, based on U.S. Census
data from 1940 through 1990, suggest that large cities solve the co-location problem;
therefore, power couples increase the demand for large cities and smaller cities will
suffer from smaller human capital inflow and become less competitive. The authors
suggest that larger cities may contain better potential job matches, and the financial
sacrifice of living in a smaller city is particularly large in a power couple compared
to other couples.

Compton and Pollak (2007) analyzed the Costa and Kahn arguments using panel
data from the PSID for 1980–1993. The use of microdata enables the explicit
modeling of the decision to migrate, whereas the Costa and Kahn and research
examines the distribution of couples among city size across the decades in order
to indirectly infer the solution to the migration decision. Compton et al., find that
the husband’s education, rather than the joint educational attainment of the couple,
explains the tendency to migrate to larger metropolitan areas. Power couples are
found no more likely to migrate to large metro areas than other couples or singles.
Thus, while power couples tend to be more concentrated in large metro areas, the
co-location hypothesis is not supported by this study. Rather, the data show that the
formation of power couples throughmarriage is more prevalent in largemetro areas.3

Cooke’s (2011) results using the 2008 American Community Survey data are
consistent with those presented in Compton and Pollak. Cooke provides empirical
evidence that the high rate of marriage among single college graduates in larger
cities is strongly associated with the growing presence of power couples in larger
cities. Migration tends to disperse power couple households to smaller cities. Cooke
notes that with declining migration rates in recent decades, the dispersion of power
couples across cities of different sizes may slow. However, Cooke does not address
the possibility that the formation of power couples in larger metro areas may slow

3Compton et al., examine U.S. Census data from 1990 to 2000, which was not available to Costa and
Kahn, to show that the proportion of power couples residing in larger metropolitan areas declined
over that period, reversing the prior trend.
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since lower migration rates also implies that fewer single individuals may migrate
to larger metropolitan areas and form power couples.

The recent literature reviewed above has revealed asymmetries in the effects on
earnings and the determinants of family migration decisions. Husband’s job search
and human capital in couple’s migration decisions remains persistent factor in family
migration decisions, even after several decades of changing labor market oppor-
tunities for women. The location of human capital has important spatial implica-
tions, especially high human capital couples achieved through positive assortative
matching, a subject that merits further study. Most of the existing research pertains
to women as tied movers, which was established in the research of the 1970s. Cooke
(2013) offers a methodology for isolating the characteristics of tied stayers, which
is a more common occurrence than tied migration. There are compelling reasons, as
Cooke points out, for additional research into the determinants and consequences of
tied staying.

6.5 Conclusion

This chapter examines the factors underlying research on the subject of opportunity
seeking migration. We trace the current state of knowledge on the determinants of
migration to its origins in the debate that followed the historic shift in population
out of the Northeast and Midwest regions of the United States into the South and
Western regions. The prevailing view was that migration was a labor supply adjust-
ment to shifts in regional labor demand. Researchers began to analyze the importance
of quality of life factors as determinants of location choice, which is grounded in a
utilitymaximization framework.The early researchofSjaastad cast location choice in
terms of the net benefits of locational alternatives, which included both labor market
opportunities and other location-specific characteristics. Models of regional devel-
opment provided a further rationale for an increased focus on migration research.
Simultaneous models of employment growth and population growth established the
importance ofmigration as a causal factor of regional growth. The research of demog-
raphers, economists, and geographers established the importance of life cycle and
age composition in models of migration. Hedonic pricing studies by environmental
and urban economists developed the microfoundations for the relationship between
location choice and the implicit valuation of site characteristics.

While supply side/equilibrium approaches to regional development research tends
to prevail amongst academic researchers in the United States, and public policy has
been found to influence supply side migration, policymakers tend to favor demand-
side incentives that are attractive to firms. It is clear as we write that cities in the
United States are avidly competing for Amazon’s second headquarters, touting the
promise of job creation. While a thriving labor market is an attractive feature of a
location, a realistic calculation that evaluates budgetary costs, congestion costs, and
rising housing prices often accompany demand-side policies that are successful in
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achieving job growth, some of which may related to migration. [See Bartik (1991)
regarding who gains from state and local economic development policy.]

The role of migration in regional spatial income inequality and differences in
economic opportunity across regions requires further inquiry. Migration research
has an important role in the “people vs. places” policy debate. At issue is the allo-
cation of public sector resources. One view holds that resources are best allocated
to development of human capital; while the alternative is to improve the well-being
of a given population by improving local infrastructure. Such research that has the
potential to complement the current research of Chetty et al., and Moretti. Chetty
has found that intergenerational incomemobility is impeded by one’s location, while
Moretti claims that where one lives is more important to one’s wage earnings than
one’s resume. There are unique insights that migration researchers can contribute to
this important literature. The better understood are household location decisions, the
more efficacious policy will be.

The role of local social capital in migration is in the early stages of development.
Kan (2007) includes a control for local social capital in U.S. inter-county migration.
The presence of local social capital is found to reduce the propensity to migrate.
David et al. (2010) develop a model of local social capital and mobility and test
it with data for European countries. The results indicate that local social capital is
associated with lower mobility. Whether the immobility associated with social ties
increases or decreases well-being has yet to be fully explored and warrants further
examination.

A shortcoming of current research is that migration studies are typically based
on samples of whites. Spilimbergo and Ubeda (2004) examined racial difference
in migration, where blacks on average have lower migration rates. These authors
hypothesized that the presence of family ties is a significant deterrent to migration
across ethnic groups. However, black migration decisions are more responsive to
the presence of family ties, and the results indicate that disparity in migration rates
between blacks and whites is explained by differences in family ties. Additional
research on the impact of family ties onmigration andwhether there is racial variation
in the consequences of immobility due to these ties.

Finally, changing demographicswill have an increasingly important role inmigra-
tion patterns and regional population dynamics. Age group-specific amenity and
public sector demands will be influenced by the spatial skill distribution of younger
population and the wealth of the retiree population. The conflicting demands for
site characteristics of these two populations provide fruitful opportunities for future
migration research.
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Chapter 7
Return, Circular, and Onward Migration
Decisions in a Knowledge Society

Amelie F. Constant

7.1 Introduction

The pressure to be “a knowledge economy/society” and ready for tomorrow’s jobs
erupted in the twenty-first century, and knowledge became a commodity every
country on earthwanted. Instead of physical or natural resources knowledge societies
now want advanced technologies, scientific breakthroughs, and intense innovation,
which require research, intellect, and expertise. Meanwhile, OECD (2009) predicted
rising shortages of highly skilled labor until 2030, and PCAST (2012) warned that
for the United States to retain its preeminence in knowledge society, it will need
about 1 million more STEM workers than the country produces at the current rate
over the next decade.

Short-run labor shortages can be overcome by hiring skilled/knowledge migrants
under temporary, circular schemes, while adjusting to long-term labor market needs.
Strong demand for skilled migrants, the majority of who come from developing
countries, over the last twenty years has created new trends and patterns on top of
the traditional migration. While we know a lot about the policies and regulations
countries implement to attract talent, we know very little about the policies to retain
and grow talent and their effectiveness. Research on the return migration of the
highly skilled, their inventiveness and entrepreneurial endeavors, their onward or
repeat migration will greatly help policymaking.

A pillar of human and economic geography, migration used to have a unidirec-
tional “place” component, viewed as the movement from one place, the homeland,

A. F. Constant (B)
Princeton University, Princeton, USA
e-mail: ameliec@princeton.edu

CESifo, Munich, Bavaria, Germany

GLO (Global Labor Organization), Essen, North-Rhine Westphalia, Germany

UNU-MERIT, Maastricht, Limburg, The Netherlands

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
K. Kourtit et al. (eds.), The Economic Geography of Cross-Border Migration,
Footprints of Regional Science, https://doi.org/10.1007/978-3-030-48291-6_7

133

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48291-6_7&domain=pdf
mailto:ameliec@princeton.edu
https://doi.org/10.1007/978-3-030-48291-6_7


134 A. F. Constant

to another, the host location. Its “time” component ranged from long term (staying
in the new place for at least 12 months), to short term (staying between three and
12 months). But toward the later decades of the twentieth century, scholars observed
return, repeat, circular, and onward migration patterns and started theorizing about
them.

In the twenty-first century, return, repeat, and circular migration are even more
pronounced, offering new time-space dynamics and intensifying research interest.
Estimates, varying by host country, document that 20–75% of immigrants leave the
host country within the first five years after arrival (OECD 2008). For example,
40% of skilled immigrants in Canada left within ten years after arrival, and those
who arrived during recessionary periods had even higher return rates (Aydemir and
Robinson 2008). The return rates of foreign students five years after receiving their
Ph.D. in the United States ranged from 25% in computer science and engineering to
49% in social sciences (Finn and Pennington 2018).

Re-immigration or repeat migration rates in Norway were over 50% among the
Pakistani immigrants who returned to Pakistan and re-immigrated to Norway (Brats-
berg et al. 2007). In Germany, over 60% of the immigrants from guest worker coun-
tries were actually repeat or circular migrants (Constant and Zimmermann 2011)
and about 80% of the migration transitions between host and home countries were
about re-returning to Germany (Constant and Zimmermann 2012). Considerable de
facto circular migration exists between Bangladesh and Saudi Arabia, or other Arab
countries and the oil-rich Gulf countries (Newland 2009). Therefore, a good part of
international flows is by return and repeat migrants.

Onward migration is not trivial either. Of the immigrants who left Sweden, 20–
28%moved onward (Nekby 2006; Monti 2018). In Norway, some immigrant groups
such as the Vietnamese had onward rates of 66% (Bratsberg et al. 2007). In Canada,
37% of immigrants moved onward to the United States (King and Newbold 2007).
In the United States, about 15% of the high-skilled migrants came from a country
different than their birth country (Artuç and Ozden 2018). While immigrants who
migrate to countries with similar living standards to their homeland are more likely
to return, immigrants whomigrate to richer than their home countries are more likely
to migrate onward (OECD 2008). Forced migrants and those from politically more
unstable regions also migrate onward (Monti 2018).

Knowing and understanding how return, repeat, or circular migrants behave and
why can improve the ability to forecast trends in migration. This knowledge is valu-
able to host countries that want to design sound immigration policies and effectively
implement them. As decisions to recruit and retain skilled immigrants have implica-
tions for domestic labor markets, economic growth, the education system, etc., there
is no room for unintended consequences. Understanding the determinants of onward
migration, especially when countries recruit permanent migrants and bear the costs
associated with their arrival, is equally important. What is more, comprehending the
psyche of returnees can reduce undocumented or irregular migration.

Home countries on the other hand depend on the remittances of their expats. At the
same time, they count on the returnees’ financial investments, their upgraded skills
and knowledge, and their enlarged social capital. Knowing the underlying behavioral
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mechanisms of return, onward, and repeat migration, is particularly useful to home
countries, who often suffer from brain drain. Accordingly, they can take appropriate
measures to lure their talent back, by catering to the returnees’ needs offering them
material and nonmaterial incentives and ensuring their successful reintegration. They
can launch institutional reforms that promote the country’s economic growth and
social development.

This chapter focuses on international cross-border movement of economic return,
repeat, circular, or onwardmigrants emphasizing the highly skilled. It aims to provide
the state of the art on the subject and answer the basic questions of who, why, when,
and where. It starts with typologies (Sect. 7.2), and continues with a depiction of
the knowledge society (Sect. 7.3), which is followed by the theoretical foundations
of different migration moves (Sect. 7.4). Section 7.5 examines the theories of self-
selection. Section 7.6 presents an anthology of the empirical literature and discusses
shortcomings. Section 7.7 concludes with policy recommendations.

7.2 Typologies and Definitions

While interconnected and interdependent, return, repeat and onward migration are
distinct phenomena. Their definitions differ among social sciences, countries, and
time frame. Nostalgia and the fantasy about returning to the homeland are an integral
part of immigrants’ life, permeating even the diaspora. Yet, even though immigrants
swear that they will return to the homeland one day, not all of them do. Some move
on to another host country, while others go on a circle of back and forth between
host and home in regular or irregular intervals.

Return migration is the movement of persons, who have been living abroad—
either short or long term—back to their country of citizenship and who plan to
stay in their country for one year or more (UNSD 1998). In reality, people may
naturalize in the host country andkeep both citizenships, ormaybe forced to renounce
their birth citizenship in the process. IOM (2004) provides a looser definition of
return migration: “the act of going back from a country of presence (either transit or
destination) to the country of previous transit, or origin” (p. 11).

The implicit assumption is that return or repeat migration pertains to first-
generation immigrants. However, return migration applies to second, third, or third-
plus generations aswell as to the diaspora (Constant andZimmermann 2016). Turkish
children born in Germany, who may or may not be German citizens upon birth, are
return migrants when they relocate to Turkey (Constant and Massey 2003; Constant
and Zimmermann 2003, 2011, 2012). The term equally applies to other second-
generation immigrants with conflicted and opposing identities, who feel that their
home country is the birth country of their parents, rather than the one they have been
born in and raised.

I define return migration as the relocation of first or higher generations from a
country that is the host country of the first generation or one’s immigrant ancestors
to the birth and citizenship country of the first generation/ancestors planning to stay
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for more than one year. To the definition of return migration I include the following
variations: (i) repatriation, a static and one-time move back to the homeland and (ii)
re-return or one-time circle static move from home back to the host country.

Circular or serial migration are repeated sequential moves such as repeat migra-
tion between home and host in a dynamic framework; but they could involve a
third country as well. They stem from a different time-space strategy than return.
Constant et al. (2013a) view circular migration as the systematic and regular move-
ment of migrants between their homelands and foreign countries typically seeking
work. While repeat migration can be a form of corrective migration due to unmet
expectations, circular migration is a strategy chosen by the migrant as s(h)e shares
their life between two locations. Circular migration can be seasonal or nonseasonal.

Circular migration is “the fluid movement of people between countries, including
temporary or permanent movement which, when it occurs voluntarily and is linked to
labor needs of countries of origin and destination, can be beneficial to all involved”
(GFMD 2007): http://www.migrationpolicy.org/research/MPI-GlobalForum_circul
armigration.pdf). It is then understood as a “win-win-win” scenario; the match-
maker of international demand for and supply of labor that contributes to an efficient
allocation of resources with minimum disruptions. Kourtit et al. (2017) emphasize
temporary circular migration as an organized mechanism for regional or national
labor markets.

Onward migration, is a repeat migration with a twist. It denotes an exit from
one host country and a further move to a third host country, also called secondary
migration, transit migration, stepwise migration, circuit migration, or a three-way
move. Onward migration could be a corrective move because of miscalculation,
but it could also be pre-calculated and predetermined. Migrants from developing
countries, who cannot go directly to the host country of their choice due to high
entry restrictions, may go to other countries first, and use them as a means to an end.

Talented, skilled, or knowledge migrants are a special subcategory, mostly hired
under demand-driven schemes on a temporary basis. They can move with greater
easiness and shop around for the best location for themand their families. For themwe
use the termbrain circulation. Scientific diaspora, transferringknowledge, norms, and
social remittances are considered new approaches to counteract brain drain (Constant
and Zimmermann 2016). Virtual research collaborations and other permutations that
the digital economies allow are related to the migration of the highly educated.
Outsourcing is another cheaper alternative that developed economies use when faced
with labor shortages.

The typology described here assumes that migrants undertake these moves out
of their own free volition as they try to take advantage of each location. Assisted
Voluntary Return (AVR), imposed by the host country, offers help to immigrants to
return to their home country through financial rewards or assistancewith repatriation.
AVR can target immigrants who are legally in the country as was the case of Turk
guest workers in Germany in the late 1970s. Note that this program failed because
money is not sufficient for a voluntary return; many Turks took the money but did
not leave Germany. AVR can also target irregular immigrants or those who were

http://www.migrationpolicy.org/research/MPI-GlobalForum_circularmigration.pdf
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denied asylum and were ordered to leave. Forced return is equivalent to expulsion
or deportation and does not involve any assistance.

7.3 Skilled Migration, the Knowledge Society,
and Return/Repeat Migration

The global race for talent over the last two decades has more and more countries
pursuing policies to stimulate innovation and entrepreneurship, to be at the forefront
of the knowledge economy, and to ensure competitiveness. It is a race1 because the
sought after know-how and competencies cannot be immediately satisfied by the
domestic workforce but need to be recruited from the global labor market. High-
skilled or knowledge migrants are a readily available group to fulfill such short-run
shortages, especially in aging societies and when labor markets are not flexible. To
attract highly skilled migrants, countries started modifying their policies, developing
new strategies, or initiating new policies such as flexible admission criteria and
attractive residence pathways.2

Skilled migrants have, typically, tertiary education, that is, a minimum of a formal
two-year college education. Occasionally, it is the occupation that defines the skilled
migrants, each host country having a detailed list to choose from. Some governments
use both education and occupation when they define skilled migrants to issue visas.
A subcategory of skilled migrants is the international students who graduate from the
host country’s universities. Understanding their value, host countries have created
new provisions to keep them.

Medical personnel, scientists, academics, managers, specialists, and investors,
are under the skilled rubric. Science, Technology, Engineering, and Mathematics
(STEM) majors are in highest demand among the skilled and have the highest
rates of mobility. STEM includes computer scientists, IT, biologists, and scientific
inventors. Interestingly, the demand for the highly skilled has continued during and
after the great recession and policies have not become more restrictive (Zaiceva and
Zimmermann 2016).

Arguments for skilled migration emphasize that in the production process, skilled
migrants are not close substitutes to skilled natives, because of specialization, while
they are complements to the less skilled and to physical capital. Thus it is difficult
to displace the natives, and wages are less likely to be affected. Skilled migrants
bring knowledge, increase productivity, and economic growth through innovation
and creativity, they raise living standards, create jobs, make positive net fiscal contri-
butions to the system, and integrate faster in the labormarket (Constant 2014). Similar
arguments apply to circular migration (Zimmermann 2014). Kourtit et al. (2017) find
evidence of a triple-win for skilled immigrants in the Netherlands.

1For example, to attract high-skilled migrants, Canada has been going after those denied the H-1B
visa in the United States by advertising on US billboards (Kerr et al. 2016).
2OECD (2009) provides a useful summary of policies for high-skilled immigrants in the OECD.
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Continuous dependence on skilled migrants may, however, be harmful to the host
country, preventing it from developing its own skilled labor force. Dependency on
foreign labor creates economic as well as national security and sovereignty issues.
Lowell and Findlay (2001) propose policies to ensure the return migration of the
skilled. Concerns about the integration of temporary migrants and their access to a
permanent status are growing.

From the perspective of the home countries that are usually developing, the topic
of skilled workers is related to brain drain.3 Skilled migrants typically arrive with
their families, and assuming assortative mating, this could exacerbate brain drain.4

Remittances can alleviate some of the brain drain, as do technology transfers. The
return of the skilled would balance brain drain. However, this is a delicate matter
because developed countries may not want to lose their skilled migrants, developing
countries may not be ready to receive these migrants, and immigrants may not want
to return but move onward.

In addition to responding to wage differentials, skilledmigrant workers care about
other aspects relating to research opportunities, work conditions, and access to infras-
tructure. For example, while salary and labor market conditions were on the top of
the engineers’ and technicians’ list, scientists and researchers cared more about the
research environment, the nature of the work, and the prestige of the institution
(OECD 2016b). Similarly, skilled migrants want to be able to bring their family
with them and have a path to permanent residency. As dual-career couples are very
common among skilled migrants, the option for the spouse to work is equally impor-
tant. Skilled workers from countries with failed markets value welfare benefits very
high and may be more likely to choose host countries that offer social security, not
necessarily because they need them but as a safety net.

InEurope, itwas the 2000LisbonDirectives that shook theEUstates andprompted
them to invest in R&D and hire highly skilled immigrants. In this spirit, the EU28
initiated the Blue Card (BC), a work permit for non-EU high-skilled workers. The
EU285 adopted the BC directive in 2009 (ratified in 2013), which only sets minimum
regulations and lets each EU state to fine-tune them according to their needs. The BC
has more requirements for admission than the individual EU states, it is only from
one to four years, and it is much more difficult to obtain.

EU states have also their own schemes to admit non-EU skilled workers such
as specific quotas, which are configured in relation to the labor force, the resident
population, the business cycle, etc. EU states require a job offer and a minimum
salary. These schemes, were coupled with other stringent conditions and did not
always offer a path to residency. Thus, less than half of the expected migrants went

3For the impact of skilled emigration on developing countries and the policy options of developed
countries see Lowell and Findlay (2001).
4However, skilled emigration from developing countries is generally not a major cause of skilled
shortages (Clemens 2013).
5Except the United Kingdom which introduced its own points-based system with different tiers in
2008, and Denmark and Ireland that have their own systems.
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to the EU. Overall, compared to other OECD countries, the EU attracts fewer higher-
educated migrants, hosting only 30% of them (OECD 2016a). But recent OECD
(2017) projections for the EU show that the share of higher education individuals
among the working-age population will increase to 34% in 2030 (up from 26% in
2015).

The United States hires temporary skilled migrants through the H1-B program,
since 1990. The program sets annual numerical ceilings; the current statutory cap
is 65,000. H1-B is a nonimmigrant visa program, valid for three years and renewed
for another three as migrants can change employers at will.6 A 2017 report by the
American Migration Council documented that the share of foreign-born workers in
STEM occupations grew from 11.9% of the STEM workforce in 1990 to 24.3% in
2015.

Both the H1-B and the BC programs allow employers to attract the highly skilled
by sponsoring their visas. Korea and Japan have analogous systems. They are all
demand-driven systems that guarantee a job upon arrival. Some countries have also
created occupational shortage lists, which facilitate recruitment and cut down on
red tape. All countries try to ensure that migrants do not hinder the employment
prospects of the native labor force.

Canada, Australia, and New Zealand employ points-based systems and offer
skilled immigrants and their families’ pathways to permanent residency. These
systems are supply-driven, pertain to permanent migration, and are not necessarily
targeting the highly skilled. They grant points for young age, education, intended
occupation, language, etc., but do not require a bachelor’s degree. To attract more
highly skilled migrants, Canada reformed its system in 2002 and instituted the
Express Entry program in 2015. The latter is similar to New Zealand’s 2003 program
that brings together suitable employers and skilled migrants, and invites top-ranking
candidates to apply for permanent residency. In Australia, eligible applicants must
have an occupation on the Skilled Occupation List.

China is a successful paradigm of a home country’s stratagem to bring back its
talented people from abroad and reverse the brain drain. Constant et al. (2013b)
show that not only is China offering attractive packages to Chinese scientists and
academics who are abroad, but it is also after other nationals who can help the
country build its knowledge-based economy. Moreover, China is financing more and
more Chinese students to study abroad with the provision to return, and, similarly,
encourages foreign students to go and study in China with the hopes to keep them.
In 2008, the “One Thousand Talents Scheme” aimed at attracting the most talented
Chinese diaspora. The temporary return of Chinese talents to build the knowledge
society is equally encouraged (Constant and Zimmermann 2016).

In sum, attracting the highly skilled and global entrepreneurial talent is often not
enough for a country to fortify itself and compete in the digital economy. High return
and onward migration rates can undermine talent recruitment efforts. To maximize
benefits, a successful strategy should also consider enabling, growing, and retaining

6Lowell (2010) provides a good review of the admission system of foreign-born STEM workers in
the United States.
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talent7 (INSAED 2019). The latter correlates with the quality of life. For example,
Singapore ranks first in attracting talent, but 26 in retaining talent; Switzerland, on
the other hand, ranks fifth in attracting talent, but first in retaining it.

7.4 Theoretical Foundations of Migration Moves

There are several theories that offer answers to the question ofwhypeoplemove. Each
discipline in the social sciences has its own theories which are not always compat-
ible.8 However, fewer theories allow for return and repeat migration.9 Here I present
a synopsis of the relevant theories that envision return/repeat migration, predict the
self-selection of returnees, and show that they can complement one another.

Under Neoclassical Economics (NE) the decision-maker is a rational individual
with full information, who performs a cost-benefit analysis over some time horizon
based on wage differentials and undertakes the move when the present value of the
expected discounted net return is positive. Assuming homogeneous income, utility
or income is maximized subject to constraints. The duration of residence abroad is
alsomaximized, intending to settle permanently and bring family. Viewingmigration
as investment in human productivity, Human Capital Theory (HCT) can predict the
characteristics of themigrants. Peoplemove towhere their human capital is rewarded
best.

While NE explains initial migration and secondary/onwardmigration, it perceives
return and repeat migration irrational and not income maximizing, ceteris paribus.
By definition, returnees are those who did not succeed in the host country and the
human capital they obtained abroad is not always transferable. Because immigrants
are in the host country for the long haul, they will not return immediately after they
fail, but will stay and spend time looking for a new or a better job. Returnees will
be negatively selected in all economic outcomes (Constant and Massey 2002), and
may be negative selected in unobservables such as ability or fortitude.

More flexible NE models allow for a combination of theories to explain return
and repeat migration. Note that nonpecuniary benefits such as occupational prestige,
joining family and friends, feeling part of the majority culture, finding sentimental
stability with a region, and political regimes are included in total benefits. Likewise,
nonpecuniary costs such as opportunity costs (income foregone while moving) and
psychic costs (the psychological toll of separating from family, leaving familiar
surroundings, and experiencing cultural shocks) are part of total costs (Constant

7Together with attracting, they constitute the four pillars of the Global Talent Competitiveness
Index.
8For an excellent review and a theoretical synthesis see Massey (1999).
9An exception is Dierx (1988) who developed a theoretical life-cycle model analyzing the impact
of the spatial distribution of a family’s stock of human capital on its migration decision, including
repeat migration.
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and Massey 2002, 2003). Accordingly, return, repeat, and onward migration can be
explained by adding assumptions to the model and other variations.

For example, assuming that immigrants have a strongpreference for home-country
residence, Hill (1987) could explain theUS–Mexican repeatmigration through a life-
cycle model of immigrant behavior that maximizes net lifetime income. His model
also accommodated the number of trips made and the total time spent working in
the host country, although these two variables do not necessarily move together.
Thus, if crossing the border is difficult and costly, the migrant will make fewer trips
and border traffic will fall. Time spent in the host country is unclear because the
substitution effect is of unknown sign. But the income effect will induce the migrant
to stay in the host country longer.10

The New Economics of Labor Migration (NELM) has the family as the decision-
maker. Migration is a strategy to minimize risk through diversification. Economic
uncertainty, failed capitalmarkets, the nonexistence of social security, and unemploy-
ment benefits prompt households to disperse family members to different locations.
While wage differentials are not necessary, improving income in absolute and rela-
tive terms is important; income is not homogeneous. Immigrants are target savers,
they remit, and do not stay abroad forever; they return when their goals are achieved,
as winners. When abroad, immigrants improve their skills thus commanding higher
wages upon return. Returnees are negatively selected with respect to work effort
and if they are unemployed; they are positively selected with respect to earnings
(Constant and Massey 2002).

NELM predicts repeat migration, which may be initiated by economic develop-
ment in the home country. The position of the family across the income distribution
is critical. Conspicuous consumption of the returnees and relative deprivation can
cause a self-feeding cycle of migration that induces return migration even if wage
differentials exist. Returnees alter the distribution of income and wealth in the home
communities and induce further migration.

Migration is demand-driven in the Segmented LaborMarket (SLM) theory. Coun-
tries with structural inflation, bifurcated labor markets, and occupational hierarchies
need cheap and flexible labor from abroad to fill lower tier jobs. Migrants are typi-
cally recruited for specific jobs in a temporary framework and are expected to return
to their country when they are not needed. They can be rehired under rotational
schemes. Wage differentials are not necessary or sufficient. The Bracero program in
the United States and Guest workers in Germany are paradigms of demand-driven
migration. Ethnic enclaves, as a third sector in the host country, also demand these
types of workers, while solidarity and social networks support and perpetuate the
situation. SLM is compatible with remitting and target saving behavior. In SLM
immigrants accept menial and odious jobs abroad because their reference point is

10Dustmann and Weiss (2007) explained return migration from the United Kingdom by allowing
for the marginal cost of being abroad to be greater than the diminishing marginal utility of wealth.
Dustmann (2003) modeled the optimal migration duration and assumed that immigrants’ accumu-
lated savings in Germany had higher purchasing power in their home country. Using endogenous
return intentions the study found an inverse relationship between host country wages and completed
migration durations.
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the home country and the status or prestige or the money power these jobs afford
them at home. But returnees are hardly successful winners. On-the-job training and
human capital acquired abroad are irrelevant and cannot increase their earnings when
they return. Likewise, savings accumulated abroad are not enough for a permanent
return, spurring a constant need to repeat migrate.

Other temporary and demand-driven migration schemes target the highly skilled
and are incorporated in labor market policies. Highly skilled foreign workers are
sought to satisfy short-run labor market shortages in industries or occupations.
Employers submit requests to the government and hire immigrants directly or through
specialized ethnic firms. Such are the US H1-B and the EU BC schemes. Fulbright
visiting scholarships, visiting researchers/scholars, and exchange visitors, can also
fall in this category. They all have obligatory return migration embedded in them.
Self-selection is not relevant in demand-driven migration because employers do the
selection.

TheNetworks theory refers to intangible resources such as social/migration capital
that predict initial, return, and repeat migration. Interpersonal networks are main-
tained and reinforced by the circulation of people, goods, capital, and information
between home and host countries (Massey 1987). Both the individual and the family
can be involved in the migration decision. Networks facilitate utility maximization
and risk diversification. The ties and relationships migrants keep with both coun-
tries propagate with each new migrant. Through cumulative causation, migration
brings about changes that in turn incite more migration over time and becomes
self-sustained and self-perpetuating (Massey 1990). The probability to undertake an
additional trip increaseswith the number of trips alreadymade (Massey andEspinoza
1997; Constant and Zimmermann 2012). Belonging to networks is voluntary, based
on commonality of interests, and does not depend on the diaspora or on economic
profits (Cassarino 2004).

The theory of return migration is similar to the theory of first migration from
a home to a host country, albeit with three important differences. First, because
immigrants have already been through one migration experience, they are inherently
more prone to move again. Second, return immigrants have more accurate informa-
tion about the wage distribution, cost of living, and culture in both the host and home
countries and they have a social circle in both countries. Third, familial and cultural
considerations are relativelymore important in return decisionsmaking higher wages
and employment opportunities at home neither necessary nor sufficient (Constant and
Massey 2003).

In general, networks minimize the risks and lower the costs of migration, and
can be easily converted into monetary benefits (Massey 1990). However, networks
may be less valuable for the migration of the skilled and high educated, who have
better access to information and can process it more efficiently. These migrants can
mobilize their own resources, they speak the language of the host country, they often
receive a job offer before arrival, and their skills are easily transferable. Migrants
are mostly selected in unobservables such as likeability, affability, perspicacity, and
savviness in keeping relationships.
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Structuralists argue that it is structural relations within the political economy
that cause migration, and return migration is a social as well as an individual issue.
While theremay be a core/periphery dichotomy,migrants return because of nostalgia.
However, migrants can return to the same place, but cannot go back in time, thus
“home” is no longer the same. Even when immigrants have been planning to return,
they may be ill-prepared if they have not kept up with the home country while
abroad. They face reintegration challenges that can affect the entire community and
may be ill-received by their compatriots, causing a social rupture (Cassarino 2004).
The realization that the home country has changed and that they themselves have
changed may lead to repeat migration.

Transnationalism provides a framework for the durable links between home and
host countries over time, as well as for the influence of networks on the identity of
migrants (Cassarino 2004). The theory refers to settled immigrants.While ideological
reasons are themotivation for return and family bonds are vital to this decision, global
capitalism also motivates return and transnationalism. Ethnicity, religious affiliation,
kinship and solidarity among the diaspora is what sustains the networks. Through
regular visits, migrants are well prepared for their return and can exploit their human
capital from abroad for upward mobility at home. Transnationals return as winners
when conditions in the home country are favorable, but do not return permanently.
Theymaintain links that facilitate cross-border mobility and can negotiate their place
in society,while they convey knowledge and information.Migrants live in dual spaces
that extend across the nation-state,while the involved communities exert considerable
social, economic, and political power (Cassarino 2004).

7.5 Conceptual Framework and Empirics About
Self-selection

This section examines the self-selection of migrants in terms of skills, ability, and
income as well as other characteristics.11 Self-selection is inherent in any migration
move. The individuals who emigrate from their home country to go abroad are a
self-selected sample of their compatriots who stay behind. They have something
different that makes them undertake the move. These differences can be observed
and measured, but they can also be unobserved. Ability, entrepreneurial spirit,
creativity, inventiveness, risk aversion, beliefs, attitudes, expectations, personality
traits, noncognitive skills, empathy, etc., are unobservables that can contribute to
a successful or unsuccessful migration. Return migration is a double selection that
intensifies or accentuates the initial self-selection.

When the best, healthiest, brightest, and richer people emigrate, they are positively
self-selected and vice versa. Knowing the type of selection of return and repeat
migration is extremely useful to policymakers who design migration policies. It is

11Selection applied by host countries who screen potential immigrants is not discussed. For an
overview of migrant selection by visa category see Aydemir (2013).
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equally useful to scientists who grapple with assimilation issues, be it earnings,
occupations, education, or health and communicate their results to policymakers.
Even the best longitudinal studies suffer from return migration bias, because they
are based on the immigrant population that lives in the host country at the time of
the survey.

HCT conceptualizes that human capital is embedded in workers, makes them
more productive, and can be rented out to employers for a higher remuneration.
HCT predicts that the better-educated individuals are more likely to migrate first
because they have a broader vision of the available possibilities abroad, they are less
risk averse, and perceive the future differently. They also have more information,
commandhigherwages abroad, have themeans to travel, and prefer to be aroundmore
educated people in the western developed societies. HCT can equally predict positive
selection when migrants move onward. However, HCT cannot explain selection in
return and repeat migration, ceteris paribus.

The networks theory à la Massey predicts that the first migrants will be from the
middle and upper distribution because they will be the ones who have the knowledge,
connections, and the means to migrate. However, migrant selectivity varies over the
different stages of individuals’ migration careers (Garip 2012). It is up to empirical
studies to test hypotheses and identify the characteristics that prompt return or onward
migration and feed repeat migration. By mixing and matching competing theories,
researchers try to mimic the complex interconnected reasons that prompt immigrants
to return or circulate.

In their study on the probability of return under a critical comparison of theNE and
the NELM, Constant and Massey (2002) raised the issue of return migration being
negative time-dependence, indicating negative selection in skills that are unobserv-
able. The authors found that immigrants remain inGermany irrespective of thewages
and status they attain, so long as they have a stable job and no social attachments
that raise the costs of returning. As the process of return migration is not unitary the
authors caution against overreliance on single theories. They underline that remit-
tances are a critical determinant and not including it creates serious omitted variable
bias.

The theory of self-selection à la Roy (1951) relates earnings and skill distri-
butions of the host and home countries. Specifically, if some countries have a more
compressed or more equal income distribution than others, this can trigger themigra-
tion of specific workers. For economic migrants who maximize their wealth, the
theory predicts that they will be negatively (positively) selected with respect to unob-
servables such as ability when the home country has a wider (narrower) dispersion
in its income distribution than the host country. Furthermore, migrants will be nega-
tively (positively) selected with respect to observables such as education if returns
to education are higher (lower) in the home country than in the host country. This
theoretical direction of selection is confirmed for international migrants to OECD
countries (Grogger and Hanson 2011), for Romanians to different host countries
(Ambrosini et al. 2015), and for high-skilled German graduates to countries with
different earnings distributions (Parey et al. 2017).
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The theory, as employed by Borjas and Bratsberg (1996),12 equally applies to
return migration. Thus, if the initial immigration selection was negative, selection
in return migration must be positive and vice versa. These two double selection
outcomes are known as the “best from the worst” and the “worst from the best.”
The return of Finnish from Sweden lends support to the theory: Finnish émigrés
to Sweden were less educated than Finish native stayers, but Finish returnees had
two more years of education than other Finnish immigrants who stayed in Sweden
(Rooth and Saarela 2007). The authors could not confirm selection with respect
to unobservables. Romanian returnees were also positively selected in education,
compared to nonmigrants and negatively selected in unobservables (Ambrosini et al.
2015).

Overall, selection in return migration with regard to education depends on context
and data.WhileCarrion-Flores (2006) found that itwas the highly educatedMexicans
who returned toMexico from theUnitedStates,Kaestner andMalamud (2014) did not
find selection in observables or unobservables among Mexicans who returned from
the United States. Yet others found that Mexican returnees from the United States
were negatively selected with respect to both human capital and wages (Lindstrom
and Massey (1994). The highly educated were also returnees from Denmark (Jensen
and Pedersen 2007) and Sweden (Nekby 2006).

Studying life-cycle events, Constant and Massey (2003) found no self-selection
in education among return immigrants in Germany. Instead, these returnees were
negatively selected with respect to speaking German, stable full-time employment,
and occupational prestige inGermany. Remitting, having family in the home country,
and retirement increased the probability of return, which was the highest during the
first five years since arrival; family in Germany, German citizenship, owning a home
in Germany, and feeling German decreased the return probability.13

High-skilled immigrants from other EU countries in Germany were significantly
more likely to return, compared to themedium skilled; but therewas no skill selection
among returnees from the “other” immigrant group nor for Turks who were mainly
family immigrants14 (Kuhlenkasper and Steinhardt 2017). While Reagan and Olsen
(2000) found no evidence of a skill bias in return migration, they found that immi-
grants with a college degree were more likely to leave the United States. Those with
higher potential wages, who arrived at younger ages, had more years in the United
States, and had participated in social welfare programs had a lower probability of
emigration. Mexicans were more likely to leave.

Evidence of strong selection in both education and unobservables was found by
Breschi et al. (2018). Based on data on patents and inventors in the United States, the

12TheBorjas-Bratsbergmodel assumedportability of skills and constant gains frommigration on the
returnees’ home-country wages. Bratsberg et al. (2007) used similar Roy models as did Dustmann
et al. (2011) who considered a two skills model.
13Compared to immigrants from EU countries who enjoy free mobility, Turks and guest workers
from the former Yugoslavia had the lowest odds of leaving Germany.
14This is consistent with Borjas-Bratsberg, who predicted that family unification immigrants or
chain immigrants are different than the initial economic immigrants and therefore selection issues
are not as relevant; the self-selection of family returnees is most likely not clear-cut either.
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return probability of Indian inventors was conditioned on status upon arrival: namely,
employment or education. The return of employment immigrants was positively
associated with their propensity to patent while in the United States, with age, and
education from India. Conversely, the return of education immigrants, was negatively
correlated with education obtained in the United States. Evidence of negative time-
dependence in the return hazard ratios of the employment returnees indicates negative
self-selection regardingunobservable skills acquired in theUnitedStates. The authors
speculated that those who stay longer in the United States may develop skills beyond
those for R&D, which can help them become permanent residents easier. However,
evidence of positive time-dependence of the return hazard ratios of the education
returnees was less conclusive.

A clear polarized U-shaped return migration pattern associated with income and
education was found by Klinthäll (2013), whereby return rates for both men and
women immigrants over 55 inSwedenwere associatedwith the lowest and the highest
income and education categories. Return migration was most common among the
less integrated in socioeconomic terms and among the high earners. Target saving
practices and returning for retirement explain these findings. Bijwaard and Wahba
(2014) confirmed a U-shaped relationship between income and return migration
for immigrants in the Netherlands, although the highest returns were among the
lowest-income groups, and the intensity of return varied by home country.

The home-country variable explained the wide variation in return rates among
immigrants in the United States (Borjas and Bratsberg 1996), the United Kingdom
(Dustmann and Weis 2007), Sweden (Nekby 2006; Monti 2018), Denmark (Jensen
and Pedersen 2007), and Norway (Bratsberg et al. 2007). Bratsberg et al. (2007) also
found that variations in return migration by home country were closely related to the
class of admission in Norway.

Most studies in the United States concur that immigrants, in general, who have
lower earnings are more likely to leave the host country. Studies use selection
equations and individual fixed effects to model return migration. Natural experi-
ments, lifestyle characteristics, personality proxies, networking, capturing intangi-
bles, reconstructing counterfactuals, and the virtual spread of knowledge and social
norms are some of the innovations in estimation.

7.5.1 Selection in Repeat, Circular, and Onward Migration

Selection patterns in return migration may further differ according to whether immi-
grants are permanent, first-time migrants, repeat, or circular migrants. Therefore,
an analysis that does not distinguish between different types of migration gives an
incomplete perspective on themigration behavior of families (Dierx 1988). However,
we do not have appropriate data to study such selection. Poor knowledge about the
triggers for each type ofmigration is another reason. If, for example, repeat or circular
migration is a response to economic shocks, then selection in skills is irrelevant, as
by definition, economic shocks and skills are statistically independent.
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It is important to note the role of social capital, which is related to unobservables.
As more social capital is created through circular migration, circular migrants should
be positively selected in unobservables such as having the ability to keep key contacts,
a network to rely on, and the fortitude to withstand long-distance relationships and
back-and-forth trips. Based on binational data, Massey and Espinosa (1997) estab-
lished early on that migration between Mexico and the United States was indeed
circular and more common than return or onward migration. Circular migration
progressively increased with social capital, experience, occupational achievement,
and the number of prior trips in the United States. Among undocumented Mexicans,
amnesty to a family member increased the odds of taking an additional trip.

Distinguishing among first-time migrants, repeat migrants, and nonmigrants,
Garip (2012) found that Mexicans who repeat migrate to the United States were
negatively selected in education, but positively selected on wealth and significantly
better off than the first-time migrants and nonmigrants. Moreover, among repeat
migrants those with more trips were wealthier than those with fewer trips, suggesting
that repeat migrants accumulate wealth through their trips.

Constant and Zimmermann (2003a, b, 2011, 2012) were the first to model circular
migration in economics. Among immigrants in Germany over 60% were repeat or
circular migrants (Constant and Zimmermann 2011). While immigrants from EU
states were significantly more likely to repeat migrate and stay outside Germany
for longer, Turks and Yugoslavs were less mobile both in their exit frequencies
and number of years out; so were males, the single, the renters, and the middle
aged. ImmigrantswithGerman passports exitedmore frequently; the higher educated
exited less. Attachments to the labor market and speaking German fluently reduced
repeat moves and time outside Germany, but family back home kept immigrants
longer outside Germany. The policy lesson here is that when immigrants feel secure
about coming back to the host country and can freely go in and out of the host country,
they are more likely to leave (Massey and Pren 2012; Constant and Zimmermann
2012).15

Through a dynamic Markov Chain model, Constant and Zimmermann (2012)
identified factors that generate single migration moves, circular migration, and
absorption states. Accordingly, newly arrivingmigrants toGermanyweremore likely
to leave shortly after they arrive andwhen they have social and familial bondswith the
home country. Speaking German well and having a job in Germany deterred return
migration, which was high among men. However, the probability to re-immigrate to
Germany depends on remittances and having family in Germany. Education obtained
in Germany in the form of vocational training was a strong determinant or repeat
and circular migration, which increased with age. For circular migrants from Thai-
land to Brunei, Hong Kong, Israel, Taiwan, Singapore, and Korea, Lee et al. (2011)
confirmed self-selection in being male and saving, but not in remitting, compared to
first-time migrants.

15Monti (2018) confirms that Swedish citizenship actually increases the probability of return for
forced migrants.
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Significant differences between the earnings of permanent and repeat first-
generation immigrants in Sweden were affirmed by Aradhya et al. (2017). Overall,
repeat migrants had about 40% lower incomes compared to permanent immigrants.
Interestingly, repeat migrants had the lowest incomes when YSM was calculated as
the total elapsed time since first entry. But when YSM was calculated as the actual
number of years physically spent in the country, repeat migrants had lower incomes
than the permanent immigrants, but higher incomes than those in the first category.
Lastly, when YSM was calculated as time since the last entry in Sweden, repeat
migrants had the highest incomes. Plots of the log-income trajectories of these three
YSM groups of returnees, showed that the first two had flatter profiles, suggesting a
slower integration process due to lower returns to each additional year in Sweden.
The log-income profile of those in category three was very concave, indicating more
skilled immigrants and unique assimilation processes for each group.

The home country’s role in re-return to the host country is evidenced in Bratsberg
et al. (2007) for Norway. Re-immigration to Norway was higher when immigrants
were frompoorer home countries, probably related to differences in consumption cost
levels, and when there were ongoing conflicts and turbulent political developments at
home. Home countries are equally good predictors of onward moves by immigrants
in Sweden (Nekby 2006; Monti 2018) and Norway (Bratsberg et al. 2007), where,
onward migrants originate from poorer home countries that are also farther away
from Norway; onward migration increases when there is a war at home.

Compared to return migrants, onward migrants are positively selected in educa-
tion and negatively selected to income Nekby (2006). Those with tertiary education
and previous migration experience (before arrival in Sweden) are linked to higher
propensities of onward migration from Sweden (Monti 2018). King and Newbold
(2007) confirm selectivity among onward immigrants from Canada to the United
States, compared to immigrant stayers in Canada and to Canadian-born immigrants
in the United States. They were primarily young, married, had a bachelor’s degree,
and earned at least USD 100,000 in 2000.

7.6 Relevant Literature on the Skilled: A Review
and Appraisal

The first studies on the topic stemmed from the earnings assimilation literature,
attempting to gauge bias in earnings due to return migration.16 Borjas’ (1989) study
on high-skilled foreign-born migrants in the United States was based on the longi-
tudinal Survey of Natural and Social Scientists and Engineers. Estimating return
migration from sample attrition, he provided evidence of negative self-selection in

16Lindstrom andMassey (1994) were not able to find biases in cross-sectional earnings assimilation
results due to selective emigration of Mexicans in the United States. Constant and Massey (2003)
confirmed that selective emigration among immigrants in Germany did not distort cross-sectional
estimates of earnings assimilation in a relevant way.
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earnings for returnees and biased cross-sectional estimations. Those who left the
sample had also lower initial earnings and earnings growth trajectories. Kaushal
(2011) affirmed negative selection in earnings for foreign-born scientists and engi-
neers in the United States who returned and biases in cross-sectional studies in her
study based on the National Survey of College Graduates. However, the country
where these highly skilled immigrants acquired their education was not relevant for
their return.

To model return propensities among high-skilled Indian immigrants in the United
States, Depew et al. (2017) employed firm-level employee data from six large Indian
IT firms that operate in the United States and provide H-1B and L-1 visas to Indians.
They showed that returnees were negatively selected in earnings and their behavior
was affected by the downswing of the business cycle, and elucidated the important
role immigrants play during changing labor market conditions because they adjust
their labor supply.17 A policy correlate is that return can be an automatic counter-
cyclical stabilizer of labor supply while visa quotas are inferior instruments that lag
behind.

The limited role for income maximization in the migration decision of the very
highly skilled, was found by Gibson and McKenzie (2011) and their specific sample
of Pacific Islanders. Initial migration was strongly associated with preference vari-
ables and choice of subjects in secondary school. The 40% return rate of these
highly skilled Pacific Islanders was strongly linked to family and lifestyle reasons.
Interestingly, returnees were motivated by non-monetary benefits such as improving
career opportunities, boosting poor academic research environments, having better
funding for scientific laboratories, the removal of regulations, more transparency in
government, and more democracy.

The above study corroborated previous work about the highly skilled Italians
living outside Italy. Constant and D’Agosto (2010) found that a desire to have
adequate research funding and contribute to science in Italy were strong reasons
for the return migration of the brainy Italians. Gaillard and Gaillard (2015) acknowl-
edged such idealistic reasons amongMoroccan scientists and engineers who returned
home from Europe. Strong reasons for their return were helping their country to
economic growth and a desire to be part of this development.

Investigating the return migration of foreign-born academics, who work in
US universities in chemistry, chemical engineering or biochemistry, Gaule (2014)
concluded that returnees were positively self-selected in ability, but not in education
and the majority of returnees took an academic position in their home country. The
probability of return increased when conditions in the home country improved rela-
tive to the United States and decreased for those over 50, while men were more likely
than women to return. Overall, only a small percentage of academics returned.

Long-distance research collaborations between scientists in different countries
and international research-visits duration can shape knowledge circulation. Andújar
et al. (2015) examined the role of co-publications and collaboration through formal

17They also found that there was a lot of movement among these firms, opposite to Kerr et al.’s
(2015) argument that H1-B workers are “effectively tied” to the firms that hired them initially.
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participation on the return migration of Spanish scientists who are outside Spain.
First, Spanish scientists who go abroad keep close contacts and collaborations with
those who stay in Spain and these collaboration links persist over time. However,
co-publication between other host scientists and Spanish at home is rather rare, both
before and after the international stay abroad. Second, return probabilities diminish
with longer stays abroad and with ongoing co-authorships. Formal participation in
research projects, on the other hand, boosts the probability to return, compared to
no collaboration. Interestingly, the most important variable for the return of young
talented Spanish researchers abroadwas receiving financial support for reintegration.

Significant differences in publication records exist among scientists who stay,
return, or circulate. Based on scientists’ publications, OECD (2016b) demonstrated
that returnees and themoremobile scientists publishmore in higher impact academic
journals, compared to stayers.

Finn and Pennington (2018), found selection in return with respect to the subject
of study. Based on combined data about doctorate recipients from US universi-
ties in science and engineering, they estimated 5-year and 10-year after graduation
stay-rates for foreign students who had temporary visas at graduation. Compared to
previous years, these stay-rates were at the highest level: 70% for the 5-year stay-rate
and 62% for the 10-year stay-rate. Stay-rates also differed widely by discipline with
the lowest rates recorded in social and related sciences. Computers and mathematics
had the highest stay-rates.While the highly skilled from Europe and North and South
America had very low stay-rates, those from China and India had the highest (90%).

Comunian et al. (2017) studied male and female graduates from UK universities
3.5 years after graduation. Overall, repeat migrants earned the most, followed by late
migrants and university stayers. The only significant difference between genders was
related to repeatmigrationwhich led to a significantly lower premiumforwomen.The
authors offer an insightful explanation through the process of continuous negotiations
for wage increases practiced by repeat migrants. This process favors men who are
better at asking for higher salaries.

High-skilled female migrants outnumbered males in 2010 (Kerr et al. 2016).
They are also migrating in greater proportions than comparable men and low-skilled
women (IOM and OECD 2014). Yet research on the return/repeat or onward migra-
tion of high-skilled women is undeveloped. For return migration, studies show
that high-skilled women have the tendency to stay in the host country and not
return (Grigoleit-Richter 2017). He finds that although STEM female immigrants in
Germany face barriers in the highly gender-segregated German technology industry,
they develop strong ties with the locality and are more likely to settle than return.18

Boucher (2016) fills some gap in understanding gender bias within skilled immi-
gration selection policies in the OECD, and shows that the global race for talent is
gendered. But it does not have to be that way. The author argues that governments
can design skilled immigration policies that ensure equal treatment between potential
men and women migrants.

18Monti (2018) confirms that women are less prone to return migrate and to move onward.
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7.6.1 Limitations to the Literature

To guarantee reliability, validity, and generability studies need nationally represen-
tative longitudinal data, with low attrition rates, that are comparable across countries
and have standardized definitions. Currently, such data do not exist. This is why,
although researchers have calculated the optimal duration of migration and predicted
the statistical probability of return or repeat migration using complex statistical and
mathematical formulations, empirical studies only explain themovements of specific
populations in specific countries.

Democratic countries typically let their people emigrate or out-migrate freely.19

Naturalized migrants and those with dual citizenship experience a fairly free return
and repeat migration also resulting in no data collection. The Scandinavian countries
require de-registration from population registers when natives or immigrants out-
migrate and a new registration when they re-migrate. Home countries are accommo-
dating to return and repeat migrants. Many have even instituted special provisions to
encourage the return of their diaspora back home and benefit from their investments
(Constant and Zimmermann 2016). But they have no means or money to collect data
on the returnees.

The second reason is that even when host countries are able to collect registered
data, these data are not compatible or harmonized with other countries’ data, because
there are no consistent definitions about return or circular migration, not even among
the EU28. Often there is no conceptual compatibility about who is a migrant; some
countries abide by the law of blood and some by the law of soil. Besides, the EU
states that produce migration statistics such as Austria, Germany, the Netherlands,
and Sweden use their ownmethodologies when it comes to circular migration. Addi-
tionally, while in theory return and repeat migration are distinct moves, in practice,
they may be observationally equivalent to a mere static return if there are no data
documenting the repeated moves/visits, but only document the initial and last move
(OECD 2008).

Currently, studies rely on censuses (that are not longitudinal), population regis-
ters (that undercover return migration), social security data, labor force surveys
(that lack other important information), other surveys, case studies (that have small
samples), and rare binational surveys such as the MMP. An excellent suggestion for
improvement, calls formultilevel datasets that integrate survey datawith community-
level variables such as the size of migrant networks and the availability of capital
markets (Massey 1990). While these two elements of community structure condi-
tion the efficacy of migration as a risk-diversifying strategy, they are extrinsic to
decision-makers.

In brief, conceptual and empirical issues with data are that national statistical
offices generally do not standardize their data, and there is no systematic tracking
of migrants who move to different countries through an appropriate matching of
the national data (see OECD 2008, 2016b; UN 2016; Kourtit et al. 2017; Clemens

19It is a normative question if democratic free countries should record the every move of their
population, obliging them to reveal why they move, to which country, and for how long?
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2013; and Newland 2009 for recommendations). Lastly, there are no comprehensive
records about the flows and movements of researchers (MORE 2010).

The literature has overlooked the role of the success/failure of immigrants who
change status after their arrival and their return/repeat behavior.Much can be learned,
for example, from studying the behavior of immigrants who arrive as temporary and
become permanent, as a referee observed.

A hole in the return/repeat literature of the highly skilled is the overlooked role
of cities within a country. Cities have more flexibility in fostering entrepreneurship
and an atmosphere of innovation and will be the entrepreneurial talent hubs of the
future (INSAED 2019). Studies that explore the variations and idiosyncrasies of the
cities will offer valuable new insights about the return/repeat or onward migration
of skilled migrants.

Lastly, there remain significant knowledge gaps in the literature regarding highly
skilled female migrants. While we have some rudimentary understanding about why
highly skilled womenmigrate, we lack any understanding about their socioeconomic
behavior and their return/repeat migration patterns. Given that womenmake different
life-course choices and follow different career trajectories than men, this can render
migration policies about skilledwomen inadequate (IOMandOECD2014).Needless
to say that data and statistics must include a gender perspective.

7.7 Conclusion and Policy Recommendations

A universal consensus from this chapter is that return, repeat, and circular migration
are substantial in all countries and highly selective, but results on the nature of that
selection are conflicting. There are no universal conclusions about the characteristics
of immigrantswho return,move onward, repeat, or circulate. Findings fromempirical
studies are tied to specific countries and populations.

Skilled immigrants are essential for knowledge societies and economies. As one
of the inputs in the production function, skilledwork cannot be viewed in isolation but
together with the less skilled, physical capital, and land. Free and unfettered mobility
increase benefits from return, repeat, and circular moves for all parties involved.
Migrants move to places where there is demand for their skills, and in the process
they equilibrate labor markets and increase welfare. Government interventions such
as border patrols, raids, and quotas for employment immigrants distort free flows,
are expensive, counterproductive, and produce negative unintended consequences,
i.e., increase of illegal immigrants who stay underground.

“Circular migration is not intrinsically positive or negative in relation to human
development; its impact depends upon the circumstances in which it occurs, the
constraints that surround it and—above all—the degree of choice that individuals
can exercise over their own mobility” (Newland 2009, p. 1).

Host and home countries should liaise and develop instruments to estimate as
accurately as possible the stock of migrants in each country. Countries should
develop mobility policies in the context of circular and temporary migration for
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skilled and non-skilled workers, with clear definitions and transparent regulations,
and should involve international organizations. Existing regional programs that are
quite successful in registering the high skilled and their international mobility can
be used as a guide. Such are Europe’s MORE and EURAXESS, Japan’s Bridge
Fellowship Program, UN’s Digital Diaspora Network and TOKTEN, IOM’s MIDA
program, and GATS’s Mode 4 elements.

Intergovernmental agreements can ensure the well-being of the migrants, elimi-
nate the recruiting agencies, and safeguard the human rights of migrants.While bilat-
eral and multilateral agreements are useful, engaging the host country’s employers
would fortify such agreements, which should be revised often as the business cycle
and labor market conditions change. Some effective policy tools for free mobility
and circular migration governance are dual citizenship, flexible residential rights,
pension portability, recognition of social and health benefits to foreign researchers,
and provisions for the professional career of researchers’ spouses.

The idea of Global Skills Partnerships as a triple-win scenario is discussed by
OECD (2018). Concrete measures for their feasibility are: “involving employers in
both programme design and validation of migrants’ skills; acknowledging the diver-
sity of approaches and situations across countries and sectors in how skills devel-
opment and migration are combined; creating one-stop-shops for promoting skills
mobility partnerships, supporting their implementation and conducting evaluation”
(p. 1).
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Chapter 8
The Labour Market Integration
of Humanitarian Migrants in OECD
Countries: An Overview

Pieter Bevelander and Nahikari Irastorza

8.1 Introduction

The substantial international migration to Europe and to other Western countries
over the last four to five decades has raised public concern about its socio-economic
impact, including the labour market integration of newcomers. The economic struc-
tural changes that occurred during that time period together with changes in migra-
tion policies in many Western countries since the 1970s have gradually resulted in
lower levels, and slower trends, of immigrant economic integration. The growing
gap in employment rates between natives and immigrants is, in fact, partly a product
of a shift from labour migration-oriented policies towards policies and programs
favouring family reunification and humanitarianmigration. The largemigrationflows
of humanitarian migrants to Europe since the beginning of the Syrian war during the
second decade of the current century have made the reception and integration of this
refugee population a priority issue in the agendas of scholars and policy makers and
also policy-oriented scholars in host countries.

International migration to Western countries has contributed towards the estab-
lishment of a dual labour market with natives employed in the primary and immi-
grants working in the secondary labour market. Categories of migration may line
up with labour market segmentation. For example, humanitarian and family-reunion
migrants base their decision to migrate, in part, on a different set of intentions and are
therefore less positively selected for labour market inclusion (Borjas 1994; Chiswick
2000). The significant growth of the foreign-born population in a number of European
and other Western countries—and the consequent employment gap between natives
and immigrants—has also lead to migration policy reforms. Most countries have
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turned towards more restrictive immigration, integration and citizenship policies for
immigrants in general and refugees in particular.

This chapter provides an overview of the labour market integration of humani-
tarian migrants in relation to these policy shifts. The first section briefly describes
different patterns of international migration to OECD countries, with a specific focus
on theEurope context. Nextwe summarize the literature on the labourmarket integra-
tion of humanitarian migrants. A case study of Sweden is then presented to illustrate
the trends discussed in the previous two sections. Despite the uniqueness of the
Nordic economies, there are several reasons that make Sweden an illustrative case
of humanitarian migrants’ transition into the labour markets of Western economies.
Sweden has been a destination country for asylum seekers since the 1970s and the
one that received a large number of Syrian asylum seekers per capita. Sweden was
also one of the first countries to design and implement an introduction program for
refugees who had been settled in the 1980s. The last section of the chapter concludes
and reflects on policy and policy-oriented migration scholarship.

8.2 Trends in Humanitarian Migration and Migrant
Labour Market Participation

Increases in unemployment, fears of social tension and anticipation of further reces-
sion after the first oil-price shock caused a number ofWestern European governments
to cease their active recruitment of migrants. Structural changes in Western Euro-
pean economies following the oil crisis prompted capital exports and investment
in the establishment of manufacturing industries in underdeveloped areas including
the Gulf States, South Korea, Taiwan and Singapore in the 1970s and 1980s. Lower
rates of GDP growth and a lesser demand for labour resulted. Moreover, the micro-
electronic revolution reduced the need for low-skilled labour which was usually the
preserve of many immigrants in traditional manufacturing. A reaction to this new
economic situation was more restrictive immigration policies. Even if the idea was
that labour migration was temporary, especially to those countries that used the guest
worker system, the return to the countries of origin of migrants was slow or non-
existent. Instead, relatively liberal family reunification policies induced themigration
of spouses and marriage migration.

At the same time, the signing by many countries of the 1951 Geneva Refugee
Convention has over time paved the way for asylum seekers to gain refugee status
and residence permits. In the 1980s and 1990s, although a very small proportion
of the global stock of refugees, many “Protocol” refugees originated from Asia,
Africa and Eastern Europe and have been resettled in developed countries in the
North. Armed conflict, as well as limited and failed development strategies, have led
to greater inequalities both within and between regions and increased internal and
international migration. Since 2000, asylum applications from the Middle East have
predominated in Europe, with a peak in 2014–2016 caused by the Syrian war.
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The following figures illustrate the size, characteristics (countries of origin and
residence) and employment situation of refugees for OECD and European countries
over time. When the data allows it, we also provide characteristics for all immigrant
groups in order to provide a comparative frame for humanitarian migrants.

Figure 8.1 shows the annual inflows of asylum seekers and other immigrant popu-
lations to OECD countries within the period 1997 and 2017. The UNHCR defines
asylum seekers as “individuals who have sought international protection and whose
claims for refugee status have not yet been determined, irrespective of when theymay
have been lodged”. Whereas refugees are those “individuals recognised under the
1951 Convention relating to the Status of Refugees; its 1967 Protocol, the 1969 OAU
Convention Governing the Specific Aspects of Refugee Problems in Africa, those
recognised in accordance with the UNHCR Statute, individuals granted comple-
mentary forms of protection, or those enjoying temporary protection. Since 2007,
the refugee population also includes people in a refugee-like situation” (http://pop
stats.unhcr.org/en/overview). More generally, the United Nations defines refugees
as “persons who flee their country due to ‘well-founded fear’ of persecution due
to reasons of race, religion, nationality, membership of a particular social group or
political opinion, and who are outside of their country of nationality or permanent
residence and due to this fear are unable or unwilling to return to it” (UNHCR 2016).

It is important to recognize that, unlike other migrants, refugees “flee” their
country under extreme circumstances and that asylum countries accept them based
on humanitarian reasons rather than economic motivations. In resettling refugees
identified by the UNHCR, host countries do not select refugees because of their
professional skills or the labour market needs of such countries. This dimension of
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international refugee resettlement—along with other reasons such as high stress and
traumas that refugees often experience due to hardship in their home countries and
the journey to the asylum countries—often put refugees in disadvantaged positions
when looking for employment in host countries relative to other migrants.

As illustrated by Fig. 8.1, asylum applications oscillated up and down between
300,000 and 600,000 until 2014, whenmany Syrians were granted asylum in Europe.
After a peak that reached over 1,600,000 applications in 2015 and 2016, asylum
applications decreased by 2017. Unlike asylum migration, the inflows of other type
of migrants into OECD countries follow the economic cycle: an increasing pattern
that breaks in 2008—the beginning of the economic recession—precedes a period of
lower levels of immigration. A subtle increasing trend is noticeable again starting in
2010 and, driven also by humanitarian migration, becomes more obvious from 2014
onwards.

The graph also shows two peaks in the relative number of asylum applications
out of the total migration inflows to OECD countries: one in 1999 and the other
one in 2015, as a consequence of conflicts in the former Yugoslavia and in Syria.
The top five destination countries for asylum seekers over the last ten years have
been the United States, Canada, Australia, Sweden and Germany, with Germany
jumping to the top position after granting asylum to 434,329 people in 2016 (OECD
2018). The International Migration Outlook 2018 further reports that family-related
migration was the primary migration channel to OECD countries between 2007 and
2016, while humanitarian migration was the least common entry route until 2015–
2016. The number of labour migrants decreased over time whereas the number of
family and humanitarian migrants increased. Among migrants who received perma-
nent residency status in OECD countries during 2016, 38% had followed the family
migration path, 28% constituted free movements, 19% were humanitarian migrants
and 9% had moved for work (OECD 2018).

Figures 8.2 and 8.3 depict the trend in the number of asylum applications by
source countries between 2000 and 2017, in absolute and relative numbers. As
shown in Fig. 8.2, the largest increase in the number of asylum claims emerged
between 2007 and 2017 because of war and other armed conflicts, including post-
war violence. Examples of these are the wars and post-war conflicts of Afghanistan
(2001-present), Syria (2011-present), Iraq (2003-present); increasing violence and
human rights violations in El Salvador, Guatemala and Venezuela; or environmental
degradation, interethnic conflicts and the Boko Haram uprising in Nigeria. By 2017,
over 100,000 asylum applications were submitted by Afghanis, Syrians and Iraqis
in OECD countries.

The next figure illustrates the proportion of asylum applications from the top ten
source countries (as of 2017) in 2000, 2007 and 2017. Afghanistan, Iraq, China and
Iran were in 2000 the countries with a highest representation of asylum seekers in
OECD countries (over five percent) for the reasons mentioned above. In 2007, due to
the war that started in 2003, Iraq had over 12% asylum claims, twice and three times
more than the second and third most represented countries, China and Pakistan. In
2017, people from Afghanistan constituted ten percent of the total asylum claims in
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Fig. 8.2 Asylum applications in OECD countries by country of origin (2000–2017). Source
UNHCR population statistics data. Analysis by the authors

OECD countries, followed by Syrians and Iraqis with eight and seven percent each,
respectively.

Resettlement programs constitute an alternative way for humanitarian migrants to
gain permanent residence in host countries. Figure 8.4 shows the number of refugees
admitted under such programs in OECD countries between 2003 and 2019. Themost
significant increase in the number of resettled refugees happened in 2016 as a result
of the expansion of resettlement quotas during the humanitarian crisis during the
previous couple of years (OECD 2018). As reported in the OECD’s International
Migration Outlook 2018, the United States, Canada, the United Kingdom, Australia
and the Nordic countries resettled the largest numbers of refugees. From 2017
onwards the number of resettled refugees decreased sharply and became comparable
to the 2012 level.

The last set of figures and tables included in this section refer to the employ-
ment of refugees relative to the other foreign-born populations and the native born
in European Union (EU) countries. Figure 8.5 depicts refugee men and women’s
employment rates in the EU in comparison to those of other migrants and native
born persons. For the reasons discussed above, refugees show the lowest rates of
employment in host countries: ten and seven percent points below family migrants
for men and women, respectively. Family reunification migrants, who are often close
relatives of refugees, present the second-lowest level of employment, while labour
migrants who moved with a job, in the case of men, and those who moved without a
job, for women, have the highest employment rate. On average, natives are employed
14 and 16% points more often in the EU than refugees.

While the above figure provides the average refugee employment level in the EU,
there are differences across countries that are worth considering. The next figure and
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Table 8.1 illustrate such differences. Specifically, Fig. 8.6 shows that employment
rates of male refugees range between 39% in Spain to 84% in Switzerland. For
women, refugees show the lowest rates in the United Kingdom (37%), followed by
Belgium (41%) and Spain (42%), and the highest in Slovenia (78%) and Switzerland
(73%).

With the exception of Slovenia, refugee men have higher employment rates than
women among EU countries. On average, refugee men living in the EU have 12%
points higher employment rates than women. In Sweden, included as a case study
in this chapter, employment rates of refugee men (62%) and women (53%) are just
above the EU average, and similar to those in Norway, Germany, Croatia, France and
also the United Kingdom for men. The United Kingdom presents themost significant
gender gap in refugee employment (25% points) whereas Spain and Finland show
the lowest (3%).
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Table 8.1 Employment rate of first generation immigrants aged 20–64 by gender and reasons for
migration in the Eurostat (2014)

Family
reasons

Education Work, job
found
before
migrating

Work, no
job found
before
migrating

International
protection or
asylum

Total
immigrants

Natives

Males

Belgium 59.4 59.2 89.9 65.7 51.8 64.1 73.1

Bulgaria 68.3 67.9

Czech Rep. 79.9 77.4 90.2 94.0 86.2 82.5

Germany 82.3 63.9 92.6 79.2 66.5 78.4 82.9

Estonia 79.4 65.7 77.9 79.7

Greece 45.5 54.9 58.5 63.9 60.9 62.9

Spain 57.0 68.1 64.5 58.9 38.9 59.6 66.2

France 65.9 76.5 73.7 72.9 63.1 68.7 74.6

Croatia 59.6 54.5 62.4 61.2 60.4 65.1

Italy 63.7 69.8 84.5 77.3 62.1 73.3 69.3

Cyprus 71.1 90.1 69.9 72.9 71.5

Latvia 72.2 93.1 72.8 72.9

Lithuania 79.7 72.3 72.3

Luxembourg 74.2 91.0 79.5 81.5 74.3

Hungary 78.9 90.3 94.7 87.1 86.7 72.7

Malta 92.2 87.0 79.5 79.4

Austria 77.8 58.0 83.1 65.9 67.2 72.9 79.6

Poland 56.7 68.5 73.0

Portugal 76.6 74.7 76.6 68.2 73.8 71.3

Romania 74.3

Slovenia 71.2 53.1 77.1 62.3 69.3 70.2 72.4

Slovakia 73.0 76.3 72.8

Finland 72.0 84.5 87.6 80.0 47.6 71.9 74.5

Sweden 72.8 86.1 89.1 68.6 61.7 71.7 84.9

United
Kingdom

79.1 70.2 95.4 89.4 63.3 82.2 81.8

Norway 79.6 62.7 87.3 77.8 57.1 75.0 82.4

Switzerland 82.6 74.0 88.1 86.0 83.9 84.5 87.7

EU total 72.1 81.1 82.0 74.2 61.1 73.5 74.9

Females

Belgium 45.0 54.2 81.5 69.5 41.3 50.1 66.0

Bulgaria 52.4 61.7

(continued)



8 The Labour Market Integration of Humanitarian Migrants in OECD… 165

Table 8.1 (continued)

Family
reasons

Education Work, job
found
before
migrating

Work, no
job found
before
migrating

International
protection or
asylum

Total
immigrants

Natives

Czech Rep. 53.5 62.3 65.5 71.5 59.3 65.2

Germany 63.0 59.3 77.2 70.5 485 60.6 75.8

Estonia 61.9 71.8 62.9 72.3

Greece 30.2 40.5 58.1 44.3 44.1

Spain 39.6 56.7 65.2 68.1 41.8 52.1 55.4

France 46.7 64.6 72.1 54.8 51.0 69.8

Croatia 45.4 62.8 45.4 45.5 55.4

Italy 39.7 52.6 72.9 70.7 52.8 49.9

Cyprus 56.9 92.3 73.2 70.2 61.9

Latvia 64.2 62.4 70.3

Lithuania 69.5 69.1 70.7

Luxembourg 59.3 82.8 71.3 66.8 63.6

Hungary 51.1 75.3 71.8 58.4 59.9

Malta 58.5 56.0 51.7

Austria 58.3 56.9 79.0 67.3 52.2 60.5 72.8

Poland 57.9 82.2 86.4 66.2 58.7

Portugal 68.2 73.6 83.2 71.0 67.7 63.7

Romania 57.8

Slovenia 51.2 60.2 54.7 57.1 78.0 53.8 65.9

Slovakia 53.1 54.1 58.5

Finland 61.8 56.3 83.5 80.4 44.1 61.0 73.0

Sweden 65.0 66.5 87.6 59.5 53.5 63.9 81.3

United
Kingdom

54.1 63.6 88.6 81.1 37.7 62.5 72.4

Norway 63.8 84.6 83.3 73.1 60.2 68.4 77.2

Switzerland 62.3 63.3 89.9 72.6 73.2 68.6 80.5

EU Total 55.2 68.0 65.5 70.8 48.5 59.3 65.0

Source EUROSTAT. Labour Force Survey, 2014 ad hoc module “Migrants and the Labour Market”.
Analysis of the authors

Data presented in Table 8.1 expands the results shown in the previous figure by
including the employment rates of other non-humanitarian migrants in EU coun-
tries comparing to other categories of migration. Among men, the largest employ-
ment gaps between refugees and labour migrants who moved with a job emerge for
Finland (a difference of 40%points) andBelgium (38%points); amongwomen, large
differences in rates of employment between refugee and labour migrants occur in the
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United Kingdom (50% points), Belgium (40% points) and Finland (39% points). The
differences between refugee and native employment levels are slightly lower than
those between refugees and labour migrants. Among men, difference are largest in
Spain, Finland (each with a 27% point difference) and Norway (25% points). Among
women, the most significant differences between refugees and native born are for
the United Kingdom, Finland and Germany with gaps of 35, 29 and 27% points
respectively.

The countries that have the lowest gaps are the same when we compare refugees
to labour migrants and natives: Croatia (−7% points relative to labour migrants and
4 compared to natives) and Switzerland (4% points as compared to both groups)
among men, and Slovenia (where refugees employment rates are 23% points higher
than those of labour migrants and 12 points higher than the rates of natives) and
Switzerland (refugees employment is 17 and 7 points lower than those of labour
migrants and natives) among women.

For Sweden, which we are going to discuss later in this chapter in more detail,
these gaps are higher than the EU average. The employment difference of refugee
men compared to labour migrants and natives is 27 and 23% points, whereas for the
total EU countries is 21 and 14. Among women, the numbers for Sweden are 27 and
23 in contrast to the EU’s 17 and 16.

Considering the differences in migration history among migrant populations as
well as patterns of asylum inflows at the aggregate level, some of these numbersmight
be somewhat misleading. In fact, according to the classic literature on labour market
participation, human capital attributes are keydeterminants of economic performance
(Becker 1992). In the case of immigrants, not only education but also time spent in
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the host country contributes to enriching their host country-specific human capital.
Figure 8.7 depicts the association between these factors and a key indicator of labour
market integration, employment, and shows employment rates of refugees in Euro-
pean countries by years of residency and education for men and women.1 While the
correlation between participation and employment rates, and time spent in the host
country seems to be similar for men and women, notable differences are observed in
employment by gender depending on educational attainment. The impact of educa-
tion on both participation and employment rates is more significant for women than
it is for men. At the same time, both rates are closer between highly educated men
and women than they are between men and women with lower education.

This section has provided a brief overview of world trends in humanitarian migra-
tion and the labour market participation of refugees. To summarize, after the signing
of the Geneva Refugee Convention in 1951, humanitarian migration to OECD coun-
tries increased over time with a peak in 2015–2016 because of the Syrian war. Yet,

1Estimates for Fig. 8.6 are based on the 2014 European Labour Force Survey, ad hoc module on
the labour market situation of immigrants and their descendants.

https://dx.doi.org/10.1787/888933751954
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humanitarian migration is the least commonly used channel that leads to perma-
nent migration. The year 2016, when humanitarian migration constituted 19% of
all permanent settlements, constitutes an exception. In 2017 Afghanistan, Iraq, Iran,
Pakistan, Syria, Nigeria, Venezuela, El Salvador, Eritrea and Guatemala were the
top ten source countries of humanitarian migration to OECD countries. Generally,
Germany, the Nordic countries, Austria, Switzerland, the Netherlands and the United
Kingdom in Europe, plus the United States, Canada and Australia have been major
receiving countries of asylum seekers and resettled refugees over the years. The
employment rates of male refugees in 2014 ranged between 39% in Spain to 84%
in Switzerland, whereas for women, refugees show the lowest rates in the United
Kingdom (37%) and the highest in Slovenia (78%). On average, refugee men living
in the EUhave 12%points higher employment rates thanwomen,with the gender gap
being the highest in the United Kingdom (25% points) and the lowest in Spain and
Finland (3% points). Participation and employment rates of refugee men and women
in OECD countries increase steadily by years of residency whereas education seems
to have a bigger impact on women than it does on men.

8.3 Labour Market Outcomes of Humanitarian Migrants

Integration into the labour market is one of the key indicators of structural integration
(Ager andStrang2008). There are a number of standard sub-indicators that are used to
measure the labour market outcomes of immigrants. Employment and relative earn-
ings as well as unemployment are labourmarket outcomes for immigrants commonly
considered in migration scholarship.2 Employment is when an individual is engaged
in work that generates a marked income, whereas unemployment is measured when
an individual does not work but is actively searching for employment. Earnings or
income is the total of salary that a person has received by working during a certain
time period, often during a calendar year.3 Other indicators of labour market integra-
tion include hours worked per week or hourly/monthly wages, etc. Results of studies
on labour market outcomes are not always comparable given reliance on different
sources of evidence, for example, survey data versus administrative sources. Impor-
tantly, labour market outcomes of immigrants are often compared to the outcomes
for natives or other immigrant sub-categories, e.g. labour migrants, refugees, those
who come for study, marriage or for family-reunion.

2In OECD publications as well by statistical offices of several OECD countries, employment and
unemployment levels on an aggregate level by immigrant group are often provided to indicate to
what extend there is a native-immigrant employment/unemployment gap (see for example OECD
2016).
3Since the measurement of employment, unemployment and earnings still is not entirely standard-
ized among countries it is important that studies describe how the actual indicator is defined (see
for example Careja and Bevelander 2018 for a discussion on the pros and cons of administrative
statistical information for integration studies in Denmark and Sweden).
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From the perspective of economic theory, the labour market integration of immi-
grants is commonly explained by selectivity on the supply-side—that is, by the char-
acteristics of the migrant—or by the opportunities and restrictions on the demand-
side, such as labour market needs and immigration policies in the receiving country.
One of the standard propositions in the economicmigration literature is that migrants
tend to be favourably selected on the basis of their skills, health and other traits.
However, with a growing diaspora, there is a diminishing selection of new emigrants
(Ferrie and Hatton 2015).

Chiswick’s (1978) ground-breaking paper has been both the starting point and
the trigger for numerous studies on the labour market integration of immigrants in
host countries. Over subsequent decades, research on this topic has grownmassively.
Increased migration worldwide, public and political discourse, and better and more
available statistical information are key elements of the burgeoning of migration
scholarship. Most economic studies still employ standard labour market supply
approaches. Accordingly, the probability of employment, higher relative earnings
and skills match is hypothesized to be determined by the level of human capital
(Becker 1992), including formal education, labour market experience and skills
acquired at work. However, for migrants, educational qualifications and skills may
not be perfectly transferable between labour markets in origin and destination coun-
tries. Challenges to transfer of skills include the extent of labour market information,
destination-language proficiency and process of accreditation including occupational
licences, certifications or credentials, as well as more narrowly defined task-specific
skills (Bevelander 2000; Chiswick et al. 2005). It is reasonable to expect that the
lower the international transferability of the migrant skills, the wider the gap in
native–immigrant employment and earnings.

The literature on the labour market outcomes specific to refugees proposes that a
range of factors contribute to poorer economic outcomes for humanitarian migrants
compared to other migrants, especially labour migrants. First, as a result of the
search for safety and protection, refugees are less favourably selected for labour
market success in host countries (Chiswick 2000) and have greater difficulties in
the transferability of credentials (Hatton 2011). Second, when asylum seekers enter
a potential host country and seek asylum, both the length of the asylum procedure
as well as legal restrictions during the asylum process can affect the probability
for rapid and efficient labour market integration (Bevelander and Pendakur 2009;
Hainmueller et al. 2016). Third, refugees may exhibit poor health status, especially a
higher level of mental health conditions compared to other migrants. The experience
of trauma from, as examples, violence, persecution, torture, rape, shortage of food,
forced separation of family and home, affect their health and subsequently their
possibility for effective labour market integration (Frijters et al. 2010; Giuntella et al.
2018; Zdravkovic et al. 2016). Finally, whether refugees and family-reunionmigrants
obtain permanent or temporary residence can also affect their investment in acquiring
proficiency in the host language and ultimately, their success in employment and
labour market integration (Dustmann et al. 2017).

Additional research also suggests that refugees could be positive selected
compared to other migrants and have better outcomes over the long run (Van Hear
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2006; Borjas 1987). Refugees with more resources, both human and social capital,
can more often afford the cost of migration and may have easier integration into
host labour markets. Refugees with high levels of education are likely to have
the capacity to overcome complex asylum procedures in refugee access countries
resulting in lower the costs of migration (Chiquiar and Hanson 2005). Moreover,
Borjas (1987) suggested for the possibility of “refugee sorting”, referring to that
migrants can be selected from the lower tail of the income distribution in the home
country but end up in the higher tail of the host country distribution. This reflect
minority group discrimination in the home country; relocation but to a host country
with lower levels of discrimination to the particular ethnic group may yield better
labour market outcomes. Finally, Ruiz and Vargas-Silva (2017) point out that in
many cases, refugees chose their final destination after securing asylum in safe first
country. For those, economic and social incentives may play a larger role when
moving onward.4

It is important to note that research on economic outcomes by category of entry
is often hampered by the lack of availability of the relevant data. In order to assess
the labour market integration of refugees, detailed statistical information relating to
immigrant categories is of critical importance. Disaggregation of data by reasons
for, and categories of migration is too often lacking in national statistical sources.
In general, data sources supporting research on labour market integration of groups
of migration vary widely between countries of origin and destination, and perhaps
more critically among countries of settlement. Some countries rely on administrative
data while other countries employ surveys for national estimate. National census
data disaggregated by country of birth and cohort of arrival among the foreign-
born are significant sources for comparative migration research but challenges to
comparability remain. For example, the national datasets in Scandinavia contain
information about entry class whereas, in general, those in North America do not.
Thus, quantitative assessments of outcomes by category of entry are much more
common in Northern Europe than in the United States or Canada.

Few studies on the labour market integration of refugees in a historical perspec-
tive have been conducted. Notable contributions take the form of case studies on
particular refugee groups in specific countries: for example: Wigerfelt Svensson
(1997) on Hungarian refugees and Hosseini-Kaladjahi (1997) on Iranian refugees in
Sweden or Cubans to the United States (Portes and Stepick 1994; Card 1990). Bauer
et al. (2013) studied the economic integration of East German refugees into post-war
West Germany. Their analysis shows that even after 25 years since their disloca-
tion, migrants perform worse than native West Germans with having lower labour
incomes, higher unemployment risks as well as that migrants to a far larger degree are
employment in industry versus agriculture compared to nativeWest Germans. Using
census data for 1950, Braun andMahmoud (2014) studied the employment effects of
the large inflow of displaced Germans to West Germany after WWII on native West
Germans. They find that a 10% point increase in the share of migrants decreased the

4Direct resettlement accounts for a minor share of the entire refugee flow to host countries. See
https://www.unhcr.org/resettlement-data.html for more info on the latest resettlement data.

https://www.unhcr.org/resettlement-data.html
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employment rate of native West Germans with 4% points. The displacement effect,
however, was short-lived (see also Card 2001).

In general, studies on more contemporary refugee flows and their labour market
integration have been performed in the United States, Canada, the United Kingdom,
the Netherlands, Switzerland, Denmark, Norway and Sweden. Considering this body
of research as a whole, refugees generally have lower employment rates, particularly
soon after their arrival in the host country, compared to other immigrant groups.
However, over time, refugees “catch up” and show similar employment levels as
other non-economic immigrant categories (Bevelander 2011; de Vroome and van
Tubergen 2010; Hatton 2011; Aydemir 2011; Cortes 2004; Bratsberg et al. 2017;
Schultz-Nielsen 2017; Auer 2017; Hainmueller et al. 2016). In specific comparison
to economic migrants, however, refugees have lower levels of employment (Yu et al.
2007).

Turning to other indicators of economic integration, studies analysing the income
attainment of refugees indicate similar income trajectories for them compared to
other non-economic immigrant groups (Bevelander and Pendakur 2014). Refugees
lag behind labour migrants in terms of earnings in the early years after settlement,
and show increased earnings development. However, they do not reach similar levels
as labour migrants (Connor 2010; Ruiz and Vargas-Silva 2017; Chiswick et al. 2006)
over the time frames considered.

Research has revealed that the difficult conditions of refugee migration, health
status of refugees and loss of human capital, and the challenges to regularization
of refugee status in host communities poses challenges to labour market integra-
tion. Some countries have responded to these obstacles by introducing integration
programs including language training and labour market specific skill preparation to
enhance labour market integration among settled refugees. However, the effective-
ness of these policies remains an under-researched area of migration and refugee
research. Moreover, there is little consensus and often conflicting results about
how well integration programs may “integrate” refugees within receiving commu-
nities. While some countries have seen an improvement in refugees’ labour market
outcomes (Neureiter 2018; Auer 2017; Sarvimäki and Hämäläinen 2011; Andersen
et al. 2019; Irastorza et al. 2019), others found insignificant or negative impact
(Goodman and Wright 2015; Clausen et al. 2009).

An increasing number of studies have begun to consider more carefully so-called
dispersal policies of refugees throughout the host country, in contrast to government
policies that constrain refugees in their choice of settlement location by assigning
refugees housing in specific locations. For example, Edin et al. (2003) for Sweden
found the random assignment of refugees in the period 1985–1989 had a negative
effect on their income. Auer (2017) showed that in Switzerland random placement
had negative effects on refugee labour market integration. Similar results emerge for
Denmark (see Damm 2009) and for Australia (see Colic-Peisker and Tilbury 2006).
For Sweden, Bevelander et al. (2019) showed that asylum seekers choose to live
with family and friends during their asylum seeking process compared to those that
choose to live in government housing during the process, had no detrimental effect
on their employment propensities.
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Other policies that have shown to have effect on labour market integration of
refugees embody different kind of restrictions.Marbach et al. (2018) studied the long-
term impact of employment bans on the economic integration of refugees and found
for Germany that these resulted in a downward trend in economic outcomes. Their
subsequent cost analysis suggests a 40 million Euro cost for the German taxpayer
per year as a consequence of these restrictive policies. Survey data from a sample
of 400 refugees in the United Kingdom point to the fact that policies which restrict
access to the labour market also have a negative impact on refugees’ employment
probabilities (Bloch 2007).

In addition to national-level datasets, a number of special surveys have been
carried out that support the relation between immigrant entry category and economic
outcomes. In the case of the Netherlands, de Vroome and van Tubergen (2010) found
that host-country-specific education, work experience, language proficiency and
contacts with natives were positively related to the likelihood of obtaining employ-
ment and occupational status. In another study on the Netherlands, Bakker et al.
(2013) showed that post-migration stress or trauma affects refugees’ labour market
integration.

A number of receiving countries have the benefit of longitudinal data sources
to investigate the economic integration of refugees. Using the Longitudinal Survey
of Immigrants to Canada to compare the labour force participation and earnings
of differing categories of immigrants two years after their arrival, Aydemir (2011)
concluded that refugees have lower participation rates than family-reunion immi-
grants but that their earnings are about the same. Longitudinal studies using high-
quality administrative data for both Norway and Denmark show that refugees and
family members have an initial promising increase in labour market integration but a
subsequent levelling out and even a reverse process after about 10 years in residence
(Bratsberg et al. 2017; Schultz-Nielsen 2017). A similar study for Sweden similarly
reveals a levelling out but at a higher employment level, and for some refugee groups
for both male and females employment levels similar to natives (Bevelander and
Luik 2020). These studies underscore the heterogeneity within admission class and
country-of-origin schooling as explanatory factors for labour market success.

Overall, the majority of the studies cited above conclude that refugees are in
a disadvantaged position when it comes to labour market integration in receiving
countries. Critically, there are also discrepancies among such studies: while some
report that the performance of refugees is comparable to that of othermigrants, others
indicate that the differences between them are substantial. These results underline the
importance of the receiving context for labour market integration of refugees. Most
of these studies were conducted in single-countries and therefore, lack a comparative
perspective among different contexts of reception.

In contrast, Bevelander and Pendakur (2014) conduct a comparative study of
the economic integration of the same admission class (asylum migrants, resettled
refugees and family-reunion migrants) and source country groups in Sweden and
Canada. They report that, after controlling for other variables, the probability of
being employed is roughly the same in Canada and Sweden, whereas the difference
in earnings between the countries is greater and favours Canada. Differences between
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admission categories are smaller in Sweden than they are in Canada. The authors
argue that this could be due to the fact that all these categories are entitled to receive
the same services and to participate in the same introduction programs, whereas in
Canada only resettled refugees have access to such services and programs.

8.4 Refugee Economic Integration: The Case of Sweden

Sweden provides an ideal context to deepen into the ideas and trends on the labour
market integration of humanitarian migrants presented in the previous sections.
As a major destination for asylum seekers from Europe, Africa and the Middle
East, Sweden also has a long record of refugee resettlement system and integration
programs implemented as far back as in the 1970s. Also illustrative of a theme of
this chapter, Sweden was innovative in its design and implementation of an intro-
duction program for refugees. Despite the uniqueness of the Nordic economies,
however, empirical evidence across countries show that the challenges for humani-
tarian migrants to integrate into the host labour markets do not differ substantially
among such countries. Aswe have shown in an earlier section of this chapter, employ-
ment rates of refugee men and women in Sweden are very similar to the EU average,
and also to those in several other countries such asNorway, Germany, Croatia, France
and the United Kingdom.

After providing a brief history of migration and integration policy in Sweden, we
discuss previous studies on labour market participation of refugees to Sweden before
we conclude by showing some descriptive analysis based on the latest employment
data available.

8.4.1 Immigration to Sweden

Migration flows to Sweden can be classified in three periods, each shaped by
changes in national, regional and international migration policies. First, until the
mid-seventies, immigrants to Sweden were attracted by a high demand for foreign
labour, a trend that was enhanced by the gradual liberalization of regional immi-
gration policies. People who migrated to Sweden during this period came from
neighbouring countries such as Finland, Norway, Denmark and Germany and to a
lesser extent fromMediterranean countries. Smaller refugee flows to Sweden during
this period came mainly from the former Eastern European block, and including the
countries of Hungary, former Czechoslovakia and Poland. Second, due to the oil
crisis in the early 1970s and the lower demand for labour in the subsequent period,
Sweden shifted towards a more restrictive labour migration policy. As a result, from
the mid–seventies until the mid-nineties immigration flows primarily consisted of
refugees and family-reunionmigrants from countries both inside and outside Europe.
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Finally, Sweden’s entry into the EU in 1995 increased migration flows from other
EU countries (Irastorza and Bevelander 2017).

A significant proportion of the immigration to Sweden over the last 40 years, there-
fore, has consisted of individuals seeking asylum who have subsequently gained
residence. Starting in the middle of the 1970s, refugee migration to Sweden was
dominated by Chileans and ethnic Chinese from Vietnam. Shifts came in the 1980s
when the lion’s share of refugee migration to Sweden originated from Ethiopia,
Eritrea, Iran and other countries in the Middle East. Individuals from Iraq and the
former Yugoslavia dominated in the 1990s. Since the beginning of the new millen-
nium, Iraqi, Somali, Syrian and Afghan refugees have represented the largest share
of the refugee intake to Sweden. Relatively liberal asylum rules have been one of
the explanations for the comparatively high number of people seeking asylum in
Sweden.

Swedish refugee policy is based on the UN Geneva Convention of 1951 (which
Sweden signed in 1954) and established in the Swedish Aliens Act of 1989.
According to this act, Sweden may give asylum to one category of refugees only,
so-called convention refugees. These are individuals who are either stateless or are
living outside the country of their nationality or former habitual residence, and who
have a well-grounded fear of persecution in that country due to their race, nation-
ality, membership of a particular social group, religious beliefs or political opinions.
These refugees have entered Sweden individually, applied for asylum and subse-
quently obtained a residence permit. Outside this act, Sweden obviously cooperates
with the UN High Commissioner for Refugees, the UNHCR, and admits its share of
resettled refugees. In contrast to convention refugees, resettled refugees are individ-
uals who often directly resettled from a refugee camp into a Swedish municipality.
The size of the quota is decided annually by the Swedish government in agreement
with the UNHCR. Over time, the Swedish Aliens Act of 1954 has been interpreted
in a wider sense than the original Geneva Convention, creating an established prac-
tice that has enabled other refugees beyond convention and quota refugees to obtain
permanent residence in Sweden.

Labour market integration policies targeting refugees have been implemented in
Sweden since the 1970s. According to the 2015Migrant Integration Policy (MIPEX)
Index, Sweden scored highest among all European countries and Canada on all six
indicators studied, including the labour market access indicator for immigrants and
ethnic minorities. The primary elements in the labour market integration program
over recent decades have remained the same—language training, civic orientation
and labour market activities—and are provided by either the municipalities or since
the 2010 reform, by the labour market authorities.

The aim of the 2010 Swedish introduction program reform was to strengthen
the focus on labour market integration. While the main elements in the program
remain the same as before—language training, civic orientation, and labour market
activities—the basic content and scope of the program were, for the first time, laid
down in law. The target groups for the introduction program are refugees and their
reunited families, also of whom have the right to access the program within the first
two years after they obtain their first residence permit. In 2012, this time period was
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extended for the reunited family members of refugees up to six years after gaining
first residence.While participation in the program is notmandatory, thosewho choose
not to participate have no right to receive any economic support. The program lasts
for a maximum of 24 months (Irastorza and Bevelander 2017; Irastorza et al. 2019).

As explained by Bevelander and Emilsson (2016), the reform introduced two new
instruments designed to speed labour market integration: a new economic compensa-
tion and the support of “introduction guides”. The first tool, the introduction benefit,
provides stronger economic incentives to participate in the program. The economic
support is slightly higher than the social assistance level and is not affected by the
income of other household members. This also implies that when refugees and their
spouses participate in the program, the household income doubles. Furthermore,
if participants find employment, they are allowed to continue receiving the intro-
duction benefit, on top of their job income, for two years. The motivation behind
these measures was to increase the participation of refugees and their relatives in
the program or in the labour market. Introduction guides constituted the second new
instrument of the 2010 reform. These guides are independent actors hired to help
refugees and their families find a job. Migrants can choose their own guides from
a list of organizations and the compensation to the guides is partly based on their
success. Preliminary evaluations of the program show positive effects of these ambi-
tious introduction programs and the guides where abolished in 2014 (see Bevelander
and Emilsson 2016 and Irastorza et al. 2019 for a more extensive overview and
evaluation).

8.4.2 Previous Studies on the Labour Market Participation
of Refugees to Sweden

In Sweden, as in most other European countries, refugees and family migrants
are also found to have lower employment opportunities and outcomes than labour
migrants (Bevelander and Irastorza 2014; Irastorza and Bevelander 2017). Further-
more, previous studies have claimed that the reasons for migration of the total immi-
grant population are an important explanatory factor of the native-immigrant employ-
ment gap (Bevelander 2016). An early study by Rooth (1999) shows that refugee
integration into the Swedish labour market is dependent on individual human capital,
investment in human capital development (in both the source and the host country)
and labour market experience in the host country. Most refugees spend the first two
years after they have been granted asylum, learning the Swedish language, culture,
system and labour market as part of an introduction program designed to boost their
labour market integration. Furthermore, while asylum seekers are allowed to choose
where they want to settle, due to limitations in the capacity of local authorities in
some attractive destinations to host them, theymay end up in regionswhere economic
opportunities are scarce. The majority of non-EU immigrants, both women and men,
who moved to Sweden in the last four to five decades arrived as asylum seekers
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or as family members of former refugees and therefore, most of them follow the
introduction program.

Other studies point to differences in the employment trajectories of government-
assisted refugees, asylum seekers and family-reunion immigrants in Sweden and
conclude that these differences are the product of integration policies that vary by
entry category (Bevelander 2011; Luik et al. 2018). They also point to possible differ-
ences in access to social capital and inmobility choice.Government-assisted refugees
are often located in municipalities in which housing is available but where employ-
ment opportunities are scarce (Bevelander andLundh2007;Hagström2009).Asylum
seekers often have personal resources and can settle where the job prospects look the
most promising. Family-reunion immigrants are likely to draw on the social capital
acquired by family and friends who have already settled in the country (Bevelander
and Pendakur 2009, 2014).

Using Swedish administrative data to assess the impact of mobility on economic
outcomes for refugees, Rashid (2009) concludes that internal migration generates a
positive outcome in terms of higher family income for newly arrived refugee families
and is in line with earlier research on the attractiveness of the larger and more
diversified labour markets in more densely populated areas and larger cities. This is
partly because refugees often move from an area with few jobs to one with greater
employment opportunities (Edin et al. 2003). The internal migration of immigrants
in general and refugees in particular is thus an important factor when it comes to
their employment opportunities.Moreover, it has been shown that themunicipality of
residence is an important predictor of labour market integration. Moving to a larger
city, for example, is often correlatedwith the presence of larger co-ethnic populations
and the possibility of accessing ethnic networks (Rashid 2009; Haberfeld et al. 2019).

8.4.3 An Overview of the Employment of Humanitarian
Migrants to Sweden: Facts and Figures

We conclude our overview of refugee migration and integration to Sweden by
presenting a series of figures on the employment of humanitarian migrants by gender
and cohort of arrival over time.

Figure 8.8 depicts annual employment rates for immigrants, 20–64 years,
including humanitarian migrants—regardless of their time of residency in Sweden—
by gender, starting in 1997, when the Swedish authorities started registering data on
type of migration systematically. While the gap between immigrants and natives
remains similar between 1997 and 2015, the disparity between refugees and the rest
of the groups has decreased over time. By 2015 there was no difference between
immigrant and refugee women and the gap between immigrant and refugee men
was minor. Still, the average employment rates among these groups in 2015 were
around 60%, 20% lower as compared to natives. However, we should bear in mind
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Fig. 8.8 Employment rates of immigrants to Sweden aged 20–64 (1997–2015). Source Own
calculations based on Swedish register data

that recently arrived immigrants are also included among the foreign-born and
humanitarian migrant groups.

As discussed in previous sections, time of residency in the host country constitutes
a key factor for the labour market integration of immigrants. To address this effect,
some researchers select only immigrants who have been living in the host country
for five years or more for analysis (see, for example, Bratsberg et al. 2014). Most
immigrants not only need to learn the language of the host country but also lack
other country-specific human and social capital that would facilitate their access to
employment; restricting analysis to refugees with five or more years of residence
controls in part for the effects of transition to Swedish society.

Taking this into consideration, Fig. 8.9 shows employment rates for four refugee
cohorts—1997, 2000, 2005 and 2010—over time. Each cohort represents the year in
which asylum seekers were granted refugee status or they were resettled in Sweden
and became residents of the country. The share of refugees who became employed
the same year as they were admitted to Sweden was below ten percent for all cohorts.
Furthermore, despite the fact that employment rates are positively correlated with
their time of residency and they all showed a steady increase, the proportion of those
whowere working after ten years or more in the country among the early cohorts was
below 70% (for natives, the rate in 2015 was over 80%). The average employment
rates of the 2005 cohort shortly after arrival were almost twice as high as those of to
the rest of the cohorts and ten years after arrival they had caught up with the 2000
cohort. Among the 2015 cohort, 3.6% gained employment during the same year.

In order to explore the potential impact of out-migration on the differences in
employment rates among cohorts that we presented above in Table 8.1 we provide
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Fig. 8.9 Employment rates of refugee cohorts aged 20–64 over time % (1997–2015). Source
Calculations of the authors based on Swedish administrative register data

frequencies for the size of each cohort as well as an estimate of the size of out-
migration (in percentage points) over time in Table 8.2 shown below. If we assume
that out-migration is associated with poor labour market outcomes, then this should
result in an increase of the average employment rates of the same cohort as the
out-migrants. In order words, out-migration should have a positive impact on the
employment rates of people who stay. However, the opposite hypothesis could also
be posed as a result of an out-migration of people who are more successful and who,

Table 8.2 Out-migration of refugee cohorts (1997–2015)

Cohort

1997 2000 2005 2010

Year 1997 9817 – – –

2000 9670 9548 – –

2005 9288 9209 6763 –

2010 8912 8734 6492 10,811

2015 8577 8378 6168 10,358

Out-migration (% points) 1997–2000 1.50 – – –

2000–2005 3.95 3.55 – –

2005–2010 4.05 5.16 4.01 –

2010–2015 3.76 4.08 4.99 4.19

Total out-migration 12.63 12.25 8.80 4.19

Source Authors’ calculations based on Swedish administrative register data
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Fig. 8.10 Employment rates for major refugee groups by years sincemigration. SourceBevelander
and Luik (2020)

therefore, have the opportunity to move to countries where they think they could be
doing even better. The descriptive data presented in Table 8.2 do not show notable
differences in out-migration among cohorts. Therefore, we are not able to suggest
any possible associations between out-migration and differences in employment rates
among cohorts.

Our last Fig. 8.10 illustrates the evolution of employment rates for the 1998–2000
cohort by source country, years of residency and gender in Sweden, and causes a few
interesting patterns to emerge. First, two groups seem to prevail in both subsamples
while beingmoremarked amongwomen that include refugees fromBosnia, Ethiopia
and Eritrea in the group that have over time an employment probability similar
to native Swedes. Second, we can identify a group of very low and medium-low
employment integration. Iraqis, Iranians, Afghans, Syria and Somalians only had an
employment share of around 20% for males and 10% for females, whereas already
20, 30 and 40%ofmales and females Bosnians, Eritreans and Ethiopians respectively
have been employed after one year in the country. Thus, for all origin groups except
the Ethiopians, the initial female employment shares were lower than those of their
male counterparts. However, in both groups a remarkable catch up takes place. For
men fromBosnia,Ethiopia andEritrea, the employment growthplateaus after roughly
six years since migration. Among these men, only the employment share of Bosnian
men who entered Sweden as humanitarian immigrants decreases from the seventh
year since migration. The same hump shape pattern can be observed for Syrians
on a much lower employment level. For humanitarian male immigrants from Iraq,
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Iran and Afghanistan, growth is slower but continues until the twelfth year since
migration; for their counterparts from Somalia, the growth almost stagnates. While
the employment path of Bosnian refugees is comparable to evidence for humanitarian
immigrants in Norway (Bratsberg et al. 2017), we do not observe this for themajority
of Swedish humanitarian immigrants. It is noteworthy that the drop is absent for most
of the groups despite the confounding effect of the 2008 recession.

Like the Norwegian case, however, we find a slower but continuous catch up for
female humanitarian immigrants within the first 12 years. However, our data even
suggest that the employment share in year 12 is slightly higher for Ethiopian and
Eritrean women compared to their also comparatively successful male counterparts.

To summarize, our exploratory analysis of the employment situation of refugees
in Sweden is overall illustrative of the global and Swedish literature on the labour
market integration of humanitarian migrants. In line with this literature, we have
shown that refugees have lower employment rates than other migrants. However, in
Sweden this gap has decreased over the past 15 years. We have also shown that the
employment situation of humanitarian migrants improves with time elapsed in the
country. Moreover, significant differences are found among source country groups
and the employment outcomes of some of them (like the Ethiopians and Eritreans,
especially among women) get very close to those of natives. However, they never
catch up with them.

8.5 Concluding Remarks

This chapter provides an overview of the labour market integration of humanitarian
migrants in receiving countries in the OECD, with a particular focus on Europe and
the case of Sweden. The current evidence shows that humanitarian migrants have
slower employment integration and relative earnings assimilation compared to both
natives and labour migrants in these receiving countries. However, over time also
humanitarian migrants show improved adaptation and dependent on the receiving
country as well as the country of origin, including individual demographic and socio-
economic characteristics, show rather different integration pathways. Several factors
emerge that are specific to processes of labour market integration among refugees,
holding implications for both policy evaluation and migration research:

• First, a number of countries have taken policy initiatives to enhance the integration
of refugees in different segments of society and especially the labour market. In
this chapter we have presented the case of Sweden. Since refugees not primarily
move for labour market reasons, future housing (dispersal), language and labour
market policies should be more tailored towards this category of immigrants to
increase effectiveness in integration.

• Second, being a forced migrant does in the majority of cases implies that these
individuals have suffered from harm in the home country, during the migration
route and even during the asylum process. Harm could be both physical as well as
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mental. Refugee health issues should be detected in an early stage as possible and
be adequately addressed by policies and health institutions to increase integration
of refugees in host societies.

• Third, with the Nordic countries as the exception, the lack of large longitudinal
individual level-based statistical information on refugees does that it is difficult
to understand the long-term integration process of refugees compared to other
migrant categories. Moreover, based on this, reliable and representative survey
information, also for smaller refugee groups, can be used to cover other integration
issues not available in the longitudinal datasets. In short, more knowledge about
refugee labour market integration is needed to discern general patterns in refugee
labour market integration and which factors are explaining this process. This in
turn would assist policymakers to design policies that support the integration of
humanitarian migrants.
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Chapter 9
Cross-Border Labour Mobility
in Europe: Migration Versus Commuting

Angela Parenti and Cristina Tealdi

9.1 Introduction

The high and persistent unemployment rates inmost European countries, the growing
economic imbalances and the widening social inequalities in the European Union
(EU) have cast doubt on the EU’s capacity to reach its goals of promoting stable
economic growth as well as economic, social and territorial cohesion and solidarity.
By operating as an adjustment and balancing mechanism, increased cross-border
labour mobility can represent a viable approach to achieve inclusive growth within
the EU, as emphasized by the Europe 2020 strategy.

Cross-border mobility is one of the pillars of the European integration and it is
profoundly linked to the four fundamental freedoms set out in the Treaty of Rome:
the free movement of people, capital, goods and services (Barslund and Busse 2016).
The right to live, work and study anywhere in the EU territory through the freedom
of movement of people can be considered one of the success stories of the European
project. Although there might be important challenges and some degrees of scepti-
cism, as per the case of Brexit, the freedom ofmovement continues to remain popular
among the majority of European citizens. The Eurobarometer survey conducted in
2017 showed that, on average, 75% of respondents support the freedom of move-
ment. Moreover, support for intra-EU mobility of EU citizens is steadily increasing
from 2014 to 2017 in the majority ofMember States, and even in the UK (Batsaikhan
et al. 2018). Even though still low compared to inter-state mobility in the US, cross-
border mobility in Europe is growing and developing into new shapes and forms. On
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top of cross-border migration, cross-border commuting has increased considerably
over the past decade and especially after the crisis: in 2016 1.4 million Europeans
commuted across borders forwork, increasing by8%compared to 2015 (Fries-Tersch
et al. 2018). On the other hand, the growing market for specialized and innovative
services has pushed towards the diffusion of posted workers, who temporarily work
in another country while remaining committed to their employer in the home country.
The increased number of posted workers in recent years is evidence of an improved
cross-border market integration of services in the European labour market (Mussche
et al. 2018).

The benefits of cross-border labour mobility in all its forms have been proven to
be numerous. From amicro-economic perspective, evidence shows that cross-border
labour mobility rises the chances to find a job, it improves the workers’ economic
well-being, it reduces skillsmismatch and it increases employment satisfaction. From
a macroeconomic point of view, cross-border labour mobility is found to boost the
demand for goods and services, and it has a positive impact on competitiveness and
workers’ productivity. From a European perspective, it favours the redistribution
of jobs and workers across different European countries, generating a more effi-
cient and integrated market, with positive effects on economic growth (Kahanec and
Zimmerman 2010). While there is no strong evidence of a short-run large negative
impact on the employment andwages of nativeworkers, the labourmarket integration
of mobile workers is not always smooth. Indeed, not everyone shares the perception
that the benefits of labour mobility are substantial, and not everyone has a share in the
benefits (Borjas 2014). Evidence shows that the effects of immigration are largely
asymmetric across groups of individuals, with winners and losers in terms of wages,
employment, housing, social benefits. However, in the context of EU mobility the
losers are fewer than thewinners (Ritzen andKahanec 2017) and labourmobilitymay
have reduced income inequality in receiving countries (Kahanec and Zimmermann
2014). At aggregate level, the positive externalities from labour mobility outweigh
the negative externalities, with positive efficiency gains, which justify the objective
of further boosting cross-border mobility with the long-term objective of developing
a European Single Labour Market (Bonin et al. 2008). Nevertheless, large barriers
to cross-border mobility in EU still exist, particularly in terms of lack of information
on rights and opportunities, language differences, legal and administrative obsta-
cles, recognition of professional qualifications, etc. Reducing these barriers is then
a key priority for the EU in order to enhance the integration process. However, this
comes with a non-trivial list of challenges and risks. While the freedom of move-
ment is considered among the greatest achievements in modern history (Kahanec
and Zimmermann 2016b), it is also the most controversial in this time of declining
public support for labour mobility, as the recent surge of consensus among populist
parties and anti-immigrant movements indicates. The severity of the 2009 economic
crisis has fueled the fears that immigrants take jobs away from natives and put
downward pressure on wages, that immigrants are a burden to the welfare state, that
local cultures are declining and taken over by foreign ones and that local neighbour-
hoods are disappearing. All these forces drive the anti-immigrant sentiment across
EU countries to high levels and undermine the pillars on which the EU and the free
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movement of labour are built (Kahanec and Zimmermann 2016b). EU leaders are
currently striving to handle the pressures between the push for a deeper economic
integration as foreseen in the treaties, the preservation of the power to design the
welfare state at national level and the presence of large economic disparities across
Members. This ‘social trilemma’ is a great challenge that the EU is currently facing,
and the outcome of this debate will surely shape the future of the EU as we know it.
Nevertheless, this conversation is emerging in a time in which the need for increased
intra-EUmobility is more urgent than ever. By operating like a balancing and harmo-
nizing force between countries, cross-border mobility can actually be the solution,
and not the problem, to the difficulties that the EU is currently facing.

This chapter is organized as follows. In Sect. 9.2 we review the policies that
have been implemented to increase internal and external mobility, in Sect. 9.3 we
describe the taxonomy of different types of cross-border workers, while in Sect. 9.4
we provide some statistics about cross-border mobility in Europe. In Sect. 9.5 we
review the empirical and theoretical literature on the benefits and determinants of
cross-border migration and commuting, and in Sect. 9.6 we conclude the paper by
describing the challenges and risks of cross-border mobility and advancing some
policy recommendations.

9.2 Policies Implemented for Internal and External
Mobility

The two core policies that have been implemented in the EU to stimulate labour
mobility are the free movement of people and the Schengen agreement. While the
first is one of the four principles on which the EU is based and it provides European
individuals with the right to work in any other EU country without restrictions, the
second one eliminates borders among countries which are members of the Schengen
area, by abolishing border checks at the signatories’ commonborders and introducing
a harmonized system of visa policies. These two measures can be thought as two
complementary policies, that are effective particularly when they are implemented
simultaneously. In fact, the opening of the borders promoted by the Schengen agree-
ment represents the concrete implementation of the freedom of movement which is
at the basis of the Single Market (Parenti and Tealdi 2018).

9.2.1 Free Movement Principle

The freedom of movement of persons is a keystone of the EU since the Treaty
of Maastricht of 1992. By introducing the right of EU citizenship to be retained
automatically by every national of a Member State, it allows for the freedom of
individuals to move and reside naturally within the territory of the Member States.
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Fig. 9.1 Timeline of freedom of movements for EU workers

This includes the rights of movement and residence for workers, the rights of entry
and residence for family members and the right to work in another Member State.
The 2009 Lisbon Treaty by confirming this right, also contributed on making the
EU an area of freedom, security and justice without internal frontiers, where the free
movement of people is guaranteed and appropriate measures with respect to external
border controls are implemented. The EU free movement laws identify the intra-EU
migration as part of the European Single Market; mobile EU citizens formally have
the same rights and duties as native citizens in the Member State of destination,
and they should not be treated differently. In contrast, immigrants from extra EU
countries need to fulfil specific requirements before being allowed to get access to
work in the EU, and their rights depend on the type of residence permit granted.

Restrictions on the free movement of workers may apply to workers from EU
member countries for a transitional period of up to 7 years after they join the EU.
This was the case for the eight countries that joined the EU in 2004 (Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia) and the two
countries that joined the EU in 2007 (Romania and Bulgaria) due to concerns of
mass migration from the new members to the old EU-15. Restrictions are currently
still in place for workers from Croatia (Fig. 9.1).

9.2.2 The Schengen Agreement

The key milestone in establishing an internal market with free movement of persons
is the implementation of the Schengen Agreement in 1995, which abolished passport
and all other types of border controls among participating countries by establishing a
common external border and reinforcing controlmeasures. The SchengenAgreement
was signed in 1985 by five countries: France, Germany, Belgium, Luxembourg and
the Netherlands. Currently, the Schengen Area consists of 26 countries: 22 out of the
28 EUMember States and the four EFTA countries (Iceland, Liechtenstein, Norway
and Switzerland). Of the six EU members that are not part of the Schengen Area,
Cyprus, Bulgaria, Romania and Croatia are legally obliged to join the area, while
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Ireland and UK opted out (Figs. 9.2 and 9.3). The Schengen Agreement entails the
removal of police and custom procedures at the interior borders, the tightening of
external border controls, a common visa policy for short stays, the cooperation and
coordination in criminal and judicial matters and the establishment and development
of the Schengen Information System (SIS), which allows states to exchange data on
suspected criminals, on people who may not have the right to enter into or stay in
the EU, on missing persons, and on stolen, misappropriated or lost property. The
abolition of border controls affected positively the EU Member States in numerous
ways and has proved to be highly beneficial for EUcitizens. Cross-border commuters,
in particular, benefited the most from the absence of border controls (Ademmer et al.
2015; Parenti and Tealdi 2018): commuting time was significantly reduced given
that vehicles could cross internal EU borders without stopping and away from fixed
checkpoints (European Commission 2016).

Fig. 9.2 Timeline of Schengen agreement
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Fig. 9.3 Map of Schengen area

While theSchengen area iswidely looked upon as one of the greatest achievements
of the EU, it has been recently put under pressure by the massive influx of refugees
and migrants and by terrorist attacks. Starting from September 2015, a number of
Member States have temporarily reintroduced border checks. Several studies have
tried to quantify the potential cost of reintroducing permanent border controls (EPRS
2016; France Strategie 2013, 2016), showing that this would significantly affect the
quality of life of almost 1.7 million workers who cross-commute every day across
internal EU borders.

9.3 Taxonomy of Different Types of Cross-Border Mobility

The definition of cross-border labour mobility refers to the flows of workers moving
across national borders within Europe. While conventionally when we refer to cross-
border labour mobility we have in mind cross-border migrants (mobile workers),
there are other forms and shapes of cross-bordermobility which are actually evolving
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quite fast, such as cross-border commuters and posted workers. In the EU, cross-
border migrants are workers who establish their usual residence in the territory of a
Member State for a period of at least 12 months, having previously been residents of
another Member State or a third country. Cross-border commuters are instead char-
acterized on the basis of two criteria, a political and a temporal one. Based on these
principles, cross-border commuters are workers (employed and self-employed) who
work within the territory of aMember State while residing in another (neighbouring)
Member State (political criterion) and return to their main place of residence abroad
at least once a week (temporal criterion). While cross-border migrants face a much
more fundamental decision, which affects the change of both workplace and resi-
dence, and as such migration is undertaken few times during a whole working life,
for cross-border commuters the decision is somewhat less complex as the place of
residence is unaffected.

As a consequence of the expansion of the service sector, with the diffusion
of specialized and innovative services, which require the presence of specialized
workers in situ, a new type of cross-border workers has emerged: posted workers.
Posted workers are EU citizens with an employment contract in their home country,
who are temporarily posted to a host EU country by their employer who provides a
certain service. Posted workers have regular employment relationships in the usual
country of work and maintain these employment relationships during the period of
posting, hence they do not integrate in the labour market of the host country. The
increasing number of posted workers across the EU signals the tighter integration
among EU countries for what concerns the service sector, which according to the
empirical evidence has had a positive impact on economic growth.

9.4 Overview of European Cross-Border Labour Mobility

The cross-border mobility of EU citizens remains low and well below inter-state
mobility within the United States and other large countries, both in terms of cross-
border migration and cross-border commuting, as well as in terms of posted workers.

9.4.1 Cross-Country Migrants

In 2016, approximately 11.8 million EU-28 citizens of working age (20–64 years)
were living in an EU Member State other than their country of citizenship, making
up 3.9% of the total working age population across the EU-28 (Table 9.1). Of those,
9.1 million were active on the labour market (either employed or unemployed),
corresponding to approximately 4% of the total EU-28 labour force. The majority of
movers lived inGermany and theUnitedKingdom (UK) (almost 50%),withGermany
acquiring considerable importance as a destination country (Fig. 9.4). Italy, Spain and
France hosted an additional third of EU-28movers. Italy and Spain however have not
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Table 9.1 Composition of intra-EUmobility by different types, EU-28 citizens in the EU-28, 2016

Type of mobility Extent

EU-28 movers of working age (20–64 years) living in EU-28 11.8 million

Share of EU-28 movers of working age on the total EU-28 working age population 3.9%

EU-28 active movers of working age living in EU-28 9.1 million

Share of EU-28 active movers of working age living in EU-28 on the total EU-28
labour force

4%

Cross-border workers (20–64 years) 1.4 million

Share of cross-border workers (20–64 years) on total EU-28 employed workers 0.6%

Number of postings 2.3 million

Source 2017 annual report on intra-EU labour mobility, Fries-Tersch et al. (2018)

redeemed their attractiveness from the time before the crisis: inflows to Italy in 2016
were only half of the size compared to 2009 while Spain had an overall negative net
mobility of EU-28 nationals (Fries-Tersch et al. 2018). Other important destination
countries were Belgium, Austria, the Netherlands and Sweden. Among the countries
which joined the EU between 2004 and 2013 (i.e. Cyprus, Czech Republic, Estonia,
Hungary, Latvia, Lithuania, Malta, Poland, Slovakia, Slovenia, Bulgaria, Romania
and Croatia) Poland and Czech Republic were the primary destinations.

Luxembourg, Cyprus, Ireland, Belgium and Austria were the countries with the
highest proportion of EU-28 movers compared to the overall population in 2016
(Fig. 9.5). With respect to the countries of origin, around half of all movers across
the EU-28 Member States were Romanian, Polish, Italian and Portuguese (Fries-
Tersch et al. 2018). When looking at non EU-28 immigrants, the picture is rather
different as Italy and France seem to be the most chosen host countries, followed by
Spain and the UK (Fig. 9.4).

Even though the most commonly presented figure on mobility relates to the stock
of people living in an EU country different from their country of birth, the annual
flow, i.e. the share of peoplemoving every year from one country to another, is also an
informative measure. In Europe the flow of EU-28 cross-border migrants is only one
tenth of the stock, at 0.3%. Luxembourg is by far the country with the highest inflow
of EU-28 cross-border migrants, followed by Austria, Belgium, Czech Republic and
the UK. When compared to the US where 3% of the population move to another
state each year, EU rates appear significantly low.

Moreover, in Europe labour mobility is not equally distributed: Eastern European
countries have been the major sending countries since they joined the EU, while only
7% of EU mobile citizens reside in Eastern Europe, which corresponds roughly to
1% of the Eastern European population (Barslund and Busse 2016). Finally, while
for the newMember States, mobility rates from EU-15 countries show an increasing
trend, the mobility rates within EU-15 countries are relatively stable.

The eastern enlargements of the EU in 2004, 2007 and 2013 increased the poten-
tial for East–West mobility within the EU, with Germany and the UK being the
main destination countries. Some exceptions are represented by the Romanians who
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Fig. 9.4 Stock of EU-28 and non EU-28 working age cross-border migrants in Europe by country
(2016)
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Fig. 9.5 Stock and flow of EU-28 working age cross-border migrants in Europe (2016 and 2015
respectively)
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preferred to move to Italy and Spain, while the majority of Estonians moved to
Finland because of geographical closeness and cultural similarity. Austria is the
second most important destination country for mobile individuals from Croatia and
Slovenia, with which they share the border, and the third most important destination
for Hungarians. France instead seems to be one of the least chosen destination.

The economic crisis played an important role in reshaping the migration flows
in the EU. First, by significantly shrinking the labour market opportunities and the
attractiveness of some key Southern destination countries, such as Italy and Spain,
the crisis reduced the cross-border mobility from the East to the West. Moreover, the
strong contraction of GDP and employment of about 10–20% points in Latvia and
Lithuania lead to a massive exodus of people (Darvas 2013). As a result, the popula-
tion of these two countries dropped by more than 10% during the period 2008–2012.
On the other hand, while from 2000 to 2012, migration from Southern (Greece, Italy,
Portugal and Spain) to Northern andWestern EU countries showed a declining trend,
after 2013 an increasingly large number of citizens of Southern European countries,
which were severely hit by the crisis, moved to economically healthier Northern EU
countries. Some studies have discussed about a shift in mobility patterns from East–
West to South–North (Fries-Tersch and Mabilia 2015; Barslung and Busse 2014),
as a consequence of the economic crisis. However, the East–West flows continue
to be much larger in terms of number of people, and as a share of source-country
population.

9.4.2 Cross-Border Commuters

The number of cross-border workers in 2016 was much smaller compared to the
number of cross-border migrants and close to 1.4 million, accounting for 0.6% of
the EU-28 employed population. The share of cross-border commuters on the total
number of employed workers in the EU-28 in 2016 was 0.9%, which is rather small
compared to the share of employed EU-28 movers which was over five times higher,
at 4.1% (Fries-Tersch et al. 2018). However, cross-border commuting has increased
considerably over the past decade (Fig. 9.6) and especially after the crisis. In 2016
cross-border commuters as a share of total employment were more than three times
higher than in 2007 in Hungary and Denmark, and more than two times higher than
in 2007 in Bulgaria, Czech Republic, Ireland, Latvia, Luxembourg, Poland, Romania
and Slovenia. Only in few countries (Lithuania, Slovakia, Sweden and UK) the share
of cross-border commuters in 2016 was lower compared to 2007.

The total number of EU-28 cross-border commuters working in another EU-28
country in 2016 was 1.4 million, approximately 8% higher compared to 2015 (Fries-
Tersch et al. 2018). Of these, the great majority (94%) were employed in an EU-15
Member State, while the remaining 6% in EU-13 countries. Roughly 50% of the
cross-border workers were residing in EU-15 Member States (around 688,000) and
50% in EU-13 Member States (around 694,000). The main destination countries
were Switzerland and Germany (around 22% and 21% respectively), followed by
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Fig. 9.6 Share of EU-28 working age cross-border commuters in Europe (2007 and 2016)



9 Cross-Border Labour Mobility in Europe … 197

Luxembourg (9%), Austria (9%), UK (6%) and the Netherlands (6%). The majority
of cross-border commuters to Switzerland travelled from France (56%), Germany
(21%) and Italy (17%). Cross-border commuters working in Germany primarily
resided in Poland (28%), Romania, Bulgaria and Czech Republic (each 9%), while
those working in Luxembourg travelled from France (50%), Germany (26%) and
Belgium (24%). Finally, of the cross-border commuters to Austria, the largest group
resided in Hungary (31%), followed by Slovakia (30%) and Germany (17%).

The share of cross-border commuters on total employment in 2015 was higher
for national workers (around 1.2% on average) than for immigrants (around 0.7% on
average),with the exceptionofFinland,Luxembourg,Malta andSlovenia (with 1.2%,
9.6%, 2.1% and 3.1% of immigrant cross-border commuters, respectively). Most of
the immigrants residing in Austria (0.5%), Belgium (1.4%), Luxembourg (8.7%)
andMalta (2.1%) and working in another EU-28 country were EU-28 citizens, while
the majority of those commuting from Finland (0.9%), Latvia (0.2%) and Slovenia
(2.7%) had a non EU-28 citizenship (Fig. 9.7). From the perspective of the country
of origin, Fig. 9.8 provides a direct comparison between the number of nationals
who reside in their country of origin and work in another Member State or EFTA
country (cross-border commuters) and the number of nationals who reside and work
in anotherMember State or EFTA country (cross-border migrants). Across all EU-28
countries, the shares of cross-border commuters are much lower than the shares of
cross-border migrants, few exceptions being Slovakia, Estonia and Hungary, where
the share of cross-border commuters is higher than 2%. Slovakiamakes an interesting
case as it is the onlyEU-28 countrywhere the share of cross-border commuters almost
equals the share of cross-border migrants (approximately 6%).

9.4.3 Posted Workers

Postedworkers in the EU increased in absolute terms from 1.05million in 2010 to 2.3
million in 2016. Around 55% of the posting originated in old Member States (EU-
15), of which over 80% stay within the EU-15. Conversely, postings from the new
Member States (EU-13) were almost exclusively targeted at the old Member States.
Posting is concentrated among few countries: Poland (22.8%), Germany (11.7%) and
France (6.9%) are the largest sending countries in absolute terms, while Germany
(28%), France (11.9%) and Belgium (10.5%) are the main destination countries.
On the other hand, Luxembourg (24.7%) and Slovenia (14.2%) have the highest
shares of sent posted workers on total domestic employment. From the receiving
countries’ perspective, Luxembourg (9%), Belgium (3.8%) and Austria (2.5%) have
the highest shares of posted workers relative to domestic employment (Batsaikhan
et al. 2018). The dominant sector for posted workers is construction, which accounts
for about 42%of total postings, but there aremajor differences betweenEUcountries.
Non-construction industry, finance, and education and social work also account for



198 A. Parenti and C. Tealdi

Fig. 9.7 Cross-border commuters in Europe by citizenship (Source EU-LFS 2015)
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EU-28 cross-border migrants cross-border commuters

Fig. 9.8 Share of EU-28 cross-border migrants and cross-border commuters from all employed
nationals of country of origin, by country of origin citizenship, age 20–64 (Data Source Fries-Tersch
et al. 2018)

relatively large shares. The average duration of a posting is only 98 days, so in full-
time-equivalent terms, the share of posted workers in total employment is only 0.4%
(Darvas 2017).

9.5 Review of the Theoretical and Empirical Literature

9.5.1 Benefits and Costs of Cross-Border Labour Mobility

The emergence of cross-border labour markets has led to the surge of a number of
studies on cross-border labourmobility over the past decades.Most researchers agree
that the increase in the numbers of cross-border workers has to be attributed to the
EUestablishment (Zimmermann2014). The implementation of theMaastricht Treaty
in 1992, according to which all Member State citizens are entitled to unrestricted
mobility within the EU (Mau and Verwiebe 2010) represented the real turning point
for cross-border mobility. The free movement of people (see Sect. 9.2) indeed is one
of the core principles of the EU and it is based on the assumption that borders are
barriers to cross-border interaction and their removal is a fundamental step to increase
labour mobility. Hence, for the EU-28 as a whole, cross-border labour mobility is
likely to offer many advantages, by increasing the possibility of finding employment,
by improving economic well-being, by raising motivation and employment satisfac-
tion, by promoting a more efficient matching of workers’ skills with job vacancies,
by increasing competitiveness and stimulating the general upskilling of European
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workforces. Moreover, cross-border labour mobility may also inhibit the problems
associated with social exclusion due to unemployment andmay increase the working
age population, the demand for goods and services and raise the productivity of the
average worker. Given that the mobility of capital and goods in integrated economies
is not sufficient to achieve convergence of employment and real wages, the mobility
of labour may work as a balancing mechanism between labour markets and lead to
more equalized labour market outcomes (Bonin et al. 2008). In general, geographic
mobility has the key positive effect of stimulating economic development in coun-
tries with labour shortages while increasingwealth in countries with a labour surplus.
As a matter of facts, unemployment rates across EU-28 are largely unbalanced: for
instance, Spain’s unemployment rate is more than three times larger than the unem-
ployment rate of Germany (Eurostat 2018, September). Hence, due to the fact that
high unemployment rates are partially attributed to the lack of available jobs, cross-
border labour mobility might stimulate the redistribution of jobs and workers in the
EU, leading to a more balanced and integrated market. Moreover, wage differences
across Member States are also very large, particularly between new Member States
and the EU-15 countries (Barslund and Busse 2016). Hence, promoting cross-border
mobility may lead to the creation of more efficient labour markets, with positive
effects on the returns to human capital formation, thus generating more incentives to
invest in education, with a significant impact on economic growth (Batsaikhan et al.
2018). From a macro perspective, cross-border labour mobility may also represent
an important adjustment mechanism within European Monetary Union (EMU): as
Member States in the EMU are constrained by the lack of country-specific monetary
and exchange rate policies, they could use human capital mobility to re-equilibrate
national labour markets in case of economic fluctuations and asymmetric shocks
(Heinz and Ward-Warmedinger 2006).

Looking at the potential costs, a frequent argument in the debate about migration
based on the standard neo-classical model (Borjas 1995) is that it increases compe-
tition in national labour markets, puts downward pressure on wages in the short-run,
and hence reduces the well-being of the native population. However, we agree with
Borjas (1999) when he noted that other forces that are usually not modelled in the
regression equations could play a large role: the growth in local demand due to immi-
grant expenditures, the inflow of capital in response to the increase in local demand
and the rise in the rate of return to capital, outward migration of natives, a local real-
location of resources across sectors, the adjustment of international trade and the real
wage growth of natives due to technological change and economies of scale (Münz
et al. 2006; Baas et al. 2009). In the literature, there is consensus on the lack of conclu-
sive evidence that immigrants systematically take jobs from natives or depress their
wages (Peri 2014). Nevertheless, the impact of immigration on the host country’s
labour market seems to largely depend on two interrelated factors: the migrant char-
acteristics and the host country’s economic and institutional factors (Devlin et al.
2014). Immigrant characteristics determine to what extent the education and skills
of immigrants are substitutes for, or complements to, those of the natives (Manacorda
et al. 2012; Dustmann et al. 2005a, b; Card 2009; Ottaviano and Peri 2012): the so-
called labour market assimilation process. Some empirical works find evidence of
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a negative impact of immigration on native wages (Borjas 2003; Dustmann et al.
2013, 2017), while others find no effect (Ottaviano and Peri 2012; Peri and Sparber
2009). There is also some evidence of increases in wages for select groups of natives
due to cross- border commuting (Beerli and Peri 2015). A recent survey of the main
findings points to the fact that on average the effect of immigration on wages is close
to zero (Peri 2014). However, particularly among cross-border migrants, working
in jobs below their formal level of qualification remains a widespread phenomenon
(Kahanec 2013), known as downgrading, which has been particularly severe after
the EU eastern enlargements (Kahanec and Zimmermann 2016a). The second set of
features which relate to the host country’s institutional and macroeconomic setting,
include factors, such as the unemployment level, the strength of the unions, the wage
rigidities and the size of the informal economy.

Another common widespread fear is that immigration may become a burden to
the welfare state in case the labour market of the host country is not able to absorb the
migrant workers, or in case of increased unemployment among the native population
(Bonin et al. 2008). Specifically, migration from Eastern Europe (EU-13) can have
negative effects on the economies of the receiving EU-15 countries, in a scenario in
which migrants choose their destination on the basis of the generosity of welfare:
in such situation the potential benefits of acquiring a more mobile labour force
will be lost and the higher social expenditure costs would be unevenly distributed,
adding the burden on countries where the financial pressure on welfare is already
high. The 2004 and 2007 enlargements which involved countries with younger and
growing populations, could have on one side lightened the financial pressure of many
countries’ public pension systems, however as there is evidence that migrants use
the public welfare system relatively more than native citizens (Boeri and Brücker
2001), they may have also put at risk its sustainability (De Giorgi and Pellizzari
2006). However, existing evidence for the case of mobile workers originating from
Eastern European countries points to the fact that the generosity ofwelfare provisions
in receiving countries did not play a significant or systematic role as a pull factor
(Giulietti et al. 2013; Giulietti 2014).

From a social perspective, while the successful integration of cross-border
migrantsmay stimulate socio-cultural integration in the EU, and strengthen the Euro-
pean identity, by celebrating cultural and ethnical diversity, a difficult integration, the
decline of local cultures, and the change of local neighbourhoods may lead to social
tension, and this is one of the crucial social challenges the EU-28 countries need to
face. From a demographic perspective, cross-border mobility within the EU-28 is
not enough to mitigate the impact of ageing and population decline. Hence, trying to
promote migration in order to counterbalance the low fertility rates would probably
be a zero-sum game due to the rapid ageing process which is affecting all European
countries (Bonin et al. 2008).

Finally, while these negative costs may arise in receiving countries, sending
countries may suffer from “brain drain” in case of permanent out-migration of
highly productive and highly educated individuals, the so-called positive selection of
migrants, hindering long-term economic growth. The concerns related to the negative
impact of brain drain are particularly relevant in circumstances in which the income
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differentials between destination and origin countries are large, such as the Eastern
European new Member States as well as underdeveloped regions in Southern Euro-
pean countries such as Spain and Italy.Moreover, while after the EUEastern enlarge-
ment labour mobility helped sending countries reduce unemployment rates and
increase wage levels especially in sectors with the highest out-migration rates (Elsner
2013), some sectors also experienced labour shortages as a result (Zaiceva 2014).

In summary, many are the positive externalities of cross-border mobility which
mainly originate from positive growth effects of the free movement of labour which
reduces labour market imbalances, improves skill matches in an integrated market,
stimulates higher investments into education and promotes a higher level of inno-
vation and entrepreneurship. These positive externalities at aggregate level seem to
outweigh the negative externalities, with overall positive efficiency gains (Bonin et al.
2008). However, the effects of immigration are largely asymmetric across groups of
individuals, with winners and losers in terms of wages, employment, housing, social
benefits. If the social welfare is assessedwith no regards to the distribution of income,
then the gains of migration are enough to say that labour movements are socially
beneficial (Dustman and Preston 2018). However, if the social welfare is sensitive to
distribution, we believe that redistributive policies need to be implemented to reallo-
cate the immigration gains across citizens from those who benefit the most to those
who are penalized. This is a fundamental step to prevent the further diffusion of the
anti-immigration sentiment, which may lead to the beginning of a reverse process,
which may culminate with the termination of the free movement of labour in EU.

9.5.2 Determinants of Cross-Border Migration

Which are the factors that pushpeople tomigrate across countries?Themain causes of
migration, according to the classical literature, are economic in nature. The push-and-
pull model has been for many years regarded as the theoretical framework to explain
themigration phenomenon (Lee 1966). The ‘classic approach’ tomigration builds on
the assumption that themajor reasons formigration are to be found in the economy. In
the push-and-pull model, it is commonly assumed that migrants follow the principle
of economic rationalism, and respond to push-and-pull factors, such as the situation
in the employment market and the expected individual income, which in theory are
insufficient in the migrants’ country of origin and more appealing in the countries of
destination (Stark 1993; Stark and Bloom 1985; Todaro 1986). The economic gains
from migration are perceived mainly as differences in wages, in working conditions
or available social benefits. Much of migration to the United States, Canada, and
Australia and the intra-European migration between Mediterranean countries (e.g.
Italy, Greece, Turkey) and highly industrialized countries in Central Europe (e.g.
Belgium, Germany, France) in the second half of the twentieth century empirically
corresponds to these model representations.

Only starting from the mid-1990s, the research on migration shifted its focus
towards cross-border migration, relating it to global economic processes (Faist 2000;
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Goldring 1997; Levitt et al. 2003; Pries 2001; Vertovec 1999). Within this broader
context, mobility decisions are not only determined by differences in employment
opportunities or wages, but are also associated with the process of globalization,
which embraces economic, cultural, political and social spheres (Pries 2001) and are
related to other more intangible or ‘soft’ factors. As a matter of facts, as more recent
research indicates, migration is no longer solely defined by the permanent relocation
of themain residence: the beginning of the twenty-first century has witnessed a diver-
sification of the different patterns and forms of migration. In some studies, indeed,
cross-border mobility within the EU has been found to be only weakly related to
regional employment rates (Heinz and Ward-Warmedinger 2006). It has also been
suggested that economic differentials play only a minor role in influencing migration
patterns while individual and household-related factors are the most important deter-
minants to mobility (Bonin et al. 2008; Paci et al. 2010). Survey results also show
that mobility decisions are not generally driven by the expectation of better welfare
or public services in the destination country (Bonin et al. 2008; Heinz and Ward-
Warmedinger 2006; Paci et al. 2010). There are many factors that affect the decision
to migrate and these can be classified into micro, meso and macro levels (Friberg
2013). The micro level relates to individual characteristics such as education and
skills, employment situation, income level, income security, social status and family
status, which are part of the economic and social spheres that affect the mobility
decision. Empirical evidence shows that young people are more mobile than older
people, men are more mobile than women, unmarried people without children are
more mobile than families, high-skilled people are more mobile than the low-skilled,
the unemployed are more mobile than the employed, and, finally, people who have
moved in the past tend to bemoremobile than others (Paci et al. 2010). Themeso level
includes social and cultural determinants of mobility such as cross-border social and
family networks, migrant community formation, labour recruitment systems, labour
market duality and employment niche formation. Finally, macro level characteris-
tics include economic and political factors, such as income differentials, economic
cycles, unemployment levels, labour market regulation, welfare policy and social
rights and immigration policies. Heitmueller (2005) and Dustmann et al. (2017) also
consider the effects of individual risk attitudes on migration decisions, while Burda
(1993, 1995) examines the effect of uncertainty and ‘the option value of waiting’ on
the migration behaviour.

The importance of cultural relations is also at the centre of the recent literature on
networks. The literature often assumes that common origins, shared communities and
family ties are the bases for the creation of migrant networks and the development of
path dependence. The presence of a national community in the country of destination
could act as a pull factor (Carrington et al. 1996; Castles 2002) by easing the immi-
gration of their national counterparts. Previously migrated nationals could provide
information about job opportunities, social values, etc., and also they could act as a
substitute to the social network in the country of origin. Several empirical studies find
supporting evidence for the existence of network effects (Mayda 2010; Pedersen et al.
2008). However, it is important to keep in mind that on one side workers living in the
same region are likely to share similar characteristics and restrictions affecting the
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decision to migrate. Second, the migration decision of one or more family members
often involves the whole household, as part of a livelihood strategy and not just
individuals (White 2016). Hence, the migration decision of the households will be
correlated, even without network effects (Belot and Ederveen 2012).

Nevertheless, income differences and labour market outcomes continue to be
regarded as important determinants of mobility decisions for workers moving from
the new to the old EU Member States. In particular, existing wage gaps remain
substantial drivers of migration from the newMember States to the EU-15 countries.
According to the Special Eurobarometer on geographic and labour market mobility
(EC 2010), the motivations to work abroad for Europeans living in the new Member
States are mostly economic, while the mobility decision of citizens of EU-15 coun-
tries is more likely to be based on lifestyle and cultural factors or amenities. In
addition, unemployment remains an important factor motivating mobility for many
Europeans and almost half of the EU’s population would consider leaving their
regions or countries if they were unemployed. However, at the same time, 28% of
Europeans are not interested in working abroad nomatter how high thewages offered
(EC 2010; OECD 2012).

Focusing on the individual characteristics of the movers, it is imperative to cite
the important contribution of Roy (1951) in explaining the self-selection of workers.
The Roy model, which has been applied by Borjas (1987) and others to the context
of international migration, has become quite popular to analyse the composition of
workers, specifically in terms of skills, in internationalmigration flows. In thismodel,
migrants self-select both in terms of innate ability and measurable human capital.
For instance, positive self-selection in terms of innate ability occurs among migrants
who move from countries with a narrow income distribution to a wider one as well
as in host countries in which investment in education secures a higher return. Stark
(1996) instead stresses the importance of information asymmetry between immigrant
workers and host country employers in explaining the skill levels of migrants. The
empirical literature on the topic provides evidence thatmovers to the EU-12 countries
differ inmany respects from themovers to theEU-15, especially citizens fromanother
EU-15 country. In particular, movers from the EU-12 countries to the EU-15 are
mainly low-skilled, particularly among the young; in contrast, movers from another
EU-15 country are on average older andmore educated. Movers from EU-15 country
to the EU-12 tend to be older, mostly males and inactive; in contrast, EU-12 movers
in another EU-12 country are younger (50% are between 25 and 34 years old), with
higher employment rates compared to the EU-15 citizens (Bonin et al. 2008; Paci
et al. 2010).

9.5.3 Determinants of Cross-Border Commuting

Why do people commute across borders? In the literature on international labour
mobility, commuting has been completely overlooked (Borjas 1999). While there
exists a rich theoretical literature on the determinants of commuting, it is mostly
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focused on commuting within country (e.g. van Ommeren 1997; Rouwendal 1994;
Rouwendal and Meijer 2001), using different modelling strategies (e.g. gravity
models and search models) to rationalize the commuting decision and explain the
commuting patterns observed in the data. The empirical literature emphasizes the
importance of economic factors for the commuting decision such as wage differences
and housing costs, the amenities of the place of residence, but also household charac-
teristics such as partnership, children and the employment situation of the partner and
individual characteristics such as gender and age (van Ommeren 1997; Clark et al.
2003; Rouwendal 1999; Van Ommeren et al. 1997; Parenti and Tealdi 2019). These
authors acknowledge the role of borders as potential obstacles to labour mobility,
which on top of the costs arising from distance in every spatial interaction, inhibit the
transfer of activities and create spatial discontinuities in economic structures (Van
Houtum 1998). Several microeconomics factors such as gender, education, language
skills, mental barriers, level of information, contacts have an impact on whether
individuals overcome these obstacles and become cross-border commuters (Janssen
1999). Evidence shows that women tend to be less mobile because they are more
frequently on part-time jobs, which increase the commuting costs per working hour
and induce a reduction of the commuting distance, and because of their responsibil-
ities within the household (Rouwendal 1999). Van Ommeren et al. (1997), Hazans
(2003) and Rouwendal (1999) show empirically that commuting distances increase
with the educational level of individuals. The existence of a partner and the presence
of children are found to have a negative influence on cross-border commuting since
individuals who are restricted by the preferences and workplace of their partner and
by the commitments towards the children are less mobile (Janssen 1999). The influ-
ence of the employment sector on cross-border commuting depends on the economic
structure of the involved regions (Hansen and Nahrstedt 2000). Living close to a
border creates strong incentives to become cross-border workers, as commuting time
is shorter and costs are lower (Clark et al. 2003; Rouwendal 1999; Van Ommeren
1998). Finally, language barriers seem to play a large role in affecting the deci-
sion to take up a job in a different country (Parenti and Tealdi 2018; Bartz and
Fuchs-Schündeln 2012).

9.5.4 The Choice Between Migration and Commuting

While in the theoretical literature a few papers model the choice between commuting
and migration (Zax 1994; Rouwendal 1998; Van Ommeren et al. 2000; Reitsma and
Vergoossen 1988), the empirical literature on the topic is rather limited (Renkow and
Hoover 2000; Clark and Withers 1999; Rouwendal 1999; Van Ommeren et al. 1999;
Eliasson et al. 2003). Even the studies which consider the choice between migration
and commuting focus on a single country or an urban area. There is no empirical work
that studies the interaction of commuting and migration decisions in a cross-border
context and only a few papers deem commuting as a possible cross-border choice
(Gottholmseder and Theurl 2007; Buch et al. 2009). In the context of European
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integration, however, issues of cross-border commuting and migration are becoming
increasingly important from both an analytical and a policy perspective. Overman
and Puga (2002) found that regional linkages in unemployment rates are equally
strong across national borders as within countries. Furthermore, issues of cross-
border commuting and migration have received increased attention in the debate
prior to the 2004 EU enlargement round. In particular, Austrian and German policy-
makers repeatedly argued that due to the vicinity of major metropolitan centres to
the new Member States, cross-border commuting flows may be sizeable (Huber and
Nowotny 2013). It is also found that potential cross-border commuters differ from
cross-border migrants in a number of aspects. Huber and Nowotny (2013) develop a
random utility model where individuals choose between being willing to commute,
migrate or stay based on the utility they receive from the expected lifetime income
in the region of work and the expected lifetime amenities in the region of residence,
which also include the expected lifetime disutility arising from the rental price of
housing. If the place of work and the place of residence in the home country do
not coincide, the individual incurs pecuniary and non-pecuniary lifetime commuting
costs. By estimating themodel using data from regions of the newEUMember States
bordering Austria, they find that variables measuring the indirect costs of mobility
such as previous mobility experience, the presence of networks abroad, being single,
and the presence of children in the household have a smaller impact on the probability
of being willing to commute than on the willingness to migrate. Interestingly, gender
differences in thewillingness to commute are larger than in thewillingness tomigrate
(although women are both significantly less willing to commute and to migrate). By
contrast, variables associated with potential earnings have relatively little effect,
and educational achievement is not significant: potential cross-border commuters
and migrants are neither positively nor negatively self-selected on education (Huber
and Nowotny 2013). The willingness to commute, on the other hand, is negatively
correlated with distance to the closest workplace abroad, while distance has no effect
on the willingness to migrate. Finally, social deprivation is found to have a positive
impact on commuting propensities, but no effect on the willingness to migrate for
highly deprived individuals.

As cross-border commuters enjoy the option to consume in their home country
where the price level can be assumed to be lower than abroad, the factor that influ-
ences the decision to commute across a border is thus not the real wage but the
nominal wage abroad in relation to price level differences. Moreover, unlike migra-
tion costs that are paid up front, commuting costs accrue for each period and are thus
affected by the discount rate. Hence, the probability that migration will be preferred
to commuting depends on the relative price levels in the home country and abroad.
If the price level in both countries is the same the decision between migrating and
commuting depends only on the difference between the migration costs and the
discounted commuting costs (Nowotny 2014). Given mobility costs and relative
price levels, a higher expected real wage abroad will increase both the willingness
to migrate and the willingness to commute. However, as the price level of the home
country is lower than the price level abroad, an increase in the expected real wage
abroad will increase the incentives to commute by a larger margin than the incentives
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tomigrate because an increase in the expected realwage abroad raises the individual’s
purchasing power in her home country. It also implies that a higher level of risk aver-
sion is associated with a higher willingness to migrate than to commute. While a
higher risk premium decreases both the willingness to migrate and the propensity
to commute, the willingness to commute decreases by a larger margin because the
associated decrease in purchasing power has a larger impact on commuting outcomes
than it does on migration outcomes (Nowotny 2014). Moreover, a higher rate of risk
aversion decreases the propensity to both migrate and commute. In terms of indi-
vidual characteristics, age has a negative effect on both types of mobility, but the
effect is larger for the willingness to migrate; being in a partnership is associated
with higher willingness to migrate but not necessarily to commute, while individuals
who are home and car owners are significantly less incline to choose migration over
commuting. Finally, knowledge of the English language has a positive effect on the
propensity to migrate but a negative effect on the propensity to commute (Nowotny
2014). The limited literature which compares cross-border mobility and commuting
(Huber and Nowotny 2013; Nowotny 2014) while clearly highlighting the speci-
ficities of commuting, it considers it as an alternative to migration. However, the
motivation for choosing cross-border migration over commuting comprises a funda-
mental aspect, which is not relevant in the case of commuting/mobility within the
same country: the willingness to live in a new country, which involves the large
psychological cost of familiarizing with new institutions, culture, habits, in a poten-
tially different social, cultural, religious and linguistic environment. This leads to a
self-selection of workers: individuals who commute across the border share rather
different features compared to individuals who move across the border (Huber and
Nowotny 2013). As such, the degree of substitutability between the two mobility
decisions may not be as sizeable as for the case of within country inter-regional
mobility (Brown et al. 2015; Eliasson et al. 2003).

9.5.5 Obstacles to Cross-Border Mobility

The free movement of workers is guaranteed by the EU treaties and reinforced by
the principle of equal treatment and non-discrimination. However, a worker taking
up employment in another Member State must still overcome a number of legal,
social and infrastructural barriers. The low level of cross-border labour mobility
across the EU-28 which exists despite the legal provision for the free movement of
labour is ascribable to six main issues. First, the existence of legal and administra-
tive barriers: such barriers include, for example, rules which restrict the creation of
a company in another Member State or restrictions on the reallocation of staff and
the use of temporary and employment agency staff (European Commission 2002).
Firms and employers face difficulties in recruitingworkers fromotherMember States
because of a lack of integration of unemployment services, and due to the fact that
recruiting employees outside of the local labour market is costlier as a consequence
of administrative and legal barriers, which severely hamper a company’s enlargement
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decision to foreign markets (Barslund and Busse 2016). Second, the lack of famil-
iarity of EU individuals with other European languages has a strong negative impact
on labour mobility, as only half of the EU population speaks any other EU language
than their own (European Commission 2001). Bartz and Fuchs-Schündeln (2012)
find that language barriers play a larger role than country borders in explaining
the lack of labour market integration across borders in Europe. Third, complica-
tions in the international recognition of professional qualifications strongly affect
the decision to take up a job in a different Member State. Informal competences
and past experience (skills) may also be subject to recognition difficulties and there-
fore affect the potential remuneration of a worker in the destination labour market.
In a recent study, Bloomfield et al. (2017) find that the EU initiatives to harmo-
nize accounting and auditing standards across EU countries has led to a significant
increase of cross-border labour migration in the accounting profession compared to
other professions. Fourth, mobile workers’ lack of knowledge of rights and oppor-
tunities in potential destination countries has also often reported as a challenge to a
single labour market. This points towards the necessity to support the transparency
of advertising international job vacancies in order to establish an environment able
to create opportunities for mobility. Fifth, even though uncertainties with respect
to the functioning of social security when moving between countries have, to some
extent, been reduced by social security coordination, the imperfect knowledge on
how a potential destination country’s social security system operates continues to
be an issue. The interaction between tax systems of different countries (Barslund
and Busse 2016) and the limited portability of pension rights may also create strong
disincentives to cross-border mobility.

Finally, the worker posting is a rather complex phenomenon: posted workers
are not represented by national trade union, and a balance between the economic
freedom to provided services and the posted workers’ social rights ensuring a certain
minimum level of protection is still lacking and certainly needed. While the Posting
of Workers Directive (Directive 96/71/EC) has been introduced with the intention
of creating the minimum social protection floor for all Member States, it has been
criticized for reducing rights of postedworkers and undermining the rights ofworkers
in a home nation. Its revised version approved in 2018 aims at ensuring fair wages
and a level playing field between posting and local companies in the host country
while maintaining the principle of free movement of services, however it will take
two years before its full implementation in the EU Member countries.

9.6 Conclusions and Policy Implications

The main challenge for the creation of a Single European Labour Market, which
has been a European objective for decades is the lack of sufficient labour mobility.
Even though it is quite difficult to pinpoint the optimal rate of cross-border mobility
assessing all the benefits and costs, the current rate in Europe is believed to be
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too low, due to the presence of potential economic benefits which are still unex-
ploited (Zimmermann 2014). It is commonly agreed that even though cross-border
labour mobility may have important asymmetric effects, in aggregate the benefits of
labour mobility outweigh the costs and an enhanced intra-European labour mobility
would improve the welfare of the vast majority of Europeans (Bonin et al. 2008).
However, there are several challenges and risks that need to be taken into account
when considering policies to promote and enhance cross-border labour mobility
across EU countries.

First, there are three main (long-term) EU policy principles and aims, which are
acknowledged in the EU treaties, which are crucial for understanding the role of the
barriers and for identifying the challenges to labour mobility at the EU and member-
state levels. First, the right to freemovement of labour; second, the creationof a deeper
single market integration, particularly in the service sector, and finally, the develop-
ment of a competitive social market economy. While the notion of free movement
of labour is clear, the social market economy implies the establishment of welfare
states with high and universal social protection. A deeper single market integration
requires cross-border delivery of services and cross-border labourmobility.However,
in a situation of high heterogeneity between the current 28 Member States, national
welfare states, deep economic integration and generous social protection cannot be
simultaneously achieved. This has been labelled the ‘social trilemma’, where two
of the three objectives can be met at the same time, but not all three. Policy-makers
face the challenge of which of the two objectives to push for: their decision has
severe implications both for welfare policy and the depth of the single market inte-
gration. If the efforts are placed towards the reduction of disparities between national
social systems through the implementation of measures of social harmonization and
redistributive policies to foster economic convergence, the EU will move towards a
decentralized rather than centralized EU social policy. Alternatively, policy-makers
could choose to limit the EU economic integration by prioritizing over generous
social protection and fully autonomous national welfare states. Finally, by ditching
the generous social protection, they may risk social dumping, which entails a down-
ward pressure on social conditions due to the competition from countries with lower
social conditions. At this stage, efforts to reduce disparities between national social
systems have been undertaken through measures of social harmonization and redis-
tributive policies to foster economic convergence.Moreover, decentralized EU social
policy has been adopted, together withmeasures to limit the free circulation of posted
workers and by accepting some degrees of ‘social dumping’ resulting in European
Court of Justice cases. What will be the future moves of the EU in this phase of
uncertainty is hard to predict, however the direction which will be chosen will surely
shape the future of the EU.

Second, demographic changes are also taking place all over Europe, with critical
effects on labour markets and on the structure and membership of the EU. Europe’s
native populations are experiencing a severe demographic stagnation. Most new
EUMember States suffered natural population decline. In the EU-28, natural growth
amounted to+0.07%.Over the last decade, Europe’s old age dependency ratio (popu-
lation 65 + divided by population 15–65) grew constantly in the EU-28 reaching
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30.5% in 2017. Demographic ageing combined with high unemployment rates lead
to a situation where taxpayers have to bear growing welfare and social expenditure,
putting additional pressure on the social security systems. Future projections esti-
mate that the situation will worsen further in the coming decades when the baby
boom generation, born in the 1950s and 1960s, will reach retirement age. Relying
exclusively on cross-border labour mobility to solve these issues is unrealistic, full
control of both net migration and the age structure of in- and outflows of migrants
is not conceivable, and hence urgent decisions have to be taken in order to preserve
the sustainability of social protection systems and to maintain balance in the EU-28
labour markets (Gragnon 2014; Muus 2003). Moreover, with a fast ageing popula-
tion and the share of young mobile individuals declining rapidly, declining mobility
rates are to be expected in the near future. Hence, pro-active geographic mobility
increasing individual propensities to move is crucial to offset lower cross-border
mobility. Policy interventions in this direction should aim at expanding the expected
utility gains of mobility and reducing mobility costs for individuals. The adoption of
flexible and transparent labour markets, an environment which facilitates the reallo-
cation of labour, improvements in terms of communication and information, harmo-
nization of the education and qualification standards are few examples of policies
which could create incentives for cross-border mobility. Moreover, a larger share of
theEuropean Social Fund should be devoted to improving the training and the skilling
of mobile workers, the European jobmobility portal EURES should be further devel-
oped into a true EU-wide job portal, and more investments should be allocated in
infrastructure projects to allow easy and affordable cross-border mobility.

Finally, and of high importance due to the current difficulties the EU is facing
the implementation of policies aiming at the labour market and social integration of
movers. The effort for the removal of obstacles to mobility has been strengthened
particularly after the 2008/2009 economic and financial crisis, who lead to large
divergence in opportunities among workers in different Member States. As a result,
EU citizens are now more mobile than at any other point in time in the history of the
EU. However, the simplifying measures adopted by the European Commission and
the intensified efforts at EU-level to boost cross-border mobility, cooperation, and
integration have come under pressure, due to specific aspects and possible gaps in the
current framework that can be improperly exploited. Policy-makers face nowadays
a crucial challenge to reconcile the need for protecting the rights of mobile citizens
while limiting the potentially adverse effects on natives and incumbent companies
and while taking into consideration the impact of certain policies on public percep-
tions and opinions (Barslund and Busse 2016). Across all EU countries, the anti-
immigration sentiment is growing strong. This is fuelled by politicians and leaders
of populist parties taking advantage of the fears of the weakest segments of the
population and use immigrants as scapegoats to increase their political consensus.
EU policies aiming at increasing cross-border mobility need to be implemented in
order to facilitate the integration and assimilation of movers in the host country. On
one side, equal treatment between natives and immigrants needs to be guaranteed
and acts of racism and discrimination need to be banned and condemned, with the
aim of eliminating second class citizenship in the EU. A stronger enforcement of free
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movement rights is needed, together with integration measures such as language and
orientation courses for mobile workers and their family, and investments on intercul-
tural exchange for students and youth to support mobility oriented mindsets. On the
other side, more policies need to be implemented to redistribute the economic gain
from migration from the individuals who benefit the most to the individuals who are
negatively affected bymigration. Part of the EU structural and cohesion funds should
be invested in reallocating the social burden that may derive from the asymmetric
geographical effects of mobility. These redistribution policies would limit social
tensions, reduce income inequality among the EU-28 countries and lead towards a
stronger integration of immigrants, with potential large positive effects for everyone.
There is still a long way before the full development of a Single European Labour
market (Krause et al. 2014), but unless these fundamental policy interventions are
put in place in the near future, the ambition of a deeper integration may become even
more unrealistic.
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Paci P., Tiongson,E.R.,Walewski,M., Liwiński, J. (2010). Internal labourmobility in central Europe
and the Baltic region: Evidence from labour force surveys. In F. Caroleo, F. Pastore (Eds.), The
labour market impact of the EU enlargement. AIEL series in labour economics. Physica-Verlag
HD.

Parenti A., & Tealdi, C. (2018). Does the implementation of the Schengen agreement boost cross-
border commuting? Evidence from Switzerland.

Parenti, A., & Tealdi, C. (2019). The role of job uncertainty in inter-regional commuting: The case
of Italy. Growth and Change, 50(2), 634–671.

Pedersen, P., Pytlikova, M., & Smith, N. (2008). Selection and network effects—Migration flows
into OECD countries, 1990–2000. European Economic Review, 52(6), 1160–1186.

Peri, G. (2014). Do immigrant workers depress the wages of native workers? IZA World of Labor,
2014, 42.

Peri, G., & Sparber, C. (2009). Task specialization, immigration, and wages. American Economic
Journal: Applied Economics, 1(3), 135–169.

Pries, L. (2001). New transnational social spaces. London, England: Routledge.
Reitsma, R. F., & Vergoossen, D. (1988). A causal typology of migration: The role of commuting.
Regional Studies, 22, 331–340.

Ritzen, J., & Kahanec, M. (2017). EU mobility. A second chance for Europe (pp. 135–153). Cham:
Springer.

Rouwendal, J. (1994). Changes in commuting distances of Dutch households.Urban Studies, 31(9),
1545–1557.

Rouwendal, J. (1998). Search theory, spatial labor markets, and commuting. Journal of Urban
Economics, 43(1), 1–22.

Rouwendal, J. (1999). Spatial job search and commuting distances. Regional Science and Urban
Economics, 29(4), 491–517.

Rouwendal, J., & Meijer, E. (2001). Preferences for housing, jobs, and commuting: A mixed logit
analysis. Journal of Regional Science, 41(3), 475–505. https://doi.org/10.1111/0022-4146.00227.

Roy, A. D. (1951). Some thoughts on the distribution of earnings. Oxford Economic Papers, 3(2),
135–146.

Stark, O. (1993). The migration of labor. Cambridge, MA: Blackwell.
Stark, O. (1996). Frontier issues in international migration. International Regional Science Review,
19(1–2), 147–177.

Stark, O., & Bloom, D. E. (1985). The new economics of labor migration. American Economic
Review, 75, 173–178.

https://doi.org/10.1787/empl_outlook-2012-en
https://doi.org/10.1111/0022-4146.00227


9 Cross-Border Labour Mobility in Europe … 215

Todaro, M. P. (1986). International migration, domestic unemployment, and urbanization. New
York, NY: Center for Policy Studies.

Van Houtum, H. J. (1998). The development of cross-border economic relations, a theoretical and
empirical study of the influence of the state border on the development of cross-border economic
relations between firms in border regions of the Netherlands and Belgium. Tilburg: CentER.

Van Ommeren, J., Rietveld, P., & Nijkamp, P. (1997). Commuting: In search of jobs and residences.
Journal of Urban Economics, 42(3), 402–421.

Van Ommeren, J. (1998). On-the-job search behavior: The importance of commuting time. Land
Economics, 47(4), 526–540.

Van Ommeren, J., Rietveld, P., & Nijkamp, P. (1999). Job moving, residential moving, and
commuting: A search perspective. Journal of Urban Economics, 46, 230–253.

Van Ommeren, J., Rietveld, P., & Nijkamp, P. (2000). Job mobility, residential mobility and
commuting: A theoretical analysis using search theory. The Annals of Regional Science, 34(2),
213–232.

Vertovec, S. (1999). Conceiving and researching transnationalism. Ethnic and Racial Studies, 22,
447–462.

White, A. (2016). Familymigration from small-town Poland: A livelihood strategy approach.Polish
migration to the UK in the ‘New’ European Union (pp. 67–86). Routledge.

Zaiceva, A. (2014). Post-enlargement emigration and new EUmembers’ labour markets. IZAWorld
of Labor, 2014, 40.

Zax, J. S. (1994). When is a move a migration? Regional Science and Urban Economics, 24,
341–360.

Zimmermann, K. F. (2014). Migration, jobs and integration in Europe. Migration Policy Practice,
6(4), 4–16.

Glossary

EU-8: Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, and Slovenia.
EU-10: EU-8, Cyprus and Malta.
EU-12: EU-10, Bulgaria and Romania.
EU-13: EU-12 and Croatia.
EU-15:Austria, Belgium,Denmark, Finland, France, Germany,Greece, Ireland, Italy, Luxembourg,
Netherlands, Portugal, Spain, Sweden, United Kingdom.

EU-28: EU-15 and EU-13.
EFTA: Iceland, Liechtenstein, Norway, Switzerland.
EMU: Austria, Belgium, Cyprus, Estonia, Finland, France, Germany, Greece, Ireland, Italy, Latvia,
Lithuania, Luxembourg, Malta, the Netherlands, Portugal, Slovakia, Slovenia, and Spain.



Chapter 10
The Role of Subjective Wellbeing
in Cross-Border Migration

Arthur Grimes and Dennis Wesselbaum

10.1 Introduction

Much has been written on the economic determinants and consequences of interna-
tional migration. The survey by Borjas (1994) identified that to assess the economic
impacts of immigration one had to have ‘an understanding of the factors that motivate
persons in the source countries to emigrate’ (p. 1668). Traditional economic factors
such as income and job opportunities are clearly relevant here and much of the early
economics of migration literature concentrated on these factors.1

Since these early contributions, researchers have increasingly explored other
determinants of international migration including the prospect of moving to lead
a more satisfying life. Naturally, economic factors such as incomes and job opportu-
nities affect the prospects of leading a better life. But so too do many other factors,
including human rights, environmental benefits and cultural factors. The burgeoning
literature on the economics of wellbeing show how these types of factors influence

1For instance, Borjas (1994) states: “(t)he migration decision is determined by a comparison of
earnings opportunities across countries, net of migration costs” (p. 1688). None of the following
terms is mentioned in his survey of prior work on the economic determinants of migration: “well-
being (or well-being), subjective, happiness, satisfaction, amenity (or amenities), non-monetary,
non-pecuniary”.
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people’s overall satisfaction with their life—often referred to as subjective wellbeing
(SWB) (Layard 2011; Helliwell et al. 2012; Clark 2018).2

Our purpose in this chapter is to review and advance the evidence to date on the
influence of subjectivewellbeing in origin and destination countries on people’s inter-
national migration decisions. These influences are analysed in the context that they
supplement, rather than replace, the influence of labour market factors as migration
determinants. Drawing on the pioneering insights of Sjaastad (1962)3 we also refer-
ence studies on the role of subjective wellbeing in determining regional migration
flows.4

We start with a survey of studies that have used subjective wellbeing measures
to help explain observed international migration flows, with discussion of studies
that use SWB to explain people’s stated migration intentions (that may or may not
result in actual migration flows). While not being central to our focus, we also
discuss studies that examine the wellbeing outcomes of people following cross-
country migration. Section 10.3 outlines a simple theoretical approach to provide a
framework for explaining how both the mean and inequality of subjective wellbeing
in a country can influence migration choices alongside more standard economic vari-
ables. The importance of wellbeing inequality reflects the theoretical observations of
Stark and Bloom (1985) that individuals’ outcomes relative to a reference group may
affect decisions to migrate. Section 10.4 uses the same data as used in a recent study
of bilateral migration between countries to explore the relationship between migra-
tion flows and subjective wellbeing factors, with a particular focus on how inequality
in SWB impacts non-linearly on bilateral migration flows. In the concluding section,
we consider what the results might imply both for researchers and for policy-makers.

10.2 Literature Review

Prior to reviewing the literature on the relationship between migration flows and
subjective wellbeing, we provide a brief primer on the variables most frequently
used to proxy subjective wellbeing within the economics literature and in other
branches of the social sciences. We then review three related sets of studies that (i)
use SWB as a determinant of actual migration choices (ii) use SWB as a determinant
of migration intentions and (iii) examine the ex post outcomes for SWB following
migration.

2Measures of overall life satisfaction (also known as evaluative SWB) are often differentiated from
measures of short-term happiness or ‘positive affect’—see Sect. 10.2.1.
3After discussing monetary returns to regional migration, Sjaastad (1962) states: “In addition, there
will be a non-monetary component, again positive or negative, reflecting his preference for that
place as compared to his former residence” (p. 86).
4International migration decisions are more complex than regional migration decisions involving
issues such as immigration restrictions, high travel costs and language and cultural barriers. We
discuss the importance of controlling for such issues in modelling international migration flows in
Sects. 10.2 and 10.4 of this chapter.
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10.2.1 Subjective Wellbeing Measures

A wide body of literature in the social sciences now uses measures of SWB either
as dependent variables to be explained by other factors or as independent variables
used to explain other outcomes such as productivity (Clark 2018). Measures may be
used either at the unit record (personal) level or are aggregated to regional or country
aggregates.

Many studies have examined the determinants of individual-level SWB. Promi-
nent surveys of the literature include Di Tella and MacCulloch (2006), Kahneman
andKrueger (2006), Dolan et al. (2008), Layard et al. (2012) and Clark (2018). These
surveys highlight a number of strengths and weaknesses of (various types of) SWB
data.

First, more than one measure of SWB is available and the preferred measure may
differ across applications. Building on the work of Veenhoven (2007), Delhey and
Kroll (2013) discuss the relationship between three commonly used measures of
SWB that are available across a broad range of countries. The first measure, used by
the Gallup Poll (and elsewhere), is the Cantril ladder of life (Cantril 1965), measured
through responses to the question:

Please imagine a ladder with steps numbered from zero at the bottom to ten at the
top. The top of the ladder represents the best possible life for you and the bottom
of the ladder represents the worst possible life for you. On which step of the ladder
would you say you stand at this time?Indent this para (as occurs in the other quoted
questions that follow)

This question represents a self-anchoring scale in which the respondent can define
their life situation relative to the best and worst life that they can imagine. This
measure is often referred to as a measure of overall life satisfaction, life contentment
or satisfaction with life.

The second measure, which is also a measure of overall life satisfaction, asks
people to rate their lives on a 0–10 or on a 1–10 scale. This question is included
in several countries’ General Social Survey and in some international surveys. The
relevant World Values Survey (WVS) question is worded:

All things considered, how satisfied are you with your life as a whole these days? Please use
this card to help with your answer [1 dissatisfied (…) 10 satisfied].

Each of the foregoing measures is regarded as a measure of evaluative wellbeing
(i.e. an evaluation of their life as a whole). A separate group of measures refers
to more momentary (hedonic) experiences. The Gallup Poll, for instance, surveys
respondents as to whether they smiled yesterday and also surveys their ‘positive
affect’ (happy emotions) and ‘negative affect’ (unhappy emotions) while the WVS
asks about happiness, using the wording:

Taking all things together, would you say you are: very happy, quite happy, not very happy,
not at all happy?

Delhey and Kroll report cross-country correlation coefficients (for OECD coun-
tries) of: 0.77 between the Cantril ladder andWVSmeasures of life satisfaction; 0.81
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between the WVS measures of life satisfaction and happiness and 0.69 between the
Cantril ladder and WVS happiness. OECD (2011) reports a cross-country correla-
tion coefficient of 0.47 between the Cantril ladder and the ‘affect balance’ (positive
affect minus negative affect, from the Gallup Poll). Based on studies using unit
record data, Kaheneman and Krueger (2006) report positive correlations between
measures of reported SWB and neurological correlates (e.g. the left-right difference
in brain activation), cortisol levels, smiling frequency, ‘unfakeable smiles’, ratings of
own happiness by friends, verbal expressions of positive emotions, sociability, sleep
quality, happiness of close relatives, self-reported health, high (absolute and rela-
tive) income, religious involvement and recent positive changes in circumstances.
Graham and Nikolova (2015) find that capabilities such as educational attainment,
employment status, household income, health, freedom and belief in hard work (Sen
1999) are positively related to both evaluative and hedonic wellbeing, though are
relatively more important for the former.5

The various SWB measures are therefore each positively correlated with one
another and with other indicators of positive life circumstances. For purposes such
as ours, which deal with longer term life decisions, studies mostly concentrate on
evaluative measures of life satisfaction as the most appropriate measure of SWB.
Consistent with this approach, Graham and Nikolova (2018) find that a subjective
wellbeing measure based on the Cantril ladder outperforms an hedonic wellbeing
measure as a predictor of migration plans, although both measures indicate broadly
similar relationships. For our empirical work we adopt the Gallup Poll Cantril ladder
measure, using both the country mean and within-country standard deviation of
responses.

A second issue relates to the intertemporal comparability of reported SWB, both at
the individual level and at an aggregated level. Kahneman andKrueger (2006) survey
the results of individual-level studies showing that life satisfaction of individuals is
positively correlated over time.6 The reaction of SWB to significant life events is
more complex. There is significant evidence that individuals adapt to major life
events (e.g. a lottery win or physical harm) to a significant extent (and, in some
circumstances, a full extent) over time. For instance, individuals who receive a lottery
win may be temporarily more satisfied with life, but report no higher satisfaction
with life in subsequent years. Cummins et al. (2014) use the psychological concept
of individual ‘set-points’ to describe a process whereby individuals gravitate back to
their own personalised SWB norm following a perturbation. Kahneman and Krueger
refer to an ‘aspiration treadmill’ whereby people increase their aspirations for their
own life as their circumstances improve. As discussed further in Sect. 10.2.2, this

5Another form of subjective wellbeing that is surveyed across countries is “purpose in life” or
eudemonia. This is a somewhat different concept from evaluative or hedonic wellbeing, andGraham
and Nikolova (2015) find that its relationship to capabilities is not as strong as are the relationships
between capabilities and either evaluative or hedonic wellbeing. Eudemonia is intuitively less likely
to be related to migration decisions so is not considered further here.
6For instance, one study which retested individuals two weeks apart found a correlation coefficient
of 0.59 for reported life satisfaction of individuals, while another which retested individuals four
weeks apart reported a correlation of 0.77.
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process may be relevant to observed ex post SWB outcomes that follow migration.
However it is unlikely to be an issue for the use of cross-country SWB as a predictor
of migration unless people were to rationally forecast that their aspirations would
change consequent on migration.

A third issue with using SWB data across countries relates to whether responses
to questions on SWB are comparable across nations and cultures. Exton et al. (2015)
studied this issue in depth (using GallupWorld Poll data) finding that cultural factors
account for only a small portion of reported life satisfaction for individuals across
countries. Specifically, ‘cultural bias’ (culturally related measurement error) and
‘cultural impact’ (substantive differences in how people of different cultures experi-
ence their lives) together account for only about 20% of country-specific unexplained
variance of SWB (i.e. after accounting for personal circumstances).

Layard et al. (2012) note further that as well as personal factors which affect SWB
(such as income, education, age, gender) several societal factors are associated with
SWB. These include social trust, community and governance, freedom of choice and
political participation. These factors, plus the cultural factors considered by Exton
et al. (2015), can be accounted for in regression analysis through the incorporation of
country fixed effects provided that they are invariant over time (Our analysis includes
both origin and destination country fixed effects to account for such unobservable
factors.).

A fourth issue with the use of SWB data is that each person’s SWB may relate
not only to their own absolute circumstances, but also to their circumstances rela-
tive to others around them (Easterlin 1974; Di Tella and MacCulloch 2006). These
circumstances may go beyond observable relativities such as income (which lie
behind the Easterlin Paradox),7 to also include the fit of an individual with society’s
dominant values and religion. As discussed in our theory section, these broader soci-
etal factors—and an individual’s fit with them—may affect the individual’s SWB
outcomes according to their country of residence. The use of country fixed effects
will not account fully for these types of effects that differ across the distribution
of individuals. Noting that people who are a ‘poor fit’ with their society may have
idiosyncratic levels of life satisfaction, our empirical work incorporates measures of
SWB inequality (together with interactions of income with the mean and inequality
of SWB) in part to account for these distributional issues.

10.2.2 Subjective Wellbeing and Migration

Studies on the relationship betweenmigration flows and SWBnaturally fall into three
categories: (i) the role of SWB as an ex ante determinant of actual migration flows;

7Easterlin (1974) observed a paradox whereby richer people tend to be happier than poorer people
within a country at any point of time; however while countries have become richer over time, they
have not uniformly become happier over time. In part, this may be explained by adaption and in
part by individuals placing a high weight on relative rather than absolute income. The existence of
the Easterlin Paradox has since been challenged, e.g. by Stevenson and Wolfers (2008).
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(ii) the role of SWB as an ex ante determinant of stated migration intentions and (iii)
the ex post SWB outcomes of migrants. Our empirical contribution lies within the
first category. However, the remaining categories capture features that are relevant
to the topic, hence we also discuss insights from these latter fields of study.

10.2.2.1 Actual Migration Flows and ex ante SWB

Three recent studies include subjective wellbeing as a predictor of international
migration flows.8 The pioneer of these studies is Polgreen and Simpson (2011)
[henceforth PS]. PS obtain happiness data,measured on a 1 to 5 scale, for 84 countries
from the World Values Survey (WVS).9 In each case, they use the country average
to represent happiness in that country. The data cover four waves of the survey from
1981 to 2004. Some countries are surveyed only once, while others are surveyed
multiple times.

The study relates the country happiness data to three different aggregate migration
datasets to test whether happiness affects migration, finding a consistent non-linear
relationship between happiness in a source country and its migration flows. Specifi-
cally, they find a U-shaped relationship in which emigration rates are high in the least
happy countries and are also high in countries with high SWB, while emigration is
lower in countries withmoderate SWB levels. In our subsequent analysis (Sect. 10.4)
we explore non-linearity in the effects of happiness onmigration flowswithin a panel
setting.

The first PS model tests whether happiness in the source (origin) country affects
the emigration rate from that country (i.e. the number of emigrants divided by the
population of native-born residents of the source country). The chosen emigration
year is 2000 (or nearest year to it), and the sample comprises 58 countries that have
both emigration and happiness data. A simple cross-sectional equation is used with
the most detailed specification including a quadratic in happiness, a quadratic in log
(GDP), plus the GDP growth rate and regional dummies (for Africa, Asia, Europe,
Latin America and North America). Country dummies are not possible to include
given the cross-sectional nature of the data. Using this dataset, PS obtain a consistent
finding (across multiple equation specifications) of a U-shaped effect of happiness
in the origin country on emigration rates.

The second PS model uses panel data to test whether happiness of the source
country affects the number of immigrants from that country to the U.S. The dataset
comprises an unbalanced panel for 76 countries between 1981 and 2003, with 175
observations. The most detailed specification is equivalent to the first model but with
the inclusion also of time (wave) fixed effects. Country fixed effects are not included,

8For related studies of ex ante determinants of regional (within-country) migration that incorporate
SWB see Glaeser et al. (2016) and Grimes et al. (2017).
9PS state that they conduct the same analysis using life satisfaction data from the WVS and find
almost identical results.
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in part because some countries are observed only once in the panel. The study again
finds a U-shaped effect of source country happiness on migration rates to the U.S.

The third model examines net migration for 80 countries between 1980 and 2004
using migration data sourced from the United Nations Population Division. The
specification remains as formodel 2 except that the happiness variable now represents
the happiness of the destination rather than the source country. The model is again
based on an unbalanced panel without country fixed effects (and with some countries
observed only once in the panel). With this specification, PS find a hump-shaped
effect of (destination country) happiness on net migration, so that very unhappy
countries attract relatively few netmigrants, whilemoderately happy countries attract
the most, before the rate declines for very happy countries.

PS are unable to isolate the factors that result in the finding of a U-shaped response
of migration to the mean level of happiness in a country. They hypothesise that
migrants from very unhappy countries have a strong motivation to emigrate, and (as
we show in Sect. 10.3) this is what we would expect theoretically. Why then does
emigration again increase among people from very happy countries? PS speculate
that this may be because people in such countries are inherently more optimistic
than people in less happy countries and that optimism is positively correlated with
an intention to migrate (Ek et al. 2008). Another suggestion is that prospect theory
(Kahneman and Tversky 1979) may play a part: reference points differ between
people in happy versus unhappy countries and attitudes towards risk may also differ.

Given the lack of country fixed effects in the study’s three models, unobserv-
able factors may also lie behind the non-linear result. Immigration restrictions may
be less binding on migrants from richer countries (Ortega and Peri 2013), which
also tend to be happier countries (Stevenson and Wolfers 2008), so that prospective
emigrants from those countries are more easily able to realise their ambitions than
can prospective emigrants from poorer (less happy) countries. For instance, migra-
tion between (generally happy) European countries is relatively unrestricted, as is
migration between Australia and New Zealand (both happy countries). Given the
inability of the study to control for unobservables through the inclusion of country
fixed effects, PS’s findings with regards to the non-linear SWB effects on migration
must be treated with some caution. Nevertheless, the study remains important for
introducing the idea that SWB affects international migration patterns.

A second study in the field, Grimes et al. (2014) [henceforth GOT], concentrates
on netmigration flows over five-year timespans for the period 1961–2010. Consistent
with the third model of PS, the migration data is sourced from the UN Population
Division. The country sample includes only developed countries, being limited to
the first 24 OECD member countries. Depending on availability of covariates, the
samples include from 21 to 24 countries within a balanced panel with up to 10
migration waves (i.e. 210–240 observations). In some cases (depending on covariate
availability) the analysis is limited to the most recent six waves covering 30 years.
Like PS, wave fixed effects plus per capita log (GDP) [or per capita log (GNI)
depending on the sample length] are included in all equations; in contrast to PS,
country fixed effects are included for all estimates.
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One issue in modelling long-run impacts of SWB is that there is no cross-country
survey of SWB that extends back to the 1960s. Consequently, GOT use a series
of modelled mean life satisfaction for each country compiled by Abdallah et al.
(2008). This enables the authors to model a longer time dimension than could be
modelled using surveyed SWB data. For shorter term (post-1985) estimates, GOT
also explore the role of a country’s SWB inequality in determining net migration
flows. This feature, plus the inclusion of country fixed effects in a balanced panel
setting, represents the key innovations of this study relative to that of PS.

GOT find consistently positive effects of both income per capita and of average
country SWB on a country’s net (inward) migration flows. These effects exist even
after controlling for unobservables, and hold across a variety of specifications that
include a range of other country- and time-varying control variables. Given that this
sample includes only developed countries, the SWB findings are, on face value, in
contrast to those of PS who find a negative effect of SWB on net migration flows for
upper income countries. This difference may reflect the inclusion of country fixed
effects in the GOT study to control for unobservables within a balanced panel. The
inclusion of country fixed effects means that GOT tests the effects of country SWB
relative to its time-series average on net migration flows. It could still be the case that
countries with a high SWB average (over time) have lower migration flows relative
to mid-range countries as found by PS.

In its examination of SWB inequality, GOT use the standard deviation of life
satisfaction within each country, sourced from the WVS. This approach follows
Veenhoven’s (1990) suggested use of SWB inequality (measured by its standard
deviation) as a measure of national inequality, and its subsequent use as an inequality
measure by Kalmijn and Veenhoven (2005). Goff et al. (2018) analyse whether
inequality of life satisfaction can bemeasured appropriately by the standard deviation
of life satisfaction and conclude that the measure is a reasonable empirical proxy for
this concept. However, the use of the standard deviation as ameasure of inequality for
an ordinal variable that is bounded above and below is contested, and other measures
have been mooted.10 While the use of the standard deviation is the most common
measure of SWB inequality in the literature—and is the measure that we adopt in our
empirical work—further research is warranted to test the effects of using different
inequality measures across different applications.

For theGOT study, the SWB inequality variable from theWVS could only be used
from 1985 onwards, and gaps in measurement required imputation of a number of
observations, so the inequality results must be treated with caution. The authors find
some evidence that an increase in SWB inequality of a country reduces net inward
migration flows to that country (significant in one specification and not significant in
another). However the quality of the SWB inequality data usedmeans that this finding
should be regarded as tentative. Given that the study examines net migration flows,
one cannot infer from the GOT analysis whether the SWB effects (for both the mean
and the standard deviation) act chiefly through emigration from, or immigration to,

10For other approaches to measuring inequality of surveyed subjective wellbeing see Delhey and
Kohler (2011), Dutta and Foster (2013) and Cowell and Flachaire (2017).
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each country. This analysis is left to the third study that links international migration
and SWB.

Grimes and Wesselbaum (2018) [GW]11 model the impacts of SWB on bilateral
migration flows between country pairs. This approach entails inclusion of country
average SWB for both origin and destination countries within a panel setting. GW
enrich the analysis by testing the effects on migration of inequality in happiness
within both origin and destination countries (using the SWB standard deviation as
the inequality measure). These influences are estimated while controlling for log
(GDP) per capita (in both origin and destination countries), time fixed effects, and
moving costs (proxied by log (Distance), and dummies for colonial ties, a common
border and a common language). All specifications include country fixed effects
with some including separate effects for both origin and destination countries, and
others including fixed effects for origin–destination country pairs. In addition, some
specifications include origin-year fixed effects. Thus unobservables are carefully
controlled for within the study.

The GW dataset comprises the flows of migrants between 14 destination coun-
tries and 102 origin countries observed over eight years: 2006 to 2013. The dataset
enables each equation to be estimated with at least 7,000 observations (depending on
availability of covariates). The destination countries include countries with a large
stock of migrants plus countries that experience large migration inflows. Restricting
destination countries to large recipients of migrants has the advantage that the study
has comparatively few cases of zero bilateral migration flows in any year. SWB data
is surveyed annually by the Gallup Poll and so is available on a balanced basis for
all countries included in the sample.

The modelling of bilateral migration flows between each origin country and each
destination country means that the influence of SWB (and of other factors) in both
origin and destination countries can each be tested. In practical terms, it also means
that the sample size is increased hugely relative to the PS and GOT studies. These
features, plus the additional controls for unobservables and the inclusion of compre-
hensive data for SWB inequality, mark the key contributions of this paper relative to
the prior studies.

GW find consistent evidence that bilateral migration flows respond positively to
mean SWB in destination countries and negatively to SWB in origin countries. These
effects are in accordance with expectations. Notably, the destination country effect is
considerably stronger than is the origin country effect.12 Similarly, GDP per capita in
the destination country has a strongly positive effect while there is less evidence that
origin country incomes affect the bilateral flow. The importance of both SWB and
income variables for bilateral migration flows is consistent with the findings of GOT,
but the GW results have the added advantage of explaining the impacts of SWB in
both origin and destination countries on migration flows.

11A revised version of GW is forthcoming in International Migration.
12When the sample is split into pre- and post-global financial crisis sub-samples, the origin country
SWB impact increases in absolute size while that of the destination country decreases, but still
remains larger than the origin country effect.
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The effects of SWB inequality within the GW study are intriguing. Higher
inequality in an origin country appears to increase emigration from that country,
although the effect is not always significant. A much stronger effect is apparent for
inequality in the destination country. The study finds a consistently positive effect
of inequality in the destination country on bilateral flows to that country. Several
theories exist as to why inequality in a destination country may act as an attractor
for migrants. One possibility is that a high degree of inequality raises the value of
the option of migrating in the same way that a higher standard deviation raises the
value of a financial or a real option (Guthrie 2009). A prospective migrant might
consider that they will have the option to move back to their origin country if things
don’t work out well in the new location. A higher standard deviation of SWB in
the new country means there is a greater likelihood that they will attain some (high)
threshold of SWB that makes staying worthwhile, whereas a low level of inequality
may make attainment of a desired improvement in conditions difficult to achieve. A
related possibility is that a heterogeneous SWBdistributionmight imply there will be
greater opportunities to find a ‘good fit’ for the migrant in the new country whereas
a homogeneous distribution might signify a narrower range of opportunities for the
migrant. This may especially be the case for a migrant who has characteristics that
are distinct from typical residents of the destination country.

Another possibility is that a selection effect operates whereby those that have the
greatest optimism bias are those that do migrate (Ek et al. 2008). The presence of
an optimism bias among migrants is consistent with evidence from some studies
showing that migrants do not necessarily reap SWB benefits following migration
to a new country (see Sect. 10.2.2.3). While it is the case that ex post outcomes do
not necessarily match ex ante expectations, it is the ex ante factors that determine
whether people choose to migrate, and it is these ex ante determinants of migration
that is our focus.

10.2.2.2 Prospective Migration Flows and ex ante SWB

A number of studies have examined the relationship between ex ante subjective
wellbeing and stated international migration aspirations of potential migrants. In this
literature, the migration intention is often measured by a survey question relating to
an ‘expressedwillingness tomigrate’ (Cai et al. 2014). In some studies, the intentions
are split into intentions to migrate permanently or temporarily. Studies use a variety
of subjective wellbeing measures, with some using Cantril Ladder data from the
Gallup Poll, some using questions similar to that for life satisfaction in theWVS and
some using (shorter term) happiness measures. As discussed in Sect. 10.2.1, these
measures have strong positive correlations with one another.

An early contributor in this field is the study of Graham and Markowitz (2011),
based on surveyed migration intentions from Latin America. They find that emigra-
tion intentions are negatively related to an individual’s stated level of happiness.
Intentions to migrate are also related to another subjective indicator, the satisfaction
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that an individual expresses about their own financial situation. Those who are satis-
fied with their financial situation are less likely to express an intention to migrate.
This contrasts with the raw effect of absolute wealth for which the study finds a
positive relationship with the intention to migrate. Following the work of Graham
and Pettinato (2002), the group of wealthy intended migrants who are unhappy with
their own financial situation are termed ‘frustrated achievers’.

Subsequent studies have tended to corroborate the finding that higher levels of
subjective wellbeing (for individuals or within the origin country) reduce the proba-
bility of a stated intention to migrate. Cai et al. (2014) find this result especially for
richer countries, Chindarkar (2014) finds a similar relationship especially for more
educated people, Otrachshenko and Popova (2014) find this relationship for people
fromWestern, Central and Eastern Europe, while Nikolova andGraham (2015) find a
similar result for residents of developing and transitional countries. Relatedly, Dust-
mann and Okatenko (2014) find that contentment with various dimensions of local
amenities, such as public services, and security are key determinants of migration
intentions.

One study that produces contrasting findings is that by Ivlevs (2015). This study,
based on surveyedmigration intentions for 35 European and Central Asian countries,
finds a U-shaped relationship between life satisfaction and an individual’s stated
intention to migrate. Thus, as with the studies above, there is a negative relationship
between intended migration and life satisfaction for those in the lower portion of
the subjective wellbeing distribution. However, the relationship turns positive for
those in the upper part of the distribution. Given the lack of comprehensive wealth
data available for the study, this latter result may be related to the positive effect of
absolute wealth on migration intentions found by Graham and Markowitz (2011),
noting that wealthier people, on average, tend to exhibit higher life satisfaction.

GrahamandNikolova (2018), in their analysis of LatinAmericanmigrants, extend
the scope of analysis to include twomeasures of subjectivewellbeing: hedonic (expe-
rienced wellbeing) and evaluative (overall life evaluations). Hedonic wellbeing is
measured using a question on whether the respondent smiled yesterday, while the
Cantril ladder is used as the measure of evaluative wellbeing. The authors examine
determinants of both emigration intentions (based on whether one would ideally like
to emigrate permanently) and emigration plans (where the respondent has explicit
plans to move abroad permanently within the next year).13

Consistent withmost prior results, the study finds that peoplewith higher (hedonic
and evaluative) subjective wellbeing are less likely to express an intention or plan to
migrate. With respect to income, the authors find evidence to support the ‘frustrated
achievers’ effect whereby those that report a worsening in their economic situation
are more likely to express a positive migration intention. While the findings are
consistent with other studies, a decomposition of the regression results shows that
evaluative wellbeing explains only 1% of variation in migration plans, although this
contribution is still greater than that for each of health, freedom or social support.

13The study also examines the consequences of migration for those who move; this contribution is
reviewed in Sect. 10.2.2.3.
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Hedonic wellbeing explains a smaller proportion of migration plans than does eval-
uative wellbeing. Consistent with this last result, we use the evaluative wellbeing
measure (based on the Cantril ladder) in our empirical work in Sect. 10.4.

10.2.2.3 Migration Outcomes and ex post SWB

While our study focuses on subjective wellbeing as a determinant of (actual) migra-
tion flows, relevant insights can also be gained from studies of ex post outcomes for
migrants following migration.

Commonly, studies find that migrants’ outcomes are poorer than outcomes for
natives of the destination country; for instance, see Safi (2010)with respect toEurope;
Bartram (2011) with respect to migrants to the U.S.; and the survey by Hendriks
(2015). However, some of these findings are carefully nuanced. As an example,
Bartram (2011) finds that increased income provides a greater happiness payoff to
migrants relative to natives. Thus the reason behind the migration (e.g. whether the
individual sought to increase their income or not) may have differing effects on the
subjective wellbeing of migrants in the destination country. Migrants also differ in
terms of their migration status, so that outcomes may differ depending on the type
of visa (and hence work opportunities) that a migrant holds.

Studies differ on whether subjective wellbeing outcomes for the migrants them-
selves improve as a result of migration. Even where SWB is a factor that affects
migration decisions ex ante, the ‘aspiration treadmill’ that Kahneman and Krueger
referred to (see Sect. 10.2.1) may result in different SWB outcomes than anticipated
despite actual circumstances evolving as predicted by the individual. A number of
methodologies have been utilised to address this issue, ranging from cross-sectional
regressions, to matched pairs of individuals, to difference-in-difference specifica-
tions that utilise wellbeing of residents who intend to migrate as the pre-migration
outcome. The consensus across this range of studies is that migrants tend to improve
subjective wellbeing uponmigration (Hendriks 2015; Hendriks et al. 2018; Helliwell
et al. 2018). However, this result is not uniform and may depend on country-specific
or migrant-specific reasons for the migration decision.

For instance, Bartram (2013) finds that migrants from Eastern Europe to Western
Europe tend to display higher happiness relative to those that did not migrate—
though this effect is not consistent across all origin countries (with Polish migrants
a notable exception). Similarly, Nikolova (2015) and Nikolova and Graham (2015)
find that migrants from transition to post-transition countries experience an increase
in subjective wellbeing (as well as in other outcomes such as incomes and satisfac-
tion with freedom). German emigrants have been found to increase their subjective
wellbeing relative to those who did not migrate (Erlinghagen 2012). In a contrasting
study, Bartram (2015) finds that migrants from richer to poorer European countries
tend to experience a decrease in happiness upon migration.

Thus country-specific circumstances (and/or the circumstances of the self-selected
individualswho choose tomigrate)mayhave an influence on the relationship between
migration and changes in an individual’s subjective wellbeing. Hendriks and Bartram
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(2016) conclude that changes in subjective wellbeing depend on a range of pecuniary
and non-pecuniary factors including the destination country’s governance and social
climate. Helliwell et al. (2018) add the importance of natives’ attitudes to migrants
as a determinant of migrant happiness following a move.

While a number of innovative approaches have been used to estimate the effect
of migration on migrants’ ex post subjective wellbeing outcomes, the difficulty of
tracking migrants longitudinally before and after migration makes identification of
effects difficult. One exception is the study byMelzer (2011) who analyses migration
fromEastGermany toWestGermanypost-unificationusing longitudinal data.Melzer
finds that migrants’ happiness increased following migration (especially for males),
in part due to improved labour market outcomes.14

Whenmigration results in substantial cultural shifts, however, the effect on subjec-
tive wellbeing may not be positive. A study by Stillman et al. (2015) finds that the
wellbeing of Tongan migrants to New Zealand—where the migrants were chosen
through a lottery (enabling the equivalent of a randomised control trial ofmigrants)—
declined after migration. Ex post outcomes with respect to subjective wellbeing for
migrants may therefore be sensitive to the country pair as well as individual context.
Our focus is on the ex ante determinants of (actual) migration rather than the ex
post wellbeing effects of migration but the potential for heterogeneity is highlighted
by these ex post findings, and this heterogeneity is therefore an important aspect to
consider in our ex ante work.

10.3 A Theory of SWB and Migration Choice

To place the analysis of SWB impacts on migration into an economic framework,
we outline a simple theory of migration that accounts for key features of the models
discussed above. The theory builds on that presented in Grimes and Wesselbaum
(2018). We consider a case of two countries (i, j) in which individual k is initially
situated in origin country i.15 The individual can choose to remain in country i or
migrate to destination country j.

Individual k can earn income wki in country i or income wkj in country j. Country
i has amenities and other non-pecuniary characteristics that affect utility, Ai ; simi-
larly, country j has corresponding features, A j . These features may affect different
individuals in different ways, hence the parameter, γk . In addition, each individual
has an individual-specific random utility component that is country-specific. The
individual knows their own parameter for the country in which they initially live
(εki ), and has an expectation of that parameter (εek j ) if they were to live in the other

14Similarly, studies base on longitudinal data of happiness payoffs to internal migration in the
United Kingdom (Nowok et al. 2013) and Australia (Grimes et al. 2017; Preston and Grimes 2019)
show lifts in happiness after migration relative to prior years.
15The model can be extended to include multiple periods with the potential for multiple migrations
over time; the key results remain qualitatively unchanged, so here we concentrate on the single
period version to keep the exposition simple.
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country. We assume that εki is distributed with mean 0 and variance σ 2
i while εek j is

distributed with mean 0 and variance σ 2
j .

Given these assumptions, utility for individual k who lives initially in country i
and chooses to stay there (ukii ) is given by (10.1). If the individual chooses to migrate
to country j their utility (uki j ) is given by (10.2) in which a cost of moving (Ci j ) is
included in the latter expression. The migration cost may be either a financial or a
psychic cost.

ukii = ln(wki ) + γk Ai + εki (10.1)

uki j = ln
(
wkj

) + γk A j − Ci j + εek j (10.2)

The individual will move from the origin country (i) to the destination country (j)
if and only if uki j > ukii ; i.e. iff:

ln
(
wkj

) + γk A j − Ci j + εek j > ln(wki ) + γk Ai + εki (10.3)

Several clear predictions emerge from (10.3) for the determinants of bilateral
migrationflows.Denoting the bilateralmigrationflow from i to j asMi j , and assuming
that the individual’s wage in each country is positively correlatedwith themeanwage
in that country (wi and wj , respectively) the two income terms imply:

∂Mi j
/
∂wj

> 0 and ∂Mi j
/
∂wi

< 0

Similarly, the two amenity terms imply:

∂Mi j
/
∂A j

> 0 and ∂Mi j
/
∂Ai

< 0

Assuming that SWB is positively related to amenities, we expect the corre-
sponding signs on each of the two SWB terms in the bilateral migration equation.
With respect to costs, (10.3) implies:

∂Mi j
/
∂Ci j

< 0

These predictions are all as might be expected through intuition. The effects of
inequality in SWB on bilateral migration flows are less intuitively obvious but can
also be derived from (10.3). To simplify the notation, define θki j as follows:

θki j ≡ ln
(
wkj

) + γk A j − Ci j − ln(wki ) − γk Ai

Furthermore, assume that εki is not correlated with εek j . Thus we are assuming
that an individual may be more or less happy than the norm in their home country
but their view of prospects in the other country is unaffected by their home country
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wellbeing.16 In this case (10.3) implies that people will migrate iff:

εki < θki j + εek j (10.4)

Consider the effect on migration flows of a wider distribution for εki (i.e. a higher
value of σi ) holding εek j and θki j constant. A rise in σi results in a greater number of
people in the origin country falling below the level of utility at which migration is
beneficial. In otherwords, for peoplewho are in the lower part of theSWBdistribution
in country i as a result of their value of εki , it becomes more likely that they will
migrate despite the costs of doing so. Thus, from (10.4), we expect:

∂Mi j
/
∂σi

> 0

Now consider the effect on migration flows of a wider distribution for εek j (i.e.
a higher value of σ j ) holding εki and θki j constant. A rise in σ j results in a greater
number of people in the origin country expecting to reach a sufficiently high level
of utility in the destination country to make migration beneficial despite the costs of
migrating. Thus we expect:

∂Mi j
/
∂σ j

> 0

Thesefinal two implications of the theoreticalmodel are perhaps surprising: higher
SWB inequality in each of the origin and the destination country is predicted to raise
bilateral migration flows. A key reason for this result is the fixed cost of migrating
whichmakes it less likely that people will see migration as advantageous unless there
are prospects of major gains in utility (net of migration costs); therefore rising SWB
inequality in either country makes the prospects of major utility gains more likely.

The predictions outlined in the model above are in accordance with the GW
findings summarised in the previous section. In the next section, we extend the
results from that empirical analysis in several directions that explore non-linearities
in response and that emphasise the role of SWB inequality.

16This assumption abstracts from two competing hypotheses: (i) that people may suffer from an
optimism bias that implies the ‘grass is expected to be greener’ in the other location (Ek et al.
2008), and (ii) that people have a wellbeing set-point that they gravitate toward no matter what
circumstances they face (Cummins et al. 2014). The Cummins approach (which is an example of
‘adaptation’ to life events) suggests that we should not expect to observe prolonged SWB changes
following migration. In our empirical work, we focus on ex ante determinants of migration rather
than on ex post outcomes so the set-point issue is moot (unless people rationally expect this effect
to occur—contrary to the Ek et al. optimism bias hypothesis).
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10.4 Empirical Evidence

The limited prior work on the effects of SWB on actual migration flows has concen-
trated on the migration effects of the mean and standard deviation of happiness (in
origin and destination countries) after controlling for incomes (e.g. GDP or GNI per
capita). However, studies have not hitherto closely examined whether effects differ
according to the interaction of incomeswith SWB(either of itsmean or standard devi-
ation). For instance, does higher origin or destination country SWB have a greater or
lesser impact onmigration flows depending onwhether the country is affluent or not?
The Polgreen and Simpson (2011) finding of non-linearities in migration responses
to SWB raises the possibility that some forms of non-linearity, including the effects
of interactions, may be at play.

We explore this issue in the context of bilateral migration flows from a wide range
of origin countries to a smaller group of OECD destination countries.17 We take as
our starting point a comprehensive equation for bilateral migration flows reported
in Grimes and Wesselbaum (2018) that included origin and destination country:
GDP per capita, mean happiness (i.e. SWB), happiness inequality (measured by
its within-country standard deviation), and migration costs, plus year, origin and
destination country fixed effects. We then examine whether the migration effects of
the mean and inequality of SWB vary according to the income level of origin and
destination countries. In Sect. 10.4.1 we discuss our dataset and present results for
the effects of these interactions in Sect. 10.4.2. The results indicate that the impacts
of SWB inequality on migration are not linear, and suggest that further scrutiny of
the mechanisms by which inequalities affect migration are in order.

10.4.1 The Data

Our balanced panel dataset (observed annually from 2006 to 2013) is the same as
that documented in GW. This enables us to replicate and extend their results with
particular focus on the role of SWB inequality. Here we provide a brief description
of the variables in the GW dataset.

Our dependent variable is bilateral internationalmigration flows (excluding illegal
migrants) between 102 origin countries and 14 OECD destination countries. The
derivation of the migration flow data—which draws on the 2015 Revision of the
United Nations’ Population Division, the OECD, and Ortega and Peri (2013)—is
described in Aburn and Wesselbaum (2017). Countries are included provided: (i)
they have available annual data for migration (compiled by the United Nations) over
the requisite period of time, and (ii) they have the required data for GDP per capita

17Given that all our destination countries are relatively affluent (compared with the global mean),
our results should be interpreted as determinants of flows towards developed countries rather than
as determinants of flows to less developed countries.
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and for the mean and standard deviation of SWB.18 Choice of destination countries
(Australia, Austria, Belgium, Canada, Denmark, Finland, Germany, Italy, Nether-
lands, New Zealand, Spain, Sweden, UK and USA) is dictated by data availability
and by the requirement that each destination country experiences large inflows of
migrants and/or has a relatively large immigrant presence. In 2010 (in the middle
of our sample) the migrant proportion (i.e. the stock of migrants as a proportion of
population) in each of the 14 countries was above that of the median country globally
and each country’smigrant proportionwas higher than the globalmean.19 Each of the
destination countries is also included as an origin country. The remaining 88 origin
countries are included based on data availability for the key variables (migration
flows, GDP per capita and subjective wellbeing).20 Table 10.1 shows the destination
and origin countries covered in the sample.

The country income variable is the logarithm of GDP per capita at purchasing
power parity in constant 2011 U.S. Dollars, sourced from theWorld Bank. Migration
costs are proxied by variables representing distance between each country pair, and
dummy variables for a border, a common language, and colonial ties (see GW for
further details).

SWB data comprise the country mean and standard deviation of life satisfaction
(Happy and Happy SD) obtained from the World Database of Happiness.21 The data
is based on the Cantril ladder responses from 0 (worst) to 10 (best) for overall life
satisfaction as surveyed by the Gallup Poll for each country.

Table 10.2 presents descriptive statistics for our sample. Mean happiness in desti-
nation countries (7.15) is higher than mean happiness in origin countries (5.51),
which is expected given that our sample of destination countries includes only a
small set of developed countries while we have a much larger set of origin coun-
tries. Consistent with this pattern, mean GDP is higher in destination than in origin
countries. In addition, the standard deviation of GDP is much smaller at destination
implying a relatively homogenous set of destination countries. The standard devia-
tion of within-country happiness is larger at origin (1.91) than at destination (1.71).
This indicates a higher heterogeneity in circumstances within origin countries than
in destination countries.

In Fig. 10.1, we graph the relationship between the sample mean for each of
average happiness and logGDP per capita for all 102 countries in our dataset. Consis-
tentwith awidebodyoffindings (e.g. Stevenson andWolfers 2008;Clark2018) richer
countries have a tendency to have higher average happiness. The relationship is close
to linear at the bottom of the scale; thereafter we observe that countries with similar

18Two countries (Norway and Switzerland) were dropped from the Aburn and Wesselbaum (2017)
dataset owing to a lack of SWB data.
19Source: World Bank World Development Indicators, https://data.worldbank.org/indicator/SM.
POP.TOTL.ZS?view=chart.
20The dataset contains 16 percent zero migration flow observations. In our econometric work, we
add one to each observation and use the log of the resulting variable as our dependent variable.
21See: https://worlddatabaseofhappiness.eur.nl/.

https://data.worldbank.org/indicator/SM.POP.TOTL.ZS?view=chart
https://worlddatabaseofhappiness.eur.nl/
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Table 10.1 List of destination and origin countries

Destination countries

Australia Austria Belgium Canada Denmark Finland Germany

Italy Netherlands New
Zealand

Spain Sweden UK USA

Origin countries

Afghanistan Cambodia Finland Japan Morocco Senegal USA

Albania Cameroon France Jordan Nepal Serbia Uruguay

Angola Canada Georgia Kazakhstan Netherlands Sierra
Leone

Uzbekistan

Argentina Chad Germany Kenya New
Zealand

Singapore Venezuela

Armenia Chile Ghana Kuwait Niger Slovakia Zambia

Australia China Greece Kyrgyzstan Nigeria South
Africa

Zimbabwe

Austria Colombia Guatemala Latvia Pakistan Spain

Azerbaijan Costa Rica Honduras Lebanon Panama Sri Lanka

Belarus Croatia Hungary Lithuania Paraguay Sweden

Belgium Czech Rep. India Macedonia Peru Tajikistan

Bolivia Denmark Indonesia Malawi Philippines Tanzania

Bosnia/Herz Dominican
R

Iran Malaysia Poland Thailand

Botswana Ecuador Iraq Mali Portugal Turkey

Brazil Egypt Ireland Mauritania Romania Uganda

Bulgaria El Salvador Israel Mexico Rwanda Ukraine

Burkina
Faso

Estonia Italy Moldova Saudi
Arabia

UK

Table 10.2 Descriptive statistics

Variable Mean Std. Dev. Min. Max.

log (Migration) 5.57 2.33 0 12.51

Happyj 7.15 0.44 5.83 8.01

Happyi 5.51 1.12 2.99 8.01

Happy_SDj 1.71 0.21 1.02 2.2

Happy_SDi 1.91 0.32 0.70 3.12

ln GDPj 10.61 0.12 10.35 10.84

ln GDPi 9.25 1.11 6.66 11.47

log (Distance) 8.52 0.99 4.09 9.88

Border 0.02 0.14 0 1

Language 0.12 0.33 0 1

Colony 0.07 0.26 0 1
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Fig. 10.1 Origin country mean happiness, log GDP per capita and emigration rate. Circle size
indicates emigration rates over 2006–2013; major sources of migration and/or outliers are labelled,
with country codes: BGRBulgaria; CRI Costa Rica; DNKDenmark; GEOGeorgia; HUNHungary;
IRL Ireland; KWT Kuwait; MDA Moldova; NZL New Zealand; SGP Singapore

incomes can have quite different average SWB levels. This implies that problems of
multicollinearity are unlikely to cause estimation issues.

The circles in Fig. 10.1 represent emigration rates of each country. A large circle
implies that the country has a high rate of emigration (i.e. the number of emigrants
relative to the total population). A subset of countries is indicated with country
codes to illustrate outliers and/or countries with large emigration rates. The highest
emigration rates tend to occur for countries towards the middle of the GDP ranks
suggesting a degree of non-linearity in emigration flows with respect to country
affluence.

Another important relationship in the data is the link between the mean and stan-
dard deviation of happiness within countries. Figure 10.2 graphs this relationship
(with the circle sizes in accordance with those in Fig. 10.1). Countries that are in the
upper part of the mean happiness distribution (above about 6) tend to have a negative
relationship between the mean and standard deviation of SWB. As noted by Goff
et al. (2018), as one approaches a mean SWB level close to the bottom or top of the
ladder (i.e. 0 or 10) the standard deviation of happiness arithmetically is likely to
reduce because of the bounded nature of the scale. Nevertheless, even after taking
account of this arithmetic relationship, Goff et al. find that the standard deviation is
a meaningful measure of SWB inequality, and that more equal countries do tend to
be happier. If we examine the relationship for countries with similar mean levels of
happiness, we see substantive differences in the standard deviation of SWB, again
implying that the two variables are measuring quite separate outcomes within and
across countries.
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Fig. 10.2 Origin country happiness standard deviation (SD), mean happiness, and emigration rate.
Circle size indicates emigration rates over 2006–2013; major sources of migration and/or outliers
are labelled, with country codes: ALB Albania; BGR Bulgaria; COL Colombia; CRI Costa Rica;
DOM Dominican Republic; DNK Denmark; HND Honduras; NLD Netherlands; ROU Romania;
SGP Singapore; SLV El Salvador

In Fig. 10.2, countries with lower than average happiness and higher than average
standard deviation of happiness tend to have higher emigration rates.However neither
of these relationships appears particularly strong which is not surprising given that
we have not controlled for other variables. In our econometric estimates, we control
for origin and destination fixed effects; identification therefore rests on changes in
each of these variables (relative to their mean) rather than on their levels. It is to these
estimates that we now turn.

10.4.2 Estimated Effects of SWB on Migration

As a baseline, column (1) of Table 10.3 reproduces a specification that appeared
in GW in which the log of bilateral migration flows is regressed on mean SWB in
the destination and origin countries (Happyi and Happyj, respectively), the standard
deviation of SWB in the two countries (Happy_SDi and Happy_SDj respectively)
and the logarithm ofGDP per capita (ln GDP) in each country. In addition, we control
for four migration cost variables (ln Distance, common border, common language,
and former colonial relationship), plus origin and destination country fixed effects,
and time fixed effects.22 Standardised coefficients are reported in all cases so that we
can compare the effects of a one standard deviation change in each variable.

22We note the presence of these controls in the table but, for brevity, do not report the coefficients.
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Table 10.3 Results. Dependent variable: log bilateral migration flow (standardised coefficients)

Variable 1 2 3 4 5

Happyj 0.07*** (0.02) 0.07*** (0.02) 0.05** (0.02) 0.07*** (0.02) 0.08*** (0.02)

Happyi −0.04* (0.03) −0.03 (0.03) −0.04* (0.03) −0.05** (0.03) −0.04* (0.03)

Happy_SDj 0.03** (0.01) 0.03** (0.01) 0.02* (0.01) 0.02** (0.01) 0.02 (0.01)

Happy_SDj 0.03* (0.02) 0.03* (0.02) 0.03* (0.02) 0.02 (0.02) 0.03* (0.02)

ln GDPj 0.26*** (0.05) 0.26*** (0.05) 0.26*** (0.05) 0.26*** (0.05) 0.25*** (0.05)

ln GDPi 0.02 (0.20) 0.008 (0.20) 0.02 (0.20) −0.07 (0.20) 0.02 (0.20)

ln GDPi ×
Happyi

0.03 (0.03)

ln GDPj ×
Happyj

−0.02 (0.01)

ln GDPi ×
Happy_SDi

−0.06*** (0.02)

ln GDPj ×
Happy_SDj

−0.02*** (0.01)

Obs. 7085 7085 7085 7085 7085

R2
ad j 0.79 0.79 0.79 0.79 0.79

Control variables

Year fixed
effects

Yes Yes Yes Yes Yes

Destination
fixed
effects

Yes Yes Yes Yes Yes

Origin
fixed
effects

Yes Yes Yes Yes Yes

Migration
costs (ln
Distance,
border,
language,
colony)

Yes Yes Yes Yes Yes

Note Standard errors are clustered at the country-pair level and shown in parentheses. Constant not
shown. Significance levels: ***p < 0.01, **p < 0.05, *p < 0.10. For all interaction terms between
any two variables (X, Y) we enter the demeaned values of each of X and Y separately, and interact
the two demeaned variables

We find a strong positive effect of GDP in the destination country on bilateral
migration flows. Based on the standardised coefficients, the destination country GDP
effect is the strongest of the migration determinants across all our specifications.
Nevertheless, destination country SWB has a clear influence on migration over and
above this GDP effect. Thus both income and non-income factors act as drawcards
for potential migrants. There is some evidence that higher origin country happiness
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reduces migration flows although no evidence that origin country GDP affects the
flows.23 Consistent with the theory in Sect. 10.3, a higher standard deviation of
happiness in each of the destination and origin countries increases migration flows.

From this starting point, we investigate more closely the nature of non-linearities
that may be present in the process. This investigation follows both the cross-sectional
estimates of Polgreen and Simpson (2011) and the graphs in Sect. 10.4.1 which
suggest that non-linearities in bilateral migration flows may be present.

In preliminary (unreported) regressions, we examined whether adding squared
SWB terms for happiness (Happy2i and Happy2j ) would replicate the same type
of non-linear relationship found by Polgreen and Simpson within a panel setting
with country fixed effects. The estimated squared SWB terms showed no statistical
significance (p > 0.20 in each case). Thus, any non-linearity in effect of SWB on
migration (within this panel setting) does not appear to be related to a quadratic
effect of happiness per se.

As an alternative approach, we examine whether the effects on migration of the
mean and inequality of happiness differ depending on whether migration is to or
from a rich country. We do so by including the interaction of ln GDP in the origin
country with each of the mean and standard deviation of happiness in the origin
country (in two separate equations), and also by including the interaction of ln GDP
in the destination country with each of the mean and standard deviation of happiness
in the destination country. Columns (2) to (5) of Table 10.3 present these results.

Before analysing the interaction terms, we note that happiness in the destination
country has a consistently positive and strongly significant impact on bilateral flows
across every specification, while happiness in the origin country exerts a weak (and
only marginally significant) effect on the flows. Destination country GDP also has a
consistently positive and significant impact on bilateral flows in all equations, while
there is no evidence that origin country GDP (when considered by itself) impacts
on the flows. While we do not present the influence of the migration cost variables,
we note that each of the colonial relationship and common language variables has
significant positive impacts on flowswhile distance has a significant negative impact;
each of these relationships is as expected (there is no significant effect of the border
variable).

Columns (2) and (3), respectively interact origin and destination country mean
happinesswith the correspondingGDPvariable. In neither case is the interaction term
significant implying that any non-linearity in effect of average SWB on migration is
not due to the impact varying according to country income.

In contrast to these results, we do see significant non-linear effects of the standard
deviation of happiness with respect to country incomes. Column (4) presents the
results in which origin country GDP is interacted with the origin country’s standard
deviation of happiness. The interaction effect is negative (significant at the 1% level).
Thus a higher standard deviation of happiness in a poor country increases outward
migration flows (relative to the average effect across all countries). Recall that the

23Recall that we include country fixed effects so the effect of the average level of origin country
GDP on migration flows will be reflected in these fixed effects.
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overall effect of happiness inequality in the origin country is to increase emigration
(both empirically and in the model in Sect. 10.3). The results for the interaction term
imply that this effect is especially strong in poor countries, but is attenuated in richer
countries.

In column (5)wepresent the results inwhich destination countryGDP is interacted
with the destination country’s standard deviation of happiness. Again, the estimated
interaction effect is negative and significant at the 1% level.24 Again recall that both
our theoretical and empirical results show that the overall effect of a higher standard
deviation of happiness in the destination country is to increasemigration inflows. The
negative interaction term implies that this ‘drawcard’ effect of inequality is attenu-
ated for richer destination countries but is stronger for poorer destination countries.
Our theoretical structure traces the positive relationship between destination country
SWB inequality and migration inflows to potential migrants’ expectations about
where they may find themselves in the happiness distribution in the new country. We
conjecture that a potential migrant (from a poorer origin country) may understand
that they are less likely to be in the high portion of the happiness distribution in a
rich country (where their skills and/or culture may not be such a good fit) than they
would if they were to move to a less affluent country. If this were the case, then a
high degree of SWB inequality in a rich country may not prove to be as strong a
drawcard as elsewhere. This (strong statistical) finding indicates an area of future
study that warrants further examination.

Ifwewere to concentrate solely on the effects of variables based on countrymeans,
we would conclude from this (and some prior analyses) that bilateral migration flows
respond positively to increases in both SWB and incomes of destination countries,
and respond with a weaker negative impact of origin country SWB. We would also
conclude that there is no estimated effect (by itself) of changes in origin country
GDP (although poorer countries could still have consistently high emigration rates
reflected in the relevant origin country fixed effect).Migration costs also significantly
impact on bilateral migration flows.

Our results, however, go beyond the impacts of country-average variables. Not
only do the standard deviations of happiness in each of origin and destination coun-
tries have positive impacts on migration flows, they also vary according to the level
of country incomes. In particular, a high standard deviation of happiness in poor
origin countries increases emigration still further while a high standard deviation of
happiness in a rich destination country leads to some attenuation in the impact of
inequality. Thus not only is SWB inequality an important determinant of migration
in its own right, but also its impact varies according to country incomes.

24If we include both interaction terms in the same equation, we obtain almost identical estimates
for each variable as reported in columns (4) and (5).
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10.5 Research and Policy Implications

Consistent with a large body of existing literature, we confirm that international
migrants are drawn to higher income destination countries. Furthermore (based on
the standardised coefficients), the effect of destination country GDP per capita is
stronger than the effects of the other variables that we consider. However our work,
and that of a number of related studies, indicates that traditional economic variables,
such as incomes, need to be supplemented by other indicators of the desirability
of origin and destination countries in order to fully understand migration flows. As
indicated by the broader wellbeing literature (Layard et al. 2012) country-specific
factors such as human rights (freedom of choice and political participation) and
‘personal fit’ factors (such as alignment of a person’s values and religious beliefs
with the dominant approaches within a country) affect an individual’s SWB over and
above conventional economic forces. Thus even when an individual faces similar
income and job opportunities across countries, their overall wellbeing may differ
across those countries as a result of a broad range of factors. These factors, which
still reflect utility maximisation, need to be taken into account in migration studies.

One way to include these factors as determinants of migration—without having
to include each factor separately—is to include a measure of overall life satisfaction
in the migration equation. Building on a number of prior studies we have shown
that this approach yields meaningful results. Furthermore, we show that it is not
just the mean of SWB across countries that counts but also SWB inequality is a
factor that influences migration flows. We find that higher SWB inequality in each
of origin and destination countries increases bilateral migration flows but we add to
prior analyses by showing that this effect is non-linear, being attenuated as income
(in either country) rises.

These findings have implications both for research and for policies in the field
of migration. With respect to migration research, the importance of including non-
pecuniary factors in studies of migration flows—and particularly subjective well-
being related factors—has been established. Further work is warranted in under-
standing how SWB affects different groups within society. For instance, do skilled
and unskilled migrants respond differently (perhaps affected by different visa restric-
tions), do men and women respond differently, do the young respond differently to
older people and do rates of time preference affect these decisions?25 In addition,
further research could usefully focus on howSWB inequality affects different groups,
and analyse why the effect of inequality differs according to income levels of both
origin and destination countries. Future research could also analyse the sensitivity of
results with respect to SWB inequality using alternative SWB inequality measures.

At a policy level, the findings have two sets of implications. If one considers
migration as being a revealed preference indicator of the desirability of a country,

25Grimes et al. (2017) show (theoretically) that in an intertemporal model, both young people with
high rates of time preference and old people with low rates of time preference will locate in high
SWB/low wage locations, while young people with low rates of time preference and old people
with high rates of time preference will locate in low SWB/high wage places.
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then the results show that SWB measures have real content as an indicator of the
quality of life across countries. Policy-makers can therefore validly adopt SWB
measures within broader measures of a country’s progress as, for instance, is the
case within the OECD’s How’s Life (and Better Life Index) approach (OECD 2011).

In terms of migration policy, the results indicate that a country’s attractiveness
both to its current residents and to prospective residents rests not only on traditional
economic outcomes. The broader wellbeing of citizens also determines whether
people choose to stay or leave a country. This insight may be particularly relevant
to countries that are (undesirably) losing population to outward migration. While
the cause of such emigration may in part be due to economic performance, it may
also be due to broader wellbeing determinants such as the state of human rights
or environmental outcomes in the country. Policy may therefore need to address
these broader elements that contribute to wellbeing as well as ensuring satisfactory
economic performance if the wish is to stem outward migration flows.

Acknowledgements We thank Dominic White for assistance and thank two reviewers for their
comments on an earlier draft of this chapter.
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Chapter 11
Migration and Human Capital: The Role
of Education in Interregional Migration:
The Australian Case

Daniel Crown, Jonathan Corcoran, and Alessandra Faggian

11.1 Introduction

Interregional migration is a process that has been studied extensively given its
capacity to influence the distribution of human capital, wage structures, and housing
prices (Greenwood 1985). Workers may engage in interregional migration as a form
of casting a larger occupational search (McCall 1970; Mortensen 1970). Alterna-
tively, the human capital theory of migration presents migration as an investment
in an individual’s human capital (Sjaastad 1962). While much of the research on
interregional migration has been devoted to estimating the return to migration, this
body of scholarship arguably lacks a consensus on precisely why migrants receive
higher wages post-migration. Labor market search theory predicts that migrants may
receive a wage premium by finding an improved occupation match in a new destina-
tion. However, highly educated migrants may also receive a wage premium due to
the higher returns to education in a destination compared to that of their origin. The
goal of this chapter is to estimate which explanation is dominant in the context of
interregional migration.
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Prior work on interregional migration has highlighted its role as a mecha-
nism through which migrants may achieve a better skill-job match. For example,
recent graduates may better utilize their education post-migration (Marinelli 2013;
Iammarino and Marinelli 2015). Moreover, Hensen et al. (2009) find that interre-
gional migrants have lower instances of over-education compared to stayers. Recent
evidence from a study of inter-county migration in the United States supports
this argument, finding that recent graduates who migrate have better employment
prospects during periods of economic downturn compared to stayers (Waldorf and
Do Yun 2016). However, few studies have tested whether the positive impact of
migration on labor market outcomes is due to an improved occupation match or a
higher return to education.

Perhaps the largest challenge in studying this question is that migrants differ from
non-migrants in unobservable characteristics such as their ambition or motivation.
If left uncontrolled for, the positive selection of migrants will bias naïve estimates
of the return to migration due to unobserved ability influencing both the propensity
to migrate and subsequent wages. One of the commonly used empirical strategies
to overcome this potential bias is the Heckman sample selection model (Heckman
1979), and its variants. However, common to these models is the requirement of
a variable that influences the propensity to migrate, but not subsequent wages. In
practice, finding such an exclusion restriction is difficult. In this chapter, we use
an alternative strategy that leverages the availability of individual-level longitudinal
data and fixed effects models to control for unobserved individual characteristics that
could influence both the propensity to migrate and wages (Scheffel and Zhang 2018).

Our chapter is focused on interregional migration within Australia. Australia
is well suited for the study of interregional migration because it is characterized
by relatively high rates of internal migration, with 7.9% of the population moving
within Australia each year, and 21% of the population moving at least once every
five years (Bell et al. 2015).1 Australia is also characterized by high levels of repeat
migration, with five in ten Australians moving at least five times between age 17 and
50 (Bernard et al. 2017). Lastly, the population of Australia is highly concentrated
in urbanized areas, and the top migration flows are those that occur with a capital
city as a destination or an origin (Charles-Edwards et al. 2018). However, despite
the relatively small magnitude of migration flows among remote and rural regions of
Australia, understanding the migration flows in regional Australia is still important,
as Australia ranks third amongOECDcountries in the size of remote or regional areas
(OECD 2016). Moreover, recent policy efforts and natural resource discoveries have
driven increasing migration flows of skilled workers to remote regions of Australia.
While prior work has studied the geographic location choice of migrants in Australia
(e.g., Corcoran et al. 2010; Rowe et al. 2017), we seek to improve on prior work by
estimating the return tomigration depending on the remoteness of both the origin and
destination, and decomposing this return into the return to education, occupations,
or unobserved individual characteristics.

1However, we note that consistent with observations in the United States, migration levels in
Australia are falling in recent years (Bell et al. 2018).
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In this chapter,we seek to answer the question:Do internalmigrants receive awage
premium because of access to higher paying occupations, or do they receive a higher
return to their educational attainment in the destination region? We utilize longitu-
dinal data from the Household Income and Labour Dynamics in Australia (HILDA)
dataset.2 Our empirical strategy controls for selectivity in the migration decision
using individual fixed effects models. Additionally, we employ a new decomposition
technique introduced by Gelbach (2016) to analyze what factors contribute most to
an individual’s return to migration, and how these factors vary according to the char-
acteristics of the origin–destination pair. This decomposition is based on the omitted
variables formula and is an improvement to traditional decomposition techniques, as
the results are invariant to the order the variables are added.

The chapter will proceed with a brief discussion of the extant internal migration
literature. Next, we introduce our dataset and describe the interregional migration
patterns of migrants in Australia. In Sect. 11.4, we present the empirical framework
and identification strategy followed by a discussion of the results in Sect. 11.5 and
present a series of conclusions in Sect. 11.6.

11.2 Background Literature

There exists a vast literature estimating the pecuniary return to interregionalmigration
in developed countries. Glaeser andMare (2001) reveal thatmigrants receive a lasting
wage premium as a result of living in large cities, a finding that is attributed to
human capital accumulation post-migration. Migrants may also benefit from other
explanations behind the urban wage premium including knowledge spillovers from
co-location with high-skilled peers (see for example, Peri 2002; Moretti 2004; De
La Roca and Puga 2017), and more advantageous employee-firm matches (Venhorst
and Cörvers 2018).

To better understand the sources of post-migration wage premiums, researchers
have studied specific subpopulations of migrants at the end of their educational
and the beginning of their professional careers. Recent college graduates pose a
unique setting to examine the study-to-work transition. They are also an important
subpopulation to studybecauseof their ability to transfer skills and information across
regions (Faggian et al. 2007; Eriksson 2011) and contribute to regional innovation
(Faggian and McCann 2008). Moreover, studies have found that the occupation of
recent graduates is a significant determinant of the degree of rurality of the destination
region. In Australia, for example, workers employed in health occupations are more
likely to move from an urban to a remote region (Corcoran et al. 2010).

2This dataset is comparable to the Panel Study of Income Dynamics (PSID) and other surveys
include in the Cross National Equivalence File (CNEF). For more information about the dataset
used in our analysis please see: https://melbourneinstitute.unimelb.edu.au/hilda.

https://melbourneinstitute.unimelb.edu.au/hilda
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While past research using cross-sectional data has yielded important insight into
defining what types of individuals become interregional migrants, the rising avail-
ability of longitudinal data has provided researchers with greater opportunities to
precisely measure interregional migration and its consequences. Models using cross-
sectional data and variants of the Heckman (1979) selection correction models have
found thatmigrants earnmodestly higherwages post-migration (e.g., Nakosteen et al.
2008; Kazakis and Faggian 2017). However, there is significant heterogeneity in the
results depending on the time period studied, analysis sample studied, and definition
of interregional migration employed (Venhorst and Cörvers 2018). Studies using
longitudinal data have yielded important insight into the migration flows across
regions (e.g., Etzo 2011; Royuela and Ordóñez 2018), as well as more precisely
studying the return to migration and the effect on occupational mismatch (Rowe
et al. 2017). Interregional and international migrants have also been studied using
the same dataset as this chapter, the Household Income and Labour Dynamics in
Australia (HILDA) dataset (Crown et al. 2020; Wen and Maani 2018; Kortt et al.
2018; To et al. 2017).

To understand how various factors contribute to the pecuniary return to migration,
it is important to understand thewage structure in different regions ofAustralia.When
examining Sydney and its surrounding areas, for example, Mallik et al. (2014) find
that postgraduate degree holders are more likely to be employed in Sydney, however
their wages are higher outside Sydney. This finding is explained by the fact that
wages are higher in rural areas due to the relatively lowshare of educatedworkers. The
depletion of human capital in rural areas is a common phenomenon tomany countries
(Partridge et al. 2008a, b). The concept of “brain drain” posits that the most educated
workers are also thosemost likely to leave due to higher paying opportunities inmore
urbanized regions. The selective out-migration of skilled workers further depletes
rural areas of human capital, and exacerbates rural skill deficiencies. However, in
recent years two forces have increased the migration flows of skilled workers to
remote regions of Australia. First, policymakers have implemented incentives to
help stimulatemigration of domestic and foreign-born skilled professionals to remote
areas.3 Such programs are a part of a broader rural development policy that seeks to
fill skill deficiencies in various professional occupations in remote and rural regions
that arise due to low fertility and an aging workforce. Second, the natural resource
boom and large-scale extraction of iron ore and coal led to large inflows of workers in
the construction and mining industries to remote regions of Western Australia, New
South Wales, and Queensland. Though the flows of migrants to remote and rural
regions of Australia are relatively small compared to those to urban areas, we seek

3Prominent examples include the General Practice Rural Incentives Program (GRIP), which
provides incentive payments of $4,500 to $60,000 per year for health professionals providing
primary health care services in regional and remote regions of Australia. Payments are structured
to incentivize migrants to regions that struggle to attract skilled workers, and provide further incen-
tives to remain by providing higher incentives for continued tenure in the region. Australia has also
instituted various policies to attract skilled foreign-born workers to regional Australia, and skilled
foreign-born workers have become an important component of the regional workforce (Argent and
Tonts 2015).
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to provide a better understanding of why these migrants receive wage premiums to
assess the role of rural development strategies in driving migration flows to remote
regions of Australia.

11.3 Description of Data and Summary Statistics

11.3.1 Data and Sample

In this chapter, we study the interregional migration decisions of individual’s using
the nationally representative Household Income and Labour Dynamics in Australia
(HILDA) dataset. TheHILDAhas been used in several studies of interregionalmigra-
tion including that of retirees (Sander and Bell 2014). The HILDA is also a compo-
nent of the cross-national equivalence file (CNEF) along with the British Household
Panel Survey (BHPS), the Panel Survey of Income Dynamics (PSID), and German
Socio-Economic Panel (SOEP). This makes the HILDA attractive for the purposes
of cross-national analysis, such as that of interregional family migration (Vidal et al.
2017), or young adult migration (Bernard et al. 2016).

In the analysis, we use waves 1–15 of the HILDA panel, which follows approxi-
mately 17,000 individuals.4 The advantage of using a longitudinal dataset rather than
cross-sectional is that we are able to track each individual’s location, employment
status, and wages over a 15 year period from 2001 to 2015. Additionally, because
migrants are typically positively selected from the general population, researchers
must control for self-selection in the migration decision (Borjas et al. 1992). In this
chapter, we utilize the panel dimension of the data in our empirical model to control
for unobservable individual characteristics such as ambition and motivation, which
may introduce bias into our estimation of the effect of migration on wages (for more
on the role of selection in the migration decision see Faggian et al. 2017).

We define interregional migration in two ways, first as a move from one Greater
Capital Statistical Area (GCCSA) to another. There are 16 GCCSA’s in Australia,
each capturing the population of a capital city and its surrounding population that is
likely to commute into the city for work or recreation. Second, we employ a richer
definition of migration according to the degree of remoteness among the origin and
destination. To this end, we classify the remoteness of origin and destination regions
using the Remoteness Area (RA) definitions published by the Australian Bureau of
Statistics (ABS). While the ABS Remoteness Areas are defined according to a 5
category scale, we collapse the two most remote regions to form a 4 category scale.5

In our empirical specification, the independent variable of interest is the interaction
of the origin and destination remoteness area categorical variables and the migration
indicator variable.

4Formore information about the HILDAdataset, please see Summerfield et al. (2011). AndWooden
and Watson (2007).
5The categories are Major city, Inner Regional, Outer Regional, and Remote/Very Remote.



252 D. Crown et al.

11.3.2 Characteristics of Migrants and Migration Flows
in Australia

To select an appropriate subpopulation to study the labor market impacts of inter-
regional migration, we include only workers between the ages of 18 and 65 years
old in our analysis sample. Summary statistics of the analysis sample are given in
Table 11.1.

On average, interregional migrants are younger, less likely to bemarried, and have
fewer years ofwork experience than non-migrants. These findings are consistent with
the broader interregional migration literature that finds that younger, single workers
are most likely to migrate (Faggian et al. 2017). Moreover, we find that migrants
in our sample are more highly educated than their non-migrant counterparts, with
migrants being more likely to hold a bachelors degree or higher.

Table 11.2 contains the transition matrix of origin–destination flows of interre-
gional migrants. We note that interregional migration in Australia is characterized
primarily by moves within the same remoteness area classification. Thus, the most
likely origin–destination pairs are found along the diagonal of the transition matrix.
The next largest flows are from the inner regional, outer regional, and remote/very
remote locations to one of the major cities in Australia.

Table 11.5 displays the transition probabilities for interregional migrants across
Greater Capital City Statistical Area (GCCSA) regions. We note that the largest
flows are within the same state (e.g., from ‘Rest of NSW’ to Greater Sydney or vice

Table 11.1 Summary
statistics

Non-migrant Migrant

Age 48.08 40.48

Married (%) 65.80 60.60

Male (%) 46.60 47.60

Years of work experience 11.03 7.14

Foreign born (%) 22.50 17.10

Educational attainment

Masters/Doctorate (%) 3.66 5.02

Graduate diploma/Certificate (%) 5.23 6.47

Bachelor or honors (%) 12.37 16.20

Advanced diploma/Diploma (%) 9.19 9.13

Certificate III or IV (%) 20.23 20.73

Year 12 (%) 14.09 15.91

Year 11 and below (%) 35.24 26.55

Notes, Source Authors calculation with Household Income and
Labour Dynamics (HILDA) survey data from 2001 to 2015.
Migrants are defined as individuals who change GCCSA regions,
and are observed for 1 year pre/post-migration in their GCCSA
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Table 11.2 Transition matrix of internal migrants

Destination remoteness area

Major city Inner regional Outer regional Remote/Very remote

Origin remoteness area

Major city 92.67 4.99 1.78 0.56

Inner regional 9.42 87.89 2.17 0.51

Outer regional 9.87 4.53 84.65 0.95

Remote/Very remote 11.04 5.52 5.36 78.08

Notes This table displays the transition probabilities for internal migrants in Australia using data
from the Household Income and Labour Dynamics in Australia (HILDA) survey from 2001 to 2015.
Each cell represents the probability of moving to a given destination remoteness area classification,
given their origin remoteness area classification

versa, rather than from Greater Sydney to Greater Melbourne or Greater Brisbane).
However, we note that this is not at odds with the net migration flows published
by Charles-Edwards et al. (2018), as this is the conditional probability of moving
to a given destination they are observed at a particular origin. Moreover, we note
that consistent with the migration flows published by Charles-Edwards et al. (2018),
Greater Queensland is typically a likely destination for migrants coming from most
of the origin GCCSA regions.

11.4 Empirical Framework

The importance of self-selection in the decision to migrate is well documented in
the literature (Borjas et al. 1992). Migrants may differ from non-migrants due to
unobservable individual characteristics such as ambition, motivation, or preferences
toward risk. Naïve estimates of the return to migration will thus be biased if these
factors are not controlled for within the empirical framework. Prior work in the
migration literature has employed a variety of selection correction techniques based
on thework ofHeckman (1979) to overcome this source of bias.However, common to
these models is the requirement of an exclusion restriction. That is, one must include
a variable that is highly correlated with the propensity to migrate, but uncorrelated
with the outcome variable of interest.
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This chapter takes an alternative approach that utilizes panel data and fixed effects
models to control for unobserved time-invariant individual characteristics that may
introduce bias in studies that use cross-sectional data.6 The identifying assumption is
that, conditional on all control variables and individual, state, and year fixed effects,
there are no time varying shocks that influence both the propensity to migrate and
post-migration wages.

The goal of this chapter is to decompose the return to internal migration into
components explained by education, occupations, and unobservable individual
attributes. To accomplish this, we use a decomposition technique that is invariant
to the order that covariates are included. This was first introduced by Gelbach
(2016), and has been used with high dimensional fixed effects models to distin-
guish among various explanations for the gender wage gap (e.g., Card et al. 2015;
Cardoso et al. 2016). As we employ an empirical specification with multiple fixed
effects, we closely follow the implementation of Cardoso et al. (2016).

First, we estimate the return to migration using a baseline specification that only
controls for individual-level characteristics, Xit , including worker experience, expe-
rience squared, marital status, age, age squared, whether a household has children,
and home ownership.

ln(wit ) = β0 + δ0Mit + β1Xit + εi t (11.1)

In this specification, Mit is an indicator variable that takes the value zero if an
individual is a non-migrant in year t, and equals one in all years post-migration.7

Thus the estimated coefficient, δ0, represents the return to migration.
To decompose the estimated return to migration into components attributable to

occupation versus education, we employ the Gelbach (2016) decomposition tech-
nique. In the second stage, we augment Eq. (11.1) by adding an individual’s educa-
tional attainment, 2-digit Australian and New Zealand Standard Classification of
Occupations (ANZSCO) occupation code, and individual fixed effects. Thus, we
estimate the following specification.

ln(wit ) = β0 + δ1Mit + β1Xit + Eit + φo + φi + εi t (11.2)

Then, as shown in Cardoso et al. (2016), the difference in estimated coefficients
can be decomposed as follows:

δ̂1 − δ̂0 = Êi t + φ̂o + φ̂i (11.3)

6We use fixed effects models rather than random effects models because we cannot assume that
the unobserved individual heterogeneity is not correlated with explanatory variables. For example,
unobserved ability is likely correlated with educational attainment.
7In this chapter we only consider the first migration event in the case of multiple migration spells.
According to this definition the migration indicator is only equal to 1 in the first post-migration
spell, and the individual is dropped from the analysis when they are observed as a multiple migrant.
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Second, to estimate whether the return tomigration varies depending on the origin
or destination, wemodify Eq. (11.1) to interact themigration indicator with the origin
and destination remoteness area categories. This is given by the following equation.

ln(wit ) = β0 + γ0(Mit ) ∗ (Oit ) ∗ (Dit ) + β1Xit + εi t (11.4)

where Oit and Dit take values 1–4 to represent the origin and destination remoteness
area classification. The interaction takes a base category of 0 for non-migrants, and
thus our estimated coefficients represent the return to migration for migrants from
each combination of origin–destination remoteness area combinations relative to the
pre-migration wages of the pooled sample of migrants. However, we note that this
specification will suffer from omitted variables bias due to the selection of migrants
on unobservable characteristics.

Next we estimate the full specification which includes education, occupation, and
individual fixed effects (our preferred specification). We decompose the estimated
impact of migration as in Eq. (11.3) to determine whether the factors that contribute
to higher wages in a destination depend on origin/destination characteristics. This
regression takes the following form:

ln(wit ) = β0 + γ1(Mit ) ∗ (Oit ) ∗ (Dit ) + β1Xit + Eit + φo + φi + εi t (11.5)

As for the decomposition of the average return tomigration,without specifying the
remoteness of the origin or destination region, the difference in estimated coefficients
can be decomposed as in Cardoso et al. (2016):

γ̂1 − γ̂0 = Êi t + φ̂o + φ̂i (11.6)

where the relative contributionof education, occupation, and individual heterogeneity
are specific to a given origin–destination remoteness category. Thus there are 48
estimated coefficients of interest that correspond to the 16 possible combinations of
the 4 remoteness origin–destination categories for each of the three variables.

11.5 Results

11.5.1 Results for the Average Migrant

We begin by estimating the baseline return to migration from Eq. (11.1). The results
from this estimation are found in specification (1) of Table 11.3. Our estimates imply
that internal migration is associated with 5.12% higher wages post-migration when
comparing migrants to non-migrants. However, it is important to note that this esti-
mate is likely biased, as this specification does not control for the unobservable char-
acteristics of migrants. In our preferred specification that includes individual fixed
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Table 11.3 Gelbach decomposition of return to migration

Baseline
return to
migration

Fully
specified
return to
migration

Difference Education Individual
FE

Occupation
FE

Migrate 0.0512***
(0.0191)

0.0308**
(0.0139)

0.0204 0.0092***
(0.0027)

0.0042
(0.0159)

0.0074***
(0.0026)

Sample size 42,126 41,863 41,863 41,863 41,863

Number of
workers

4,530 4,288 4,288 4,288 4,288

Controls Yes Yes Yes Yes Yes

Education No Yes NA NA NA

Individual
FE

No Yes NA NA NA

Occupation
FE

No Yes NA NA NA

Notes ***, **, * denote 1%, 5%, and 10% significance, respectively. Control variables include
marital status, age, age squared, whether the household has children, home ownership, experience,
experience squared, and year fixed effects. Standard errors are clustered at the individual worker
level

effects, and thus compares the same individual’s wages pre versus post-migration, as
well as controlling for worker education, and occupation fixed effects, the estimated
return to migration falls to 3.08%.

While we have established that interregional migrants in Australia receive a wage
premium of 3.08%, we have not provided any evidence for why migrants receive this
premium. For example, migrants may receive a higher return to their education in the
new destination, or they may move into a higher paying occupation after migrating.
The next step of our analysis decomposes the estimated return to migration into
components attributable to worker education, occupation, and unobserved individual
characteristics.

Our findings indicate that a migrant’s education contributes a positive 0.92
percentage-point increase in the return to migration. Moreover, a migrant’s occu-
pation contributes a positive 0.74 percentage-point increase in the return to migra-
tion. Our results can be interpreted as complementary to findings of prior research
(for example, Hensen et al. 2009; Waldorf and Yun 2016) on over-education and
occupation matching. The finding of a positive role of occupations can be reconciled
with labor market search theory, whereby migrants achieve a more advantageous
occupation-skill match post-migration (Venhorst and Cörvers 2018). However, we
also find a similar estimated impact of worker education on the return to migration.
Thus our results for the “average” migrant, without controlling for the degree of
rurality of the sending and receiving regions, do not provide insight into whether
education or occupations are most important. Both explanations appear to hold merit
in explaining the average return to migration.
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The estimated coefficient for the individual fixed effect implies that unobserved
time-invariant individual characteristics contribute an additional 0.42% points to
the pecuniary return to migration, although this effect is not statistically signifi-
cant. While the positive magnitude implies there may be positive sorting of high-
unobserved abilitymigrants between cities,we are unable to reject the null hypothesis
that the true coefficient is zero.

11.5.2 Results by Origin–Destination Pairs

To better understand the determinants of the return tomigration and examinewhether
the factors that explain the pecuniary return to migration varies depending on the
remoteness of the origin or destination for migrants, we estimate the specification
in Eq. (11.4) that interacts the migration indicator variable with the remoteness of
the origin and destination of each migrant. The primary estimates of interest are the
16 estimated coefficients that represent the return to migration for a given origin–
destination pair. The full results are found in Table 11.4, and presented graphically
for ease of interpretation in Fig. 11.1.

We find that the return to interregional migration in Australia varies depending on
the remoteness of the origin and destination region. Migrants who move from one
major city in Australia to another receive 2.4% higher wages post-migration, though
this effect is not statistically significant. Additionally, workers who leave a major
city in favor of an inner regional area receive a wage penalty of 5.6%. This result
may be attributable to worse labor market opportunities in periphery regions. One
possible explanation is that migrants may incur a wage penalty in order to consume
greater natural amenities in more remote regions.

Surprisingly, we also find evidence that workers who leave less-remote regions in
favor of more remote regions earn higher wages post-migration. For example, those
who move from an inner regional location in favor of a remote/very remote region
experience a substantial wage increase of 55% post-migration. Moreover, migrants
who move from an outer remote region to a remote/very remote region receive a
28% wage premium. One possible explanation is that these workers may be highly
skilled, and are incentivized to work in a remote region by a government program
such as in the health profession, alternatively they may be employed in the mining
and extraction sectors.8

8The top occupation for migrants from inner regional to remote/very remote Australia is: 25—
Health professionals, which includes occupations such as Nurses, Medical Practitioners, Surgeons,
and Pharmacists.
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Table 11.4 Gelbach decomposition by origin/destination

(1) (2) (3) (4) (5)

Baseline ln
(wage)

Full ln
(wage)

Education
FE

Individual
FE

Occupation
FE

Origin Destination

Major city Major city 0.135***
(0.0476)

0.0243
(0.0303)

0.0122**
(0.00501)

0.0806**
(0.0407)

0.0160***
(0.00538)

Major city Inner
regional

0.0295
(0.0432)

−0.0562*
(0.0340)

0.00215
(0.00490)

0.0823**
(0.0355)

0.00173
(0.00599)

Major city Outer
regional

−0.0725
(0.0645)

0.0714
(0.0600)

−0.0106
(0.00658)

−0.126**
(0.0541)

−0.0110
(0.00825)

Major city Remote/Very
remote

0.0185
(0.103)

−0.0734
(0.0487)

0.000687
(0.0175)

0.0997
(0.110)

−0.0107
(0.0215)

Inner
regional

Major city −0.0273
(0.0683)

0.0706
(0.0545)

−0.00986
(0.00608)

−0.0864
(0.0613)

−0.00551
(0.00905)

Inner
regional

Inner
regional

−0.179***
(0.0642)

−0.0858
(0.0565)

−0.0156**
(0.00614)

−0.0520
(0.0643)

−0.0273***
(0.00947)

Inner
regional

Outer
regional

−0.00831
(0.0904)

0.0501
(0.0684)

−0.000253
(0.00895)

−0.0459
(0.0712)

−0.0175
(0.0191)

Inner
regional

Remote/Very
remote

0.419***
(0.0387)

0.549***
(0.0272)

−0.0256***
(0.00355)

−0.0356
(0.0320)

−0.0739***
(0.00462)

Outer
regional

Major city −0.00603
(0.0808)

−0.0137
(0.0652)

0.00435
(0.00609)

0.0117
(0.0709)

−0.0112
(0.00800)

Outer
regional

Inner
regional

0.0960
(0.143)

0.276*
(0.159)

0.000512
(0.00732)

−0.144
(0.120)

−0.0398***
(0.00935)

Outer
regional

Outer
regional

−0.250**
(0.106)

−0.0881
(0.0863)

−0.00273
(0.00931)

−0.123
(0.105)

−0.0406***
(0.0149)

Outer
regional

Remote/Very
remote

0.0396
(0.0952)

0.275**
(0.120)

−0.0210***
(0.00540)

−0.219***
(0.0521)

−0.00232
(0.0300)

Remote/Very
remote

Major city 0.233**
(0.104)

0.118
(0.241)

0.000480
(0.0164)

0.101
(0.0901)

0.0107
(0.0114)

Remote/Very
remote

Inner
regional

0.291***
(0.0703)

0.283
(0.172)

−0.0269***
(0.00429)

0.0233
(0.0980)

0.00634
(0.0178)

Remote/Very
remote

Outer
regional

0.101
(0.101)

−0.106
(0.0756)

0.0309
(0.0211)

0.145
(0.125)

0.0294***
(0.00965)

Remote/Very
remote

Remote/Very
remote

0.439***
(0.0352)

0.0659
(0.0992)

0.00239
(0.00663)

0.433***
(0.0415)

−0.0622***
(0.0137)

–

Observations 4,636 4,613 4,613 4,613 4,613

Controls Yes Yes Yes Yes Yes

Individual
FE

No Yes Yes Yes Yes

(continued)
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Table 11.4 (continued)

(1) (2) (3) (4) (5)

Baseline ln
(wage)

Full ln
(wage)

Education
FE

Individual
FE

Occupation
FE

Origin Destination

Occupation
FE

No Yes Yes Yes Yes

Education No Yes Yes Yes Yes

R-squared 0.231 0.701 0.063 0.563 0.091

Notes ***, **, * denote 1%, 5%, and 10% significance respectively. Control variables include age,
age squared, home ownership, presence of children, marital status, experience, experience squared,
and year fixed effects. Standard errors are clustered at the individual worker level

Fig. 11.1 Estimated return to migration by origin/destination pair. Notes This figure depicts the
estimated coefficient and associated confidence interval from the interaction term of migration ×
origin × destination from Eq. (11.3). Estimation uses data from the Household Income and Labour
Dynamics in Australia (HILDA) survey from 2001 to 2015. All specifications control for age, age
squared, home ownership, presence of children, experience, experience squared, marital status, and
year fixed effects. Standard errors are clustered at the individual level. Full regression results are
shown in Table 11.4
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Fig. 11.2 Gelbach decomposition by origin/destination pair. Notes This figure portrays the results
from the Gelbach (2016) decomposition of the return to migration for each origin–destination pair
using Household Income and Labour Dynamics in Australia (HILDA) data from 2001 to 2015.
Each panel represents a given origin remoteness area, with the destination remoteness area given
by the vertical axis. All specifications control for age, age squared, experience, experience squared,
marital status, home ownership, the presence of children, and year fixed effects. Standard errors are
clustered at the individual level

To estimate the determinants of the pecuniary return to migration, we perform
the Gelbach (2016) decomposition on the origin–destination interaction term from
Eq. (11.3). The full results are shown in Specifications (3)–(5) of Table 11.4, and the
estimated coefficients of interest are displayed in Fig. 11.2 for ease of interpretation.

For major city to major city migrants, we find that both occupation and education
are important contributors to the return to migration, with occupations contributing
14% and education contributing 11% to the wage premium.9 This result is consistent
with our results for the average migrant without differentiating by origin–destination
remoteness. This is because major city to major city flows are likely the largest in
number of migrants, and both the origin and destination have favorable labor markets
for facilitating an advantageous worker-employer match. Thus, we conclude that the
return to migration between major cities is due to roughly equal contributions of a
higher return to education and occupations.

9These values are calculated as the share of the contribution of education (1.22% points) and
occupations (1.6% points) to the difference in the return to migration from the baseline to full
specification in Table 11.4 (11.07%). All subsequent contributions of education and occupation to
the return to migration are calculated similarly.



11 Migration and Human Capital … 261

With respect to individual sorting on unobserved characteristics, we also find that
major city to major city migrants are positively selected on time-invariant character-
istics such as ambition or motivation. Evidence of individual sorting is also found for
migrants leaving a major city in favor of an inner regional region, with the individual
fixed effects contributing 96% of the return to migration. We also find evidence of
negative sorting of migrants who leave a major city in favor of an outer regional
location, and migrants who leave an outer regional location in favor of a remote/very
remote region. Together these findings imply that migrants who move to remote or
rural locations are negatively selected based on some time-invariant unobservable
determinants of wages.

For migrants who move from an inner regional to a remote/very remote region,
the large wage premium of 54.9% is attributable largely to the occupation (56.8%)
and education (19.7%) of an individual.10 Thus, migrants who move from an inner
regional to remote/very remote are paid a premium due to working in high-paying
occupations. Along with the finding of the 27.5% wage premium for outer regional
to remote/very remote region migrants, this finding is consistent with the incentives
to remedy skill deficiencies in remote Australia, or the natural resource boom that
attracted migrants employed in the mining and extraction sector. Thus, most of the
wage premium experienced by migrants to remote/very remote regions is likely due
to their specialized occupation.

Overall, our results indicate that migrants in general benefit from both access
to higher paying occupations and a higher return to their educational attainment.
However, once we differentiate by geography of the origin and destination regions,
we find evidence that the explanations for why migrants receive a pecuniary return
or penalty to migration varies according to the type of origin and destination pair.
We find evidence that occupations are the most important factor that explains why
migrants locating in remote/very remote regions experience wage increases post-
migration. Lastly, individual sorting on time-invariant unobservable characteristics
is a significant explanation for the penalty received by migrants from a major city
to an outer regional location, as well as from outer regional to remote/very remote
regions.

11.6 Conclusion

This chapter has estimated the return tomigration and examined themechanisms that
influence the return to interregional migration in Australia. Consistent with much
of the existing international literature, we find modest positive effects of internal
migration on the wages of native workers. Our contribution is to estimate the return
to migration for specific origin–destination pairs of remoteness area classifications.

10Note that though the estimates of the relative contributions of education and occupation are
negative in the graph for inner regional to remote/very remote, this is because the return to migration
increased from the baseline to the full specification, leading to a negative difference in estimates.
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In doing so, we estimate whether the determinants (education or occupations) of
the return to interregional migration vary according to the remoteness of origin–
destination region pairs.

Our findings indicate that the average migrant receives a wage premium due to
roughly equal contributions of a higher return to education and access to higher
paying occupations. However, when we examine separately by geography we find
that migrants who move away from the more urbanized areas in favor of remote/very
remote regions receive a wage premium that is attributable to their high-paying
occupation.We speculate that regional development policies that seek to attract high-
skilled workers to remedy skill gaps in remote Australia, and the natural resource
boomwhich attracted large flows of workers employed in construction and extraction
industries to remote Australia may be one explanation for this finding.

It is important to note that while we have estimated the short-run return to migra-
tion based on the 15-year data available to us, the occupation and education mecha-
nisms tested in this papermay take several years to take effect. Thus our results should
only be interpreted as the short term migration wage premium, and its explanations.
Future work using a longer panel of workers will be able to build on our results to
offer more robust estimates and assess the contribution of various covariates to the
migration wage premium over longer periods.

Another important caveat to our results is that the migration flows to/from remote
regions are small relative inmagnitude compared to those to/fromurban regions. This
may be exacerbated by the fact that the estimates are derived fromHILDA data rather
than a larger sample, such as one from Census data. Our modeling choice represents
a tradeoff between the advantages of using detailed longitudinal data of a smaller
sample, and the advantage of using less detailed, large sample cross-sectional Census
data. Given the focus of the chapter is to identify the explanation for the pecuniary
return to migration, we opt to sacrifice some generalizability in order to precisely
identify the pecuniary return and its determinants.

Appendix

See Tables 11.5, 11.6, and 11.7.
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Table 11.6 Gelbach decomposition (post-migration period limited to <5 years)

Baseline
return to
migration

Fully
specified
return to
migration

Difference Education Individual
FE

Occupation
FE

Migrate 0.0460***
(0.0183)

0.0211
(0.0134)

0.0249 0.0071***
(0.0027)

0.0143
(0.0152)

0.0056**
(0.0027)

Sample size 42,312 42,055 41,540 41,540 41,540

Number of
workers

4,538 4,302 4,300 4,300 4,300

Controls Yes Yes Yes Yes Yes

Education No Yes No No No

Individual
FE

No Yes No No No

Occupation
FE

No Yes No No No

Notes ***, **, * denote 1%, 5%, and 10% significance respectively. Control variables include
marital status, age, age squared, whether the household has children, home ownership, experience,
experience squared, and year fixed effects. Standard errors are clustered at the individual worker
level

Table 11.7 Gelbach decomposition (controlling for state fixed effects)

Baseline
return to
migration

Fully
specified
return to
migration

Difference Education Individual
FE

Occupation
FE

Migrate 0.0460**
(0.0189)

0.0141
(0.0128)

0.0319 0.0066**
(0.0026)

0.0114
(0.0160)

0.0059**
(0.0027)

Sample size 43,393 43,142 42,590 42,590 42,590

Number of
workers

4,542 4,312 4,309 4,309 4,309

Controls Yes Yes Yes Yes Yes

Education No Yes No No No

Individual
FE

No Yes No No No

Occupation
FE

No Yes No No No

Notes ***, **, * denote 1%, 5%, and 10% significance respectively. Control variables include
marital status, age, age squared, whether the household has children, home ownership, experience,
experience squared, state, and year fixed effects. Standard errors are clustered at the individual
worker level
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Chapter 12
Effects of Immigration on Local Housing
Markets

William Cochrane and Jacques Poot

12.1 Introduction

We live in an age of intensive cross-border flows of information, capital, goods,
services and people. One prominent way in which globalization has manifested itself
is through international migration. At the time the most recent wave of globalization
took off around 1980 there were about 100 million people living abroad and this
number has increased greatly to about one quarter of a billion at present, representing
about 3% of the current world population. However, international migration is highly
selective of countries, regions and cities—leading to a percentage of foreign born
in some countries and cities that is much greater than the global average. With few
exceptions, the percentage of foreign born in high income countries ranges from
close to one tenth of the population (Portugal, Denmark and Italy) up to one quarter
or more (New Zealand, Australia, Israel, Switzerland and Luxembourg). In many
of the largest cities in the developed world, immigrants account for 30–40% of the
population and in some wards of these cities the foreign born are by far the majority
of those who live there.

Against this background we may expect that immigration may have relatively
large effects on housing markets of metropolitan cities. Additionally, effects in the
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wards of such cities may vary to the extent that migrants are disproportionally repre-
sented in the local population.Historically, however, research on the economic effects
of immigration has rather neglected the housing market impact and tended to focus
on national macroeconomic outcomes such as effects on GDP per capita, trade and
investment (see, for example, Mishan and Needleman 1966). Since the 1980s, immi-
gration economics focused initially predominantly on the effects of immigration on
the wages of the native born and on the assimilation of immigrants in local labour
markets (see the review by Hatton 2014). Pioneering work on integrative analysis of
immigration impacts by means of applied multi-sectoral general equilibriummodels
that included the housing market was already conducted in the 1980s in Australia
(Norman and Meikle 1985) and New Zealand (Poot et al. 1988) but only at the
national level and in a relatively stylized way (by assuming a homogenous housing
stock). Research inwhich housingmarket effects of immigration became a core focus
did not emerge until the twenty-first century, with the seminal study by Saiz (2003)
noting that there was only a very small literature on that topic until then.

Immigrants in a country are usually a very heterogeneous group of people and
their impacts on the host economy and society can be wide ranging. In recent years,
the study of economic consequences of immigration has emerged as a new and
expanding field in economics (for comprehensive reviews, see Chiswick and Miller
(2015), Bodvarsson and Van den Berg (2013) and Nijkamp et al. (2012)). At the
same time, it has been long acknowledged that the housing market is one of the
most complex markets in the economy. Housing economics therefore emerged as a
separate field of study in the discipline during the 1980s (Muth and Goodman 1989;
Fallis 1985; Mclennan 1982). Alternatively, housing economics is seen as a sub-field
in urban economics (e.g. O’Sullivan 2019; DiPasquale and Wheaton 1995).

The question of how immigration affects local housingmarkets sits therefore at the
intersection of the two complex fields of immigration economics and housing/urban
economics. Since Saiz’s (2003) study of the impact of a wave of Cuban migrants
to Miami on housing rental prices there, the number of papers concerned with
researching the effect of immigrants on local housing markets has grown relatively
fast. Larkin et al. (2018) extracted from a relatively large body of literature 45 studies
that quantified the impact of immigration on house prices in a comparable way. These
studies permitted a meta-analysis of 474 estimates of immigration’s impact on house
prices in 14 destination countries. Larkin et al. (2018) find that estimates of the partial
correlation between immigration and house prices varywidely but they conclude that,
on average, immigration increases house prices. However, while this study confirms
that the relationship is statistically significant, there is still not enough comparable
evidence available at the present time to be able to state how economically significant
the relationship is on average across studies. For example, there is no consensus yet
what the expected percentage increase in house prices might be, on average, when
net immigration increases the population by 1%, ceteris paribus. Similarly, it remains
uncertain what the impact of immigration is on a range of other housing market indi-
cators (for example rents and the proportion of dwellings that are rented, residential
real estate sales and the construction of different types of housing units—varying
from detached homes to apartments).
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In the absence of enough evidence to provide the reader with a relatively precise
estimate of how quantitatively important immigration in developed countries might
be for the housing market, we aim to provide in this chapter a concise review of the
available evidence to date, including the aforementioned meta-analysis and report a
range of estimates the key studies have revealed under their specific study conditions.
We also assess whether there are any lessons that can be drawn for public policy from
the available evidence andwe identify future lines of inquiry that could be potentially
fruitful.However,wefirst provide in the next section abasic theoretical framework for
the housing market and an assessment of how an “immigration shock” might impact
on prices and the housing stock in that market. Section 12.3 then reviews some of the
representative empirical studies and the recent meta-analysis of the literature. This
is followed by a more in-depth case study, focussing on New Zealand, in Sect. 12.4.
Section 12.5 sums up.

12.2 Theoretical Perspectives

Houses and apartments are long lived assets that provide shelter and other residential
services to their users. Because many dwellings are owner-occupied, or rented to
tenants bymeans of long-term agreements, the housingmarket has the typical feature
ofmarkets for long lived assets that only a small fraction (of the order of a fewpercent)
of the stock changes hands in any given year. This implies that the market can be
represented in a diagram by two sets of demand and supply curves: one set for the
total housing stock and one for the residential real estate market. This is shown in
Fig. 12.1. On the right hand side of Fig. 12.1 we see the supply curve for the stock
of houses and flats, labelled Ss, and the demand curve, labelled Ds. The market is
in equilibrium at market price P* and the equivalent housing rent R*. At that level
of prices and rents, the total quantity of dwellings held by asset holders (including
owner-occupiers) in their asset portfolios is exactly equal to the physical stock of
dwellings that exists in the economy,Qs. House prices P and rents R are here seen as

Fig. 12.1 The impact of an
increase in net immigration
on the housing market

SsDs

D 's

SmDm

D 'm
S 'm

P*

Q
m

P

Q

P'

Q
m
' Q Qs s'

P, R/i

P*, R*/i

P’, R’/i

Pmax, Rmax/i 



272 W. Cochrane and J. Poot

equivalent concepts because, when housing services can be rented at rent R in a given
period, the equivalent house price in a non-distorted housing market will be P = R/i,
where i is the real interest rate.1 At prices higher than the equilibrium level P*, it will
be profitable for clients of construction firms to increase the stock of dwellings by
building new housing units. The rate at which this can happen is constrained by the
limited resources available to the construction sector and the time it takes from initial
design and resource consent application to get to the stage where a dwelling is ready
for occupancy. This is usually between six months to a year (e.g. Poot 2000). The
supply curve of the housing stock is therefore steep, i.e. price-inelastic, particularly
in the short-run. In the long-run, supply can be price elastic, i.e. an increase in house
prices of 1% may in the long-run lead to a housing supply increase of greater than
1%—with the actual magnitude depending on local conditions (e.g. Malpezzi and
Maclennan 2001).

The demand for ownership of the stock of dwellings is more elastic because,
when prices rise above the equilibrium price P*, demand by owner-occupiers for
housing services would fall, i.e. they would demand less floor space. At the same
time, landlords would find that the equivalent higher rents lead to a lower quantity of
housing demanded by tenants. Overall, housing demand is not very price elastic—
with a classic analysis (Hanushek and Quigley 1980) suggesting a price elasticity of
housing demand being between−0.3 and−1. In any case, there will be some excess
supply at high prices that would put downward pressure on prices and rents which
could—in a well-functioning market—lead to a return to the original real prices and
rents (while, in nominal terms, prices and rents would then increase at the rate of
inflation). Nonetheless, the short-term inflexibility in the stock of dwellings is one of
the major factors responsible for the considerable volatility in the price of housing
in response to various demand shocks.

When the market is in equilibrium, the quantity of housing units that changes
hands in any given period (Qm in Fig. 12.1) is determined by the intersection of the
housing real estate supply curve Sm and the demand curve Dm. Equilibrium implies
that these houses sell at price P* or rent at R* (indeed, the price of the vast majority
of units that are not offered on the market at that point in time is usually assumed, for
example for tax purposes, to be equal to the observed price of the properties sold).
Sm and Dm may be expected to be more price elastic than the corresponding curves
Ss and Ds, given that it is relatively easy to list a property in expectation of a capital
gain when prices rise (a move up Sm) or delist it from the market when prices fall.
Similarly, a rise in P or R will lead to some potential buyers ceasing their search for
a property while others may settle for smaller accommodation, resulting in a move
up Dm. At the same time, at rising prices investors may find that yields of residential
investment are declining relative to yields of other types of assets. This would lead
to there being more sellers in the market. This is equivalent to a move up Sm.

1The assumptions under which P = R/i holds include: no depreciation, a perfectly competitive
housing market and an absence of government intervention in the market. Clearly, in more realistic
markets the relationship is mathematically more complicated but P and R remain nonetheless often
strongly correlated.
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What is the impact of immigration in this simple housing market model? The
demand for housing triggered by the arrival of an immigrant is almost instantaneous:
unless the person moves in with an existing household in a residential unit,2 the
demand for an additional dwelling unit has been created. This demand is likely to
be met initially by temporary accommodation in a hotel, motel or short-term rental
unit, but the migrant will soon start to search for more permanent accommodation.
Consequently, the demand can only be met by a vacant dwelling unit (temporary
or permanent accommodation) or by new construction. Hence the increase in the
number of households due to immigration shifts the demand curve for the stock
of dwelling units from Ds to Ds’. A new equilibrium has been established when the
equilibriumprice increases toP’ (and rent toR’) and the stock of houses has increased
toQs’. Consequently,Qs’–Qs is the net number of houses and flats to be built to meet
the increase in demand. Given that it takes time for the additional housing supply
to become available, the short-run upward effect of immigration on house prices is
much greater (up to price level Pmax) than the long-run effect (P’). However, house
prices are not expected to return to the old level P in the long-run. This is due to an
increasing marginal cost of construction of dwelling units and due to a fixed supply
of land, which therefore also increases in value. Partially offsetting factors could be
technological and institutional changes that lower building costs. Additionally, there
could be spatial variation (up or down) around the average price whenmigrants settle
in certain parts of a city and this generates spillover effects on the native born. This
will be elaborated later on.

Figure 12.1 shows also that, after an increase in net immigration, the market
demand and supply curvesDm and Sm both shift upwards toDm’ and Sm’, respectively.
The demand curve Dm shifts up because the number of people searching for a home
to buy or to rent has increased. Investors will also be wishing to purchase additional
dwellings. The Sm curve shifts up because, at the current price, fewer landlords and
owner-occupiers are putting their houses on the market when they know that the
future equilibrium price will be greater than the current price, i.e. a capital gain
can be made by postponing sale. Additionally, people who do offer a dwelling unit
for sale now will increase their asking price. While the market price and rent will
increase to the new equilibrium levels of P’ and R’, respectively it cannot be a priori
established whether the turnover of dwelling units per period increases or decreases.
The case drawn in Fig. 12.1 shows an increase in the total number of dwelling units
changing hands fromQm toQm’, but if the anticipation of future capital gains is very
strong, there will be a lot of “banking” of dwelling units (some of which may remain
unoccupied) and the units offered for sale will be declining (which can be shown
by shifting the Sm curve much further up). In any case, both the demand for and
supply of the stock of dwellings, as well as the listings and sales in the residential
real estate market, are strongly affected by expectations regarding future prices and
future economic conditions.

2The case of a migrant household sharing a dwelling with a resident household (often earlier
migrants), can potentially lead to a high person to floor area occupancy rate, also referred to as
residential crowding (Burr et al. 2010).
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The housing market which we described in simplified form in Fig. 12.1 by means
of conventional demand and supply curves is, in reality, one of the most complex
markets in the economy. There aremany factors that determine the position and slope
of the demand and supply curves (both in the real estate market and in the market for
ownership of the dwelling stock). Together they determine the actual impact onemay
observe after an immigration shock. The size and composition of the immigration
flowwill clearly matter too. Table 12.1 lists the wide range of factors which influence
the housing market, on the supply side and on the demand side. Various observable
market outcomes are listed also. It should be noted that Fig. 12.1 and Table 12.1
have simplified the analysis to assuming just one type of dwelling unit. In reality
there are many types of dwellings ranging from detached home to apartments in
multistory buildings. Additionally, there is huge quality variation among housing
units in terms of the physical attributes of the dwelling, the amenities at the location
and the accessibility of work, shops, etc. Hence, there are many partially overlapping
and interacting housing markets. The evidence provided in the following sections
will show that some of these are much more affected by immigration than others.
Additionally, housingmarkets interact spatially. For example, if a high level of skilled
immigration contributes to rising apartment prices and rents in the CBD of a city, we
would expect some outward migration of inner city dwellers to the suburbs, thereby
raising prices and rents there. Such spatial spillover effects are often incorporated in
the form of spatial lags or spatial autocorrelation in the econometric modelling.

On the supply side, the stock of dwelling units diminishes by physical deprecia-
tion, with additions and alterations providing some compensation. However, most of
the increase in the stock is by means of the construction of new dwellings. This is, in
turn, affected by availability and cost of land, land and infrastructure development
costs, construction costs, the availability of design and building workforces; and the
availability of plant & equipment and building materials.

On the demand side, demographic factors are central, given that the demand
for dwellings is most fundamentally equal to the number of households, which is
population divided by average household size. A change in the observed popula-
tion over a given time period equals births minus deaths plus net migration (internal
and international). Average household size can change due to trends in fertility and
mortality; and changes in household formation (e.g. marriage, flatting) and disso-
lution (e.g. divorce). There may be differences between the respective impacts of
different components of demographic change on the housing market; and there may
be notable differences in these demographic forces between immigrants and the
native born. This chapter focuses only on the housing market impact of immigra-
tion—for the impact of other demographic changes see e.g. Mankiw andWeil (1989)
and Levin et al. (2009).

As is the case for most other types of consumer expenditure, per capita demand
for housing services is inversely related to house price or rent and positively related
to income and/or wealth. However, housing demand is also strongly affected by
consumer preferences regarding housing services (such as a long-term trend of
households desiring a larger floor area per person, which can be observed in many
countries), and regarding the demand for various amenities. Household formation
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Table 12.1 Factors influencing the housing market

Supply of residential space in a
local housing market

Market outcomes Demand for residential space
in a local housing market

Price (P) and rent (R) per unit
floor area

Equilibrium market price
(P*) and rent (R*) per unit
floor area

Price (P) and rent (R) per unit
floor area

Expectations regarding future
prices and future economic
conditions

Expectations regarding future
prices and future economic
conditions

Stock of dwellings offered for
housing services (Ss)
Dwelling units offered for sale or
rent in any period (Sm)

Current stock of dwellings
(Qs)
Turnover of units for sale
or rent (Qm)

Stock of dwellings demanded
for housing services (Ds)
Dwelling units demanded for
purchase or rent in any period
(Dm)

Physical depreciation of the
existing stock

Current population and number
of households

Additions and alterations Household formation and
dissolution

Construction of new dwellings Internal and international
migration

Availability and cost of land for
residential construction

Proportion of the stock that
is owner-occupied

Consumer preferences
regarding housing services,
tenure and amenities

Land and infrastructure
development costs

Proportion of households
renting housing services
Proportion of households
owning residential real
estate

Income and wealth

Construction costs Return on other types of assets

Availability of design & building
workforce, plant & equipment,
building materials

Interest rates and the availability
of finance

Housing affordability Interest rates and the
availability of finance

Structure and regulations of the
housing, building, real estate and
financial markets

Structure and regulations of the
housing, building, real estate
and financial markets

Connectivity and spillovers
between local housing markets

Indicators of mismatch:
Unoccupied dwellings,
crowding, homelessness

Connectivity and spillovers
between local housing markets

Source Adapted from Cochrane and Poot (2016)
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and dissolution are affected by changes in preferences (such as changes in the age
at which a young person may wish to leave the parental home). Tenure choice (to
own or to rent) is partly a matter of preferences and partly a matter of the return to
funds invested in housing compared with the return to funds invested in other assets.
Changes in preferences can also affect the type of housing demanded. An example is
the increase in the demand for low maintenance apartments close to the city centre.
The impact of immigration will be sensitive to differences in housing preferences
between immigrants and the native born, for example with respect to tenure choice
(also this may be simply due to endowment effects, see e.g. Painter et al. 2001).

A final set of factors impacts on both the demand and the supply side of themarket.
They include the level of the interest rate and the availability of finance. Together
with after-tax income this determines housing affordability (R/Yd or iP/Yd ; where
Yd refers to disposable income) and, in extreme cases, homelessness. Additionally,
housing demand and supply are both affected by the structure and regulations of the
housing, building, real estate and financial markets. Differences in outcomes across
countries in how house prices respond to similar immigration shock can be partly
the result of differences in the composition of migration flows and cross-country
differences in housing market behaviour and institutional factors, as the empirical
results in the following sections suggest.

12.3 Empirical Evidence

12.3.1 United States

As is often the case, the pioneering research has been done in theUnited States. Below
we also briefly consider evidence from Canada, France, Italy, Spain, Switzerland
and the United Kingdom. In the next section we review New Zealand evidence as
a separate case study. This country is of particular interest given that it has had in
recent years one of the highest net migration rates in the world.

Saiz (2003) provided a first estimate of how an immigration shock impacts on
the U.S. housing market. He considered the sudden and huge migration from Cuba
to Miami in 1980, the so-called Mariel boatlift. This is seen as a so-called “nat-
ural experiment” in which the subsequent changes in rental prices in Miami were
compared with changes in rental prices in three comparison groups. The immigration
shock added an extra 9% to Miami’s renter population and an increase in rents that
was 8–11% more than in comparable cities. Hence this suggests an impact elasticity
of about one: a 1% increase in the number of immigrants leading to an increase in
the cost of rental housing of roughly 1%.

A large proportionofmigration into theU.S. has gone to six states:California,New
York, Florida, Texas, New Jersey and Illinois. This led Saiz (2007) to consider the
local impact of immigration inflows on the housing market in international migrant
gateway cities. To account for the possible endogeneity of immigration with respect
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to factors that generate rent and house price growth, Saiz used an instrumental vari-
able approach with instruments based on: changes in the national level of immigra-
tion; changes in the characteristics of the immigrants’ countries of origin and the
spatial distribution of immigrants in earlier periods (Saiz 2007, p. 346). He finds
that immigration pushes up the demand for housing in the destination areas, with
rents increasing in the short-run and with house prices catching up with the passage
of time. The magnitude of the effects is similar to that of the Muriel Boatlift case:
an immigration inflow equal to 1% of the initial metropolitan area population is
associated with, approximately, a 1% increase in rents and house values (Saiz 2007,
p. 364).

In recent years, the literature has been increasingly emphasising that such rela-
tively small average effects may hide larger spatial differences. Using the techniques
of spatial econometrics, Mussa et al. (2017) show with U.S. data from 2002 to 2012
that a 1% increase in population in a Metropolitan Statistical Area (MSA), due to
immigration, increases rents and house prices there by 0.8%, but rents in surrounding
MSAs increase by 1.6% and house prices by asmuch as 9.6%. These spillover effects
to surrounding MSAs are expected to be predominantly due to spatial sorting: native
born leaving the wards with growing numbers of migrants and moving to less diverse
neighbourhoods. Evidence of such spatial sorting following an immigration shock
is provided by Saiz and Wachter (2011).

12.3.2 United Kingdom

Sá (2015) uses a model that is based on Saiz (2007) but extended to include income
effects in housing consumption and the possibility that the native born population
may move away from those cities that have a relatively large influx of immigrants.
The elasticity of supply is expected to be crucial in determining the response of house
prices to immigration. Essentially, where housing supply is less elastic the increase
in demand for new housing created by new migrants will spur less construction and
higher price increases than in citieswith high elasticities of housing supply. Similarly,
adverse demand shocks (such as net outward migration of natives) will see in cities
with low elasticities of supply a relatively smaller reduction in construction and
greater reductions in prices.

Sá (2015) uses in the empirical section of her paper OLS and instrumental variable
techniques with official statistics for 170 local authorities in England and Wales to
estimate the impact of migration on house prices. She finds that immigration has
a negative effect on house prices: an increase in immigrant population equal to
1% of the local population reduces house prices by 1.7%. One explanation for this
advanced by Sá is the mobility response of the native born. An increase in immigrant
population equal to 1% of the local population increases the native net out-migration
rate by 0.048 percentage points. The reasonwhy this might lead to lower house prices
appear to lie in the differential sorting of the native population across local authorities.
Natives at the top of the wage distribution leave high immigration cities and generate
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a negative income effect on housing demand which pushes down house prices in
local areas where immigrants cluster. Sá notes that much of the negative effect is
related to the clustering of migrants with low educational attainment in certain areas
in England andWales. This would suggest that in local areas where immigrants have
higher educational attainment (such as in London) immigration will exert upward
pressure on housing demand, counteracting the negative income effect from native
out-migration.

Anegative impact on house prices does not necessarilymean that rentswill decline
as well. Using, like Sá, data on local housing markets in England and Wales, Aitken
(2014) finds that an inflow of immigrants equal to 1% of the initial population is
associated with a 0.14–0.18% increase in average housing rent. Hence, following an
immigration shock, rents do increase in the UK context, but only modestly so.

Braakmann (2016) and Zhu et al. (2018) extend Sá’s work by considering the
quality and location of the housing, and the skill levels or incomes of the migrants.
Both papers report local house price declines due to immigration, but predominantly
in poorer areas that would attract unskilled migrants. Besides the “white flight” of
higher income residents from such areas, the conversion of larger properties into
several flats to accommodate migrants may lower the price per housing unit as well.

12.3.3 Canada

With panel data for the period 1996–2006 at census division level, Akbari andAydede
(2012) analyse the impact of migration on house prices in Canada.3 The extent of
migration to Canada is quite large, equivalent to an annual inflow rate of about 0.6%
of the Canadian population (Akbari andAydede 2012, p. 1656). Akbari andAydede’s
model contains a wide variety of immigration, labour market, demographic, cost and
supply side variables and is estimated using a “one-way within-fixed-effect” model.
They conclude that immigration increases house prices slightly, but that the effect
is close to zero and arises only from migrants who had been resident in Canada for
10 years or more (Akbari and Aydede 2012, p. 1657).

12.3.4 Spain

Spain is a particularly interesting country to assess the effect of immigration on the
housing market given that growth in the foreign-born population has been huge. In
the period 1998–2008, the foreign-born share in the Spanish working-age population
increased from 2 to 16%. In absolute terms, the foreign-born population increased

3For census purposes Statistics Canada divides the country into 289 census divisions. These are
intermediate in the spatial hierarchy between municipality (smaller) and province/territory (larger)
(Akbari and Aydede 2012, p. 1649).
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from barely 0.5 million to 5 million over the course of the decade. The 2000–2005
increase in the foreign-born share in the population of Spain was the largest increase
in the world (Gonzalez and Ortega 2013, Fig. 12.1). Contemporaneously, housing
prices appreciated rapidly, rising by 175% between 1998 and 2008, and construction
of new dwellings rose from around 250,000–600,000 units per year (Gonzalez and
Ortega 2013, p. 38). The mechanism Gonzalez and Ortega (2013) postulate for the
link between migration and house prices/residential construction is simple: large
increases in working-age immigration lead directly to increases in the demand for
home ownership, given that a considerable proportion of working-age migrants in
Spain are home owners (40% in 2007). The 60% of non-home owning migrants then
raise demand in the rental market, encouraging higher demand for housing as an
investment. Gonzalez and Ortega adopt an instrumental variables approach to guard
against endogeneity bias arising from simultaneity in house prices and migration
flows. They estimate two models: one for the logarithm of the price of housing (price
per square meter) and the other for the logarithm of the stock of housing units.4 They
find large effects of migration on the Spanish housing market with the migration
shock being responsible for about 25% of the increase in housing prices and more
than 50% of the increase in the housing stock (Gonzalez & Ortega 2013, p. 57).
Over the 1998–2008 decade, immigration was in aggregate about 17% of the initial
population and was responsible for a 1.2–1.5% increase in housing units annually,
and an increase in housing prices of about 2% annually (Gonzalez and Ortega 2013,
p. 37). We conclude that the impact elasticity is somewhat larger, but still quite
comparable, than what was found for the U.S. This is reconfirmed by the study
by Sanchis-Guarner (2017) who uses Spanish data for the period 2001–2012. She
finds elasticities of approximately 0.8% for rents and 3.1% for house prices. Sanchis-
Guarner’s contribution is to separate out the effect of themobility of natives, which at
the regional level is inward, i.e. natives move to regions in which migrants contribute
to population growth. Consequently, native inward migration also contributes to the
increasing cost of housing. The net effect, that removes this native mobility effect,
is about one third lower than the overall effect.

12.3.5 Italy

Accetturo et al. (2014) develop a model that shows how an immigrant inflow in
a district affects local housing prices through changes in how natives perceive the
quality of their local amenities and how this influences their mobility (Accetturo
et al. 2014, p. 45). This model gives rise to a number of predictions (Accetturo et al.
2014, p. 48): first, migration increases the average price of housing at the city level;
second, the impact of migration at the district level, relative to the city average, is
negative (positive) if migration deteriorates (improves) the perception of the quality

4Two instruments are used; one based on the settlement patterns of past migrants (ethnic networks)
and another based on geographic accessibility (“gateways”) (Gonzalez & Ortega 2013, pp. 42–43).
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of local amenities; third, migration encourages the outflow of natives; and, fourth, a
lower (higher) housing supply elasticity in the area affected by immigration implies a
larger (smaller) outflow of natives but without affecting the house price differentials
within the city.

These predictions are then testedwith reference to a group of 20 large Italian cities,
with the data being available at district level, for the period 2003–2010. Estimation
of a series of models, one for each of the predictions, is carried out using both OLS
and instrumental variable techniques. With respect to the first of the predictions, a
10% increase in the stock of immigrants (approximately the annual average growth
2003–2010 in the cities considered) would increase average house price by 5% (the
implied impact elasticity is therefore about 0.5—which is somewhat less than what
was found in the U.S.). Generally, however, the results are similar to those obtained
in studies for Canada (Akbari and Aydede 2012) and for the U.S. (Saiz 2007).

However, bothOLSand instrumental variable estimations show that prices in areas
in which migrants settle tend to grow at rates below the city average. Quantitatively,
a 10% increase in migrant numbers in an area is found to lower local prices by about
2 percentage points relative to the city average (Accetturo et al. 2014, p. 53).

The instrumental variable estimates also indicate that 10 additional immigrants
in a district above the city-year average induce 6 natives to relocate to other areas
of the city (Accetturo et al. 2014, p. 53). Finally, there is some heterogeneity in the
housing impact within cities. Areas with a low elasticity of housing supply react
more strongly to migrant inflows (with 7 natives leaving for every 10 migrants there)
than areas with higher elasticities of housing supply (where 4 natives leave for every
10 migrants).

12.3.6 France

d’Albis et al. (2017) provide the first French evidence on the relationship between
non-EU immigration and housing by means of the panel vector autoregression
(VAR) methodology applied to regional data for the period 1990–2013. The VAR
methodology is a time series alternative to instrumental variables to address two-
way causality, i.e. to address the fact that immigration may not only impact on house
prices but also respond to changing house prices. d’Albis et al. find that immigration
had no significant effect on regional property prices in France, but higher property
prices significantly reduced immigration rates. The authors explain these results in
terms of some special characteristics of non-EU immigration in France, namely
that most of this immigration is motivated by family reasons for which a residence
permit requires the availability of suitable housing. The importance of social housing,
which accounts for 44% of rented housing in France, may have also impacted on the
insignificant effect of non-EU migration on regional house prices.
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12.3.7 Switzerland

Degen and Fischer (2017) examine the relationship between house prices and immi-
gration flows in 85 Swiss regions over six years (2001–2006), a period during which
house price inflation was relatively low. Using a regression model similar to Saiz
(2007) they find that an immigration inflow equal to 1% of an area’s population is
coincident with an increase in prices of single-family homes of about 2.7%. The
effect on higher density housing, such as multifamily homes, tends to be larger—
presumably because migrants may disproportionally rent this type of housing. The
Swiss results yield similar magnitudes to those found in the U.S. (Saiz 2007), Spain
(Gonzales andOrtega, 2013; Sanchis-Guarner 2017) and Italy (Accetturo et al. 2014).
The housing impact in Switzerland is re-estimated by Adams and Blickle (2018) by
means of both Swiss Household Panel data (51,000 household-year observations)
and data on 2323 municipalities across 22 years. Adams and Blickle find a house
price impact elasticity of about 1.15 for immigrants from the EU and OECD, while
the impact of immigration from the rest of the world is less (0.37), presumably due
to the lower income of the latter migrants and their greater impact on outward migra-
tion of the native born at the local level. In fact, Adams and Blickle conclude that
the displacement effect is mostly due to a dislike of growing diversity of the neigh-
bourhood and less due to higher housing costs and greater competition on the labour
market.

12.3.8 Meta-Analytic Evidence

The case studies outlined above provide by no means all of the estimates of the effect
of immigration on house prices. Larkin et al. (2018) consider a much larger set of
estimates. They gathered 45 econometric studies with 474 comparable estimates that
spanned 14 developed countries. Each of these studies estimated regression models
of house prices (by location and time period) with a measure of immigration among
the right hand side variables. However, the studies are too dissimilar to calculate a
weighted averageof the impact elasticities (withweight determinedbyestimate preci-
sion). Instead, Larkin et al. (2018) use the partial correlation coefficient as the effect
size and run a meta-regression model in which this partial correlation coefficient is
regressed on 13 moderator variables (i.e. study characteristics), using weighted least
squares with inverse variance weights. This research shows that immigration does
indeed increase house prices on average, thus confirming the theoretical predictions
in Sect. 12.2 above. The main driving force is expected to be the relatively inelastic
supply of new dwellings and land for residential development.

A novel aspect of this meta-analysis is that the results are linked to World Values
Survey (WVS) data on attitudes towards immigrants/foreign workers. Larkin et al.
(2018) find that in countries where a larger percentage of WVS respondents dislike
having immigrants as neighbours, the impact of immigration on house prices is
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Fig. 12.2 Main centre median sale price (March 2018 New Zealand dollars). Source MBIE 2018
http://urban-development-capacity.mbie.govt.nz

muted. This is consistent with the evidence cited above that, at least at the local
level, homophily (i.e. the desire to live next to those of a similar background) triggers
outward migration of the native born from the city wards where migrants settle and
thereby reduces the house price impact or even leads to house price declines (as in
the case of the U.K.).5

12.4 A Case Study: New Zealand

According to data published by The Economist, New Zealand had in 2017 the most
unaffordable house prices in the world.6 At the same time, New Zealand had one of
the highest rates of net immigration, equivalent to 1.5% of the resident population
per annum. House prices are the highest in Auckland, which accounts for more than
half of immigration (but only one third of population). House prices grew faster
in Auckland than in other major cities in the country, particularly after 2012 (see
Fig. 12.2). Not surprisingly, homeownership rates (the proportion of households

5The desire for homophily does not necessarily suggest that the native born are opposed to diversity.
For example, the effect of greater ethnic diversity on the variety of ethnic cuisine offered in cities
has been shown to be a positive amenity effect of greater immigration that may increase property
prices (Bakens et al. 2018).
6See https://www.economist.com/graphic-detail/2017/03/09/global-house-prices, accessed
21/9/2018.

http://urban-development-capacity.mbie.govt.nz
https://www.economist.com/graphic-detail/2017/03/09/global-house-prices
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in owner-occupied dwellings) are lower in Auckland than in the rest of the country.
While homeownership rates have been declining acrossNewZealand since the 1990s,
the decline in Auckland has been in recent years relatively faster than elsewhere.
Consequently, the impact of international migration on homeownership, house prices
and rents is of considerable interest. We therefore provide in this section a review of
the New Zealand evidence in somewhat greater depth.

When assessing the impact of net international migration on New Zealand’s
housing markets, it should be kept in mind that much of the overall change in aggre-
gate net international migration in New Zealand is due to sharp cyclical fluctuations
in the net movements of New Zealanders themselves, who have the greatest cross-
bordermobility rates in the developedworld (Bedford and Poot 2010). The rate of net
Permanent and Long-Term (PLT) migration of foreign citizens per 1000 estimated
New Zealand total population is cyclical but shows a long-term upward trend, with
peaks around 1996, 2003 and 2017. Net PLT migration of New Zealand citizens is
also cyclical but persistently negative, depressing New Zealand’s population growth
by 0.5% per annum on average (see Fig. 12.3). However, net PLT migration of New
Zealand citizens is even more cyclical than net migration of foreign citizens and
the peaks do not always coincide. It could be argued that the “perfect storm” in the
2014–2017 period of relatively low net outward migration of NZ citizens coinciding
with peak net inflows of foreign migrants is a rare occurrence.

Figure 12.4 zooms in on net migration in Auckland, again distinguishing between
the net migration of New Zealand citizens and citizens of other countries, but also
considering migration from/to Australia and migration from/to the rest of the world.
From 1997 (the earliest date for which Auckland data are available) onwards the net
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PLT migration rate of New Zealand citizens in Auckland follows a similar pattern of
change to the national net PLTmigration rate of New Zealand citizens. The volatility
in net PLT migration of New Zealand citizens in Auckland is almost entirely due
to changes in the propensity of New Zealanders to depart New Zealand for twelve
months or more.

Figure 12.4 shows that these fluctuations in net PLT migration of New Zealand
citizens inAuckland are predominantly determined by the net PLTmigration between
Australia and New Zealand (i.e. trans-Tasmanmigration). The rate of net PLTmigra-
tion of New Zealand citizens from Auckland to the rest of the world has been rather
small. In fact, since 2010, there has been more return PLTmigration of New Zealand
citizens from those destinations to Auckland than outward PLT migration, resulting
in a slightly positive net PLT migration rate of New Zealand citizens. The rate of net
inward PLTmigration into Auckland of foreign citizens has been increasing strongly
since 2011, surpassing the 2003 peak in 2017.

It is important to note that the 2017 peak in net PLT migration of foreign citizens
differs from previous peaks. The growth in inward PLT migration of foreign citizens
in recent years has been particularly due to a growing number of foreign citizens
entering New Zealand on a temporary visa, either to work (for example as construc-
tion workers contributing to the rebuilding of Christchurch after a major earthquake
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in 2011), under a working holiday visa arrangement, or for study for 12 months or
more.

The trends discussed above suggests that the demographic impact of growing net
inward PLT migration of non-New Zealand citizens on the Auckland population in
recent years has been no more important than the sharply declining net outward PLT
movement of New Zealanders. Together, this has led to rapid growth in the number
of households in Auckland in recent years, which has coincided with rapid growth in
house prices. There have been several econometric studies exploring the relationship
between international migration and house prices in New Zealand, to which we will
now turn.

Using a structural vector autoregression, Coleman and Landon-Lane (2007)
analyse the relationship between migration flows, housing construction and house
prices at the national level in New Zealand in the period 1962–2006. They find that a
net inward migration flow equal to 1% of the population is associated with an 8–12%
increase in house prices after one year; and with an even slightly larger effect after
3 years (p. 43). This elasticity is much larger than what is found in the literature cited
in the previous section. Coleman and Langdon-Lane speculate that the reasons for
this might be found in short-run housing supply constraints and in the future income
expectations of those who are already resident in an area (p. 40).

Expectations regarding future house prices are important. Given the time it takes
for additional dwellings to be built, housing supply does not respond immediately
to an increase in population through migration. Hence owners and developers may
expect an initial increase in house prices following a sharp increase in net immigra-
tion. However, house prices do not fall back to their original level once additional
housing has been built. There are several reasons for that. Firstly, house owners
may have adjusted their expectations of their properties’ value to the higher price.
Secondly, the additional population increases the demand for land and also its produc-
tivity (due to agglomeration effects). This translates into higher land prices and
therefore property prices. Thirdly, the cost of new residential development tends to
increase faster than general price inflation. Subsequent waves of migration repeat
this process and create an upward ratcheting effect (Fry 2014, pp. 25–26).

Stillman andMaré (2008) obtain, usingmicro econometric techniques, an estimate
of an increase in local housing prices between 0.2 and 0.5% following a 1% increase
in an area’s population (but with considerable variation in estimated impacts across
time periods). Hence this local impact elasticity is smaller than found by e.g. Saiz
(2007) for the U.S. However, once Stillman andMaré split population growth into its
components, they do not find any evidence for foreign-born immigrants positively
affecting local house prices. Instead, New Zealanders returning from abroad have a
large impact on local house prices with a 1% increase in the local population, due
to returning New Zealanders, being associated with a 9.1% increase in house prices
(p. 14). Given that there is not much fluctuation in return migration as compared with
the intentions of New Zealanders to move abroad, this evidence can be interpreted
as suggesting that the sharp reduction in the number and rate of New Zealanders
leaving Auckland to go abroad for twelve months will have had a bigger impact on
Auckland house prices than the increase in net PLT migration of foreign citizens.
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The findings of Stillman and Maré (2008) are reinforced by Hyslop et al. (2019),
who included 2013 census data, as well as data on rents and building consents.
Measured at the level of urban areas, Hyslop et al. (2019) find that a 1% increase
in an area’s population is associated with a 0.3–0.5% increase in local house prices,
with the local effect on Auckland wards being even smaller. There appears to be little
correlation of a population shock with house rents, nor with apartment prices and
rents. However, there is a notable housing supply response to a population shock in
terms of building consents, with an elasticity of close to one, i.e. little evidence of
household crowding.

McDonald (2013) analyses, by means of a macro-level vector autoregression
framework (with monthly data from January 1990 to October 2013), the relationship
between different types of permanent and long-term migration and the New Zealand
housing market. He finds that changes in net migration are associated with large
housing market effects. A net migration inflow of 1% (of the existing population)
leads to an 8% increase in house prices over the following three years at the national
level. Hence, this is consistent with the Coleman andLandon-Lane research reviewed
above. Furthermore, an additional house will be constructed for approximately every
six new migrants. Given that the average household size was 2.7 at the time of the
2013 census (and unlikely to be much more for migrants), this research suggests that
there is a crowding effect.

In addition, McDonald finds that the impact of arrivals and departures differs:
a 1000 person increase in monthly PLT arrivals is associated with a 4% increase
in house prices while a decline of a similar magnitude in the number of monthly
PLT departures raises house prices by half this amount (2%). This asymmetry may
be related to the difference in composition of the flows: PLT non-citizen arrivals
include relatively many families with skilled (and therefore higher income) older
adults, whereas New Zealand citizen departures include relatively many young and
single (and therefore lower income) people.McDonald’s results suggest that changes
in foreign-citizen migration have a larger effect at the national level than changes
in New Zealand citizen migration (but recall that Stillman and Maré (2008) found a
larger effect for New Zealand citizens at the local level). The origin of the migration
flow would also seem to matter: a 1000 person increase in monthly flows originating
from a UK or European source appears accompanied by an 8% increase in house
prices after 2 years, while for flows with Asian origins this increase is less: around
6%.

Utilizing an estimated dynamic stochastic general equilibrium (DSGE) model of
a small open economy and a structural vector autoregression, Smith and Thoenissen
(2018) consider the relationship between migration and business cycle dynamics.
While housing markets are not their primary focus they conclude that, while migra-
tion shocks matter for residential investment and real house prices, other shocks
have a greater influence on housing market volatility (p. 1), with migration shocks
accounting for a modest 4% of the volatility in real house prices and 3% in residential
investment (p. 23).

Hence, in conclusion, New Zealand studies tend to find much larger effects when
using aggregate national level data than when running regressions with urban and



12 Effects of Immigration on Local Housing Markets 287

local level data. However, these differences are not necessarily contradictory. At
the national level, migration and the housing market are strongly correlated over the
business cycle but it is difficult to control for the endogeneity of migration. There can
be omitted aggregate time series factors in macro-level studies that impact on both
immigration and house prices (Hodgson and Poot 2010, p. 26). Moreover, drivers of
migration can differ between the national and local levels. Conversely, studies using
local or regional data may understate effects as they do not take sufficient account
of how local markets interact (Fry 2014, p. 26), which may offset some of the initial
effects (for example net outward migration of Auckland residents to other regions
offsetting initial house price increases associatedwith net inward internationalmigra-
tion). Finally, the micro level studies are based on census-based observations that are
five to seven years apart and therefore generate estimates of long-run adjustments
whereas time series models give more weight to short-run adjustments.

In terms of the policy debate in New Zealand, the issue of whether PLT migration
has driven up house prices has become intertwined with the impact of non-resident
buyers on the property market. It has been widely argued (see Ainge Roy (2018) for
example) that non-resident investors’ activity in the housing market, most notably
in Auckland, has driven up house prices and priced native homebuyers out of the
market. This has resulted in a number of policy initiatives. For example, the lack of
adequate data on the scale of foreign ownership of property in New Zealand has been
partially addressed through the Taxation (Land Information and Offshore Persons
Information) Act 2015, which improved the availability of information on foreign
buyers by requiring the collection of tax-related data when people buy, sell or transfer
property. While not a register of foreign ownership of residential or other property,
these data do provide information on the tax residency status of those involved in
property transactions (LINZ, 2017).

More substantively, the left-of-centre Labour Party-led government elected in
2017 has followed through on promises made to curb the purchase of residential
property by foreign buyers. The instrument is the Overseas Investment Amendment
Act 2018. This Act restricts, since October 22, 2018, the ability of foreigners to
buy residential land in New Zealand. Generally, only New Zealand citizens and the
holders of residence class visa, who spend most of their time in New Zealand, are
able to purchase residential land, though resident class visa holders who do not
spend the required amount of time in New Zealand may still do so with the consent
of the Overseas Investment Office (OIO). It should be noted that a number of special
provisions apply in the case of residential property development. There are also,
due to pre-existing agreements, exemptions for Australian and Singaporean citizens
(LINZ,2018; The Treasury 2018).

Ofmore direct relevance tomigration, given the historically high levels of net PLT
migration experienced post 2015, has been the response of successive governments
to try to limit the inflow of migrants by adjusting the settings of the legal regime
governing migration. For example, the previous right-of-centre (National Party-led)
governmentmademajor changes to both the skilledmigrant policy and the temporary
work policy in October 2016, and again in August 2017, in an attempt improve
management of labour flows intoNewZealand.Most, though not all, of these changes
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aimed to reduce the number of low skilled workers being approved for residency and
to prevent lowwaged workers from extending their stay beyond three years (Bedford
and Didham 2018, p. 3).

With the election of the Labour-led government in late 2017 further tightening
of the regulation of migration occurred. This involved further restriction of interna-
tional students to stay post-qualification, especially for lower level qualifications, as
well as adjusting the requirements around work visas. The move to a more restric-
tive migration regime by the government has led to a number of concerns around
the impact of these changes on the New Zealand labour market’s ability to react
to skills shortages in industries such as construction, horticulture and agriculture
(notably dairying). In addition, the changes in policy towards international students
may negatively affect the international educational services sector. Altogether, these
policies may have contributed to the 2018 decline in Auckland house prices that can
be observed in Fig. 12.2.

12.5 Conclusion

We started this chapter by emphasizing that the housing market is a very complex
market that is affected by many forces of demand, supply, institutions, regulations
and other forms of public intervention.7 It is therefore not surprising that the empir-
ical literature, as catalogued by the meta-analysis of Larkin et al. (2018), detected
a wide range of statistically significant and insignificant effects. However, a qual-
itative synthesis of the evidence from eight countries (Canada, France, Italy, New
Zealand, Spain, Switzerland, United Kingdom and United States) reviewed in this
chapter suggests that Saiz’s (2003) natural experiment of theMuriel Boatlift provided
evidence of the order of magnitude of the effect that has been reconfirmed by several
other studies. On average, a 1% increase in immigration in a city may be expected
to raise private sector rents by 0.5–1% and the effect on prices is about double that.
Much of this increasewould happen relatively soon after an immigration shock, given
that housing supply is very price-inelastic in the short-run. However, the tendency of
the native born to move out of city wards where migrants settle can lead to relative
house price declines in these areas. If the native born move to other administrative
areas outside the city boundaries, this redistribution effect may lead to an observed
decline in house prices—as has been noted for the U.K. It is clear that the spatial
level of the analysis may have a large effect on the measured impact.

In any particular case study, the observed impact will depend on the spatial unit
of analysis, on the time frame over which the impact is measured, and on the demo-
graphic and economic composition of the immigrant flow. Specifically, household
size and the human capital of themigrants will play important roles. Additionally, the
institutional factors that influence the price elasticity of the supply of new dwellings

7See for example the recent study by Li and Tang (2018) on the case of immigration impacts in
Singapore, in which public housing is only available to the native population.
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will lead to different estimates for different countries. How the native born react to
immigration also turns out to be important. Larkin et al. (2018) find that negative
attitudes to immigration dampen the price effect. Estimates of the effect are also
sensitive to the extent to which reverse causality has been controlled by means of
techniques such as instrumental variables and vector autoregression modelling. The
behaviour of migrants and the native born in housing markets will also be strongly
affected by expectations of future prices and rents: neither groupmay be discouraged
from moving to areas with high house prices if significant further capital gains are
expected.

Since various meta-analyses of the labour market impact of immigration suggest
that averagewage effects are negligible (see e.g.Longhi et al. 2005; 2010),we can also
conclude that increasing house prices after an immigration shock will lower housing
affordability. However, the sharp increases in house prices and rents in many cities
that are attractors of international migrants (think besides Auckland of e.g. London,
Sydney, Vancouver, LosAngeles and Barcelona) have beenmostly due to speculative
forces that have been fuelled by low interest rates and growing foreign investment
- leading to a property market bubble in some cases (see Greenaway-McGrevy and
Phillips 2016, in the case of New Zealand). Hence we conclude that immigration
has been only a minor contributor to the sharply rising house prices that have been
observed in many fast growing cities of countries in Europe, North-America and
Australasia.

Finally, it is clear that there are still many potentially fruitful avenues to explore
in this area of research, particularly at a more disaggregated level that takes explicit
account of the different types of migrants that make up the immigration stream and
of the various interacting public and private segments of the housing market.8 A
comparison between the effects of migration with those other demographic changes
(fertility, mortality, household formation and dissolution) would also be of consid-
erable interest. Measuring causal effects will remain challenging, particularly given
that the housing market can be a push or pull factor in deciding whether to migrate
and to which destination. Additional challenges in this research are the complexi-
ties of the housing market, the role of business cycles, the possibility of threshold
effects, and the dynamics of the generation of—potentially non-linear—expectations
and responses.
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Chapter 13
The Urban Geography of Segregation

K. Bruce Newbold

13.1 Introduction

Although rarely far from international headlines, immigration has become one of the
major political issues in recent years, driven by the increasing number of immigrants
at the global scale, Europe’s refugee crisis, and increasing nativism and populism
among immigrant receiving countries. Not surprisingly, academic interest in the
economic, social, health, and cultural impacts of immigrants on receiving countries
has long been a fruitful area of research, with research extending back to the Chicago
School (Park 1928). Economists, for example, have studied the labor market impacts
of immigration, while geographers have explored the distribution and settlement of
immigrants in receiving countries. Although labor market impacts associated with
immigration are modestly positive (i.e., Docquier et al. 2014; Peri 2010; Pozo 2018),
the greater impact of immigrationmay be found in the spaces that immigrants occupy
(see, for example, Borjas 2013 or Saiz andWachter 2011), with immigrants changing
the geographies of settlement of earlier arrivals as well as the native-born population.
Indeed, immigration, and ultimately segregation, is primarily an urban phenomenon,
with the segregated geographies of cities reflecting a history of immigration, internal
migration, class and intergroup ethnic and racial relations and conflict.

Regardless of its cause, segregation is a persistent feature of cities across the globe.
Segregation is not, of course, an outcome just due to immigration, illustrated by, for
example, the segregation of African Americans in the US, indigenous populations
in multiple countries, or through the self-segregation of more privileged members of
society into exclusive gated communities. Yet, segregation remains a highly visible
outcome of immigration, reflecting a range of factors including discrimination and
racism, housing, labor market, and economic opportunities (i.e., Massey 2015).
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Broadly, immigrant enclaves can be seen as either providing economic opportunities
and social resources for new arrivals that aid in their integration into the broader
society, or as places of isolation and segregation that have been linked to poor health
outcomes, economic disadvantage, and social divisions (see, for example, Jones et al.
2014; Hiebert 2015), particularly if they are allowed to persist over time. At the same
time, the discussion has also evolved and become more nuanced, with the literature
questioning the concept of assimilation (including spatial assimilation) as the end
outcome, and therefore exploring alternate expressions.

Referencing the varied and nuanced outcomes of segregation, the following
chapter explores the urban geography of segregation, focusing on segregation from
an immigrant perspective given the complexities and challenges of segregation.
Following a definition of segregation, the chapter explores the methods of detecting
and understanding segregation. It then examines the causes and patterns of segrega-
tion. Next, it considers the economic and demographic impacts of segregation, before
offering concluding thoughts that focus on future research questions and directions.

13.2 Defining Segregation

While the concept of one group being physically separated from another appears
straight-forward, it is important to define what is meant by segregation. Hiebert
(2015) points out that segregation should be seen as a continuum, ranging from
ghettos, characterized by extreme segregation, through enclaves (high segrega-
tion), concentration (medium levels of segregation), to complete dispersion. At one
extreme, segregation is characterized by ghettos that are associated with a high
concentration of a minority group where members are forced to live separately and
in the least desirable neighborhoods due to exclusionary institutions or policies. An
ethnic enclave is defined as an area where a specific group dominates the population,
but where members of that group have some degree of choice in their settlement
location (Peach 1996). Segregation also occurs across a number of different venues
or “domains,” including income, housing, and the workplace. For the purposes of
this chapter, we will focus on ethnic/immigrant residential segregation in an urban
context.

Academic interest in segregation was first seen in work by the Chicago School in
the 1920s (i.e., Park 1928). While the Chicago School believed that assimilation into
the broader society would ultimately happen, they also argued that immigrants would
first settle in ethnic enclaves—places that offered access to a similar community
in terms of religion, socialization, language, food, and employment opportunities.
Increasing duration of residence in the destination country was expected to lead to
migration out of enclaves and into more dispersed settings, reflecting the process of
spatial assimilation. While spatial assimilation was long been considered a defining
characteristic of immigrant assimilation and further ensured “structural assimilation”
into the broader society, it was generally assumed to occur only after acculturation
(i.e., English language acquisition), and could take a generation or more to achieve
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(Gordon 1964; Massey 1985). Ultimately, ethnic enclaves would be “filtered”—as
one group left an enclave, a new arrival group would take their place.

While segregation is often a reflection of racial, class, and income differences, its
causes are complex, occurring through the market, choice, racial discrimination, and
policy. The result is complex and with nuanced spatial patterns. Segregation may, for
example, be reinforced by policies directed againstminority groups, illustrated by the
policies of redlining in the US mortgage market that limited where people (typically
African Americans) could purchase property, or through overt discrimination and
racism. In other cases, high socioeconomic status will allow individuals to choose
to live in particular areas or gated communities. Additionally, suburbanization and
gentrification complicate and reinforce segregation patterns observed in cities by
limiting choices or directing newarrivals to particular areas. Immigrants, for example,
will often settle in areas where there is already a concentration of the same group,
evidence by the enduring imprints of places such as Chinatown, Greektown, or Little
Italy found inmanyNorth American cities. In part, these enclaves enabled the growth
and success of immigrant communities, while also offering safety and security to
newcomers.

13.3 Methodologies of Detecting and Understanding
Segregation

Like any geographical phenomena, segregation can be observed across a variety of
spatial scales (Krupka 2007; Iceland 2014; Lee et al. 2008). Clearly, not all immi-
grants will live in enclaves, and enclaves are not home to just one group (Hiebert
2015). The challenge, however, is how to measure segregation given that it occurs
at multiple spatial scales, ranging from neighborhood-level segregation (“micro”
segregation) to segregation across regions (“macro” segregation) (Lee et al. 2008).
The measurement of residential segregation using quantitative indices has been an
important strand within geography and regional science, with indices including the
Index of Dissimilarity, the Index of Segregation, Location Quotients, Entropy, the
Index of Isolation, and indices such as Moran’s I and Geary’s C, all of which are
discussed more fully elsewhere within the literature (see, for example, Massey and
Denton 1988; Iceland and Douzet 2006; Wong 2002).

Despite the number of different measures of segregation, they do not adequately
capture the spatial arrangement of neighborhoods, and will reflect the geographies
that are used to build the measures. Often times, measures are based on census tract
level geographies to map ethnic or racial variations across cities, with census tracts
serving as proxies for neighborhoods. But census tracts are statistical creations and
do not speak to local, small-scale (within census tract) variations in levels of segrega-
tion, with assimilation or integration most often occurring at the micro level within
cities—the immediate neighborhood or street of a resident. Not surprisingly, there-
fore, geographic scale is critical given that groups will be more (or less) segregated at
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different spatial scales (Reardon et al. 2008). Consequently, capturing the diversity
of segregation and immigrant settlement is challenging given changing settlement
patterns over time as well as geography’s modifiable area unit problem.

More recent work has moved beyond the census tract scale and drilled further into
the residential patterns, permittingmore detailed analyses at small spatial scales such
as dissemination areas (DA, or about 10 city blocks) or block groups, and revealing
ever more complex patterns of segregation. For example, Reardon et al. (2008) focus
on the block group level in the US, and recent work by Dmowska et al. (2017) details
racial segregation at a 30 m scale, with both studies highlighting the small-scale
variations in diversity over space and time. In Canada, Hiebert (2015) found that the
average number of distinct ethnic identities in a dissemination area (small geographic
units with populations between 400 and 700 people) in bothMontreal and Vancouver
(Canada) was 15! Similarly, a map of London, England, projects immigrant settle-
ment at the street level, with imagery both challenging and accommodating views of
segregation and diversity (Consumer Data Research Centre 2016).

While such small-scale analysis complicates our understanding and character-
ization of segregation, they point to the complexity of segregation in urban areas
where diversity often occurs alongside ethnic, immigrant, or racial concentration.
More than likely, shifting and decentralizing employment patterns, residential pref-
erences, housing prices, and improved transportation options work to alter settlement
patterns, reinforcing the fact that segregation is not a static process.

13.4 Causes and Patterns of Segregation

Like segregation itself, the reasons why different immigrant groups experience
different forms and levels of segregation is complicated and can be attributed to three
broad reasons (Cutler et al. 2008a). First, segregationmay occur by choice, as individ-
uals prefer to live with members of their own group, and reflecting the desire of new
immigrant arrivals to live in proximity to those that share the same language, tastes,
and culture. Consequently, immigrants will out-bid others for housing in enclave
neighborhoods, with this effect attenuated in cases where there is greater the cultural
distance between immigrants and native-born.

Second, segregation is often associated with oppression or control of visible
minority groups, groups with less political power, and discrimination. In Europe,
segregation of some groups is often based on religion (Foner 2015). In Paris, for
example, North Africans are segregated, while London neighborhoods are home
to immigrants from Bangladesh, Pakistan, or India, with origins reflecting earlier
colonial ties. In other cases, the native-born may pay more for housing in areas
with greater segregation, pushing immigrants into concentrated areas. Alternatively,
immigrant groupsmay be socio-economicallymarginalized, either overtly or through
subtle, elusive or systemic discrimination (Beiser et al. 2001; Noh et al. 2007). In
these cases, their economic situation will reduce housing options, with low income
forcing them to settle in places where housing is most affordable.
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Third, segregationmay reflect changes in urban form, including the growth of low-
density suburban housing and access to public transportation. That is, the segregation
of immigrants into inner-city areas may be associated with preferences among the
native-born for suburban locations, leaving older, less expensive, and less desirable
inner-city housing stock for newcomers. Concurrently, immigrants may demonstrate
greater preference for access to public transportation in inner-city locations.

Regardless of the cause, segregation often reflects the settlement process itself,
with the economic assimilation and integration of immigrants into the destination
society receiving considerable attentionwithin the literature (see for example,Altonji
and Card 1991; Bacolog and Rangel 2017; Borjas 1995, 2003, 2015; Edin et al. 2003;
Reitz and Sklar 1997; Saiz andWachter 2011). Classical assimilation theory assumed
that immigrants would eventually assimilate into mainstream society by adopting the
norms, values, and economic characteristics of the majority. Embedded within this
model is the assumption that spatial assimilation is a barometer of assimilation,
with immigrants moving in a linear fashion from an area of concentration (segre-
gation in an ethnic enclave) to a more dispersed residential and suburban pattern as
their economic conditions improved, a notion that was built on the experience of
much earlier European arrivals who initially settled in inner-city enclaves but have
since dispersed, with the older housing stock assumed by newer Asian or Hispanic
immigrants (Waldinger 1987).

But is this indeed the case? Do immigrants transition from segregation to a more
dispersed pattern, and over what time period does this occur? We know that there is
a high degree of variation in the levels of segregation across different ethnic groups
and across metropolitan areas, as well as a high degree of variation in terms of
the likelihood of living in an enclave. For example, while segregation levels have
remained relatively constant for Mexicans in the United States, newer arrival groups
have generally higher levels of segregation (Cutler et al. 2008a; Hiebert 2015). For
some groups, segregation will increase income and consumption by fostering group
networks that aid access to employment opportunities or by supporting ethnic enter-
prises. Where persons of the same group are located, the social and economic inte-
gration of new arrivals may be facilitated by the broader community (Kobrin and
Speare 1983). In cases where immigrants face opposition (i.e., anti-immigrant senti-
ments), spatial concentration provides security, along with the ability to socialize
with like-minded people. For other groups, segregation will result in social isola-
tion and decreased benefits as individuals are trapped and with limited access to
employment opportunities.

In the US case, Cutler et al. (2008a) determined that the observed increase in
segregation among immigrants was, in part, due to cultural differences, with new
immigrant arrivals tending to have lower socioeconomic status and to be more
racially dissimilar and having greater linguistic dissimilarity as compared to the
broader population. Although segregation within ethnic enclaves may offer social
and economic advantages, the authors also noted that discrimination along with
changes in urban form also contributed to the segregation of new arrivals. In cities
where public transportation offered alternatives to the personal car, immigrants were
more likely to use public transportation than the native-born. Conversely, immigrants
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withmore experience in theUS and fromcountries that aremore linguistically similar
tended to be less segregated.

Individual attributes are also important in determining whether an individual
chooses to live in a segregated area or follows a more dispersed settlement pattern.
In particular, educational attributes or human capital more broadly are influen-
tial in determining settlement location (Cutler et al. 2008b; Huang and Newbold
2017). Huang and Newbold (2017), for instance, found that immigrants with lower
educational background were more likely to be segregated, while better educated
immigrants were more likely to be dispersed.

From a theoretical perspective, the expectations and assumptions of the assimi-
lation model have increasingly been stressed with the arrival of new, more hetero-
geneous origin groups (i.e., Alba and Logan 1991; Allen and Turner 1996; Mahler
1995; Zelinsky andLee 1998). Conversely, significant barriers to spatial assimilation,
including discrimination in the housingmarket, preferences for like-group neighbors,
density zoning requirements and other effects, remain (Bishop 2009; Lichter 2013;
Lichter et al. 2016; Winkler 2013). Consequently, segregation continues, in part
because of its protective nature, along with its ability to aid settlement of newer
arrivals.

From a practical perspective, there is mixed evidence of spatial assimilation.
Although many historic immigrant enclaves have disappeared over time, including
the movement of early European arrivals out of traditional inner-city settlement
areas, others, such as Chinatowns, have remained as a visible reminder of immigrant
segregation. In large part, whether enclaves have remained or disappeared reflects
the economic success of these immigrant groups, but also skin color. In cases where
skin color is more similar to the broader population, movement of individuals from
enclaves into a more dispersed settlement pattern is eased.

While immigrants continue to settle in traditional and segregated enclaves in the
inner-city (Zelinsky and Lee 1998) that offer less expensive housing, public trans-
portation, and access to employment such that their transition to the destination
society is eased, newer settlement patterns find some immigrant groups bypassing
traditional inner-city enclaves in favor of settling in suburban areas (i.e., Alba and
Logan 1991; Allen and Turner 1996; Gorrie 1991; Greene 1997; Zelinsky and Lee
1998; Singer et al. 2001; Price and Singer 2008), reflecting changing employment
locations and housing opportunities, particularly in older suburban areas. These “eth-
noburbs” (Li 1998, 1999), or suburban residential and business areas dominated by
a non-white ethnic group have nearly similar functions as enclaves (Brown and
Sharma 2010; Hall 2013; Li and Skop 2007; Murdie and Skop 2012; Skop 2012).
First observed among the suburban Chinese population in Los Angeles (Li 1999)
and more recently for other ethnic groups, ethnoburbs such as Monterey Park and
San Gabriel, California, have emerged for a variety of reasons, including changes in
world politics and economy, demographic shifts, housing, and policy changes at the
national and local levels (Li 1999).

Like their ethnic enclave counterparts, ethnoburbs function as social hubs and
as places where immigrants may work and do business within their own social and
ethnic networks, changing the face of the local suburban landscape with stores and
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businesses that cater to the immigrant population. But ethnoburbs also differ in
important ways from more traditional ethnic enclaves, with residents who are highly
educated and have high incomes. Moreover, while ethnoburbs appear segregated,
they also have strong connections to the international community and economy,
reinforcing the comparatively strong socioeconomic position of their residents.

While ethnoburbs can foster or reinforce group identity through shared languages
and institutions, they have also been criticized by limiting exposure to the broader
population, therefore slowing integration. Zhou et al. (2009) also attribute ethnoburb
formation to a new form of white flight. However, rather than the traditional white
flight which saw lower socioeconomic status blacks forcing the relocation of whites
out of central cities and into suburban communities, the movement of higher socioe-
conomic immigrants, including immigrants fromAsia into suburban areas, has forced
the relocation of suburban whites. But context is important: In Canada, the presence
of ethnic enclaves reflects its national multicultural policies which enable immi-
grants to maintain their cultural identity after their immigration. In the US, however,
the melting pot concept and the on-going expectation of assimilation into American
culture and economy have meant that ethnoburbs and ethnic enclaves are less favor-
able, while ethnic clustering in Europe has often been the outcome of religious or
ethnic differences, with the swing toward right-wing, nationalistic governments in
recent years potentially further isolating immigrant groups (Moraga et al. 2017).

13.5 Implications of Segregation

As already noted, segregation is associated with various costs and benefits, although
such benefits typically accrue to the majority (i.e., white) population (Cutler et al.
1999). When imposed, segregation can lead to isolation, fewer economic opportu-
nities, higher housing costs, higher transaction costs, and less favorable loan terms
(Holloway 2017). Despite the potentially negative effects of segregation, the pres-
ence of ethnic enclaves on their own does not indicate discrimination or disadvan-
tage, with new immigrant arrivals often choosing to settle in enclaves at first and
benefiting from ethnic institutions, cultural amenities, the use of the same language,
and economic opportunities (Holloway 2017). While there is a large literature that
focuses on the social and cultural dimensions of enclaves (see, for example, Hiebert
2015), the following discussion will focus on the economic and demographic effects
of segregation.

13.5.1 Economic Effects

The literature remains divided on the labor market and educational costs and bene-
fits of segregation. As already noted, immigrant enclaves may provide economic
opportunities and security for new arrivals. In large part, geographic concentration
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allows immigrants to maximize their social capital (Alba and Nee 2003), allowing
immigrants access to group-specific networks that enable employment opportu-
nities. Klinthäll and Urban (2016), for instance, note the importance of informal
contacts in the labor market are often more important for immigrants than the native-
born. Immigrants regularly establish labor markets based on either prior experi-
ence or skills, enabling others from the same background to quickly enter the labor
market. These employment niches provide new immigrants opportunities to learn
the necessary skills, experience, and capital to secure employment in the broader
economy (Waldinger 1996). Further, residential concentrationmay allow immigrants
to form “complete” communities, creating economies of scale within the immigrant
community, enabling support for local businesses and community institutions.

But the relationship between residential location and employment niching is more
complicated as notedbyEllis et al. (2007).While buildingon thewell-knownassump-
tion that immigrants concentrate in specific work areas, space has not always been
explicitly recognized. Rather than a homogenous market, Ellis et al. (2007) note
that employment niches occur at different levels across the Los Angeles metropolitan
area. More specifically, the propensity to niche in an industry is higher when that
industry is located close to a group’s residential area.

Conversely, segregation may result in fewer employment opportunities and lower
incomes (van Ham and Tammaru 2016). In these cases, segregation increases isola-
tion and restricts contact with the broader community, limiting employment oppor-
tunities and contacts (van Kempen and Özükren 1998). The lack of employment
opportunities has a direct impact on income, with immigrants in enclaves having
lower incomes compared to their immigrant counterparts in more diverse neighbor-
hoods (Musterd et al. 2008). The impacts of isolation persist and grow stronger over
time as immigrants become trapped in low income positions or with few employ-
ment opportunities, particularly if they are concentrated in inner-city areas. In such
locations, infrastructure is also often poor and access to employment opportunities
in suburban locations can be more difficult, especially if immigrants are more reliant
on public transit (Cutler et al. 2008a). However, evidence suggests that immigrants
become less reliant on public transit with increasing duration of residence in the
destination country (Newbold et al. 2017), counter to the findings of Cutler et al.
(2008a). Housing, consumption, and pricing are also affected by segregation, with
segregation reducing information about potential options and reduces choice, leading
to higher housing prices and less favorable loan terms (Yinger 1997).

While the literature continues to disagree on the relationship between segrega-
tion and economic opportunities for immigrants, Cutler et al. (2008b) demonstrate
a significant positive relationship between ethnic concentration and earnings. In
other words, segregation has a positive impact on income. However, not all groups
benefit from segregation. In particular, segregated groups that are characterized by
poor educational attainment, and specifically Mexicans and Central Americans, are
associated with negative outcomes.

Beyond direct economic impacts, ethnic enclaves have also been linked to lower
acquisition of the destination country’s language. Language acquisition is another
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critical marker of assimilation into the destination country, with language acqui-
sition linked to economic advantages in the market place and increased economic
success (Chiswick 1998;Chiswick andMiller 2002). But larger immigrant communi-
ties often mean decreased migration costs and reduced language acquisition (Lazear
1999), with immigrants more reliant on networks (Waldorf 1996). Under such situa-
tions, immigrants may be slower to acquire a new language as the expected economic
benefits due to language acquisition are smaller for immigrants living in enclaves as
compared to those living elsewhere. However, Florax et al. (2005) found only limited
support for Lazear’s language acquisitionmodel. Instead, they found language acqui-
sition was positively influenced by interaction and assimilation within the broader
community. That is, interactionwith the broader society, aswell as networkingwithin
the enclave is important for language acquisition.

13.5.2 Demographic Effects

At its most extreme, ethnic enclaves can result in social and economic isolation from
the broader society, leading to stigmatization of immigrant groups. Segregation could
also undermine social cohesion within a society, leading to social unrest. Riots by
immigrants that have been experienced in Europe over the past few years illustrate
the dangers of long-term isolation, along with discrimination and poor or unequal
access to jobs (see, for example, Amin 2003; Haddad and Balz 2006). But, enclaves
should not necessarily be associated with the incubation of violence and crime. In
the Canadian context (and likely less so in Europe and the US), enclaves are places
of cultural diversity rather than isolation (Hiebert 2015). Likewise, enclaves are not
necessarily associated with poverty, with Hiebert (2015) consequently concluding
that enclaves do not, on their own, lead to poverty.

But could immigration have larger impacts on the broader society? The “demo-
graphic balkanization” debate (see, for example, Borjas 1995; Frey 1995, 1996;
Moraga et al. 2017) certainly argued that immigration resulted in the flight of native-
born Americans from immigrant receiving cities, in part due to competition for
employment opportunities (Frey and Liaw 1998). While demographic balkaniza-
tion had its moment within the literature, its use as a metaphor, as well as its
broader assumptions and consequences were quickly disputed (Ellis and Wright
1998). Further, in assuming homogenous flows of immigrants into a city and (white)
migrants out of the city and recalling the notion of the high levels of diversity found at
smaller spatial scales (Glaeser and Vigdor 2012; Hiebert 2015; Winkler and Johnson
2016), the concept missed the diversity of groups (age, immigrant origin, ethnicity,
etc.) that are found in both the in-bound immigration flows and the out-bound flows
of white migrants.

Other questions also cloud the balkanization discussion. For example, we know
little about the destination choices of the native out-migrants: Do they avoid locations
with large immigrant populations, or are they seeking destinations with employment
opportunities? Similarly, there may be no net effect on the labor supply, employment
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rates, and wages given the potentially offsetting impacts of immigration and out-
migration (Ali et al. 2012). Third, it is increasingly observed that rather than driving
domestic migration, native populations have the most positive attitudes toward diver-
sity in diverse places with large immigrant populations, reflected in the so-called
contact hypothesis which predicts more positive attitudes and reduced prejudice
toward other ethnic and racial groups with greater intergroup exposure (Alba and
Foner 2017).

13.6 Conclusion

Across the developed world, immigration is primarily an urban issue. Within urban
areas, the segregation of immigrants from the broader population frequently occurs,
reflecting individual choice, societal pressures, political, or economic power among
other causal factors. Among those for whom segregation is voluntary, economic
benefits, including access to labor and housing markets have been identified,
although segregation can also convey negative economic impacts and isolation from
the broader society. Importantly, recent research (i.e., Hiebert 2015) reveals the
complexity of segregated spaces: certain visible minority groups are more or less
likely to reside in enclaves, the socioeconomic profiles of enclaves are diverse, and
enclaves are places of diversity.

Despite the long-term interest in segregation by academics, new lines of inquiry
are needed, particularly in an era of greater nativism and fear of immigration and
immigrants. Future research should therefore consider a number of related topics.
First, research is needed to evaluate how segregation is impacted by the turn toward
greater nativism. Will the election of anti-immigrant governments lead to increased
segregation of immigrants and other groups, and particularly those with greater
racial, religious, or linguistic differences from the destination country? Second, on-
going research regarding the economic impact of segregation is required.While there
is broad consensus about the positive economic effects of immigration (i.e., Pozo
2018), could greater segregation exacerbate economic differences between groups or
between immigrants and the native-born? Third, the availability of data at new and
finer scales of spatial resolution opens new ways to visualize segregation within the
community, adding complexity to the discussion. Rather than a single, monolithic
(or mono-cultural) landscape, research by authors including Dmowska et al. (2017)
and Hiebert (2015) reveals a highly detailed and diverse landscape in terms of the
distribution of different ethnic and immigrant groups, with considerable variation
at small spatial scales. This small-scale diversity raises interesting questions around
labormarket effects and employment opportunities and the relative role of immigrant
communities across spatial scales.

Fourth, the “domains” approach, which accounts for the multiple domains over
which segregation can occur, including residential neighborhoods, workplace, and
other social locations, has gained increased attention within the literature (see, for
example, Tammaru et al. 2016; van Ham and Tammaru 2016). Importantly, this line
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of work recognizes that the typical focus on residential segregation only captures
a portion of the space experienced by the population. Concurrently, insight into
workplace segregation is important to understand the pathways that immigrants can
take toward acculturation and integration.

Finally, many of the existing studies have been cross-sectional in nature only,
meaning that our understanding of the dynamics and changes to settlement patterns
over time is limited.Understanding how long people remain in enclaves,what enables
them to leave, changing housing and income profiles, and where they subsequently
settle are important questions that need additional detail.
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Chapter 14
Complementarities Between Native
and Immigrant Workers in Italy
by Sector

Ivan Etzo, Carla Massidda, and Romano Piras

14.1 Introduction

The effect of immigration on labor market outcomes (essentially on wages and on
employment) is one of the most debated topics over the last decades in the field of
immigration economics (see the recent paper of Dustmann et al. 2016 for a discus-
sion). From the theoretical point of view, economists used to investigate this issue
under the so-called “canonical model”, which assumes that immigrants and natives
are perfectly homogeneous workers (Peri, 2016). The main prediction of the canon-
ical model is that immigration, by rising labor supply, drives the wage of (both
native and immigrant) workers down. Yet, this theoretical framework has found little
support in the empirical investigations.

Coherently, the recent literature on migration has developed more flexible empir-
ical frameworks, building on the labor market theories advanced, among others, by
Katz and Murphy (1992) and Card and Lemieux (2001). These new analyses distin-
guish different types of workers by important dimensions, such as their experience
and education. In this regard, the works of Ottaviano and Peri (2012) and Mana-
corda et al. (2012) are worth to be mentioned. In both studies, perfect substitutability
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between native and immigrant workers is not aprioristically assumed, not even when
theyhold the sameeducation and experience level. Immigrants andnatives are consid-
ered as two different labor inputs in production. Accordingly, the estimated elasticity
of substitution between native and immigrant workers becomes a crucial parameter
to both investigate the degree of possible complementarities between the two labor
inputs and predict the wage effects of immigration.

Another important aspect refers to the level at which the elasticity of substitution
between different types of workers is estimated, that can be either at aggregate or
sectoral level. In this respect, it is worth pointing out that the labor market empirical
frameworks proposed by Katz and Murphy (1992) and Card and Lemieux (2001)
estimate the elasticity of substitution between different types of workers at aggregate
level. A step forward in understanding labor market dynamics and wage determina-
tion mechanisms has been offered by Blankenau and Cassou (2009, 2011). They find
substantial differences in the elasticity of substitution between skilled and unskilled
labor across 13 sectors. The sectoral analysis can provide interesting results when it
comes to investigate the impact of immigration as well. Etzo et al. (2017) find that a
rise in the share of immigrant workers in total employment has a positive effect on
total factor productivity and, most important, that this effect is heterogeneous across
sectors. The latter outcome has an important implication on the labor market. In fact,
more productive industries are likely to expand production and hire more people,
both natives and immigrants, depending on their task specialization, and thus on the
complementarity degree between the two types of workers. Moreover, understanding
the impact of immigrants at sector level is very important to design effective migra-
tion policies, especially those aimed at improving the socioeconomic well-being of
immigrants. However, until now, a sector-level empirical framework has not been
applied to analyze the effect of immigration on the labor market outcomes.

This chapter aims at contributing to this field of research by merging the empir-
ical framework developed by Ottaviano and Peri (2012) and the sectoral approach
suggested by Blankenau and Cassou (2011). Using yearly data from the Italian Labor
Force Survey (LFS) during the years 2011–2016, first we estimate the elasticity of
substitution between native and immigrant workers for each of the twelve sectors
considered in our analysis. Second, we extend our analysis by using the estimated
elasticities and the changes in the labor supply due to immigration, to simulate the
wage impact at sector level.

There are several reasons that make Italy an interesting case study. First, the
number of foreignworkers almost doubled in the last ten years, rising from1.3million
in 2006 to 2.4 million in 2016, reaching 10.5% share in total employees (ISTAT).
Second, the distribution of immigrant workers across sectors is quite heterogeneous
compared to the distribution of native workers. The first three sectors for number
of immigrant workers are, in order, Other community, social and personal services
activities; Manufacturing, mining and quarrying; electricity, gas and water supply;
and Hotel and Restaurants, while for native workers are, in order, Manufacturing,
mining and quarrying; electricity, gas and water supply; Education, human health
and social work activities; andWholesale and retail trade. Third, the sectoral shares
of immigrant workers in total employment vary markedly across sectors. Last, the



14 Complementarities Between Native and Immigrant … 309

sectoral distributions of native and immigrant workers differ noticeably with each
other with respect to the education level. Considering all these aspects is fundamental
to assess both the complementarities existing between native and immigrant workers
in each sector and the effects of immigration on wages.

We find that, at aggregate level, the elasticity of substitution between immigrant
and native workers is around 16, which is similar to the value estimated by Romiti
(2011) for Italy using a similar empirical approach at regional level. Moreover, this
value is also close to the values previously estimated in the literature which cluster
around 20 (Ottaviano and Peri 2012). However, and the most important for our study,
we uncover noticeable differences in the substitutability degree among the twelve
sectors investigated in the present study. The lowest substitutability degree (9.7) is
found in Wholesale and retail trade, while the highest value is estimated for Manu-
facturing, mining, and quarrying (33.8). In addition, we find perfect substitutability
between immigrant and native workers in four sectors, namely Agriculture, forestry
and fishing; Construction; Information and communication; Financial services and
insurance. When we use these elasticities to simulate the total wage impact of immi-
gration, we find heterogeneous outcomes across sectors: in general, the impact is
positive but very small for native workers, while it is negative for immigrant workers.

The rest of the chapter is organized as follows. In the next section, we discuss the
relevant literature both in general (Sect. 14.2.1) and for the Italian case (Sect. 14.2.2).
Section 14.3 describes the theoretical framework and the empirical equations.
Section 14.4 shows the data and the way in which we compute the main variables
employed in the empirical investigation. In addition, some descriptive statistics high-
lighting important sectoral heterogeneities existing between immigrant and native
workers are discussed. Section 14.5 presents and comments the sectoral elasticities
of substitution between immigrant and native workers. Section 14.6 uses the esti-
mated elasticities to compute the total wage effect at sector level. Finally, Sect. 14.6
concludes.

14.2 Literature Review

This section brings together two main fields of literature related with the investiga-
tion proposed by this chapter. Accordingly, it comprises two sub-sections. The first
reviews themain analyses that assume an imperfect substitutability betweenworkers.
The second concerns the extant Italian literature regarding the labor market effects
of immigration.

14.2.1 The Impact of Immigration on the Labor Market

Starting from the late seventies of the last century, the traditional neoclassical
labor market approach has been extended assuming worker heterogeneity, given
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the pronounced upward trend of the share of the skilled population and of the wage
premium for skilled workers. In order to analyze whether supply changes of one cate-
gory of workers affect wages/employment of other categories, the research focus has
shifted to differences across workers’ experience and education/skill. With reference
to the US,Welch (1979), Katz andMurphy (1992) and Card and Lemieux (2001) are
notable examples in this field. Katz and Murphy (1992) consider a simple structure
with only two categories of workers: young and old. On the other hand, Card and
Lemieux (2001) and Welch (1979) use a symmetric CES structure with several age
categories. As for substitutability across experience categories, Katz and Murphy
(1992) estimate an elasticity of substitution between young and old around 3.3,
whereas the works of Welch (1979) and Card and Lemieux (2001) find elasticities
between 5 and 10. With respect to substitutability across alternative education/skill
groups, estimates range between 1.1 and 1.6 (Katz and Murphy, 1992; Card and
Lemieux, 2001).

In developing their empirical analysis, these works share the same theoretical
framework and the aggregate perspective. An interesting extension of this literature
has applied adisaggregate approach at sector level.Besides the aforementioned trends
in the aggregate economy, the main challenge faced by the industry/sector modeling
of worker substitutability is to accommodate sectoral output trends (Kongsamut et al.
2001; Ngai and Pissarides 2007; Blankenau and Cassou 2009). Building on these
premises, Blankenau andCassou (2011) focus on the issue of estimating the elasticity
of substitution between skilled and unskilled workers at industry/sector level. They
assume that in each industry/sector many identical firms combine capital, skilled
labor, and unskilled labor with a labor augmenting Cobb–Douglas production func-
tion. In their framework, parameters are allowed to differ across industries/sectors
and to change over time. The authors find noticeable differences across sectors. As
a matter of fact, the estimated values for the elasticity of substitution between high-
and low-skilled workers vary from 1.07 for professional, technical, administrative,
and support services up to 46.9 for other personal services (Blankenau and Cassou
2011, Table 14.1).

In the wave of these recent labor market theories, the literature on migration
has started to investigate the existence of imperfect substitutability between foreign
and native workers (Borjas 2003; Borjas and Katz 2007; Card 2007; Raphael and
Smolensky 2008; D’Amuri et al. 2010; Borjas et al. 2008; Ottaviano and Peri 2012;
Manacorda et al. 2012). In some of these papers, such as Borjas (2003), Borjas
and Katz (2007), immigrants and natives belonging to the same educational and/or
experience level are considered perfectly homogeneous. Conversely, Ottaviano and
Peri (2012) for the US and Manacorda et al. (2012) for the UK allow heterogeneity
within groups and estimate the elasticity of substitution between immigrants and
natives within the same education and experience groups. As a general result, the
empirical evidence delivered by this strand of literature goes in favor of imperfect
substitutability between immigrant and native workers. Furthermore, Ottaviano and
Peri (2012) add to this general picture several interesting insights.Using anested-CES
framework, they estimate the elasticity of substitution between native and immigrant
workers within education and experience groups. Moreover, they also reconsider the
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substitutability between workers of different schooling and experience levels and, in
line with previous results (Cf., inter al. Card 2007), estimate an elasticity of substitu-
tion between native and immigrant workers of about 20. It is worth highlighting that
while Ottaviano and Peri (2012) and Manacorda et al. (2012) adopt a very similar
approach, in that theymatch the labor markets literature with themigration literature,
Ottaviano and Peri (2012) adopt a more flexible nested-CES production function that
allows them to compare different nesting models already present in the literature.

14.2.2 The Italian Case

The great majority of empirical investigations regarding the labor market impacts
of immigration is about the USA, UK, Germany, and few other countries1, whereas
studies regarding Italy are scant in number and fragmented with respect to method-
ology and research question addressed. To the best of our knowledge, the first work
that investigates the impact of immigrants on the Italian labor market is Gavosto et al.
(1999). In this paper, the authors look atwhether immigrants exert positive or negative
effects on the wage of natives and find that the impact is positive and significant only
for manual workers in the Northern regions of the country and especially in small
firms. In the footsteps of Gavosto et al. (1999), Venturini and Villosio (2006) analyze
both the displacement risk (transition from employment to unemployment) and job
search effectiveness (transition from unemployment to employment). Their findings
suggest a predominantly complementary effect betweenmigrants and native workers
in the Italian labor market. Staffolani and Valentini (2010) provide evidence in favor
of complementarity between migrant and native workers. In particular, the authors
show that native workers’ wage (skilled and unskilled) always rise with immigration.

More recently, Accetturo et al. (2012), Bettin et al. (2014), De Arcangelis et al.
(2015a, b), Etzo et al. (2017), and Bettin et al. (2019) provide new investigations
concerning other responses to immigrants other than the labormarket ones.Accetturo
et al. (2012) present a theoretical model in which workers are heterogeneous and
labor markets are imperfect in order to investigate the impact of immigration on
Italian firms. They concentrate on firms with at least 50 employees located in the
center and North of the country during the period from 1996 to 2007. Their main
finding is that investment in machinery and equipment positively responds to an
increase in the relative abundance of low-skilled migrant workers and that such a
relationship is stronger in skill-intensive sectors and for large firms. Bettin et al.
(2014) investigate the impact of immigrants on output, skill intensity, and demand
for labor of native workers of Italian manufacturing firms. During the period 2001–
2003, on the basis of their results, immigrants have positively contributed to output
in low-skill intensive sectors. Such an empirical evidence leads the authors to claim
that the availability of immigrant workers has stimulated the adoption of less skill-
intensive techniques by Italian firms. De Arcangelis et al. (2015a, b) provide two

1See Dustmann et al. (2016) and references therein.
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distinct contributions looking at two different periods of time. De Arcangelis et al.
(2015a) cover the years from 2001 to 2010 and while they confirm that immigrants
positively affect firms’ sale performances, they also find that such an increase is not
evenly distributed across sectors since low tech sectors benefit more than high tech
ones. In the second paper, De Arcangelis et al. (2015b) investigate the period from
1995 to 2006 to address the effect of immigration on the productive structure and
sectoral composition. Their main result is that doubling the presence of migrants
with respect to total population leads to a statistically significant switch toward
manufactures’ value added with respect to services’. Furthermore, they claim that an
increase in the weight of relatively low-skilled immigrants favors low-skill versus
high-skill sectors. A sectoral approach is followed also by Etzo et al. (2017) who
investigate the impact of immigrant workers during the period 2008–2011. Their
results are similar to those of De Arcangelis et al. (2015a). Indeed, they find that
immigrant workers have a positive effect on value added per worker and that such
an effect is not evenly distributed across sectors. Furthermore, they also show that
the sectors that mostly take advantage of immigrant workers are those characterized
by the predominance of manual tasks. Finally, a very recent paper by Bettin et al.
(2019) examines the relationship between migration and entrepreneurship. Overall,
their results show a positive link between migration and new firm entry. Once more,
it is confirmed that heterogeneity emerges across both sectors and firms’ legal status.
Indeed, Bettin et al. (2019) find that the stock of foreign-born population is positively
correlated with self-employment independently from the sector of economic activity.
In addition, immigrants contribute to new firms’ creation particularly in low tech
sectors.

None of the aforementioned works adopts the conceptual framework outlined in
Sect. 14.2.1 that discusses the impact of immigration by estimating the elasticity of
substitution between workers. To the best of our knowledge, the only paper applying
this empirical framework is Romiti (2011). By using a two levels CES production
function for the period 1995–2004, the author finds a small degree of imperfect
substitution between immigrants and natives in the same area-skill cell, but strong
complementarity between high- and low-skilled workers. As a general result, the
finding of Venturini and Villosio (2006) that immigrants do not displace natives is,
thus, confirmed.

14.3 Theoretical Framework

We adopt a structural approach similar to Ottaviano and Peri (2012), duly modified
in order to account for sectoral differences. Our theoretical framework can also be
viewed as an extension of the model estimated by Blankenau and Cassou (2011),
with labor additionally disaggregated by experience and nationality. Accordingly,
we assume that the production function of the representative firm in sector s at time
t is the following Cobb–Douglas with constant returns to scale:

Ys,t = As,t L
α
s,t K

1−α
s,t 0 < α < 1 (14.1)
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where for each in sector s and year t, Ys,t is the aggregate output, As,t is total factor
productivity, Ks,t is physical capital, and Ls,t is a Constant Elasticity of Substitution
(CES) type labor aggregate which allows us to model different types of workers
heterogeneities. The parameter α measures the labor income share. We define three
workers’ characteristics according to their education level, years of experience, and
nationality, respectively. The first level of the nested CES is assumed to be the
education level, which is grouped into three classes as follows:

Ls,t =
⎡
⎣

3∑
j=1

θ j,s L
σED−1
σED
j,s,t

⎤
⎦

σED
σED−1

(14.2)

where j indicates three levels of education, namely 1 = high, 2 = medium, and 3 =
low. Workers holding at least a university degree are included in the group high. The
group with a medium education level corresponds to workers holding a high school
diploma (but not a university degree), and workers with at most the compulsory
years of schooling are considered as holding a low education level (i.e., low). The
parameter θ j,s measures the productivity levels specific to each of the three types
of workers. It is standardized so that

∑3
j=1 θ j,s = 1 for each s, and it is assumed

to be constant over time. The parameter σED measures the elasticity of substitution
between workers with different education levels.

Workers with the same education level are assumed to be heterogenous with
respect to the work experience. In other words, we assume that a worker with educa-
tion level j and somework experience (measured in terms of number of years since the
first job) is not perfectly substitutablewith aworkerwithout experience.Accordingly,
the second CES level is

L j,s,t =
[

4∑
m=1

θm, j,s L
σEX−1
σEX

m, j,s,t

] σEX
σEX−1

(14.3)

where m indicates four classes of work experience, so that m = 1 if workers have
between zero and 10 years of experience, m = 2 for 11–20 years of experience,
m = 3 for 21–30 years of experience, m = 4 for 31–45 years of experience.
The parameters θm, j,s are time-constant education-experience specific productivity

levels
(∑4

m=1 θm, j,s = 1 f or any j
)
. The parameter σEX measures the elasticity

of substitution between workers holding the same education level j but pertaining
to different experience groups. Lastly, we assume that each education-experience
specific labor group is a CES combination of native (LN ) and immigrant (LI ) workers,
as follows:

Lm, j,s,t =
[
θN ,m, j,s L

σI M−1
σI M

N ,m, j,s,t + θI,m, j,s L
σI M−1
σI M

I,m, j,s,t

] σI M
σI M−1

(14.4)
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whereσI M is the elasticity of substitution between native and immigrantworkerswith
the same education level j, the same experience m and working in the same sector
s. The parameters θN ,m, j,s and θI,m, j,s measure time-constant specific productivity
level of native and immigrant workers, respectively, and are normalized such that
θN ,m, j,s + θI,m, j,s = 1.

Given competitive labor markets, in each sector and for each type of worker,
firms equalize wages to marginal productivity of labor. Accordingly, by applying the
profit-maximizing condition we obtain the following regression model from which
we can estimate σI M :

ln

(
wI
m, j,s,t

wN
m, j,s,t

)
= μm, j,s − 1

σI M
ln

(
L I,m, j,s,t

LN ,m, j,s,t

)
+ εm, j,s,t (14.5)

where μm, j,s captures the productivity changes across all worker types by mean of
144 education-experience-sector fixed effects and εm, j,s is an error term. It is worth
noticing that using ratios, any effect from other factors, such as prices, technology,
and capital levels which are equal within each cell, that is by sector, education, and
experience, is wiped off. Equation (14.5) is the main equation of the model, in that it

allows us to estimate σI M at sectoral level by interacting ln
(

L I,m, j,s,t

LN ,m, j,s,t

)
with the sector

dummies.

14.3.1 Estimating the Total Effect on Wages

The proposed theoretical framework allows us to simulate the impact of immigration
on both native and foreign workers’ wages. At this scope, once σI M is estimated, we
also need to compute the estimates of σEX and σED . To this purpose, we estimate
the following empirical model:

lnw̄m, j,s,t = Es,t + E j,s,t + Em, j,s − 1

σEX
ln

(
Lm, j,s,t

) + em, j,s,t (14.6)

where Es,t is sector by time common effects, E j,s,t is the education by sector by time
common effects, and Em, j,s is the education by experience by sector fixed effects.
Finally, em, j,s,t is an error term2. The labor supply in each education-experience-
sector cell is measured as total hours worked3.

2The analytical derivation of Eq. (14.6) and the detailed information regarding the common effects
and the fixed effects can be found in the Appendix.
3An alternative waywould be to use the CES aggregate labor supply constructed using the estimates
of σI M and the productivity terms computed using the estimated fixed effects from Eq. (14.5). As
shown in Ottaviano and Peri (2008) when the value of σI M is high the two approaches deliver very
similar results.
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A similar approach is followed to estimate the elasticity of substitution between
workerswith different education levels. Accordingly, the empiricalmodel is specified
as follows:

lnw̄ j,s,t = Es,t + E j,s,t − 1

σED
ln

(
L j,s,t

) + u j,s,t (14.7)

where u j,s,t is the error term. The potential endogeneity of the labor supply variable
is addressed by estimating Eqs. (14.6) and (14.7) with the Two Stages Least Square
Method (2SLS), using the hours worked by immigrants as instrumental variable. The
inclusion of fixed effects in both equations in fact allows to consider the changes of
immigrant labor supply as exogenous shocks.

Once the elasticity between different types of workers is estimated it is possible to
assess the total percentage change of wage of a particular type of worker caused by
a percentage change of immigrant workers. The corresponding expression for native
workers is4

�wN
m, j,s,t

wN
m, j,s,t

= 1

σED

∑
ED

∑
EX

(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)

+
(

1

σEX
− 1

σED

)∑
EX

(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)
+

(
1

σI M
− 1

σEX

)(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)
(14.8)

where shI
m, j,s,t is the share of labor income of immigrant workers of education m,

experience j, and working in sector s. Whereas, the total percentage wage change of
immigrant workers is

�wI
m, j,s,t

wI
m, j,s,t

= 1

σED

∑
ED

∑
EX

(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)

+
(

1

σEX
− 1

σED

) ∑
EX

(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)
+

(
1

σI M
− 1

σEX

)(
sh I

m, j,s,t
�L I,m, j,s,t

L I,m, j,s,t

)
− 1

σI M

�L I,m, j,s,t

L I,m, j,s,t

(14.9)

Finally, we can compute the effect of immigration on total average wage w as a
weighted mean of the wage effect on native and immigrant workers, using as weights
the shares in total wage of each group of workers as follows:

�w

w
=

∑
ED

∑
EX

(
�wN

m, j,s,t

wN
m, j,s,t

shN
m, j,s,t −

�wI
m, j,s,t

wI
m, j,s,t

sh I
m, j,s,t

)
. (14.10)

4Equation (8) is obtained by total differentiating Eqs. (A.1) and equation (A.2) in the Appendix
with respect to the variation of each group of workers due to immigration (until the N-1 level of the
nested CES).
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14.4 Data and Variable Construction

The empirical analysis is based on information on wages and employment of natives
and immigrants (defined hereafter as individuals born abroad) contained in the Italian
Labor Force Survey (LFS) and covering the period from 2011 to 2016. The time
period is constrained by the availability of data on wages, which are available since
2008 only. Another limitation of the data regards the classification of the economic
activity which is based on NACE rev.1 until 2010 and on NACE rev.2 from 2011
onward. The latter limitation affects the time span of our analysis because the aggre-
gation of economic activities between the two NACE classifications makes the time
series not comparable.Wemeasure the labor supply of native and immigrant workers
in each sector and for each education-experience group in terms of total hours worked
in a year. The variable is computed using the variable ORELAV which measures the
hours worked in a week. The total number of hours worked in each quarter by each
worker is obtained as follows. First, we multiply ORELAV by 13 (i.e., the average
number of weeks in a quarter) and by the personal weight (i.e., COEF). Next, to
obtain the total number of hours worked in each year, we add up the values by
sectors and education-experience groups. Immigrants are defined according to the
country of birth. We had to make the following adjustments to the original dataset
to create a dataset suitable for our analysis. We kept only the employed people older
than 15 years and dropped the self-employed workers. Education groups have been
constructed as explained in Sect. 14.3. Regarding the experience level, we used the
information on the first job togetherwith that on the yearwhen theworker first entered
the labor market (when available) and completed the missing data by computing the
potential experience as done by Borjas (2003) and Ottaviano and Peri (2012). We
dropped workers with more than 45 years of experience and then grouped them into
four experience classes as explained in Sect. 14.3. Wages are expressed in terms of
hourly wages. They have been computed using the data on monthly wage to compute
the total income in a year and then divided it by total hours worked.What we get is the
average hourly wage of native and immigrant workers in each education-experience
group by sector and year. The latter is then deflated using the annual CPI to obtain
the real wages. Our final sample comprises 12 sectors, three education groups, four
experience classes, and six years (864 observations).

Table 14.1 reports employment annual shares by sector and nationality. These
shares are quite stable during the period 2011–2016. Overall, Table 14.1 shows
that the distribution of immigrant workers across sectors differs from that of native
workers in what follows. For native employees, it emerges that the largest sector
is Manufacturing, mining and quarrying, Electricity, Gas and water supply which
absorbs about 24% of total employment, followed by Education, human health and
social work activities (18%), andWholesale and retail trade (12–13%). These three
sectors all together sum up to about 55% of total employees. As regard immigrant
workers, the large majority of them cluster in three sectors, namely Other commu-
nity, social and personal services activities (25–28%); Manufacturing, mining and
quarrying, Electricity, Gas and water supply (21–22%); and Hotel and Restaurants
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Table 14.2 Immigrants employment shares with respect to total employment

2011 2012 2013 2014 2015 2016

Agriculture, forestry and fishing 28.0 30.4 29.6 33.4 34.6 35.4

Manufacturing, mining and quarrying, Electricity, Gas
and water supply

13.6 13.8 13.7 14.2 14.6 14.7

Construction 25.2 25.9 26.7 24.0 23.6 25.0

Wholesale and retail trade 8.7 8.9 8.9 8.9 9.0 9.5

Hotel and Restaurants 25.8 25.2 26.2 26.6 28.4 27.4

Transportation and storage 12.8 13.1 13.8 13.7 13.9 14.4

Information and communication 4.3 3.2 3.5 4.7 6.0 5.1

Financial services and insurance 2.7 2.4 2.3 2.7 3.6 2.8

Real estate, administrative and support service
activities

12.0 12.7 13.4 12.6 13.7 14.3

Public Administration 2.6 2.4 2.3 2.6 2.8 2.3

Education, human health and social work activities 5.9 5.8 6.5 6.6 6.5 6.9

Other community, social and personal services
activities

49.0 52.3 54.1 55.1 53.7 51.7

Total 14.4 15.0 15.4 15.6 15.9 15.9

Source: own computation based on Istat labor force survey data (LFS)

(9–10%). Less than one percent of immigrants are employed in Information and
communication, Financial services and insurances, and Public administration.

In Table 14.2, the shares of immigrant workers in total employment by sector are
reported. On average, in Other community, social and personal services activities5

more than half of total employees are immigrant workers. They are about one third
in Agriculture, forestry and fishing, more than a quarter of total employment in
Construction and slightly less in Hotel and Restaurants. Noticeable, higher than
10%, are also the employment shares in Manufacturing, mining and quarrying;
Electricity, Gas and water supply; Transportation and storage; and Real estate,
administrative and support service activities. With the exception of Construction
and Public administration, from 2011 to 2016 immigrants’ employment increased
across all sectors, particularly in Agriculture, forestry and fishing.

Tables 14.3 and14.4 describe the educational attainment characteristics ofworkers
by sector and nationality (average 2011–2016). Looking at Table 14.3, one can see
that low-skill native workers are about one third inManufacturing, mining and quar-
rying, Electricity, Gas and water supply followed by Wholesale and retail trade
(14.2%).Medium skill native workers are higher than 20% inManufacturing, mining
and quarrying, Electricity, Gas and water supply; shares higher than 10% are also
those in Wholesale and retail trade and Education, human health and social work
(15%) and Public administration (11%). As regards high-skill native workers, they

5This sector comprises the housekeeping and elderly care services which in Italy, as in many
advanced countries, is prerogative of immigrants.
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peak in Education, human health and social work (38.3%) followed by Manufac-
turing, mining and quarrying, Electricity, Gas and water supply (13.1%) and Public
administration (11.9%). As far as low-skill immigrant workers are concerned, they
concentrate in Other community, social and personal services activities (26.1%)
followed byManufacturing, mining and quarrying, Electricity, Gas andwater supply
(23.9%). Actually, these two sectors also record the highest shares of medium
skill immigrant workers: 28.6% the former, 19.6% the latter. Finally, for high-skill
immigrants the largest shares are found in Other community, social and personal
services activities (26.5%); Education, human health and social work (22.9%); and
Manufacturing, mining and quarrying, Electricity, Gas and water supply (15.4%).

Table 14.4 shows intra-sector employment. As for native workers, low-skill peaks
in Agriculture, forestry and fishing (74.4% of natives employed in this sector);
Construction (63.8%); and Hotel and restaurant (52%). Medium skilled workers
are more evenly distributed: the lowest share is recorded in Agriculture, forestry
and fishing (22.3%), the highest one in Information and communication (52%).
Finally, high-skill native workers’ share reaches the top in Financial services and
insurance (51.1%);Education, human health and social work (48.5%); and Informa-
tion and communication (41.8%). Looking at immigrant workers’ shares, low-skill
immigrants are 76.1% in Agriculture, forestry and fishing and 68.7% in Construc-
tion. Moreover, shares higher than 50% are, on average, found in Manufacturing,
mining and quarrying, Electricity, Gas and water supply (60.5%); Transportation
and storage (54.8%); Hotel and restaurant (53.4%); Other community, social and
personal services activities (52.3%); Real estate, administrative and support service
activities (50.5%); and Wholesale and retail trade (50.4%). Analogously to native
workers, also medium skill immigrant workers are more evenly distributed across
sectors: with the exception of Agriculture, forestry and fishing (20.7%) and Public
administration (44.2%), about one-third of them are employed in the various sectors.
To conclude, high-skill immigrants employed in Information and communication
are, on average, more than a half of total immigrant workers in that sector, 42.5% of
total immigrants employed in Financial services and insurance and 41.8% of those
employed in Education, human health and social work activities.

Overall, from the above discussion emerges a high degree of heterogeneity across
sectors, both between and within native and immigrant workers with respect to the
distribution across sector and with respect to the skill level. This heterogeneity is
likely to affect the substitutability degree between native and immigrant workers,
hence the impact on wage at sectoral level.

14.5 Elasticity of Substitution Between Native
and Immigrant Workers

This section provides estimates of the elasticity of substitution between immigrant
and native workers, σI M , based on the model specified in Eq. (14.5). As previously
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discussed, themain novelty of this investigation is its focus on sectoral data.However,
to compare our results with those provided by the relevant literature, we first perform
our empirical analysis at aggregate level. In this regard, given the availability of aggre-
gate data on wages, we compare the results obtained for two periods, 2011–2016 and
2008–2016. Results are reported in Table 14.5. As we can see, Eq. (14.5) is estimated
under three differentmodels that differ fromeach other in theway the common effects
are specified. For the 2008–2016 time span, estimates of −1/σI M range between −
0.047 and−0.067, these values are in line with the estimates delivered by Ottaviano
and Peri (2012) which are around −0.05. Moreover, the parameters are very close
to the value of 0.06 obtained by Romiti (2011) for Italy. After restricting the sample
period to 2011–2016, the estimates cluster around−0.07, suggesting a lower substi-
tutability degree in the recent period. The period 2008–2016 includes the years of
the global crisis, thus it is possible that the higher substitutability degree found for
this period is driven by firms substituting native with immigrant workers in order to
cut costs. The latter is more likely to occur in those sectors which have been partic-
ularly hit by the crisis and where occupations have high manual content. Overall,
these estimates turn into an elasticity of substitution ranging between 13.7 and 21.
We interpret all estimates in Table 14.5 as a clear signal of imperfect substitutability
between workers with different nationalities. However, as shown in Sect. 14.4, immi-
grant workers allocation across sectors differs from that of native workers, and new
immigrants clearly follow past immigrant workers. Therefore, an immigrant induced
increase in employment is likely to exert heterogenous effects across sectors.

Thus, we now estimate the elasticity of substitution between immigrant and native
workers for each of the 12 sectors by interacting the relative labor supply of immigrant
workers with the sector dummies and then testing the statistical significance of the
linear combination between the coefficient of the interaction term and the one of the
labor supply variables. Accordingly, the estimated model specification is as follows:

ln

(
wI
m, j,s,t

wN
m, j,s,t

)
= μm + γ j + ϕs + δt

12∑
s=1

1

σI Ms

ln

(
L I
m, j,s,t

LN
m, j,s,t

)
ϕs + εm, j,s,t (14.11)

The first row of Table 14.6 shows the estimated coefficient for the whole economy,
while the other rows report the estimates for each sector. Column two reports the
corresponding value of the elasticity of substitution (i.e., σI M ). The first outcome
worth to note regards the average parameter obtained for the whole economy. As we
can see, the absolute value of 1/σI M is lower than the estimates reported inTable 14.3.
Therefore, controlling for sectoral heterogeneity brings to a higher elasticity. This
is not surprising, as it implies that workers with the same education and experience
levels, but different nationalities, are more easily substitutable if they work in the
same sectors than they are if they work in a different sectors. Noteworthy, it is still
confirmed that immigrant and native workers are not perfect substitutes even when
they hold the same education and experience levels and when they work in the same
sector.
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Table 14.6 Estimate of –(1/σ IM ) by sector

Sector 1/σ IM σ IM

Overall −0.038 *** 26.1

(−0.011)

Agriculture, forestry and fishing 0.014 ∞
(−0.024)

Manufacturing, mining and quarrying, Electricity, Gas and water supply −0.030 ** 33.8

(−0.015)

Construction −0.014 ∞
(−0.016)

Wholesale and retail trade −0.103 *** 9.7

(−0.022)

Hotel and restaurants −0.089 *** 11.3

(−0.020)

Transportation and storage −0.040 ** 25.3

(−0.019)

Information and communication 0.028 ∞
(−0.031)

Financial services and insurance −0.034 ∞
(−0.059)

Real estate, administrative and support service activities −0.041 *** 24.2

(−0.015)

Public administration −0.090 *** 11.2

(−0.031)

Education, human health and social work activities −0.039 ** 25.8

(−0.018)

Other community, social and personal services activities −0.045 ** 22.5

(−0.019)

Adjusted R-squared 0.45

Observations 864

Note the dependent variable is the logarithm of the relative immigrant-Italians average wage in
each education-experience cell. The method is least square, with each observation weighted by
its employment. Heteroskedasticity robust standard errors, clustered over 144 sector-education-
experience groups are in brackets. Constant term included but not reported. ***significant 1%,
**significant 5%, *significant 10%
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As for sectoral results, it emerges that the estimated coefficients are not statisti-
cally different from zero in four sectors, namely Agriculture, forestry and fishing;
Construction; Information and communication; Financial services and insurance.
In these cases, the elasticity of substitution goes to infinity, implying perfect substi-
tutability between immigrant and native workers belonging to the same education-
experience cell. Perfect substitutability is not surprising in sectors where manual
skills are more relevant than language skills and where a low education level is
prevalent (see also Table 14.4), such as in Agriculture, forestry and fishing and in
Construction. By contrast, it might appear more unexpected a perfect substitutability
in sectors like Information and communication andFinancial services and insurance.
Though the share of immigrant workers in these two sectors is very low, both with
respect to total immigrant workers and total employees in each sector, it is impor-
tant to note that more than 80% of immigrant workers are medium/high skilled (See
Table 14.4). Most of them come from developed countries (the majority from other
EU countries) are successful language learners and are likely to be perfect substitute
with respect to natives holding the same education and experience level.

On the contrary, all the remaining nine sectors show imperfect substitutability
between native and immigrant workers. However, the estimated parameter values
differ considerably across sectors, ranging between−0.030 (Manufacturing, mining
and quarrying, Electricity, Gas and water supply) and−0.103 (Wholesale and retail
trade). In terms of elasticity, the range is between 33.8 in Manufacturing and 9.7
in Wholesale and retail trade, while the other sectors, except Hotel and Restaurant
(σIM = 11.3) and Public Administration (σI M = 11.2), cluster around a value slightly
above 20. It is worth to note that the values of 1/σI M found forWholesale and retail
trade (9.7) and for Hotel and Restaurants (11.3) are well below the aggregate value
estimated at national level, which is around 14 (see Table 14.4). The latter are both
service sectors, which together absorb 17%of total immigrant workers in 2016, while
Hotel and Restaurant is the third sector in terms of immigrant workers relative distri-
bution (see Table 14.1). The intuition behind these results is that, especially in these
two sectors, immigrant workers are likely to be assigned to tasks requiring skills
which are country-specific, some examples may be cookers in international restau-
rants, occupation in import-export firms where the immigrant native language is a
prerequisite, and so on.With regard to the largest sector in terms of total employment,
that isManufacturing, mining and quarrying, Electricity, Gas and water supply, the
estimated elasticity of substitution between native and immigrant workers is 33.8
which is the highest, still indicating imperfect substitutability. A possible explana-
tion is related to the high concentration of low-skilledworkers in this sector (51.7%on
average for the total employees and 60.5% for immigrant employees, (see Table 14.4)
combined with the prevalence of manual tasks not requiring country-specific skills.
The sector Other community, social and personal services activities shows an elas-
ticity of 22.5 which is below the average value (26.1), thus indicating that there is no
perfect substitutability in the sector where the majority of workers are immigrants
(51.7%, see Table 14.2). The last two sectors which are worth to discuss are Trans-
portation and storage and Real estate, administrative and support service activities,
with an estimated elasticity equals to 25.3 and 24.2, respectively. The majority of
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immigrant workers employed in these two sectors are low skilled (54.8% and 50.5%,
respectively, see Table 14.4), while native workers’ education level is clearly higher
(see Table 14.4). In these two sectors, immigrants are assigned to tasks requiring
manual skills (e.g., drivers, store-men, cleaners), while native workers with low
education levels can be assigned to tasks requiring language skills and which are
better remunerated. To conclude, the sectors showing an imperfect substitutability
degree between native and immigrant workers represent, all together, more than 86%
of total employment.Overall, these outcomes suggest that the substitutability of skills
possessed by native and immigrants differs substantially among sectors.

14.6 The Impact of Immigration on Wages

As showed in Sect. 14.3, we can use Eqs. (14.8) and (14.9) to simulate, for each
sector, the total wage effects of immigration on both native and foreign workers.

At this scope, we first estimate Eqs. (14.6) and (14.7) to obtain the parameters
−1/σED and−1/σEX . For the sake of simplicity, these estimates are carried out only
at aggregate level, which means assuming common σED and σEX across sectors. The
estimated parameters are σED = 2.1 (−1/ σED = −0.47) and σEX = 2.5 (−1/ σEX

= −0.39) which imply imperfect substitutability between pairs of education and
experience groups, respectively. The value of σED is very close to the value 0.6
estimated by Romiti (2011) for Italy at regional level for the period 1995–2004.
Notwithstanding the different periods, the (small) difference might also due to the
fact that Romiti (2011) uses only two education levels (i.e., skilled and unskilled) and
that her model does not control for sector heterogeneity. As with regard to the values
of σED estimated for other countries, our value is within the range of values suggested
by the relevant literature, which are around 2 (see Ottaviano and Peri, 2012, for a
detailed discussion). As for σEX , to the best of our knowledge, there are no other
estimates available for Italy. Considering the values found by the most influential
studies, our estimate is close to the value of 2.9 estimated by Katz and Murphy
(1992) using only two experience groups. Conversely, our value is lower than the
values estimated in the literature using a higher number of experience groups, which
range between 5 and 9 (see for example Card and Lemieux 2001 and Ottaviano and
Peri 2012). A reasonable explanation is that the higher the number of experience
groups considered by the analysis, the higher should be the substitutability degree
between workers with the same education level, but different experience levels. As it
is known, immigration is a recent phenomenon for Italy and immigrants are mostly
young. As a consequence, the age distribution of foreign workers (and their years of
work experience) in Italy is skewed to the right, which makes it difficult to create a
high number of work experience groups.

We can now use Eqs. (14.8) and (14.9) to simulate the wage effect, on both native
and immigrant workers, caused by an increase in employment due to immigration
during the period 2011–2016. To account for the variability of our estimated parame-
ters (i.e.,σED ,σEX , andσI M ), for each of themwegenerate 1000 normally distributed



14 Complementarities Between Native and Immigrant … 327

Table 14.7 Simulation of%wage effects due to immigration by sector during the period 2011–2016

Natives Immigrants Overall

Agriculture, forestry and fishing 0.9 1.0 1.0

(0.2) (0.2) (0.2)

Manufacturing, mining and quarrying, Electricity, Gas, Water 0.1 −0.3 0.0

(0.0) (0.0) (0.0)

Construction −0.3 0.0 −0.2

(0.1) (0.1) (0.1)

Wholesale and retail trade 0.1 −1.5 0.0

(0.0) (0.1) (0.0)

Hotel and restaurants 0.7 −2.2 0.0

(0.1) (0.1) (0.1)

Transportation and storage 0.1 −0.9 0.0

(0.1) (0.1) (0.1)

Information and communication 0.3 −0.9 0.2

(0.1) (0.1) (0.1)

Financial services and insurance 0.1 −0.1 0.0

(0.0) (0.0) (0.0)

Real estate, administrative and support service activities 0.3 −1.5 0.0

(0.0) (0.1) (0.0)

Public administration 0.0 1.5 0.0

(0.0) (0.0) (0.0)

Education, human health and social work activities 0.1 −1.1 0.0

(0.0) (0.0) (0.0)

Other community, social and personal services activities 0.8 −0.6 0.2

(0.1) (0.2) (0.1)

random variables with mean equal to the point estimates and the standard deviation
computed from the corresponding standard error. We then take the average over the
1000 extractions and use them to calculate the wage change.

The results for each sector are reported in Table 14.7, where the three columns
show the percentage wage change for native workers, immigrant workers, and all
workers, respectively. As for the latter, the outcomes go in favor of the long-run
independence of average wages from the migration induced labor supply change,
as assumed by the traditional growth models. In this regard, the only exception is
Agriculture, forestry and fishing, which is probably due to the relative short-term
period taken for our simulation, that is only 6 years6. Overall, because of imperfect

6According to the Solow (1956) growth model, in the long run the real interest rate and the capital
output ratio are both constant while the capital labor ratio grows at a constant rate. Accordingly, a
labor supply shock caused by immigration is likely to exert only short-run effects on the average
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substitutability between immigrant and native workers, the impact on wages is quite
different between the two groups of workers and across sectors. As for the impact
on natives’ wage, two main features seem to emerge: first, the percentage variation,
although very small, is positive for all sectors but for Construction (−0.3%) and,
second, their sizes are generally lower than those obtained for immigrant workers.
The sectors where the percentage change of natives’ wage is both positive and
sufficiently high are Agriculture, forestry and fishing (0.9%); Hotel and Restau-
rants (0.7%); and Other community, social and personal services activities (0.8%).
A common characteristic pertaining to these sectors is that the shares of immi-
grant workers (relative to total workers) are among the highest across sectors (see
Table 14.2). As for the negative impact found for Construction (−0.3%), though it
is very low, it is probably because this sector has suffered a severe economic down-
turn during the crisis. Thus, it is possible that immigrant workers were competing
with native workers in the Construction sector during this period. This explanation
is also supported by the neutral effect on wages found for immigrant workers, by
the perfect elasticity of substitution estimated for this sector (Table 14.5) and by the
fact that Construction is a low-skill sector where manual abilities are more impor-
tant than language skills (Table 14.4). Turning the attention to immigrant workers,
the picture changes considerably since the negative sign dominates across sectors.
The highest percentage changes, that is those above 1%, concern Wholesale and
retail trade (−1.5%); Hotel and Restaurants (−2.2%); Real estate, administrative
and support service activities (−1.5%); Education, human health and social work
activities (−1.1%). The wage change is positive and above 1% only in two sectors,
namely Agriculture, forestry and fishing (1%) and Public Administration (1.5%). It
is interesting to note that in all these sectors, the impact on natives’ wage is either
positive or nil.

Taking all results together, the general conclusion that can be drawn from
Table 14.7 is that an increase in foreign employment due to immigration is likely to
exert opposite effects on the wage of native and immigrant workers. Moreover, the
wage effects are different across sectors for both types of workers. These differences
are the results of three forces. First, the percentage changes in foreign employment
are not homogeneous across sectors. Second, the shares of foreign workers in total
employment are also quite heterogeneous across sectors. Third, the sectoral distribu-
tion of both native and immigrant workers differs with respect to their education and
experience level. These three forces act by means of direct (i.e., within experience-
education cell) and indirect effects (i.e., the effect on other skill groups) of immigrants
in each sector. In this regard, it is worth to conclude by discussing the total effect
on the main sector, that is Manufacturing, mining and quarrying, Electricity, Gas,
Water. The elasticity of substitution between immigrant and nativeworkers estimated
for this sector was the highest among all sectors (see Table 14.6), which goes in the

wage by means of changes in the marginal productivity of labor and capital. An increase in labor
supply due to immigration decreases the marginal productivity of labor and increase the one of
capital. A higher real interest rate attracts investments, thereby the capital labor ratio adjusts to its
balanced growth path.
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direction of a possible negative effect on natives’ wage. However, the latter accounts
only for the partial effect, that is, it considers only immigrant and native workers
pertaining to the same education-experience cell. After considering the impact on
the other skill groups, the overall effect on wage turns to be nil for native workers
and negative, but quite small, for immigrant workers (0.3%).

14.7 Concluding Remarks

This chapter has analyzed the impacts of immigration on labor market outcomes
under the new framework that considers immigration as a change in the supply of
heterogeneous workers, thus overcoming the assumption of perfect homogeneity that
characterizes the so-called “canonical model”. Accordingly, we have used a nested-
CES function for total labor supply that differentiates workers according to their
education level, years of work experience, and nationality. We have first performed
the analysis at aggregate level and then extended the same empirical approach to
the sector level. The sectoral analysis is the main contribution of this work. First,
we have provided estimates of the elasticity of substitution between immigrant and
native workers for 12 sectors in Italy during the period 2011–2016. Second, we have
used these elasticities to assess the impact of immigration on wages of both native
and immigrant workers at sector level.

As for the elasticities of substitution, our estimates at aggregate level confirm the
previous results found by Romiti (2011) for Italy, by Ottaviano and Peri (2012) for
USA and byManacorda et al. (2012) for UK, that is a finite value for the elasticity of
substitution between immigrant and native workers. However, the most interesting
outcomes emerge from the sectoral analysis, which unfolds noticeable differences
across sectorswith respect to the estimated elasticity values. A perfect substitutability
is found for the two sectors with the highest shares of low-skilled workers, namely
Agriculture, forestry and fishing and Construction. Most jobs in the latter sectors
require ability in performingmanual tasks,while language skills are not essential. The
lowest substitutability degree is estimated forWholesale and retail trade (9.67) and
for Hotel and Restaurants (11.3), two sectors where skills specific to the country of
origin of immigrant workers (e.g., knowledge of language, culture, market structure,
and so on) can be better exploited by firms. Contrarily, the sector with the highest
elasticity of substitution is Manufacturing, mining and quarrying, Electricity, Gas
and water supply (33.8), which is a sector where the majority of workers hold a
low education level and they are assigned to common manual tasks (i.e., not related
to the country of origin). Overall, heterogeneity in the complementarity between
immigrant and native workers arising across sectors seems to reflect differences in
the possibility for firms to take advantage of the cultural diversity of workers.

The degree of substitutability between native and immigrant workers is certainly
an important factor when it comes to assess the impact of immigration on wages,
though it is not the only one to be considered. First of all, the changes in labor
supply due to immigration differ across sectors as well as across both education and
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experience groups. Moreover, the impact on wages in each sector depends also on
the share of immigrant to total employment, which is also quite heterogeneous across
sectors. The simulation carried out in our analysis accounts for all these factors, thus
providing the total wage effect of immigration on wages. Noticeable differences
arise between the two groups of workers and across sectors. Overall, the effect on
the wage of native workers is very small but positive, while the effect on the wage
of immigrant workers is negative and bigger.

To conclude, our analysis provides some interesting insights related to the common
concern that low-skilled immigrants are likely to have a negative impact on native
workers. Indeed, our results seem to tell a different story. Firstly, immigrant and
native workers are imperfect substitutes in production in eight sectors (representing
more than the 86% of total employment). Secondly, immigrant workers exert either
a positive or a nil impact on the wages of native workers. On the contrary, the effect
on the wages of immigrant workers is often negative. From a normative point of
view, this outcome is puzzling. Indeed, on one hand, firms seem to take advantage
of the culture-specific abilities of immigrant workers and, accordingly, they consider
immigrant and native workers as different inputs in production. This is particularly
true in sectors like Wholesale and retail trade and Hotel and Restaurants. On the
other hand, the negative effect on immigrant workers’ wages appears to be high in
some sectors (e.g., Wholesale and retail trade and Hotel and Restaurants) while is
almost negligible in others (e.g., Manufacturing, mining and quarrying; Electricity,
Gas and water supply; and Construction). Further research is needed in order to
investigate if, and to what extent, these negative effects on wages are driven by the
well-known vulnerability of immigrant workers (i.e., in terms of bargaining power)
and not only the result of the demand-supply equilibrium in the labor market. Poli-
cymakers should take into consideration these issues, as well as the sector hetero-
geneities which emerged in this analysis, when it comes to design migration policies
aimed at improving the economic welfare of immigrants, and possibly achieving
socioeconomic benefits for all workers.

Appendix

A. Intermediate Formulae to Get Eq. (14.5)
In the competitive equilibrium, in each sector and for each type of workers, firms
equalize wages to the marginal productivity of labor. Accordingly, we compute the
marginal product of a native worker for the specific education-experience group from
Eq. (14.1), then we take the natural logarithm such that
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+ lnθN ,m, j,s − 1

σI M
lnLN ,m, j,s,t (A.1)

where ks,t = Ks,t /Ls,t . Similarly, for immigrant workers we obtain
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Subtracting Eq. (A.2) from Eq. (A.1) brings to the following equation:
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Therefore, we can estimate σI M from the following regression model:
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B. Analytical Derivation of Eqs. (14.6) and (14.7)
Byaggregating the profit-maximizing conditions ofEqs. (A.1) and (A.2), it is possible
to obtain the following optimal condition for the labor supply of workers with the
same education and experience at sector level:
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The elasticity of substitution between workers with identical education and
different experience levels, that is σEX , can be estimated using Eq. (14.6). In this
regard, w̄m, j,s,t equals to the average weighted wage paid to immigrant and native
workerswith same education and experience,where theweights are the share of hours
worked by each group of workers. The related empirical model can be specified as
follows:

lnw̄m, j,s,t = Es,t + E j,s,t + Em, j,s − 1

σEX
ln

(
Lm, j,s,t

) + em, j,s,t (B.2)
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A similar approach is followed to estimate the elasticity of substitution between
workers with different education levels. Accordingly, the optimizing relationship is
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And the corresponding empirical model is specified as follows:
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where the sector by time common effects (Es,t ) control for the variation of
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Chapter 15
A New Focus on Migration Health

Bernadette N. Kumar and Allan Krasnik

15.1 Introduction

The twenty-first century has witnessed rapid globalization that brings with it diversi-
fication of societies worldwide. Among the drivers of diversity, migration has gained
growing attention by taking centre stage in influencing public opinion that in turn
shapes world events and national policies. Health has been, is and will always be
fundamental to human existence.

This chapter will bring together these two important defining issues by first tracing
the evolution of migrant health as a discipline in its own right. This will be followed
by the main migrant health concepts and examples of the theories and hypotheses
that have dominated the field so far. Thereafter we introduce the existing evidence
on the health effects of migration with a special focus on the life course perspec-
tive. This is followed by a discussion of the implications of migration on health
and health services in receiving countries emphasizing the challenges. Finally, the
chapter explores recent international policy developments and recommendations for
improving migrant health. The need for closing the gap between existing evidence
and policies is discussed, but also the demand for further evidence on determinants
to better the health of migrants and for development of most effective practices and
interventions.

NOTE TERMINOLOGY: We have developed a Glossary for MIGRATION HEALTH (MERH 2018)
and it will form the basis; “cross border” means “International Migrants”.
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Despite the global nature of migration and health, the growth in the evidence base
has been notable only over the last two decades (Sweileh et al. 2018). However,
this evidence is neither evenly distributed geographically nor in terms of subject and
topics. The cited literature and examples to some extent are dominated by European
and North America compared to the Global South (Sweileh et al. 2018). While the
theoretical frameworks, concepts, and empirical evidence presented do reflect the
dominant international developments and challenges within the new discipline of
migrant health, it is beyond the scope of this chapter to cover all aspects and all
regions. Given the expertise of the authors and their special insights and research
experience particularly in the European context, the chapter does to some extent
reflect this special focus.

Cross-border migration, a global phenomenon, is a major contributing factor to
the changing demographics that impacts the health of individuals, groups and nations
(Harari 2014). The ‘Migration Period’ of the Middle Ages (300–700 AD) resulted
in dramatic changes in the architecture of populations in Europe (Kumar et al. 2017)
and many would argue that we are in the midst of a similar ‘Migration Period’ of
our times. Current migration affects and touches all nations and individuals and all
aspects as it intertwines with geopolitics, trade, economic, social and security aspects
affecting our daily lives, but as ever before also with clear health consequences for
the migrants and for the populations at large (Kumar and Diaz 2019).

The ‘ecological space’ travelled by migrants in all phases of the migration cycle;
pre-, peri- and post-migration will in one way or another affect health (Kumar and
Diaz 2019). It is, therefore, imperative for countries, health care providers and health
professionals to respond to the emerging realities of diverse populations, recognizing
the need for better planning and management of these health dimensions. The conse-
quences of failing to do so will impact not only migrants and their offspring but also
society at large.

15.2 Evolution of Migration Health as a Discipline

The study of migration has evolved over the years with demographers and social
scientists leading the way. Health research has over the last century broken ground
as never before. Migration researchers explored the socio-demographic aspects of
migration often excluding health, whereas health researchers prioritized disease and
disorders often not considering migration as a determinant of health. Until a few
decades ago, Migration and Health had not gained the attention of these groups of
researchers and professionals but there has been a surge of publications in the last
10 years (Sweileh et al. 2018).

Health researchers, in Europe, paid sporadic attention to the health of migrants
in the last century and when they did it was the traditional focus on risks related to
the spread of infectious diseases (Kumar and Diaz 2019). Table 15.1 indicates that
the interest in the health of immigrants has gradually evolved and demonstrates how
the focus has changed from infectious diseases and biological/genetic differences
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Table 15.1 Phases in the development of interest in the health in immigrants; Mark RD Johnson
(1984)

Phases Focus Example

1. Exotic disease phase Early interest in the unusual or
seldom occurring diseases of
minority ethnic groups

Infections, especially STDs,
leprosy

2. Biological difference The study of biological
differences, with a focus on
genetically inheritable diseases

Hemoglobinopathies

3. Population differences Population patterns of disease;
Group comparisons with White
as majority

Somatic diseases/Mental
health

4. Adapting health care to
diversity

Adapting health care policy,
research and services to meet
the needs of ethnic minority
groups. Challenge: Trying to
ensure that the health care
system as a whole is primed to
meet the challenges of
multicultural health care

Access to health systems
Discrimination
Intervention studies

into a focus on broader health issues including chronic and mental diseases and the
need for adapting health care to diversity. These phases and their focus have in turn
influenced the evolution of migration health theories and vice versa.

Historically, the policy approach to migrant health has some extent focused on
addressing the immediate health and humanitarian needs of refugees and asylum
seekers. Medical assessments of migrants in order to limit the risk of spreading
infectious diseases have always been prioritized, in order to ensure compliance with
the administrative health requirements of the immigration process (Kumar and Diaz
2019). With regard to provision of health services to migrants, the primary focus has
been treatment (Bollini and Siem 1995). However, only focusing on treatingmigrants
when theybecome illmay limit efforts for protecting their health:AsMichaelMarmot
put it, ‘why treat people then send them back to the conditions that made them sick’?
(Ingleby et al. 2018).

The growth, diversity and extent of migration warrant more modern approaches
to migrant health and these are still evolving. The need to focus on ‘endemic’
diseases that may be inherited such as haemoglobinopathies (a genetic defect that
results in abnormal haemoglobin molecules causing disorders such as sickle cell
disease most common in populations from Africa, the Mediterranean basin and
Southeast Asia might still exist (Weatherall and Clegg 2001). Notwithstanding this
need, due attention must be paid to the role of gene-environmental interactions
involving exposures and health care access throughout the migration cycle. These
factors might play an important role for the risk of developing common disorders
like cardio-vascular diseases, diabetes and cancer (Bhopal 2014) In addition, other
considerations should include health issues related to migrant communities and their
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descendants, including travel patterns, i.e. journeys to countries of origin, posing
travel-related health risks and possibly involving different treatments (Kumar and
Diaz 2019). Thus, migrant-related programs and policies to prevent and manage
these risks are increasingly gaining attention in host nations (Leder et al. 2006).

Newer approaches build upon broader global health architecture and development
strategies that aim to reduce disparities and sustain health equity (WHO Regional
Office for Europe 2016) Newer approaches reflect the understanding that migration
is an independent determinant of health. Migrants have largely been excluded from
most studies or routinely collected data, or at least, remain undescribed anduncounted
as a category (Bradby et al. 2015). This is particularly the case for undocumented
migrants with little or no contact with the established health services. Asylum seekers
are to a large extent excluded from the regular health systems in many countries and
rarely the subject for health studies. As information about migrant background and
ethnicity is often lacking in health studies, even the legally residingmigrants and their
descendants are often quite invisible in the research evidence on health determinants
as well as on access, quality and outcomes of health service provision (Sweileh et al.
2018).

15.3 Migration Health Conceptual Framework
and Theories

In order to delve into the basic concepts and theories, it is essential to review the
terminology, definitions, the use and registration of migration-relevant variables.
This is critical not only for science but also for inclusion/exclusion, as based on
these definitions policies will vary such as national health policies and access
to health care. The implications and consequences of non-uniform terminology
complicate the international collection and analysis of comparable information for
migrant populations (Kumar and Diaz 2019; World Health Organization 2018).
Interestingly there is considerable symmetry in the terminologies for refugees as
these are often governed by covenants and guidelines. We will in this chapter use
existing definitions from the Glossary of MERH 2018 (the entire list can be found
at (Kumar and Diaz 2019; Johnson et al. 2019).

Neither migration nor health is static, but by nature cyclical and they are in many
ways interrelated. The migration cycle is best described in the following phases:
pre-departure (in the country of origin), transit (the journey—the interim country of
destination), post-arrival (in the country of destination), return (to country of origin)
(Zimmerman et al. 2011; Abubakar et al. 2018). These phases and their relationship
to health issues are summarized in Fig. 15.1 (Kumar and Diaz 2019). While the
phases are not a newly found concept, what is new is the time between the phases
that varies depending on the wave and type of migration, the push and pull factors.
In recent years, it has been observed that the transit period can take several years
and become a semi-permanent situation and planned return may not take place at
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Fig. 15.1 Phases of migration (Kumar and Diaz 2019)

all, in the later years of life. With regard to health, the life course perspective has
recently become a well-established concept when trying to understand determinants
and developments of health issues over the life span. As shown in Fig. 15.1, the
place of origin may contribute to the health of migrants as environmental factors,
social structures, cultural norms and behaviours, patterns of disease, violence and
discrimination, health service provision, etc. might play out before migration or
after possible return (temporarily or permanent) (Kumar and Diaz 2019). The transit
process poses a series of health-threatening conditions like uncertainty, abuse and
violence, dangerous travels, lack of basic health necessities and limited or no health
care available, in particular for undocumentedmigrants without basic rights and enti-
tlements. The country of destination may offer entitlements and honour rights for
legally residingmigrants, whereas thismay not extend to r asylum seekers and undoc-
umented migrants. However, all categories of migrant groups may experience health
hazards in the form of separation from family, difficult working and housing condi-
tions, discrimination and marginalization, language issues and limited or suboptimal
access and quality of health care (Kumar and Diaz 2019).

As seen in Fig. 15.2, the causal processes behind ill-health of migrants living
in their country of destination are complex and direction of change in health is not
constant, but depends on the disease, group studied and other modifying/mediating
factors (Kumar and Diaz 2019; Ingleby et al. 2018).Migrant health research attempts
to disentangle the interaction between these factors and to some extent there are
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Fig. 15.2 General model for effects of migrant status on health (Kumar and Diaz 2019)

similarities with the general population. However, thesemodifying/mediating factors
might play out differently among migrants due to the migration process. Known
determinants and mediators of health such as age, gender, social-economic status,
education, employment, physical environment, and access to health care may very
well explain patterns of ill-health among the migrants as they do for non-migrants.
Nonetheless, migrant health studies need to take into account the complexways these
known determinants interact with specific genetic factors, migration status, ethnicity
and minority status, other exclusionary processes as well as the effect of being a
newcomer or experiencing acculturation over time (Ingleby et al. 2018).

Migrant status refers not just to the fact of being a migrant, but also to particular
characteristics such as the type of migrant (e.g. regular, asylum seeker or irregular),
the country of origin and ethnicity (Kumar and Diaz 2019; Ingleby et al. 2018).
Adding a life course stage perspective and a gender lens further increases and diver-
sifies the complexity of these social determinants on the health impact (Kumar and
Diaz 2019; Devillé et al. 2011). The exclusionary processes such as discrimination
mediating between migrant status and socio-economic position are the barriers that
prevent migrants from realizing their full potential in the new country and thereby
also their health (Kumar and Diaz 2019).

General mediating processes are the well-known links between low socio-
economic position and ill-health, such as poor living conditions or nutrition. Poverty
is largely responsible for these, whether one is a migrant or not (Kumar and Diaz
2019; Ingleby et al. 2018). However, these mediating processes may themselves be
influenced by migrant status, as indicated in the figure: while some migrants may
have enough money for decent housing, discrimination by landlords or house agents
may further deny them access to it. Migrants may not be eligible for the same social
benefits that protect national citizens in precarious employment who lose their jobs
or when retiring because of age (Ingleby et al. 2018).

Specific mediating processes also exist that do not involve socio-economic posi-
tion. For example, migrants at any level of socio-economic position may experience
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direct, individual hostility—so-called ‘race hate’—leading to stress and physical or
mental ill-health (Kumar and Diaz 2019; Ingleby et al. 2018). Both negative and
positive influences on health may be linked to genes or cultural traditions. Migra-
tion policies themselves may undermine health, not only by limiting access to health
services but also by increasing the difficulties migrants’ experience (Kumar and Diaz
2019; Ingleby et al. 2018). Of the social determinants of health that are most likely
to affect migrants the fundamental exclusionary processes that impede migrants’
successful integration are often found on the top of the list.

There are several theories that attempt to explain this complex relationship but
these theories have many limitations including, the heterogeneity of migrant popu-
lations, ethnocentric assumptions and the lack of focus on the underlying processes.
Notwithstanding these limitations, a few of the most important theories will be
outlined here.

15.4 Examples of Theories and Hypotheses

Over the past few decades several hypotheses attempting to explain the differences in
health between immigrants and non-immigrants, betweenminorities and themajority
population have been launched.

Healthy Migrant Effect: Often migrant groups tend to comprise individuals in a
particularly good state of physical and mental health, perhaps reflecting a selection
bias. The similarity with the ‘healthy worker effect’ (Li and Sung 1999), due to
the exclusion of unhealthy workers from employment, has given rise to the term
‘healthy migrant effect’ (Newbold 2005). The selective migration theory is based on
a selection process that determines the type of person that migrates. Often younger
people migrate and they are as a rule healthier, therefore age bias can be one source
of the healthy migrant effect. Younger people are usually healthy people willing to
take risk and are able to deal better with hazards of immigration. Younger migrants
might be healthier than the non-immigrant population of the area they migrate to and
also compared to those left behind in the country of origin. This indicates that often
when immigrants arrive in the country of destination, their health status is better than
that of hosts (Chen and Wilkins 1996).

Theories of ill-health among migrants: The intersection of health and migra-
tion is very specific because populations differ greatly, especially considering the
vulnerability of certain migrants. Migration might adversely affect health, starting
with perilous migrant journeys (Kumar and Diaz 2019). Later on, cultural disloca-
tion and stress might add to the disease burden and eventually the next generation
as seen with immigrant women with adverse pregnancy outcomes (Bakken et al.
2015; Bakken et al. 2015). The health status of some migrants deteriorates in the
country of destination due to several factors. As is widely known, health depends on
a combination of interrelated factors that are usually divided into specific groups:
constitutional factors, individual lifestyles, social and community networks, living
and working conditions, and general socio-economic, cultural and environmental
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conditions. These may all play out and interact differently according to the charac-
teristics of the particular group of migrant and ethnic minority. Additionally, some
gene-environment interactions result in higher risk for certain diseases and conditions
among immigrants such as cardio-vascular diseases and diabetes among immigrants
in Europe from India and Pakistan (Kumar 2011). The theory of the negative effect
of migration states that a new environment adds new set of health risks; it increases
morbidity and mortality by movement from low-risk to high-risk areas (Kumar and
Diaz 2019; Kumar and Viken 2010). An example could be in the case of cancer;
many migrants from low-income countries will have a lower risk for certain types of
cancer that are more common in high-income countries. But the migration process is
stressful and discrimination, acculturation and adjustments to the new environment
(see below)may alter the risk profiles moving towards that of themajority population
and contribute to higher prevalence of ill-health and disease—such as mental health
illustrated by high levels of depression (World Health Organization 2018). Theories
of allostatic load are referring to the price the organism has to pay for its efforts
to maintain stability through change. This goes to the core of immigrants’ need for
adjusting to a new environment. Factors that can ease this process of adjustment
are, for example, well-functioning coping strategies, physical activity and adequate
nutrition (McEwen 1998).

Cultural theories/acculturation: Cultural differences impact environmental
factors such as lifestyle—diet, exercise, smoking to name a few. The beliefs of
migrants may be very different from the beliefs of health care professionals leading
to difficulties in understanding one another and impeding health promotion and
effective clinical management (Kumar and Diaz 2019). The behaviour of health care
professionals towards migrants can lead to feelings of discrimination and lack of
sympathy, so that a gulf develops (Mbanya et al. 2019). The acculturation theory
implies taking on cultural values and practices of the host population and there are
several models for how this might play out (Kumar and Diaz 2019; Kumar and
Viken 2010; Abraído-Lanza 2005). Research on acculturation and health shows that
given the diverse patterns of adaptation, different exposures/behaviours may shift
morbidity and mortality (Kumar and Viken 2010). Acculturation is thereby not only
context-specific but also ethnic group-specific. Acculturation can be both a risk factor
as well as a protective factor. The complexities of these issues lead researchers to
suggest that the use of these measures of acculturation should perhaps be abandoned
or they may inadvertently fuel weak explanations of health disparities by focusing
only on culture. It is, therefore, important also to focus on structural constraints that
are as important to examine the societal contexts that promote or inhibit health.

Differences in Socio-Economic Position (SEP): This has been one of the most
debated and discussed theories. In 1990Navarro claimed that ethnic inequalitieswere
predominately dominated by socio-economic inequalities, whereas Smaje (Kumar
and Diaz 2019; Smaje 1994) argued that SEP might have a role to play alongside
cultural and genetic elements (Kumar and Diaz 2019; Macbeth and Shetty 2001).
It has been proposed that differences in health of immigrants and ethnic minori-
ties are just a proxy for the SEP differences as immigrants and ethnic minorities
often represent the lower socio-economic strata. This explanation is fraught with
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several methodological challenges; the indicators of SEP available in most studies
do not adequately account for ethnic differences in SEP. While controlling for socio-
economic factors might suggest that these do not contribute to ethnic inequalities in
health, the process for standardizing SEP when making comparisons across groups
is not straightforward. Limitations include traditional class groupings (not internally
homogenous), unemployment and most indicators do not give us a lifetime risk esti-
mate. Interactive effects and advantage and disadvantage throughout life must be
considered as in the case of migrants where socio-economic disadvantage accumu-
lates, also called the weathering hypothesis byGeronimous (Kumar andDiaz 2019;
Macbeth and Shetty 2001). Controlling for SEP may also hide the health effect of
migration as low SEP is often both caused by being a migrant and at the same time it
may lead to the low health status, therebyworking as amainmediator betweenmigra-
tion and health (Kumar and Diaz 2019; Ingleby et al. 2018). Another phenomenon is
the downward social mobility of migrants post-migration, those with a higher social
class in their home countries find themselves suddenly classified into a lower class
(Syrian doctor working in a restaurant), this poses a great challenge in classification
(Kumar and Diaz 2019; Ingleby et al. 2018). As described above in the accultura-
tion theories, it is not unusual that migrants or ethnic minorities live in areas that
are deprived with worse of environmental conditions or poorer services that impact
health. This effect called ‘area effect’ further adds to the individual socio-economic
disadvantage (Kumar and Diaz 2019; Kumar and Viken 2010).

Genetic or biological differences: Neither cultural practices nor biology is static.
It is also important to consider that biological differences are often a consequence
of both genetic and environmental determinants over time (Kumar and Diaz 2019;
Kumar and Viken 2010). Genetic or biological differences in risk impact disease
outcomes and in particular this might be intergenerational with the risk being trans-
mitted from parents to child. Some health issues, like sickle cell anaemia can be
directly linked to well-known genetic factors (Harari 2014), whereas others such as
type 2 diabetes, reflect a combined effect of genetics and environmental determi-
nants playing out either in the country of origin before migration or after arrival in
the destination country.

Racism and Discrimination: A growing body of robust evidence shows that
racism, stigma, prejudice and discrimination are bad for health (Kumar and Diaz
2019; Abubakar et al. 2018). Racial discrimination occurs on three levels: (1) inter-
personal (interactions between individuals), (2) systemic (production, control and
access to labour, material and symbolic resources within a society) and (3) inter-
nalized (i.e. the incorporation of racist attitudes, beliefs or ideologies into one’s
worldview) (Paradies et al. 2015). Laboratory and community-based studies show
the harmful health effects of all forms of discrimination, including both acute and
chronic stressors, across a range of physical and mental health outcomes such as
depression, psychological distress, anxiety and well-being (Paradies et al. 2015;
Khan et al. 2017). As a result of racism and discrimination, poorer access to health
care influences health-seeking behaviour and often results in poorer health.

Transmission of Disease: Are migrants carriers of disease? Although there are
historical examples of the introduction of disease into new settings through human
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mobility (e.g. the spread of infection from European colonial settlers), the risk of
transmission frommigrating populations to host populations is generally low. Studies
on tuberculosis, for example, suggest that the risk of transmission is elevated within
migrant households and migrant communities, but not in host populations (Kumar
and Diaz 2019; Abubakar et al. 2018); nonetheless, several countries screenmigrants
for tuberculosis as part of pre-migration visa application checks. Migrant popula-
tions may come from countries with a high burden of disease or as a result of socio-
economic disadvantage, co-morbidity and malnutrition, poor health access and low
immunization coverage (Kumar and Diaz 2019; Abubakar et al. 2018). It is not
uncommon for disease outbreaks to correspond to the drivers or circumstances of
migration, especially in situations of conflict that dismantle already weak public
health systems. Economically disadvantaged migrants often live in overcrowded
conditions, suffer from poor nutritional who can lower their immunity, have poor
access to clean water and sanitation, inhibiting personal hygiene (Kumar and Diaz
2019; Abubakar et al. 2018). Illness and infections may also be acquired or spread
via transit routes and transport means. For example, air travel can facilitate rapid
geographic spread of infections. However, even risk of air travel-related outbreaks
is low to modest if the destination setting has strong surveillance and inclusive
public health services, which are also crucial to prevent pandemics—whether asso-
ciated with population movement or not (Kumar and Diaz 2019; Abubakar et al.
2018). Epidemiological patterns and related risks are readily addressed by assessing
the infectious disease burden among populations and using data to design targeted
interventions to contain outbreaks, prevent new infections through immunization
and promote early presentation and treatment through well-conducted awareness
activities.

15.5 Effects of Migration on Health

Migration brings about a huge gamut of changes; may it be from lowmiddle-income
countries to high-income countries, from rural to urban areas, sometimes occurring in
the course of a fewhours or days (Kumar andDiaz 2019;Kumar andViken 2010). The
most apparent and tangible change is often in the physical environment and includes
also climate (generally warm–cold). The health status and determinants of health
will differ from country to country depending on which phase of the demographic,
epidemiological and nutritional transition they find themselves in (Kumar and Viken
2010). Immigrants from low-income countries are likely to find themselves caught
between phases of the above-mentioned transitions when moving from their home
countries to their high-income host countries. In some ways, their move accelerates
these transitions that may have already started in the home countries and are close
to completion in the host countries. A key contributor is urbanization. This is a
phenomenon often associated with adverse lifestyle changes, including energy-rich
diets far exceeding caloric requirements coupled with physical inactivity, increased
levels of smoking and alcohol (Kumar andViken 2010). In addition, adult populations



15 A New Focus on Migration Health 345

of rapidly developing countries have dietary and activity patterns vastly different
from those of their youth. Many of these adults also faced foetal and early childhood
deficiencies related to inadequate nutrition (Kumar and Viken 2010).

There is increasing evidence that chronic disease risks begin in foetal life and
continue into old age (Forsdahl 1977; Barker 1999). Adult chronic disease, there-
fore, reflects cumulative differential lifetime exposures to damaging physical and
social environments (Figs. 15.1 and 15.2). The known risk factors are recognized
as being amenable to alleviation throughout life, even into old age. The well-known
risk factors forNon-CommunicableDiseases (NCDs), such as diet, smoking, alcohol,
physical activity will change with migration; however, the direction of change posi-
tive or negative will vary with gender, ethnic group and countries of origin and desti-
nation. Ethnic differences in susceptibility to risk factors require understanding of
the gene-environmental interactions. In addition, the gene-environment interactions
play a role in the development of chronic disease. Examples of this are association
between low growth in early infancy (low weight at 1 year) and increased risk of
coronary heart disease (Chen andWilkins 1996), blood pressure highest in those with
retarded foetal growth and greater weight gain in infancy, short stature associated
with increased risk of Coronary Heart Disease (CHD) and stroke, and to some extent,
diabetes (Kumar and Viken 2010).

The life course perspective emphasizes that there is an accumulation of risk
either positive or negative (Kuh and Ben-Shlomo 2004). Migration will impact these
risk factors depending on where in the life course migration happens. As indicated
by the theories above each phase of the migration process itself may have harmful
effects for health. Poverty, violence and torture in the country of origin may cause
lifelong physical and mental disorders, and the transit phase can involve experi-
ences of stressful life events and insecurity as well as living in crowded camps with
additional health risks (Bradby et al. 2015). Arriving in the destination country is
sometimes related to the feeling of relief and hopes for a new future (‘honeymoon
phase’ for some refugees) (Polcher and Calloway 2016), but is also a challenge as an
effect of newness, loss of previous social networks and possible discriminationwhich
has clear consequences for quality of life, health status and access and utilization of
health services. Physical changes are usually accompanied by psychosocial changes
that might be harder to visualize and subtler in nature, however, with a strong impact
on health. These are related to a loss of cultural identity and professional status,
inability to comprehend societal norms, loss of kin as well as of local milieu—all
contributing to an increased stress level (Kumar and Diaz 2019; Kumar and Viken
2010). However most subtle, hard to visualize and measure are the loss of family,
friends, social network and the difficulty of establishing new relationships in places
where the societal norms/rules are different.

Descendants of migrants may experience a critical period of growth and devel-
opment in the lifecycle during childhood and adolescence establishing behavioural
patterns that might predict future lifestyles. The real concern about early manifes-
tations of chronic diseases is that once developed they tend to remain with that
individual throughout life (Kumar and Diaz 2019). On the other hand, this group is
more likely to be responsive to changes in lifestyle if they are targeted early in life
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and considering that their differences with the host population are not as great as
with the first generation migrants.

15.6 The Implications of Migration on Health and Health
Services in Countries of Destination

Migrant health is clearly determined by many factors thereby making the role of
health care essential, not only for the treatment and management of disease, but also
for prevention and health promotion. The way health services deal with different
groups of the population hence plays a major role for equity in health care which
in turn has direct consequences for these groups, as well as society at large. Health
plays a significant role in the life of migrants including quality, social functions,
integration and well-being. For society the positive economic effects of migration
in both short and long term perspectives may be undermined by insufficient health
care. The economic argument is often presented as a clear motivation for ensuring
timely and effective health services for migrants (Trummer and Krasnik 2017).

Health services and health care constitute an essential element of all societies—in
many different forms based on the historical and social developments of the particular
country and the different health care needs of the particular populations served by
the health services. The right to health care, however, is acknowledged in many
international declarations, but mostly without clear definitions of the population
(Kumar andDiaz 2019) groups that should actually be providedwith this right and the
extent of services that should be included. Equity in health care requires that resource
allocation and access to health care are determined by health needs, irrespective of
factors such as ethnicity and migration status (Nørredam and Krasnik 2011). In
practice, many countries do not fulfil this principle for migrants are concerned due
to formal restrictions and informal barriers.

Whereas legally residing migrants are often entitled to health care on the same
level as non-migrants, this is rarely the case for asylum seekers—and almost never
for undocumented migrants. Asylum seekers are often only offered selected services
and special providers—in some countries requiring special permission—and in most
countries undocumented migrants are without any rights or entitlements to health
at all besides restricted emergency/acute care or care by a few NGO related clinics
(Abubakar et al. 2018). Thus, the right to health care in reality has become a citizens’
right rather than a human right—as defined by the WHO charter (World Health
Organization 2006). Additionally, user fees can be seen as a general formal barrier
for migrants often attributed to their lower socio-economic status compared to non-
migrants or as a special economic barrier for migrants who are not yet entitled to
subsidies.

Even in the case of legally residing migrants, health care provided may not be
equitable. Equity means offering different care in order to ensure full responsiveness
of services according to the needs of all population groups, and health systems are
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rarely tailored to fully meet the needs of newcomers with characteristics and health
issues whichmay differ from those of themajority population (Polcher and Calloway
2016). Amajor barrier for newcomers is language (Bischoff 2012). This includes lack
of comprehensible information about rights, entitlements and available services as
well as difficulties in making appointments. Use of professional interpreters is often
limited and sometimes requires patient payment, unaffordable for migrants with low
incomes.Using interpreters is also a challenge tomany health professionalswho have
limited skills and experiences in communication via interpreters. This may create
many problems due to poor communication, or psychosocial stress when family
members (especially children) are used instead of professional interpreters (Bischoff
2012).

Communication goes beyond language and many health professionals lack suffi-
cient competences in serving diverse populations. Stereotypes, stigmatization and
differences in norms and values, concepts of health and disease may create serious
barriers and lower quality of care (Bischoff 2012). Different expectations by patients
due to their newness and experiences with very different kinds of services in their
country of origin may also influence optimal utilization of services as well as accep-
tance of professional advice and treatment. This may lead to dissatisfaction, thereby
leading somemigrants to seek alternative health care; either traditional medicine care
or from health professionals from their country of origin whomeet their expectations
better (Şekercan et al. 2015). This might also be seen as an effect of the experi-
ences of discrimination based on the behaviour of individual professionals or institu-
tional discrimination due to unfair rules and cultural organizational patterns that cater
largely to the majority population. This gulf can be bridged if simple measures are
adopted: training in communication, culturally sensitive health-promotion programs,
specific programs relevant for those of defined ethnic groups and, as a basic means
to increase confidence and trust, elementary skills in the language of the migrants
Thereby becoming more inclusive and adjusting to serving the new population
groups.

Training of health professionals in diversity sensitivity and cultural competence
is one important tool that needs attention—both in basic training programs of the
different health professionals and in postgraduate in-service courses (Sorensen et al.
2019). Use of intercultural mediators, is another way forward, such as demonstrated
in the Belgian program for Intercultural Mediation (Intercultural Mediation and
Policy Support Unit, FPS Health, Safety of the Food Chain and Environment 2015).
Trained special mediators are employed within the regular structure of hospitals in
order to improve the quality of communication between the professionals and the
migrant patients. In an Italian region, an even more comprehensive approach in the
development of migrant-friendly health care is seen; involving special health care
centres for migrant family health, language and mediation support, health informa-
tion and promotion interventions, training of health professionals as well as partner-
ships and networks aiming at promoting intersectoral action and community partic-
ipation (World Health Organization 2018). The issue of special versus inclusive
health services for migrants remains debatable. In some instances, special clinics for
migrants have been established such as the migrant health clinics in Danish hospitals
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established in order to provide qualified services for particularly vulnerable migrant
patients at the same level as the assessment and treatment for other patients within
the ordinary system (World Health Organization 2018). Special clinics by NGOs for
undocumented migrants are also a way to compensate for the insufficient access to
the general health system.

Special health care challenges are related to the migration and arrival phase in
the country of destination. When migrants are on the move it is difficult to ensure
sufficient health care for acute conditions, as well as chronic diseases like diabetes,
as the access to necessary assessments and medication is limited with potential
harmful health consequences (World Health Organization 2018). Refugee camps
often lack qualified health personnel and equipment. A special concern—not least
in case of chronic illness—across borders is the lack of access to health data from
the previous health care destination. Transferal of health data is a difficult technical
challenge and the issue of confidentiality is often very sensitive issue for migrants.
Upon arrival to the destination country migrants are sometimes met by unfounded
fear of spread of infectious diseases leading to compulsory health examinations (like
compulsory screening for tuberculosis of all refugees in Norway), whereas general
health reception programs with a focus on the actual health needs of the migrants are
limited (World Health Organization 2018). Thereby, health challenges like chronic
diseases and mental health problems caused by traumatic experiences are not taken
care of and the potential benefits of early inclusion within the health system of the
destination country are not attained. This may negatively affect the future health
status of migrants, education and employment and their integration.

15.7 Implications for Migration Health Policy
and Priorities

Over the last century, multilateral agencies and nation states have moved the migra-
tion and health agenda and policies forward to address the entire gamut of upstream
and downstream interventions (Ingleby et al. 2018). Notable initiatives and events
have led to a series of documents from International Governmental Organizations
(IGOs) addressing migrants’ health over the last 12 years, and there is a high degree
of consensus about the interventions needed to protect migrants’ health (Ingleby
et al. 2018). However, much remains to be done to attain ‘health for all’ including
migrants (Kumar and Diaz 2019). Migrant health efforts should not merely consti-
tute the maintenance of a state of absence of disease but should be proactive striving
for social justice and equity with human rights at its core, and health as the main
intended outcome (Kumar and Diaz 2019). Collective action for sustaining good
migrant health includes a multi-pronged drive for health development and security
that includes many sectors other than health, including the political process. This
provides engagement and the power to go after the root causes of the problems.
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This is critical for building the foundation for good health for large populations in a
long-lasting way. It also means moving from a curative to a preventive approach.

15.8 Recent International Policy Developments; Challenges
and Opportunities

Policies and priorities over time increasingly reflect principles in support of global
human rights and global development goals (Mladovsky et al. 2012). The Sustain-
able Development Goals saw confirmation from the international community that
the attainment of the highest possible level of health is a basic right and that attain-
ment must include migrants (Ingleby et al. 2018). As migrants represent significant
proportions of the global population, supporting and improving migrant health is
necessary to ensure that migrants can fully contribute to the health of their communi-
ties at origin, transit and destination. Differing processes and population flows reflect
historical patterns of differences in national legislation and policies regarding nation-
ality, citizenship and residency. Hence, the development of policies and programs
focused on or directed towards the health of refugee and migrant populations is not
always coordinated or symmetrical. Until the last decade of the twentieth century
migrant health policies, where they existed, tended to primarily reflect issues of
national importance and history.

Much of the focus, at the first international conference on what was then called
Migration Medicine in 1990 was access to and the provision of health services for
refugees and other migrants (International Organization forMigration,World Health
Organization 1990). In Europe, a series of international declarations and standards
include the Tampere Summit—an agreement for a common EU immigration policy
including standards for procedures related to granting refugee status (European
Parliament 1999), and standards for the emergency care, essential treatment and
necessary medical care of asylum seekers were developed by the Council of Europe
in 2003 (Council of the EU 2003). A resolution (1509) was adopted by the Council
of Europe in 2006 dealing with the Human Rights of irregular migrants defined in
Article 13. The growing evidence base indicates an increase in research articles and
reviews on migrant health (Sweileh et al. 2018) that must be reflected in developing
strategies and policies and guide priorities.

In 2015, the European countries experienced an unexpected rise in the number
of migrants entering the region trying to escape the violence of the Syrian war, the
poverty and lack of work opportunities in many African countries (the so-called
‘European Migration Crisis’). As a result the European Union and WHO-Europe
developed a number of programmes, projects and policy papers in order to meet
the health challenges. In particular, the reception of newcomers is focusing on the
need for assessment of health problems among the migrants (not least the pregnant
women, children and thosewith chronic diseases) (WorldHealthOrganization 2018).
The special health problems of the many undocumented migrants, however, was
not given much attention, including the serious hazards from poor work conditions
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related to the health of these groups and the lack of access to health care. Several
initiatives, however, were launched by the EU and WHO for the improvement of
cultural competences among health professionals in order to better meet the needs of
the increasing number of residents with a migrant and ethnic minority background
(ASPHER 2019).

In spite of the presence of existing and developing protocols and directives, the
process of ensuring health of migrants at national, regional or global level is neither
easy nor simple. Pre-existing national legislative and administrative frameworks,
often based on historical patterns of regular, organized migration can influence and
determine nationality, citizenship, right of residence and access to or availability of
services.Migration today is frequentlymore diverse than previous patterns and health
needsmaybemore complex and/or differ from the past experiences. These variations,
both historical and current have influenced the direction of national policies and
development across countries and regions of the world (Kumar and Diaz 2019).
Policies should be directed at developing standardized and equally accessible health
systems designed and supported to meet the acute, medium and longer term health
needs of migrants.

The Global Compact for Safe and Orderly Migration (2018) was a landmark
addressing migration globally. A global agreement and consensus on what needs to
be done to meet the health needs of migrants is slowly developing, each contribution
building on the ones that have gone before. Since 2007, importance has been placed
on coordinated, structural, sustainable and evidence-based measures, rather than the
ad hoc efforts that had traditionally characterized the field of migrant health. Most of
these are based on extensive reviews of research evidence, as well as consultations
seeking the views of various stakeholders. The main recommendations to be found
in many of these documents are summarized by Ingleby & Kumar briefly below in
Table 15.2. Recommendations 1, 2 and 3 concern ‘upstream’ measures; it is with
regard to these that the recent policy documents depart from received wisdom prior
to 2007, which was almost entirely concerned with health services (Ingleby et al.
2018).

Some recent documents recognize that migration does not always affect health
negatively, and that migration does not make a person ‘vulnerable’ in the individual
sense. An ‘intersectional’ approach (not to be confusedwith ‘intersectoral’) is recom-
mended, focusing not only on the main effects of migrant status but also on its inter-
actions with other variables. Recognizing the enormous diversity among migrants
makes it possible to focus on the migrants who are most ‘left behind’ or likely to be
excluded and most in need of supportive policies. Instead of recycling static notions
about who is or is not vulnerable, the selection of groups should be evidence-based
(Ingleby et al. 2018).

Reflecting individual national history and migrant health experience, national,
regional and local migrant health policies like the Scottish and Norwegian national
policy statements, or the Italian and Spanish regional policies vary in focus and
areas of interest (Constance et al. 2017; WHO Regional Office for Europe, Ministry
of Health of Italy, Regional Health Authority of Sicily 2017; IPHS 2016). Some
are illness or disease-focused where concerns are directed towards the presence of
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Table 15.2 Summary of main recommendations in recent international policy documents (6)

1. Data and Research
Improve data-collection and research on migrants’ health, including health status, health services and background 
information on the migrant population and its situation in the receiving society.

2. Governance
Strengthen the leadership of efforts to improve health protection for migrants in each country; ensure coordination 
between stakeholders (including NGOs and CSOs), as well as regional and international collaboration. Raise the 
awareness of policymakers, managers and professional bodies concerning migrant health. Promote the involvement 
of migrants in all activities concerned with protection of their health. 

3. Intersectoral action on SDH
Apply an intersectoral, ‘whole-of-government’ approach to protecting migrants’ health, including health impact 
analyses of policies outside the health sector. 

4. Access to health services
Facilitate migrants’ access to health services by improving entitlements and tackling both supply-side and demand-
side access barriers (e.g. through better information for migrants about their entitlements, the health system and 
how to use it;  removal of practical and linguistic barriers to access; and ensuring that migrants need not fear being 
reported to immigration authorities by health services). 

5. Quality of services
Improve the appropriateness, acceptability and effectiveness of health services for migrants by adapting treatments 
and service delivery to their needs, paying particular attention to language or communication barriers and ‘cultural 
competence’ or ‘diversity sensitivity’. Target preventive activities where necessary to ensure they reach, and are 
effective for, all migrants.

6. Attention for ‘vulnerable groups’
The term ‘vulnerable’ can refer either to the properties of individuals or of the situation, they are in. In the ‘road 
map’, these two meanings are often not distinguished. It is recommended to pay special attention to both kinds of 
groups, including women, children, elderly, and refugees, victims of trafficking and undocumented migrants. In 
addition, special attention is often recommended health conditions (e.g. infectious and non-communicable diseases 
or mental health problems). 

Acronyms: NGOs = Non-Governmental Organizations, CSO = Civil Society Organization, SDH
= Social Determinants of Health

conditions on or around the time of arrival. Historical public health or communicable
disease control policies provide the policy basis for some migration health programs
as seen by the Italian approach. In some nations with large migrant or migrant-
origin communities and population, health policy directions may take on an ethnic,
cultural or minority focus that is broader in scope than approaches used in other
states (Migrant Integration Policy Index. 2015). The direction of the policies will
from time to time change and be determined by the political climate. Regardless of
other determinants, if policies do not provide opportunities for migrants to become
directly involved in the processes and systems that affect their lives and of their
families they are unlikely to realize their health potential.
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15.9 Conclusions

Until recently, there has been little focus on health in policies and research related to
the general issues of migration. At the same time, there has been a lack of a migration
focus in health policies and health-related research (Abubakar et al. 2018). This has
seriously delayed the development of evidence and policies to meet the challenges
of migrant health. However, during recent decades a new focus on the health of
migrants has evolved (Wickramage et al. 2018) based on amultidisciplinary approach
leading to rapidly growing research, the accumulation of new insights propelling the
development of national and international policies and programs (Sweileh et al. 2018;
World Health Organization 2018). The health consequences related to the different
phases of cross-border migration and the effect of health for successful integration
of migrants has become clearer thanks to the rapidly growing evidence base. A series
of theoretical and conceptual developments have helped explain the complex pattern
of health and disease across different migrant groups.

Migrant health studies have furthered the understanding of the determinants of
health. Exploring determinants of good health among somemigrant groups has deep-
ened our health promotion and disease prevention insights. New interventions for
ensuring access to health care and for better preventive initiatives among migrants
have inspired general programmes in reducing health inequalities. However, there is
still a need to further understand the causal processes leading to the complex patterns
of health and disease among different groups of migrants. Besides, how to create
effective interventions taking into account the structural and cultural issues remains
work in progress. This requires a much more refined categorization of migrants into
meaningful subgroups according to their formal status and different characteristics.
In order to ensure cross-country comparisons and learning, it is essential that this
takes place in international settings and collaborations. At the same time, it is crucial
that the migrants are included in data collection and new interventions nationally and
locally and have an active role as partners in the processes.

Existing evidence should direct international, national and local policies on
migrant health. In recent years a series of policy papers, declarations and standards
have in fact been produced internationally and in some countries also on the national
level, but health issues are still often given lower priority than other migration-related
issues. Migrant policies in many countries are increasingly focusing on reducing
migration rather than supporting and improving the societal benefits of cross-country
migration. As good health is one of the important preconditions for successful inte-
gration of migrants, the argument for a stronger focus on health interventions in all
phases of the migration process is well established. The new discipline of migrant
health can help developing and providing the necessary evidence base for better poli-
cies and practices for the benefit of the migrants, but also for the societies that are
looking for better ways of integrating the increasing number of cross-bordermigrants
worldwide.
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Chapter 16
The General and the Task-Specific
Human Capital of Migrants: Host
Country Perspective

Maryna Tverdostup and Tiiu Paas

16.1 Introduction

Human capital is one of the factors, which determines the effects of immigration on
the host country economyand society. The concept of humancapital covers individual
skills and competencies (Becker 1962), which, in broad terms, shape the individual
productivity and qualification.Apparently, the quality of human capital can be viewed
as a factor of economic growth, development and innovation (Mincer 1984; Becker
et al. 1990; Savvides and Stengos 2008; Bartel et al. 2014; Backman 2014). The
cross-border migration, consequently, brings in the new human capital resources,
which, dependent on the exact characteristics and on the extent of application of
those at work, yield certain externalities on the individual and national levels.

The large body of literature documents that immigrants and natives are substan-
tially different in their formal qualifications and abilities (Chiswick 1978;Duleep and
Regets 1999; Chiswick and Miller 2003). The result is rather natural, given that the
individual human capital is strongly dependent on the country of origin (Coulombe
et al. 2014). Differences in the education standards, curricula, educational objectives
and assessment methods reflect on the actual competencies (Bonikowska et al. 2008;
Green and Worswick 2012). Lack of the host country labour market experience is
another factor behind observed immigrant-native human capital gap. Since human
capital develops and multiplies through the on-job training, work experience in the
host state yields an improvement of skills demanded on the local labour market.
These disparities trigger a low skill transferability of immigrants (Chiswick and
Miller 2009) and underline the gap in immigrant-native human capital.
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This chapter aims at the comparative analysis of immigrant-native human capital
disparities across fifteen European countries. Following Gibbons and Waldman
(2004), we focus on two dimensions of the individual human capital: general and
specific human capital, which jointly constitute a so-called effective human capital.
General human capital corresponds to the inner ability, as a combination of skills,
knowledge and competences. Specific human capital refers to the abilities and skills
accumulated and developed through performing certain job tasks, thus, it is also
referred to as a task-specific human capital (Gathmannand and Schönberg 2010).
These two dimensions of the human capital are tightly interrelated. The task-specific
human capital is a crucial factor of the inner ability improvement and an important
determinant of the labour market success. Therefore, analysis of the task-specific
human capital is particularly relevant in the context of the migration studies, as the
immigrants are facing a number of labour market disadvantages, which may deter
their effective human capital improvements.

In this chapter, we conduct an empirical assessment of both, general- and task-
specific human capital of immigrants and natives. We contribute to the earlier litera-
ture by incorporating actual literacy and numeracy skills, rather than a mere formal
education, to evaluate the general human capital. Namely, we use actual test scores
in literacy and numeracy cognitive skill domains, provided by Programme of Inter-
national Assessment of Adult Competencies (PIAAC), conducted within a Survey of
Adult Skills (OECD 2013). Using cognitive competencies allows to more precisely
measure the inner ability, since formally same educational degrees held by natives
and immigrants could yield different types or levels of skills.

To evaluate the task-specific human capital, we derive themeasures of an intensity
of skill use at work, measured as a frequency of the certain skill application by an
employee. We believe that skill use intensity is a valid measure of the task-specific
human capital, as it directly reflects to which extent a respondent apply his/her
skills to handle the job tasks. Therefore, higher intensity of the skill use at work
translates into advancement of this specific skill, which, by definition, is a task-
specific human capital. The analysis incorporates three skill use domains: literacy,
numeracy and Information and Communication Technology (ICT) skill use at work.
We additionally explore the same skill use dimensions in the non-work context, as
they provide a valuable insight on the individual willingness to use certain skills and
may help to better explain the immigrant-native skill use at work gaps.

The chapter will address the following research questions.
RQ 1. How different are the general human capital profiles, measured by the

cognitive skill, across immigrants and natives? Which factors contribute to these
differences?

RQ 2. Does the specific human capital, approximated by the actual use of skills
at work, differs across otherwise similar immigrants and natives?

Therefore, the contribution of our analysis is twofold. First, we tackle the inner
abilities and identify immigrant-native disparities in cognitive skills, along with
other observable characteristics, which reflect human capital (formal education, age).
Second, we evaluate the immigrant-native disparity in the task-specific dimension of
the human capital, namely, the frequency of skills application at work. Our results
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yield an input for the policy discussion on the difficulties of immigrants’ labour
market integration and persistent gaps in wages, employment and career progression,
relative to native population.

16.2 Literature Review

The concept of human capital was developed by Becker (1962, 1994) and, loosely
speaking, relates to knowledge, skills or characteristics possessed by worker, which
contributed to his or her productivity. A number of alternative theories address the
composition of human capital. They stress that individual human capital is multi-
dimensional, comprising both physical and mental abilities, or including specific,
unmeasurable characteristics, like capability to adapt to the changing environment
(Schultz 1961; Nelson and Phelps 1966).

However, the common line of all theories is a direct relation of the human capital
and productivity. The classical theory of Becker (1962) views human capital as
in individual asset, which is directly useful in the production process and, thus,
contributes to the firm and, consequently, national wealth. An alternative signalling
theory by Spence (1974) characterizes the observable capabilities not as a set of
characteristics directly contributing to the production process, but rather a signal
of individual productivity. Nevertheless, numerous theoretical and empirical studies
analyzed the positive relation between human capital and firm-level productivity
(Black and Lynch 1996; Blundell et al. 1999; Haltiwanger et al. 1999; Ballot et al.
2001; Bartel et al. 2014; Backman 2014), innovation and R&D (Engelbrecht 1997;
Faggian and McCann 2008; Simonen and McCann 2008), national-level economic
growth and development (Mincer 1984; Benhabib and Spiegel 1994; Lee and Lee
1995; Barro 2001; Tamura 2006; Savvides and Stengos 2008).

The recent theory by Gibbons and Waldman (2004) suggests that individual
human capital can be addressed a combination of a general and specific human
capital. The general human capital relates to all inner skills and abilities, which
are universal and can be easily transmitted across occupations and industries. The
specific human capital, in contrast to the general, is accumulated in an occupation,
thus has lower transferability which is the most productive in similar occupations.
Up until now, there is little empirical literature addressing the specific human capital.
Gathmannand and Schönberg (2010) provide the most comprehensive assessment of
the specific human capital and report that, unlike the initial expectation, specific skills
are relatively portable and, as expected, strongly associate with the wage growth in
Germany.

The composition and role of the general and specific human capital of immigrants
have not been explicitly addressed yet. This appears to be a significant research gap,
since immigration is one of the sources of population growth and, thus, the factor
which reflects on the composition and characteristics of the host country human
capital. While majority of studies stress that immigration has (at least short-term)
negative effects onoutput growth in the host country (Ethier 1986; Friedberg andHunt
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1995), the literature suggests that these negative externalities become less signifi-
cant the higher the immigrants’ human capital is (Dolado et al. 1994). Another
strand of literature analyses the negative externalities for the host country labour
market (Borjas 2001, 2008; Docquier et al. 2014), reporting that quality of immi-
grants’ human capital is one of themajor factors, which determines the labourmarket
response to the inflow of immigrants. Similarly, Borjas (2015) stresses that impact
of migration on host countries is determined by skills composition of immigrant
population.

Highly educated immigrants are likely to contribute to an economic growth in
a host country, increase overall labour productivity and have a positive impact on
GDP per capita (Boubtane et al. 2016; De Haas et al. 2019). Furthermore, immigra-
tion may lead to labour market distortions. Substitution of workers is viewed as a
major consequence of immigration for native population; however, the recent find-
ings on substitution effects of immigration are not necessarily negative. A number
of empirical studies documents that low-skilled immigrants have an effect on low-
skilled natives by overtaking elementary jobs and facilitating natives’ employment
improvement andwage growth (Foged and Peri 2016). Peri and Sparber (2011) found
that highly educated immigrants specialize in occupations demanding quantitative
and analytical skills, while natives specialize in occupations requiring interactive and
communication abilities. As a result, natives reallocate to jobs with higher commu-
nication skills demand, while immigrants allocate to the jobs requiring analytical
competences.

Multiple studies focused on the analysis of human capital of immigrants in the
moment of host country entry and post-migration development of immigrants’ skills.
The conventional approaches to assess the quality of immigrants’ human capital is to
compare the profiles of movers to the characteristics of their peers, who decided not
to move from the home country, and to the profiles to the natives in the host country.

Thefirst approach is referred to as self -selection in the literature. The self-selection
pattern identifies the average profile of immigrants, relative to their peers in the
country of origin (Borjas 1991). The literature distinguishes between favourably and
unfavourably selected immigrants. Economic immigrants, i.e. those who move to
another place to work due to own economic opportunities, are generally found to
be positively selected and, thus, more able and ambitious (Borjas 1987; Chiswick
1999). The reverse is generally held for the other types of movers, including refugees
or tied movers. The reallocation reason for the latter was different from the economic
opportunities; therefore, they are not necessarily more able or productive relative to
their peers in the home country.

However, Cortes (2004) finds that, despite initially lower earnings and work
hours of refugees, relative to economic immigrants, the refugees tend to improve
their labour market outcomes at the higher rate, than economic immigrants. This
result corresponds to a large body of literature, documenting that low human capital
endowments motivate immigrants to invest in own skills and competencies, eventu-
ally leading to the improvement of the labourmarket returns (Borjas 1992; Beenstock
et al. 2001; Duleep 2007; Beyer 2016).
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The second approach focuses on the observable differences in human capital
endowments across foreign- and native-born population. Earlier studies document
that immigrants are often lacking qualifications and skills, demanded and valued
on the host labour market (Zibrowius 2012; Sarvimäki and Hämäläinen 2016). One
reason of the immigrant-native skills disparity arises from the differences in content
and quality of educational programs in sending and receiving countries. Differences
in educational standards, study curriculum and formal requirements yield objective
disparities in acquired competencies. Hence, an extent of human capital acquired
while studying may differ drastically across natives with host country diploma and
immigrants with formally similar foreign-acquired education (Bonikowska et al.
2008;Green andWorswick 2012). Foreign-acquired qualificationmay be not entirely
equivalent to host country degree (Sweetman 2004; Reitz et al. 2014). Furthermore,
individual skill profile of immigrants may not entirely match a host country needs
(Bonikowska et al. 2008).

Eventually, this induces low transferability of immigrants’ skills (Chiswick 1978)
and lowers employers’ trust towards true competence of foreign-born employee,
potentially resulting in statistical discrimination towards immigrants (Quillian 2006).
Employers’ statistical discrimination is one of the factors, which deter immigrants’
employment possibilities and reduces potential on-job skill development and human
capital accumulation. The difficulties of labour market entry and non-familiarity
of the host labour markets are among other reasons affecting immigrnats’ skills
development and accumulation. Furthermore, Behtoui (2008) reports the lack of
social networks and non-accessibility of informal job search channels for immigrants
as one of the important factors behind their worse job opportunities, compared to
natives. These facts infer that immigrants have lower access to challenging and
demanding jobs. These restrictions may enforce their selection into smaller and less
profitable firms, which yields their lower wage returns (Sun and Kim 2014). Hence,
even when having relatively high human capital, the aforementioned disadvantages
may deter immigrants’ on-job human capital use and development.

Important feature of the human capital concept is a tight relation to the labour
market, since the competencies and skills are developed and multiplied through
the labour market experience (Friedberg 2000; Basilio et al. 2017). Thus, when
evaluating the individual human capital, it is important to account for twodimensions:
(i) inner abilities, or general human capital, which is represented by the stock of
skills and abilities, and (ii) specific human capital, since it captures to which extent
an individual accumulates and develops his inner ability in the context of his/her
specific occupation tasks. Hence, this chapter will focus on the aforementioned two
components of the individual human capital profile and empirically investigate the
immigrant-native disparities in the general and specific human capital profiles.
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16.3 Data and Analytical Approach

16.3.1 Empirical Data

This research relies on the data from the Programme of International Assessment
of Adult Competencies (PIAAC), conducted in 2011–2012 and 2014–2015 (OECD
2013). We focus on the European countries’ samples, which fulfil the following
criteria: (1) availability of major variables used in analysis, namely, literacy and
numeracy skill scores; (2) share of immigrants in total country sample is suffi-
ciently large (more than 4%1). The selected set of countries includes Belgium, Czech
Republic, Denmark, Estonia, Finland, France, Great Britain, Greece, Ireland, Italy,
Netherlands, Norway, Slovenia, Spain and Sweden.2,3 For each country, PIAAC
database provides a rich set of variables on socio-demographic background, employ-
ment history and self-assessed employment characteristics, as well as test scores
in three skill domains (literacy, numeracy and problem-solving in technology-rich
environment) and intensity of skill use at work and in everyday life.

To answer the research questions, this research will rely on two cognitive skill
domains (literacy and numeracy) and three skill use domains (literacy, numeracy
and ICT). Following the definition used in PIAAC dataset, literacy skill is defined
as “understanding, evaluating, using, and engaging with written text to participate
in society, to achieve one’s goals, and to develop one’s knowledge and potential”
(OECD2013, p. 3). Numeracy ability is viewed as “the ability to access, use, interpret
and communicate mathematical information and ideas, in order to engage in and
manage the mathematical demands of a range of situations in adult life” (Ibid.). Both
cognitive skill domains are represented by 10 plausible values, each scaled from 0
to 500 points.4

To measure the task-specific human capital, we rely on the intensity of skill use
when performing job-related tasks. We believe that intensity of skill use at work
is a valid measure of the task-specific human capital, as the latter is linked to the
competencies and abilities developed and utilized at work. Therefore, while the
literacy and numeracy skills approximate the general human capital, use of skills at
work stand for the specific human capital profile.Wederive a skill use scale, following
Allen et al. (2013). Each of the three skill use domains is derived as an average of the

1Threshold was chosen arbitrary, as there is a considerable variation of share of immigrants across
countries and the lowest shares are under 4%.
2All countries, except Greece and Slovenia, were surveyed in the first round (2011–2012). The latter
countries were surveyed in 2014–2015. Survey wave is controlled for in the regression analysis.
3Different compositions of immigrant population across analyzed countries have to be acknowl-
edged. Economic and social assimilationmay be easier for certain immigration groups, for instance,
for Slovaks in Czech Republic. Unfortunately, PIAAC data does specify a country of immigrant’s
origin, therefore, we cannot precisely evaluate an origin-related assimilation heterogeneity.
4For detailed technical description of PIAAC dataset see: OECD (2013). ‘Technical Report on the
Survey of Adult Skills (PIAAC)’, OECD Publishing. http://www.oecd.org/site/piaac/_Technical%
20Report_17OCT13.pdf.

http://www.oecd.org/site/piaac/_Technical%20Report_17OCT13.pdf
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Table 16.1 Components (PIAAC background questions) used to construct literacy, numeracy, ICT
use at work and in everyday life variables

Literacy use Numeracy use ICT skills use

At work A. Reading components:
reading (1) directions
or instructions; (2)
letters, memos or
mails; (3) newspapers
or magazines; (4)
professional journals
or publications; (5)
books; (6) manuals
or reference
materials; (7)
financial statements;
(8) diagrams, maps
or schemes

B. Writing components:
writing (1) letters,
memos or mails; (2)
articles; (3) reports;
(4) filling in forms

Tasks demanding
numeracy skill include
(1) calculating costs or
budgets; (2) using or
calculating fractions or
percentages; (3) using a
calculator; (4) preparing
charts graphs or tables;
(5) using simple algebra
or formulas; (6) using
advanced math or
statistics

Computer-based or
internet use related tasks
include (1) experience
with computer at work;
(2) using Internet for
mail; (3) using Internet
for work related
information; (4) using
Internet to conduct
transactions; (5) using
computer for
spreadsheets; (6) using
computer for Word; (7)
using computer for
programming language;
(8) use computer for
real-time discussions

In everyday life Components identical to
literacy use at work, but
related to non-work
activities

Components identical to
numeracy use at work,
but related to non-work
activities

Computer-based or
internet use related tasks
include (1) experience
with computer in
everyday life; remaining
seven components are
identical to ICT use at
work, but related to
non-work activities

set of the background questions, enclosed in Table 16.1. The literacy use is defined
as an average of eight reading components and four writing components. The scale
for numeracy skill use at work is approximated with six numeracy components,
while the scale of ICT use relies on eight computer and Internet use components.
Each component refers to a self-reported frequency of conducting certain activity,
requiring reading, writing or numeracy ability and ranges from 1 (never) to 5 (every
day).5 Frequency of skill use does not need to reflect employees’ productivity and
does not need to tell about the actual efficiencyof skill use. Thus, they reflect solely the
complexity and skill-intensity of respondents’ jobs, as well as a degree of individual
effort.

Similarly to the skill use at work, we derive the skill use in everyday life measures.
The estimates of the skill use in everyday life gaps provide a valuable evidence, which
could better explain the on-job skill use differences. While the classical measure

5All background questions used to derive skill use measures provide ordinal responses as follows:
1—‘never use’; 2—‘use less than once a month’; 3—‘use less than once a week, but at least once
a month’; 4—‘use at least once a week, but not every day’; 5—‘use every day’.
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of the task-specific human capital accounts for the on-job skill accumulation and
improvement, the off-job skill use could complement the on-job accumulation and
strengthen the task-specific skills by utilizing them beyond the work, as well as at
work. Therefore, the lack of task-specific human capital improvement possibilities
at the work place could be to some extent compensated by performing the specific
skill-demanding task in everyday life.

We acknowledge a number of limitations associated with the aforementioned skill
use measuring approach. Firstly, there may be a measurement issue in the questions
related to the intensity of skill use. The respondentsmaymisreport their true skill use.
Since each question appeals to both nature (complexity and skill-intensity) of job
and individual effort exerted at work, we can expect response bias to go both ways.
Generally, respondents should have higher propensity to overstate their true effort at
work, rather than understate it. However, certain group of workers may tend to report
lower skill use frequencies, especially if they are employing different types of skills
simultaneously and, hence, may put less emphasis on certain domain. Furthermore,
since background questions and ordinal answers are quite broad, respondents may
reply with less precision, resulting in higher standard errors. Since both highlighted
issues do not imply correlated deviations, they should not bias our estimates.

16.3.2 Methodology

The estimation procedure starts with the simple descriptive analysis, which tackles
the average differences in the background characteristics of and natives, as well as
their cognitive and task-based human capital. Next, we apply a number of analyt-
ical techniques to answer our research questions. Firstly, we conduct a multivariate
regression analysis, following Ordinary Least Squares Approach (OLS) to estimate
the immigrant-native skill gaps (RQ1). Namely, we estimate a number of regres-
sions with the step-wise inclusion of controls to elicit the effects of the following
groups of factors: socio-demographic characteristics, education and employment
characteristics. The functional form of the regression is presented in Eq. (16.1).

CSi = α + β Ii + γ ′X
′
i + δ′Y

′
i + μ′Z

′
i + εi , (16.1)

where dependent variable CSi corresponds to either the literacy or numeracy test
score, dummy variable Ii takes value 1 if the respondent is foreign-born, vector
X

′
i includes all socio-demographic characteristics, while vectors Y

′
i and Z

′
i capture

education and employment-related variables, respectively. Thus, the main effect of
interest is captured by coefficient β,which stands for the immigrant-native skill gap,
keeping other controls fixed. Vectors of coefficients γ ′, δ′ and μ′ capture the effects
associated with the corresponding socio-demographic, educational or employment
characteristics. To separate the effects of each group of factors, we first estimate the
raw skill gaps, by running the model controlling only for the immigrant dummy.
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Next, we will include the sets of variables X
′
i ,Y

′
i and Z

′
i in a step-wise way, to infer

how each set of controls associates with the skill disparity.
Both, the literacy and numeracy skill domains, are represented by 10 plausible

values. Following the methodology suggested by OECD, we rely on the complete
respective set of plausible values when looking at the cognitive skill. To account for
sampling error and correctly estimating mean population values, we incorporate a
final population weight. Skill measurement errors are ruled out using 80 replication
weights under the Jackknife replication methodology. Hence, each regression output
of the functional form (16.1) is a result of 810 replications.6

The second research questions are addressed applying a multivariate regression
analysis of literacy, numeracy and ICT use at work in everyday life. The function
form of the regression is as follows:

SUi = α + β Ii + γ ′X
′
i + δ′Y

′
i + μ′Z

′
i + εi , (16.2)

where SUi stands for a certain skill use domain in work or in everyday life. We
simultaneously control for socio-demographic (X

′
i ), education (Y

′
i ) and occupation

(Z
′
i ) characteristics, as it is important to ensure that immigrants are opposed to

comparable natives. Especially occupation and industry, included in vector Z
′
i , are

expected to largely determine the intensity of skill use, and, therefore, need to be
accounted for.

16.4 Empirical Results

16.4.1 Descriptive Evidence: Socio-Demographic
and Employment Profiles

This section presents the descriptive evidence on main demographic and employ-
ment characteristics of immigrants and natives. The summary of demographic char-
acteristics is enclosed in Table 16.2. The results suggest that gender representation
is comparable across natives and immigrants, similarly to the age structure of the
samples andmarital status. The native speaker characteristic implies that the language
used to conduct the test corresponds to the language used at home. As expected, in
the majority of analyzed countries the shares of native speakers are considerably
higher among natives. However, in Estonia, Greece, Ireland and Spain, the shares
of native speakers are 88.2%, 40.6%, 45.9% and 56.6% correspondingly. Estonia is
a clear outlier due to the technical features of the PIAAC survey, as it allowed to
conduct the test either in Estonian, or in Russian, due to historically large Russian
minority (OECD 2013). Since the public use files do not disclose the detail language

6Number of Jackknife replications is determinedby80 replicationweightsmultiplied by10plausible
values, and additionally weighted by a single population weight per one plausible value (80× 10+
1 × 10).
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Table 16.2 Average demographic characteristics of immigrants and natives (weighted by the final
population weight)

Country Immigrants

Male
(%)

Average age Cohabiting
(%)

Native
speaker
(%)

Education (%) N

Basic Medium High

Belgium 48.0 40.1 (0.476) 77.3 33.7 64.6 19.4 16.0 790

Czech
Republic

46.3 41.9 (0.873) 76.4 22.7 70.4 2.5 27.2 420

Denmark 48.2 37.6 (0.265) 75.4 9.7 59.9 13.7 26.5 3022

Estonia 42.8 50.9 (0.381) 81.7 88.2 48.6 25.8 25.6 919

Finland 48.3 37.8 (0.824) 83.7 19.4 63.6 8.9 27.4 231

France 50.0 44.0 (0.464) 78.1 26.5 75.4 5.7 18.9 795

UK 49.3 37.4 (0.540) 69.6 29.6 51.3 12.0 36.7 948

Greece 45.7 37.1 (0.751) 68.1 40.6 69.4 14.8 15.7 427

Ireland 48.8 36.0 (0.395) 66.0 45.9 40.6 35.0 24.4 1191

Italy 46.2 37.0 (0.644) 66.5 13.6 90.0 2.5 7.5 425

Netherlands 47.4 41.6 (0.584) 75.7 18.9 70.6 1.7 27.6 462

Norway 53.8 37.6 (0.477) 75.1 5.4 49.3 14.0 36.7 635

Slovenia 52.2 45.1 (0.543) 83.0 9.1 88.2 5.2 6.7 534

Spain 46.9 37.7 (0.431) 68.5 56.6 76.1 7.5 16.4 786

Sweden 47.4 40.3 (0.545) 74.3 9.0 63.5 13.3 23.3 740

Country Natives

Male
(%)

Average age Cohabiting
(%)

Native
speaker
(%)

Education (%) N

Basic Medium High

Belgium 50.8 42.0 (0.148) 75.4 95.5 60.9 24.3 14.7 9168

Czech
Republic

50.6 40.5 (0.210) 68.7 99.5 80.3 4.1 15.6 11742

Denmark 50.6 41.5 (0.140) 76.5 98.4 64.8 20.3 14.9 11548

Estonia 48.6 38.4 (0.168) 69.3 99.8 59.1 19.7 21.2 6660

Finland 50.4 41.6 (0.207) 81.1 99.5 59.7 18.5 21.8 5228

France 48.7 40.3 (0.188) 70.9 96.1 72.9 10.1 17.0 6105

UK 49.9 40.5 (0.251) 64.6 97.3 65.9 12.7 21.4 7858

Greece 49.5 41.5 (0.262) 67.1 99.0 66.7 16.2 17.1 4489

Ireland 49.0 39.6 (0.245) 63.4 98.2 53.5 28.7 17.7 4771

Italy 50.4 41.6 (0.269) 63.9 96.8 86.8 0.8 12.4 4161

Netherlands 50.6 40.9 (0.217) 75.3 94.8 69.2 3.5 27.3 4620

Norway 50.7 40.5 (0.226) 75.6 98.2 56.5 14.1 29.4 4310

Slovenia 51.2 41.0 (0.207) 67.5 97.3 75.3 10.4 14.3 4758

Spain 50.7 41.8 (0.196) 68.9 99.6 68.0 10.0 22.1 5183

Sweden 51.4 40.7 (0.251) 76.1 96.3 63.9 16.9 19.1 3727
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command variables, the data does not allow to test whether the test language is the
major factor.

In terms of the educational characteristics, there are systematic differences across
countries. We find that in majority of analyzed countries immigrants are more often
holding higher education degree. Among others, in Czech Republic, 27.2% of immi-
grants hold bachelor degree or higher, while only 15.6% of natives. Similarly, in the
UK, 36.7% of immigrants are highly educated, whereas only 21.4% of natives hold
the same degree. Spain, Slovenia and Italy are the only countries where the share
of highly educated immigrants is lower than the share of highly educated natives.
However, due to the data limitations, we cannot distinguish the country where the
degree was obtained.

Table 16.3 shows the average employment characteristics across immigrants and
natives. The average employment rate varies considerably across countries, however,
immigrant-native differences are not substantial in majority of analyzed countries.
The only exceptions are Denmark and Sweden, which have higher employment rate
of natives, and Italy, where more immigrants, than natives are employed (63.6%
relative to 55.4%). Occupation profiles vary significantly, with higher proportions of
respondents holding high (skilled) positions among natives. The largest immigrant-
native gap is observed in Italy, while the only country where immigrants have slightly
larger share of high-level positions than natives is Czech Republic (36.4% relative
to 34.2%).

16.4.2 Immigrant-Native Gaps in the General (Cognitive)
Human Capital

This subsection addressed the first research question. We analyze the differences in
the general human capital profiles of immigrants and natives following the Eq. (16.1).
The literacy andnumeracy cognitive skill gaps are enclosed inTables 16.4a and16.4b,
respectively. This section will tackle not the skill levels of natives and immigrants per
se, but rather shed a light on the difference (similarity) of those, and the heterogeneity
(homogeneity) of the host country human capital potential, as a result of immigration.

To analyze howmuch the socio-demographic, educational and employment differ-
ences of immigrants and natives contribute to their cognitive skill gaps, we will
incorporate those sets of factors in the analysis step-by-step. Thus, we estimate
four multivariate regressions models for each cognitive skill disparity, namely: M1
controls only for the immigrant dummy, i.e. provides ameasure of a raw skill gap;M2
adds socio-demographic characteristics, such as gender, age, marital status, language
used at home; M3 additionally introduces the formal education level; M4 adds to
all aforementioned controls the occupation level and presence of paid job in the last
12 months. We believe that all these factors relate to the cognitive skills and, thus,
can explain the difference in cognitive competencies across immigrants and natives.
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Table 16.4a The estimates of immigrant-native literacy skill gaps

M1a M2b M3c M4d

β SE β SE β SE β SE

Dependent variable: literacy skill (0–500 points)

Belgium −36.6 3.46*** −29.5 3.49*** −27.5 3.10*** −24.6 3.59***

Czech Republic −6.2 5.49 −7.0 5.94 −7.7 5.89 −6.9 7.19

Denmark −37.6 2.08*** −28.0 2.58*** −30.0 2.49*** −25.3 2.23***

Estonia −22.8 1.61*** −15.1 1.68*** −16.3 1.64*** −14.4 1.77***

Finland −51.1 4.15*** −29.6 4.90*** −27.3 5.32*** −27.3 5.51***

France −37.4 1.83*** −23.4 1.97*** −23.1 1.86*** −19.9 2.13***

UK −20.7 3.49*** −8.3 3.22** −12.9 3.01*** −11.9 3.30***

Greece −6.1 3.91 −3.3 3.90 −2.8 3.74 0.7 4.58

Ireland −4.7 2.04** 2.2 2.23 −1.3 2.07 −2.1 2.2

Italy −24.5 3.62*** −20.0 3.44*** −18.2 3.44*** −20.6 3.76***

Netherlands −42.7 3.11*** −35.3 3.52*** −34.3 3.29*** −30.2 3.10***

Norway −38.2 2.68*** −29.7 3.65*** −30.8 3.38*** −23.1 3.74***

Slovenia −27.5 2.72*** −14.8 3.02*** −11.1 2.89*** −7.3 3.34**

Spain −22.6 2.66*** −25.5 2.51*** −21.0 2.29*** −18.4 2.34***

Sweden −53.7 2.10*** −34.7 2.84*** −34.7 2.60*** −30.4 2.78***

Table 16.4a reveals significant negative raw literacy gaps (M1) across themajority
of analyzed countries, with an exception of Czech Republic, Greece and Ireland
(significant at 5%). The raw numeracy skill gap is insignificant in Greece and Ireland,
and weakly significant in Czech Republic. Thus, immigrants and natives are, on
average, significantly different in their literacy and numeracy skills in the majority of
analyzed countries. However, this difference is rather expected, since foreign-born
are predominantly non-native speakers. To partial out this effect, as well as other
demographic factors, we estimate M2. The results prove that socio-demographic
background largely explains the skill disparity across immigrants and natives. The
most pronounced effects are reported for Denmark (a decrease from 37.6 points gap
to 28 points), Finland (a decrease from 51.1 to 29.6 points), France (from 37.4 to 32.4
points), UK (from 20.7 to 8.3 points), Norway (from 38.2 to 29.7 points), Slovenia
(from 27.5 to 14.8 points) and Sweden (from 53.7 to 34.7). In these countries, the
population of immigrants have substantially different gender and age composition,
as well as significantly lower usage of the test (host country) in their families.

The results for the numeracy skill gap (Table 16.4b) suggest similar pattern,
which is largely explained by the high correlation of literacy and numeracy skills.
Importantly, we document a cross-country variation, but within-country similarity
of literacy and numeracy gaps. It implies that the countries with the most drastic
immigrant-native literacy gaps (51.1 points in Finland; 42.7 points in Netherlands;
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Table 16.4b The estimates of immigrant-native numeracy skill gaps

M1 M2 M3 M4

β SE β SE β SE β SE

Dependent variable: numeracy skill (0–500 points)

Belgium −34..3 3.53*** −27.3 3.70*** −25.5 3.31*** −22.5 3.67***

Czech Republic −11.9 6.62* −15.7 7.00** −16.7 6.34*** −13.1 7.77*

Denmark −37.3 2.32*** −26.9 2.75*** −28.9 2.67*** −24.2 2.50***

Estonia −15.4 1.68*** −8.6 1.72*** −10.1 1.60*** −7.8 1.70***

Finland −51.8 3.97*** −28.4 5.05*** −25.7 5.49*** −25.5 5.79***

France −44.4 2.48*** −30.0 2.56*** −29.6 2.36*** −25.5 2.87***

UK −27.5 3.50*** −14.4 3.25*** −20.0 3.05*** −18.0 3.22***

Greece −3.0 3.65 −2.2 3.87 −1.5 3.66 2.4 4.40

Ireland 0.9 2.36 6.6 2.51*** 2.6 2.38 1.9 2.32

Italy −17.2 3.91*** −14.1 4.24*** −12.1 4.30*** −15.6 4.49***

Netherlands −47.0 3.21*** −38.5 3.72*** −37.5 3.46*** −32.4 3.41***

Norway −46.5 3.25*** −36.0 3.70*** −37.3 3.33*** −27.1 3.79***

Slovenia −36.6 3.18*** −20.1 3.73*** −15.9 3.59*** −10.8 4.00***

Spain −21.5 2.69*** −25.2 2.64*** −20.2 2.42*** −17.5 2.46***

Sweden −56.2 2.14*** −35.6 3.12*** −35.6 2.82*** −31.4 3.00***

NoteNumeracy test score ismeasured using 10 plausible values andweighted by the final population
weight. Standard errors are estimated using 80 replication weights and Jackknife replication
methodology. *, **, *** correspond to 1%, 5% and 10% significance levels, respectively
aM1 controls for immigrant dummy only
bM2 additionally controls for socio-demographic characteristics (gender, age, marital status,
language used at home)
cM3 additionally controls for education level
dM4 additionally controls for occupation and paid job in 12 months preceding the survey

53.7 points in Sweden) are also those with the highest numeracy gaps (51.8 points
in Finland; 47 points in Netherlands; 56.2 points in Sweden).

Adding the education degree to the models (M3) does not affect the estimates of
literacy and numeracy gaps dramatically. This result appears intuitive for the literacy
gap, since the test language is, most likely, the native language for the native-born
respondents, while foreign for the immigrants. Therefore, the literacy skill gap has
weak correlationwith the formal degree. Table 16.4b reports the similar pattern for the
numeracy skill. Unlike the literacy skill gap, separating the effect of education on the
numeracy gap was expected to reduce the gap; the numeracy skill is more universal
and less dependent on the language of completed education. Thus, the non-significant
change in the magnitude of the numeracy skill gap can be explained by different
levels of numeracy skill, associated with formally same degrees held by immigrants
and natives. As we cannot control the country where the education was obtained,
we cannot separate the effect of different contents of formally same educational
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programs and different degrees of competencies. Furthermore, non-availability of
the field of degree restricts the analysis of the actual role of formal education.

The final model (M4) incorporates two employment characteristics (occupation
and paid job in the past 12 months). The results in Table 16.4a reveal different effects
of employment characteristics on the estimates literacy skill gap across countries.
Controlling for employment profile significantly reduces literacy gap in Denmark
(from 30 to 25.3 points), Norway (from 30.8 to 23.1 points) and Sweden (from 34.7
to 30.4 points). Similarly, the numeracy gap is significantly reduced by controlling
for employment variables in the aforementioned three countries, as well as Slovenia.

Consistency of literacy and numeracy gaps within countries further supports the
earlier evidence on the high correlation between literacy and numeracy skills. The
results suggest a significant variation in the immigrant-native general human capital
gaps (i.e. the literacy and the numeracy skill gaps) across countries. This suggests
differential selection of immigrants relative to native population in across countries,
which results in more heterogeneous human capital profile of the host countries with
the higher cognitive skills gaps.

16.4.3 Immigrant-Native Gaps in the Specific (Task-Based)
Human Capital

In this section, we provide an empirical assessment of the specific human capital
across immigrants and natives and tackle the RQ2. In our analysis, we follow the
standard definition of the specific human capital, as a stock of skills and competencies
accumulated at work, and thus building up an individual competence in performing
certain job (on-job task-specific human capital). To measure this human capital,
we refer to three dimensions of the skill use at work, namely, literacy, numeracy
and ICT skills use. However, we recognize that an accumulation and improvement
of specific task-based human capital may occur beyond the workplace. Therefore,
we additionally explore the specific human capital in the everyday context (off-job
task-specific human capital).

Table 16.5 reports cross-country estimates of the immigrant-native gaps in skill use
intensity (i.e. task-specific human capital) at work and in everyday life. Themeasures
enclosed in the table represent the pure gap in the task-specific human capital across
foreign- and native-born respondents having similar socio-demographic profile,
education level, working in the same industry and being on the same occupation
level.7

Unlike the disparity in the general human capital, the specific human capital is
more homogeneous across the immigrants and natives. Namely, we document statis-
tically and economically insignificant gaps in on-job task-specific human capital in
all three types of tasks in Finland, UK, Ireland, Slovenia and Sweden. Importantly,

7As a robustness checks, we estimated the identical model with literacy or numeracy skill controlled
for. The results were robust.
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there is substantial variation across the types of tasks. Immigrants are more likely to
underuse their literacy skill, and, consequently, underperform in the on-job accumu-
lation of the literacy skill. The highest gaps in literacy use are reported in Denmark
(6.7%), Czech Republic (11.1%), France (7.6%) and Italy (8.2%). Numeracy skill
use gaps are the highest in Denmark (8.7%), France (12.9%), Greece (9.9%), Italy
(7.6%) and Spain (6.6%). The immigrants’ underuse of ICT skills is, generally, lower,
compared to literacy and numeracy, in majority of the analyzed counties. The only
states with the pronounced gaps are Czech Republic (9.5%) and Estonia (5.8%).

Analysis of the task-based human capital in everyday life provides a number
of important insights. Firstly, we document less statistically significant immigrant-
native differences in the off-job skill use, compared to the on-job. Secondly, the
significant off-job skill use gaps are, mostly, in favour of immigrants. This implies
that immigrants, with characteristics similar to natives, tend to use their skills and
acquire task-specific human capital at work less intensively than natives, however,
beyond work they use and develop these skills more intensively. For instance, in
Spain, immigrants have 4.5% lower rate of literacy skills use at work, but 4.7%
higher rate of literacy use in everyday life. Similarly, in Ireland, immigrant-native
literacy use at work gap is 3.2% and in everyday life 8.7%. In Estonia, immigrants
use their ICT skills in everyday life by 6% more intensively than natives, but at the
workplace they underuse ICT competences by 5.8%.

Therefore, our second research question revealed less significant immigrant-
native disparities in the task-specific human capital, compared to the inner ability.
However, in a several of analyzed countries immigrants, despite having similar back-
ground, educational and employment profile, underuse their skills and, consequently,
underuse the possibility to acquire the task-specific human capital. Positive gap in
the off-job skill use, coupled with the negative gap in on-job skill use, indicate
that foreign-born respondents have the potential to employ their inner competence
and, thus, improve own effective ability. However, due to a number of labour market,
employer- and individual-level disadvantages, immigrants are restricted in improving
own task-specific competences at their workplaces.

16.5 Discussion and Conclusion

This chapter contributes to analysis of immigrant-native human capital gap and
factors behind it in fifteen European countries. Earlier literature discusses differ-
ences in human capital attainments across immigrants and natives are substantial
and appear to be one of the major drivers of the immigrants’ labour market disadvan-
tages. However, previous studies relied on formal education or, at best, host country
language proficiency as measures of individual human capital. In this chapter, we go
beyond the classical measure of the individual human capital and focus on the effec-
tive ability. Namely, we distinguish between the general human capital, measured by
the inner literacy and numeracy ability, and the specific human capital, which refers
to the task-specific abilities accumulated and develop through performing certain job
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tasks. We apply the novel measure of the task-specific human capital, as a combi-
nation of the self-reported frequencies of literacy, numeracy and ICT skills use at
work.

To investigate the immigrant-native disparities in the effective ability, we set up
two research questions. Firstly, we askwhether immigrants’ inner abilities, measured
by the literacy and numeracy skills, are different from the natives’. Secondly, we
tackle the immigrant-native gaps in the task-specific human capital. Exploring both
dimensions of the human capital is particularly relevant in the context of immigrants
and natives.While the inner ability is an important individual attribute per se, the task-
specific human capital accumulates through labourmarket experience and constitutes
the effective, applicable skills. Those skills largely determine the job performance,
further career progression and labour market success. A number of labour market
disadvantages and individual factors may deter immigrants’ task-specific human
capital accumulation and, thus, trigger the labour market disadvantages.

Relying on the PIAAC data for fifteen European countries, we empirically inves-
tigate both research questions. The analysis of the inner ability gap documented a
significant difference in the immigrants’ and natives’ literacy and numeracy skills,
even once socio-demographic background, education level and employment profile
are taken into account. This finding goes in line with the literature suggesting signif-
icant human capital disparity of immigrants and natives. However, the results of
this chapter provide a novel insight on the disparity the actual inner ability, rather
than formal education and language command only. We also document the varia-
tion in the inner ability gaps across analyzed countries, with the most homogeneous
immigrant-native human capital in Greece and Ireland, while themost heterogeneous
in Denmark, Finland, Netherlands, Norway and Sweden.

The analysis of the second research questions revealed that, in the number of
analyzed countries, immigrants are outperformed by natives when it comes to the
task-specific human capital. Our findings on the general human capital suggest that,
in most of the analyzed counties, immigrants possess lower inner ability, relative to
natives. However, lower stock of cognitive skills should not be, by itself, the reason
to prevent the accumulation of these skills through carrying out the tasks of various
levels of complexity, corresponding to the actual skill level.

Therefore, the results suggest that immigrants face a number of disadvantages that
may persist independently of their inner ability. Among the institutional factors, the
immigrants may have more restricted job access due to non-familiarity with the host
country labour market; unawareness about the job possibilities and specific features
of the host country labour market operation; lack of the job search channels. From
the employer level factors, the career progression and access to the challenging,
skill-demanding positions, which involve sizable learning and skill-improvement
components, may be more restricted for immigrants, compared to natives. The latter
could be attributed to the statistical or taste discrimination from the employer’s side.
Lastly, from the individual level, immigrantsmaybe lessmotivated to exertmaximum
effort and invest into improvement of own effective human capital, due to the realized
labour market difficulties and low expectancy of further career development, or due



16 The General and the Task-Specific Human Capital … 375

to low social and cultural assimilation, feeling of isolation from society and other
psychological factors.

These findings bring us to the conclusion that immigrants’ general human capital
is indeed substantially different from the natives in the majority of analyzed coun-
tries. However, different compositions and qualities of the general human capital of
immigrants are not yet a reason to limit an accumulation and development of their
task-specific human capital, by utilizing the inner abilities at the workplace. Further-
more, an accumulation of the task-specific human capital leads to an improvement of
the inner abilities, eventually reducing the immigrant-native skill disparity. However,
our results suggest that, in some countries, the skill use gap persists. As a result, the
existing inner abilities gaps are further expanded.

This finding yields that immigrants are not sufficiently well assimilated in the
European labour markets. Therefore, an underuse of immigrants’ skills and compe-
tencies is an important dimension of the immigrants’ integration issue. Implementa-
tion and development of policy measures should take into account that investments
into immigrants’ inner abilities are not yet enough to ensure that effective human
capital will be generated. Development of educational programs, personalization of
the training and focusing on filling up the gaps in cognitive skills should be coupled
with the policy actions fostering further improvement of the task-specific human
capital. Those are the policy activities, aiming to support immigrants’ on-job skill
use, including developing the institutional framework and improving an access of the
qualified immigrants to more challenging and skill-demanding jobs; improving the
information system allowing immigrants to get familiar with local labour markets
and stay informed about the possibilities available on the host country labour market;
avoiding possible reasons for labour and housing markets segregation; supporting
socio-cultural integration of people with different ethnical backgrounds.
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Chapter 17
Entrepreneurial Journeys of Syrian
Refugees in Groningen, A Liminal Story?

Christian de Kraker, Alexander Grit, and Sander Vroom

17.1 Introduction and Research Positioning

Bhachu and Light (2004), Portes, Haller and Guarnizo (2002) and Wang and Liu
(2016) argue that entrepreneurship is a great chance for cross-border mobility. In
this paper, a more nuanced view is presented and applied to refugee entrepreneurs
in their interactions with their surroundings. Through a grounded approach (Glaser
and Straus 1976), the nature of the interactions of Syrian refugee entrepreneurs is
addressed focusing on processes of interaction, rather than structures.

This research is relevant since educational institutes in the Netherlands are
dealing with high expectations and ambitions from local governments and non-
governmental organizations (NGOs) to integrate and empower refugees through
entrepreneurial programs in an entrepreneurial position. Often this discussion is
blurred by altruism and political correctness, while limited information is available as
to how entrepreneurial programs for refugee entrepreneurs contribute to integration.

Bizri et al. (2019) highlights the interactions between local governments, educa-
tion, and entrepreneurs. He identifies an optimism of the cooperation between local
governments, education, and entrepreneurs with refugees. But optimism seems to
be contagious and, in many instances, policymakers are enthusiastic and positive
about future outcomes of the refugee entrepreneurs. From the literature, three main
concepts appear to be important regarding the relationship between refugees and
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education, government, entrepreneurship, and refugees. These concepts are refugees,
integration, and vital ecosystem.

17.1.1 Research Positioning

This paper will discuss the following question to contribute to a discussion for a vital
ecosystem for Syrian refugees and entrepreneurship. Therefore, this study aimed to
answer the following research question:

What is the nature of the interactions of the refugee entrepreneurs in Groningen as input for
discussion for creating a vital ecosystem for Syrian refugee entrepreneurs?

To answer this question, we first draw on the main topic of identifying the nature
of interactions from the perspective of refugees toward the natural environment,
government, and education. The first part of the research focuses on the question of
which concepts are relevant for studying the interactions. The second part focuses on
the question of what the refugee entrepreneur’s experiences are. These experiences
result in stories and perceptions of interactions with the natural environment. The
third part focuses on the question of the analysis of the stories of refugees related to
the environment. This analysis takes place by looking at processes of becomingwhich
is essential for a vitalistic approach (Pløger 2006). Within the vitalistic approach,
there is the attention given to processes of becoming lonely, becoming disconnected,
disintegrated, and disbelonging and vice versa. Toward the end of the paper, a discus-
sion is started on how educational institutions and local governments facilitate a vital
ecosystem for refugee entrepreneurs. Finally, findings and related conclusions are
presented, which can help policymakers, industries, and educators discuss present
approaches for refugee entrepreneurs.

17.2 Literature Review About Creating a Vital Ecosystem

Although the importance and relevance of studying the subject of refugee
entrepreneurship are known in the Netherlands, little research has paid focused
attention to refugee entrepreneurial journeys. Given the rise of studies showing
links between integration, entrepreneurship, and ecosystems within refugee jour-
neys (Bizri 2017; Bizri et al. 2019; Kloosterman and Van der Leun 1999; Refai et al.
2018; Wauters and Lambrecht 2008; Werker 2007), there is a need to better under-
stand entrepreneurial journeys in which refugees are embedded locally when they
start an enterprise.

In order to highlight the embeddedness of refugee entrepreneurs, this litera-
ture review discusses the following concepts: Refugee entrepreneurship, integra-
tion, entrepreneurial attitude, vital ecosystem, and entrepreneurial journey. These
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concepts are operationalized in the following questions:what is refugee entrepreneur-
ship and which barriers are experienced and known from the literature?What are the
dynamics of networking related to refugee entrepreneurship?What are the dynamics
of the triple, quadruple, and quintuple helix paradigms related to the ecosystem
of the newcomers, and how is it related to the quintuple helix model? What are
entrepreneurial journeys?

17.2.1 Refugee Entrepreneurship

At first, refugee entrepreneurship is often confused with migrant entrepreneurship.
Bernard (1966) draws a distinction by highlighting forced immigration as the main
characteristic that distinguishes refugees from immigrants (Refai et al. 2018, p. 250).
Today, an unprecedented 70.8 million people are forcibly displaced globally, among
which are 25.9 million refugees (UNHCR 2013). Refai et al. (2018, p. 250.) state
that the growing number of refugees and their distinct needs, challenges, and char-
acteristics require “a greater focus on refugee entrepreneurship as a distinct entity
in its own right states.” This is particularly necessary when it comes to refugee inte-
gration into a host country, which can be challenging for both refugees and host
communities. Integration and refugee entrepreneurship can be understood in many
ways. There is no consensus on the definition of refugee integration in the context
of developed countries, and there is no formal definition of refugees in international
refugee law (Crisp 2004). A broad understanding of integration as being processual,
individual and two-way underpinsmany government and academic attempts to define
what integration or an integrated society looks like. “Defining integration is made
more complex because it is not only something that happens to a passive individual
over time, but is a process in which an individual may actively and selectively control
certain aspects. Nonetheless, governments require newcomers to engage with certain
aspects of integration in order to ensure a functioning cohesive society in which all
members contribute and benefit. The range of ways in which governments do this
varies from facilitation and enablement, to encouragement, to coercion. Put simplisti-
cally, the goal of integration is equality, inclusion and achievement, however disparity
may intervene as governments may view integration one way, while newcomers live
it another way.” (UNHCR 2013)

Refugee entrepreneurship is increasingly understood as an entrepreneurial and
social activity which plays a significant role in how refugees rebuild their lives
(Barragan et al. 2018; Rindova et al. 2009) across international borders (Bhachu
and Light 2004; Portes et al. 2002). Rindova et al. (2009) define entrepreneuring
as “efforts to bring about new economic, social, institutional and cultural environ-
ments through the actions of an individual or group. Thus, she views entrepreneur-
ship as an emancipatory process with broad change potential seeking autonomy”
(Rindova et al. 2009, p. 488). Kloosterman and Van der Leun (1999) indicate that
“engaging refugees in entrepreneurial activities can be a useful way of supporting
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their embeddedness within society.” Carree and Thurik (2003) add to this state-
ment, noting that entrepreneurship is an “engine for economic and social develop-
ment” (p. 3). On the one hand, “higher rates of entrepreneurs may indicate increased
entrepreneurial activity reducing unemployment in subsequent periods, [known as]
the so-called ‘entrepreneurial’ effect” (Thurik et al. 2008, p. 1). On the other hand,
unemployment rates may lead to the start-up activity of self-employed individuals
known as the “refugee” effect. Watson (2009) discusses the manifestation of the
refugee effect alongside feelings of responsibility and commitment that emergewhen
refugees are coming into a new host country. He elaborates that the need for a new
identity in a journey becomes more evident to refugee entrepreneurs in particular,
who are the main focus of this paper.

There is a need to better understand the relationships in which refugees are
embedded locally when they start an enterprise. From the literature, different chal-
lenges are experienced in the relationship between education, local government, and
entrepreneurship for refugees. The next paragraphwill shed light on a vital ecosystem
that allows challenges and new networks.

17.2.2 Barriers of Refugee Entrepreneurs

Refai et al. (2018, p. 2) summarize the study of Wauters and Lambrecht (2008) with
threemain challenges for refugee entrepreneurs: “(i) market opportunities and access
to entrepreneurship, (ii) human capital and social networks and (iii) the institutional
and societal environment.” These challenges underlie three barriers that the Social
Cultural Bureau (SCP 2018) has researched in 2018 for the 56.900 Syrian refugees
who arrived in 2015. Many of these refugees in the Netherlands experience a deficit
of knowledge of the Dutch language, a deficit of social contacts, and a deficit of expe-
rience with work. Though Syrian refugees are actively learning the Dutch language
and 80% followed language lessons in 2018, many give themselves an insufficient
mark for their current knowledge of Dutch, namely a 4.6 on a scale from 1 to 10
(SCP 2018). Language skills are a clear barrier to speak of, but the majority of Syrian
refugeeswho came to theNetherlands in 2015 (61%) have at least oneweekly contact
with Dutch friends or acquaintances (SCP 2018). Only a small number of Syrians
(11%) have paid work, consisting mainly of flexible and part-time jobs. According
to SCP (2018), the low labor market participation of Syrian refugees pairs with a
very high dependency on social benefits (89%). Hardly anyone has any money left
and a third is very dissatisfied with the financial situation. Among many refugees,
social contacts, finances, and language skills are experienced as insufficient.
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17.2.3 Networking

Schein (1985) elaborates that an entrepreneurial attitude enables amigrant to connect
with others more easily and on the basis of equity and mutual respect. He defines
an entrepreneurial attitude as “a pattern of basic assumptions invented, discovered
or developed by an individual as it learns to see and grab chances and coping with
problems of external adaptation and internal integration at the same time” (Schein
1985, p. 9). The entrepreneurial attitude grows, often unconsciously, in an informal
setting that influences behavior, feelings, perception, and thought patterns (Schein
2000a, b; Triandis 1989). The development of an entrepreneurial attitude is hence
a continuous and dynamic process that is fed by interaction and mutual behavior to
which people continuously and individually assign meanings (Tyler 2007).

The set of meanings is produced, reproduced, and negotiated by social interac-
tion. In this set of meanings and interactions, the intercultural experiences about
entrepreneurship and communication can differ for every refugee, but they can share
three characteristics of entrepreneurship that underly thosemeanings. The three char-
acteristics of innovativeness, risk-taking, and networking derive from Gibb (2005).
Innovativeness is seen as the development of new or improved products or services,
where there is far-reaching and deviant change, improvement and redevelopment
of existing products or processes (Barret, Balloun and Weinstein 2000; Covin and
Slevin 1989; Miller 1983). Risk-taking is measuring and taking actions like entering
new markets or new projects with an uncertain outcome (Lumpkin and Dess 1996).
In the context of refugee entrepreneurship, the third characteristic is highlighted
as networking is developing (personal) relationships that take into account the wishes
of the other and the person themselves.Networks of refugees include all transnational,
internal, and external networks, as well as formal and informal contacts, which share
information, experiences, and resources, and provide social and emotional support.
These networks represent a means of acquiring concrete and financial resources and
advice, as well as facilitating information and support (Barret, Balloun andWeinstein
2000; Barnett 2018). This characteristic elaborates a unique transnational point for a
suitable way of identifying and bridging gaps with possible transnational links with
other entrepreneurs (Reuber and Fischer 1994).

To offer refugee entrepreneurs a chance to start up in a playful and interactive
way, networking and new partnerships need to be used. With the help of ‘crossing
the boundaries’ (Engeström et al. 1995) betweenmunicipalities, schools, and refugee
entrepreneurs, boundary-crossing can lead to new knowledge and new partnerships
through the use of integrating multiple areas of expertise. Wenger (1998) comple-
ments the theory of Engeströmby emphasizing the importance ofmaintaining contact
with other institutions to facilitate external ideas. This allows an entrepreneur to
discard routines that no longer fit in with the problems being considered (Akkerman
and Bakker 2012). The Triple Helix paradigm (Etzkowitz and Ranga 2010) might be
useful to understand the role of the vital ecosystem in the rise of refugee businesses.
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17.2.4 Support System of the Triple Helix/Quadruple
and Quintuple Helix Model

According to Etzkowitz and Leydesdorff (1995), the main supporting institutions of
the economy are the government, universities, and industry. These three main insti-
tutions are better known as the Triple Helix model (TH). The TH model challenges
interaction between industry, government, and universities by linear and conven-
tional modeling (Kaghan and Barnett 1997). Moreover, Ranga and Etzkowitz (2013)
indicate that from the perspective of the TH the non-linear interactions and the
consolidation of the interactions can generate non-existing resources and knowledge
that can contribute to the progress of innovation, practice, and theory at a regional
level. Etzkowitz and Ranga (2010) mention that the TH contributes to the evolution
of less developed regions. Furthermore, Etzkowitz and Leydesdorff (2000) explain
that in small and medium enterprises, innovation and development are matured by
the collaboration between the university, industry, and government. Lundberg (2013)
and Todeva (2013) agree that support from the government for small and medium
refugee entrepreneurship enterprises is important for maintaining a sustainable vital
ecosystem for start-ups.

However, it is not only the support of the government that is important but also
that of educational institutions. Etzkowitz and Ranga (2010) mention that, regarding
the knowledge economy, the influence of education is now greater than before. Papa-
giannidis (as cited in Armando et al. 2017, p. 45) writes that it “is because univer-
sities become progressively more engaged in entrepreneurial activities in addition
to their existing research and teaching role, they have become resource providers to
businesses.”

Carayannis and Campbell (2012) do recognize the importance of the TH model
regarding its contribution toward innovation, development, and entrepreneurship.
However, they present amodel that extends the TH to aQuadruple, including culture-
based and civil society; later the Quintuple Helix model, including the dimension of
the natural environment. “TheQuintuple Helix stresses the socio-ecological perspec-
tive of the natural environments of society. Social ecology focuses on the interaction,
ecodevelopment and coevolution of society and nature” (Carayannis and Camp-
bell 2010, p. 59) “The natural environments of society identify the opportunities of
broadening the sustainable development concerning the coevolution of knowledge of
society, economy and democracy, which influence the way we perceive and organize
[refugee] entrepreneurship” (Carayannis and Campbell 2010, p. 59).

Academics have been attempting to answer the question of who becomes part of a
useful ecosystem of an entrepreneur for many years (Baron 1998; Boyd and Vozikis
1994; Gartner 2010; Gartner, Bird and Starr 1992). In the process of becoming aware
that they exist within a network, an individualmay find storytelling of entrepreneurial
journeys helpful. The concept of storytelling is related to the people an individual
meets and the interactions they may have on an entrepreneurial journey (Shane and
Venkataraman 2000).
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17.2.5 Dynamics of Entrepreneurial Journeys

While the subject of cross-border migration in combination with entrepreneurship is
discussed by several authors as an act (Anokhin 2013; Storti 2014), entrepreneurship
with a process approach through mapping the entrepreneurial journeys of migrants
has had limited attention (Crainer 2013;McMullen andDimov 2013). Such a process
approach is relevant, however, since it addresses aspects as mechanisms, institutions,
networks, and cultures in context. Mapping the journey of a refugee contributes to
a discussion about vital ecosystems for refugee entrepreneurs. It creates impres-
sions about experienced ecosystems and gives an impression of the interactions
of the entrepreneur and how he gets connected or disconnected from education,
government, and the industry.

Mapping and writing down the entrepreneurial journey has captured the interest
of researchers for many years (Grit et al. 2015). In this research, entrepreneurial jour-
neys are presented in narrative ways of becoming. This is consistent with the process
approaches of Shane and Venkataraman (2000) who describe the journey as a rocky
and bumpy process, and Crainer (2013) describes the journey as stages that individ-
uals take to achieve and maintain a network for entrepreneurship. In addition to this
process approach, McMullen and Dimov (2013) summarize the entrepreneurial jour-
neys as a “discovery of dynamics of dialogues about the nature of the entrepreneurial
journey, when a journey has begun and ended, whether it will be productively subdi-
vided into variables or events or not” (p. 1481). This literature about journeys helps to
think differently about alternative arrangements of social life. Therefore, it is useful
to link the vital ecosystem to an entrepreneurial environment, and personal develop-
ment to social inclusion from the perspective of the entrepreneurs. In addition, Larty
and Hamilton (2011) recognize narrative journeys as a credible source of knowledge
for scholars engaged in theory building in entrepreneurship, because using notions
of emergence give rich insights in life story research with a basis for understanding
the temporal nature of the entrepreneurial life story (Boutaiba 2004).

The entrepreneurial process might represent a relational and dialogic process
involving tension and creativity (Fletcher and Watson 2007). Furthermore, there
may be value in extending the concept of a ‘network bricolage,’ defined as the use
of pre-existing contact networks (Baker et al. 2003), to include the complex web of
social relationships (Baker and Pollock 2007). Moreover, studies of entrepreneur-
ship as an enacted performance could broaden the focus from an individual story-
telling entrepreneur to the very process of storytelling (Steyaert 2007). The narrative
provides a basis for examining the span of practice and processes across cultures
and contexts; for example, entrepreneurial strategies and the challenges of running
an entrepreneurial business are embedded in cultural contexts (de Montoya 2004).
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17.3 Methodology

The methodological approach adopted is described in this paragraph. The choice of
methods and research strategies used in this study have contributed to answering the
followingmain research question:What is the nature of the interactions of the refugee
entrepreneurs in Groningen as input for discussion for creating a vital ecosystem for
refugee entrepreneurs? To answer this question, we draw on the work of Glaser and
Strauss (1967, 1976), Glaser (1978, 1992) with the grounded approach with vitalistic
forces to explore the becomings of refugee entrepreneurs in a new vital ecosystem.

17.3.1 Theory of Vital and Grounded Approach

The research uses a qualitative approach with a combination of desk research and
primary research, with a grounded approach serving as the main method that ulti-
mately leads to new insights and theories. The primary data are conducted by
means of semi-structured interviews with eight Syrian refugees who shared personal
narratives of their entrepreneurial journey and reflected on their interactions with
their ecosystem related to the Triple Helix model. Interactions are shared from the
perspective of the refugee. Through these personal narratives, an insider’s knowl-
edge was able to be acquired by getting close to the experiences of Syrian refugee
entrepreneurs. The grounded approach permits the researcher to get close to the data,
thus to know all the individuals involved, and observe and record what they do and
say (Mintzberg 1979). With the grounded approach there is a possibility to create
new theories and provide new insights into the dynamics of the vital ecosystem
for refugee entrepreneurs in Groningen. An interpretative grounded process starts
with the data and finds patterns and theory. For this research, the collection of data,
discovery of literature, and analysis of the data were congruent responsive interac-
tional processes. This interpretative process relates to “grounded theory” as referred
by Charmaz (2005) as both a method of inquiry and the concept of inquiry. This
type of theory uses rigorous procedures when it comes to data coding, contributing
to the increase in validity of data interpretation (Glaser and Strauss 1967). More-
over, Grounded Theory is based on a concept-indicator model, which contributes
and helps to guide the conceptual coding of a number of empirical indicators. This
model ensures that there is a constant comparing of indicator to indicator and in turn
is compared to the emerging concept. In this way, the researcher has to confront
similarities, differences, and degrees of consistency of meaning between indicators,
which eventually results in a coded category. By continuing to compare indicators
to conceptual codes, these codes will eventually get the right fit until the code is
verified and saturated. The grounded theory “will be an abstraction from time, place
and people that frees the researcher from trying to get an accurate description to solve
the question. Abstraction frees the researcher from data, worry and data doubts, and
puts the focus on concepts that fit and are relevant” (Glaser 2002, p. 3).
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17.3.2 Context Alfa-College

Dutch organization Alfa-college involves refugees with refugee entrepreneur-
ship. Refugees, depending on social benefits grabbed the chance to enroll in an
entrepreneurial academy. The entrepreneurial academy gave access to the research
population. The Entrepreneurial Academy for Refugees in Groningen (EARG) was
founded by educational institutions (Alfa-college, Noorderpoort and Hanze Univer-
sity) in cooperation with the local municipality and the network of OTP (meeting
point of entrepreneurs, government, and education). This research includes the eight
Syrian male refugee entrepreneurs that wanted to cooperate with this research. They
hold temporary residence permits from 2015. They have a refugee background and
have a 5-year residence permit until 2019 or 2020. The eight Syrian refugees have
been resettled within the Dutch city of Groningen from 2015, signaling the start
of their integration process in the city (Bakker et al. 2016). The age of the partic-
ipants varied between 23 and 44 years old. None of the Syrian participants held a
degree in higher education. Three of them had their own enterprise in Syria. The
(starting) enterprises of the eight entrepreneurs include businesses in the technology
industry for three participants, the catering industry for three participants, one in the
hairdressing sector, and one in the retail industry. At the start of the Entrepreneurial
Academy in 2018, participants were dependent on social benefits and followed oblig-
atory integration courses at different institutes to learn the Dutch language. At the
end of the research, two of the eight were independent of social benefits through
incomes of entrepreneurship.

Reflections on the meetings between refugees and the ecosystem are shared with
a spoken-diary of the refugee entrepreneur. After hearing the voice-recording of the
spoken diary, the in-depth interviews and storytelling were used for retrospection
on the interactions with the ecosystems of the refugee entrepreneurs. The voice-
recordings and reflections in retrospection were conducted in 2018 and 2019. The
principal authormet the participants of the entrepreneurial academy in a public space.
Since this research focuses on capturing experiences and perceptions, open questions
were formulated to encourage respondents to share their stories in detail (Richards
2015). To give structure, a topic guide was used during the conversation to relate to
statements made during the voice

It is important to note that cross-cultural research demands a sensitive approach
due to power relations, language and translation biases, and cultural similarities and
differences (Huizinga and Van Hoven 2018, p. 313; Smith 2010). All conversations
were recordedwith consent. Recordings were transcribed and translated (fromDutch
to English) by the same researcher before the second round of proof translations were
carried out by a second researcher in order to allow rich data analysis, support rigor,
and minimize bias (Mason 2002; Silverman 2000). To maintain confidentiality, the
names used in this paper are fictional.
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17.3.3 Coding

In order to focus on concepts and construct new theory, a three-step coding process
was used to analyze the data obtained from the interviews. In the first step, open
coding, the data were broken down analytically and was ordered into several cate-
gories or themes. Several concepts and other criteria werewritten down that appeared
in the interview transcripts and voice recordings. In the second step, axial coding,
the categories constructed in the first step were interconnected. These codes were
compared and merged together into an overarching code. In the last step, selective
coding, categories, or central phenomenon(s) established in the axial coding were
used. These codes must be related directly or indirectly to the core code. By clas-
sifying the context, conditions, actions, outcomes, and interactions, a theoretical
framework was constructed showing the different relationships between the central
concept of the vital ecosystem of refugee entrepreneurs and thus was used to create
and formulate new theories (Strauss and Corbin 1990).

17.4 Stories of Entrepreneurial Journeys

The eight Syrian entrepreneurs cooperated with this research by sharing their life
storieswith practical, cultural, social, and language challenges. The participantswere
asked about experiences (data) related to theTripleHelix,QuadrupleHelix, andQuin-
tuple Helix to provide an impression of their ecosystem within the entrepreneurial
journey inGroningen, theNetherlands.Moreover, their journey iswrittenwith quotes
with storytelling as part of the journey. The stories open up newpossible identities and
(local) worlds by shifting emphasis from outsider knowledge to insider’s knowledge.
Bymeans of the vital approach, the Syrian entrepreneurs who participate in the study
provided insights into a possible vital ecosystem. With regards to the main research
question, the nature of the interactions of the eight Syrian refugee entrepreneurs
focused on processes of interaction, rather than structures.

17.4.1 Storytelling Participant Amjad (31, Technical
Engineer)

I was called up for the army, but I do not want any blood on my hands. I do not want to kill
Syrian people. I did not understand what was happening in Syria. I had to leave the country
as quickly as possible. I did not want anything to do with the war and then I went to Libya.
And then the situation got worse in Libya. As a result of many mafia and many military
people on the streets, we knew that we were not welcome as Syrians in Libya. They had
weapons and some of my friends had been killed or wounded by the enemy. I went to the
Benghazi embassy. ‘You are a Palestinian from Syria,’ they said. ‘You can only go by boat.’
I could not go back to Syria or stay in Libya anymore and then I came with a small boat with
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too many people to Greece. I survived it and then I went by car. They dropped me off on the
border of the Netherlands and Germany in Ter Apel. I knew nothing about the Netherlands,
but I did know that there are very beautiful flowers, tasty cheese and windmills.

17.4.1.1 Perception of ecosystem

We had to do the integration as quickly as possible. The teachers at integration are very
professional and they have linked me to entrepreneurship and education. I got my new
contacts from Vluchtelingenwerk and they supported me to start as a volunteer and I already
have my own not paid enterprise at the farm. When I wanted to get paid I ended up in a
complicated world of entrepreneurship, municipality, education and social benefits.

I think it is a shame how the municipality controls the processes of refugee entrepreneurs.
To start a business and have good transparent contact with the municipality about income
is very difficult. For example, I called the municipality. I got a part-time assignment as an
entrepreneur in mechanics. Someone asked me to do renovations in his own house and he
wants to pay me money every day. You have to pass the money on to the municipality. The
municipality is going to deduct the money. I want to give my free time to earn money and
learn how to do business, but they encourage me to sit at home and wait. If I would do it
next time as a part-time entrepreneur who also studies part-time, I have to hand in all the
money. They do not have a clear system. I am going to do business temporarily besides my
study, which is financially impossible. The municipality wants me to work, but they do not
give me the time and rewardings. I cannot combine both.

If I stop my studies and work for my own company I receive a lot of work one month
and receive nothing the next. I have asked myself the question: How should I put bread
on the table for my daughters? Then I leave the benefits and in two months I have almost
nothing at all. And once again I am in the process of payments and I have too much stress.
They have made it difficult for me to earn money and I have many questions for the system
about entrepreneurship. It feels likeGroningen is a very high-developed bureaucratic system,
they have so many procedures that they forget to see and talk to the people for themselves,
there is more customization. It is difficult for them to look outside the bureaucracy.

17.4.2 Storytelling Kazem (26, Tech-Consultancy)

I was twenty years old. Following education, having family, friends, car, work and just
started to make my own business. Everything I need to put my stamp in the world. But in
2011 the civil war came. And in 2014, after three years of living in a war, nothing changed.
I saw people dying for no reason every day. Daily I saw friends of mine joining the army
or travelling to keep themselves safe. From that point I asked myself: Who is going to be
next? I stopped my business and I said goodbye to my close friends and family and went
from Syria to Lebanon and from Lebanon to Libya. I had a plan, but when you are in the
middle of the sea, it is different. When you do not have anything that can give you any hope.
People had new hope around me and we are going to stay alive. Indeed, an army, a big ship
has come and they rescued us. In that moment I realized that this was not the end and I have
something to give to this world.

My possibilities as a person, as a millennial and as an entrepreneur, came alive again. I am
taking English lessons. I am able to do something. Where are the countries that I am able
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to do something of value? The Netherlands was one of these countries and I was so stoked
about it. I remember that I took the train from Italy to Amsterdam.When I introduced myself
and talked to people they liked me as a person. But that moment when they started asking:
where do you come from? The moment of truth. Proudly I would say I am Syrian. But they
go like: ‘keep a distance.’

And I asked myself: Will I stay in a society that is generalizing me or rejecting me? I am
able to show the value that I am able to add something to the country. Because I am thankful
for the second chance I have. Now I am building my own business, my tech-consultancy. I
am going to show that I can contribute to this nation with my entrepreneurial passion. I am
looking forward.

17.4.2.1 Perception of Ecosystem

I did not get any support from the local government. I don’t even know if they knew that I
started my enterprise in January 2018. They never kept in contact with me and as far as I
know they did not have any information about me or my income. So there was no provided
support of them at all. Even in my direct surroundings there was not much help. Also, I
got no support from the educational institutions. For example, we attended workshops and
training at the entrepreneurial academy, but it is not especially given for us, but for other
people who do not know how to start their own businesses.

The information that I got was from my own experiences and from my own study. Other
entrepreneurs in my network with a successful refugee entrepreneurship background. They
helped me. They helped me with several questions but other than that I did not get any help
from institutions.

17.4.3 Storytelling Mohammed (25, Catering Industry)

I have finished high school in my own country and later studied marketing. I had no choice
but to leave my country due to the unsafe situation in Syria. I came to Egypt and that’s where
I startedmy first venture withmy brother. I started a successful cigarette business. But I could
not stay and I went to Libya. Eventually I managed to travel to Sicily by crossing the sea on
an overcrowded boat with 250 others, and later I traveled from Italy to the Netherlands and I
ended up in Ter Apel in the asylum centre. I could not speak Dutch at the start of my arrival.
My glasses broke. My sight is -17 and nobody could help me. I wanted to hide myself and I
became depressed. But I maintained the vision that I should never stop looking at my future.
Whether I die here or die in Libya or on the sea or dying inside myself in Europe. I want to
be successful.

17.4.3.1 Perception of Ecosystem

After the Asylum refugee centres I started working on the Dutch language and I dare to ask
questions again. I dare to make mistakes and by learning I dare to explain my ideas for my
enterprise again. Without knowing the language you have nothing. You are nothing without
the language. With the language you can communicate and share information with other
people. I am going to be famous through my entrepreneurship. My wife also says you will
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be famous and I found networks that are so kind to me. While being in the Netherlands I
got the opportunity to study the Dutch language and be part of a new program for starting
entrepreneurs called the entrepreneurial academy. I started working with the Dutch language
and I have gained more confidence in myself since I started doing business. I am not afraid
to go outside and have open conversations.

I would like to stop the benefits that I receive from the government. The government helped
me to stand on my own feet. They provided me with a loan for a study and social bene-
fits. But I do not feel comfortable relying on the government for too long. Regarding the
entrepreneurship project, I am very positive and have only had positive experiences. Educa-
tion gave me books and workshops and papers. That is interesting. They also gave me a new
network that allowed me to get to know other entrepreneurs during workshops. I was also
given a coach at the entrepreneurial academy, someone who told me immediately what I had
to do or should not do. The coach is going to fix it for me. He has given me information
about how things work, how to sell things, the customer needs. The information my coach
has given me made me strong and feel well. I listen to my advisors.

In addition to the entrepreneurship project, I also followed a study. There was little support
from this education to help me with my entrepreneurship and school challenges. About my
mentor I can say he brought me down, a mentor is very important but he was not supportive
when I made mistakes. I have the feeling that they did not help me. The municipality wanted
me to start a study, but I want to be my own boss. I want to work independently. I work
hard to get out of the benefits. The PTO trajectory (part-time entrepreneurship, part of the
municipality) gave me explanations about the municipality and income, and lots of infor-
mation about finances, being a freelancer, advisor, explaining problems that entrepreneurs
encounter. At the moment I am doing volunteer work, something that the municipality is
forcing me to do I do not feel good, because my ideas enterprise is not accepted after years.

17.4.4 Storytelling Adib (42, Mechanical Engineer)

I was an entrepreneur in Syria as an engineer in mechanics.We decided to leave in themiddle
of the war in 2015. We left everything behind us, the culture, the house, everything. You
leave what you have built up in your life and you start again from zero with a new house,
work and people. In Syria I sent a letter to 20 embassies and many churches and told them
about my family and our situation and the war in Damascus. Replies were like, if you come
to us we can give you a place to stay, but we cannot give you a visa. I decided to make the
crossing to Turkey with my family. But my wife and my two youngest children went back
to Syria, back to the war, because the boat trip was not okay for them. That was very painful
for me. The most dangerous place was waiting at the sea between Turkey and Greece. But
luckily me and my son survived and eventually arrived in the Netherlands. After staying in
the AZC we got a house and our family was reunited. When we were at the asylum refugee
centre in the Netherlands I got an idea of a new invention for windows and combining this
invention with a patent and a new venture.

17.4.4.1 Perception of Eosystem

There were 4 people from the municipality of Groningen who saw my presentation, one
woman came tome and askedmewhat I was waiting for. I made a prototype for my invention
and a man from the municipality came to my house to make a business plan. I have applied
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for a loan of 20,000 euros. The municipality was very enthusiastic about my idea and sent
it for approval to their partners from the entrepreneurship department, who were also very
enthusiastic. But finally I was rejected for the large loan and received a message of feedback
with 23 pages. I did not understand how to handle this feedback, but the entrepreneurial
academy has helped me further, I got a coach and together we made a plan. I later came in
contact with part-time entrepreneurship. Without the entrepreneurial academy I would not
have known that part-time entrepreneurship trajectories existed. Education has linked me
with the entrepreneurial academy. You can see my environment as stones in a wild river
connected to each other with the help of others. I also got support from my family. My
son makes a website, my friends give me advice on patents and translate formal letters into
correct Dutch. My friend also wrote business letters. That is how my network has helped me
further. But I am not content with the reaction of my own municipality. The municipality
should collaborate more with other municipalities so every refugee in the Netherlands will
get the same treatment of a municipality.

17.4.5 Storytelling Nazim (25, Catering Industry)

Building a network is difficult. When I was in Syria I could very easily start an enterprise.
Of course my network was there, but also with the law there was only one autograph needed.
In Syria I knew almost everyone in my neighbourhood. It was easy for me to network.

Dealing with doubt and uncertainties is what I learned in the Netherlands. You must be able
to guide yourself well. You cannot master everything, but before you start you have to think
carefully.

17.4.5.1 Perception of Ecosystem

Writing a business plan was very hard for me. Eventually my coach helped me with this
entrepreneurial plan. I am both positive and negative about the role of the municipality,
education and other entrepreneurs. First I got the benefit and I got a bigger network because
I shared my plans. I didn’t get much help from the municipality. They promised me a coach,
but he didn’t do anything for me. And after that I received extra education, this was half and
half. I then met an entrepreneur and I met him twice, but we did not understand each other.
Now I don’t get in touch with the dutch entrepreneurs.

Iwas out of benefits by nowandworked a lot. I have accumulated debtswith the entrepreneur-
ship department of themunicipality. I started positively and saw that thereweremany options.
But in the end I am worse off. I now get married and focus on work and then I hope to make
time for my dream of being a successful entrepreneur again.

17.4.6 Storytelling Nour (32, Hairdresser)

I was self-employed in my own country. They could hire me as a violinist or pianist and I
gave concerts. In addition, I was hired as a sound technician. When the war started, I lost
family and I started to walk away from my country. I walked for 18 nights to Turkey. I was
21 years old, alone and disappointed in life. I had no choice, but I had to continue. That was
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very stressful. I wanted to stay in Turkey, but Turkey was not a good place for Kurds. I had
no plans to come to the Netherlands, it did not matter where I was as long as I was safe.

17.4.6.1 Perception of Ecosystem

In the Netherlands I thought life would be better. But I did not feel well. I also did not learn
to speak the language in the asylum center. It is a small place and I was just sleeping and
eating. I was eager to work and I started with a non-profit barbershop and after a few months
I had a lot of work and friends and became the barber of the refugee centre.

I got to know the rules in the Netherlands. First I just wanted to do a study. I still needed a
conservatory entrance exam. Then I want to go back to the municipality to ask permission
for an enterprise. Unfortunately, the municipality did not give permission to study. This was
disappointing. Then I immediately searched for a job as a barber. After one year I went to
the KVK, Chamber of Commerce to start my own barbershop. I have poor contact with other
entrepreneurs in my industry. I find it difficult that so many other entrepreneurs are trying to
keep you small. People threatened me when I started my barbershop in Groningen.

17.4.7 Storytelling Anas (25, Retail Industry)

I come from the city Damascus. I was a serious young man and people advised me to start
for myself, because I am well organized and a good communicator. I have a huge network,
but not much experience. I witnessed some big deals and started my first partnership with
influential people from Turkey, China, Syria and Jordan. But then the war came.

17.4.7.1 Perception of Ecosystem

When I could not go further into Europe, I started my business in Turkey. I saw how they
negotiated with big businesses. I witnessed some big deals. Seeing deals in real life is like
a university on the street. I longed for freedom when I came to the Netherlands. Through
the problems I experienced in Syria I had a lot of stress. Also, I had a lack of knowledge of
the Dutch language. By learning the language I started to speak about my dreams, dreaming
of a better future. However, I have already worked with many great entrepreneurs all over
the world. I maintained my contacts and wanted to go further with entrepreneurship in the
Netherlands. In Entrepreneurship I experience freedom, joy and a way of life.

I spent three months doing an entrepreneurship trajectory at the municipality. My experience
with hundreds of wise people was educational and useful. Although I didn’t immediately
get the opportunity to start the company. Education mainly consisted of workshops and
providing extra information. The entrepreneurs I met were able to help me and shared their
experiences with me.
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17.4.8 Storytelling Ayoub (25, Catering Industry)

Thewar inSyria brokemyheart andmydreams. Iwas already inmy fourth year of economics.
I also had a business in my own country selling smartphones. Three and a half years ago I
arrived in the Netherlands. I experienced that there were not many job opportunities. So I
started with my own enterprise with the dream of a successful enterprise so that I can take
care of my family and ask for the whole family to reunite so that they can also come here
and work in my new enterprise.

Not all people can be entrepreneurs. You have to be strategic and responsible. I am a risk
taker and it brought me where I want to be. I have already set up a consultancy company for
coaching and a catering company with parties. I try to fully commit myself.

17.4.8.1 Perception of Ecosystem

I was one of the first refugees from the civil war in Syria who took refugee training at
the municipality to follow a training to start a new company. I have followed workshops
and trainings, all from the municipality. I also gained knowledge in the entrepreneurship
processes by just starting an enterprise and experienced different challenges. In the beginning
my Dutch was not good and I could not understand the workshops and the rules. When my
Dutch got better, I understood a lot about the permits and how to negotiate and to whom I
can go to ask my questions.

I started cooperatingwith the government and other entrepreneurs when I startedmy catering
enterprise. I find it especially difficult to understand the communication betweengovernment,
education and entrepreneurs. I do not know exactly how things are now, but in the last few
years every organization (government, entrepreneurs, education) have provided its training
and guidance. There was hardly any communication between these organizations. I find
that really difficult. At the moment I do not know if I do have good contacts with these
organizations.

17.5 Becomings (Discussion)

This article started with the following research question: What is the nature of the
interactions of the refugee entrepreneurs in Groningen as input for discussion for
creating a vital ecosystem for Syrian refugee entrepreneurs? While listening to and
coding the journeys of the refugees, a main interaction with the triple helix seems
to end up in a kind of liminality (Turner 1974). The data often speaks of words like
‘no support,’ ‘difficult,’ ‘almost no contacts,’ ‘no help,’ ‘rejected,’ ‘not accepted,’
‘depicted as a refugee,’ ‘not belonging,’ and ‘dependent,’ During the interviews,
often the term waiting came to the fore. This became apparent in different contexts.
Being in a liminal position and waiting seems to be two sides of the same coin.

In the context of interactionwith the TripleHelix, QuadrupleHelix, andQuintuple
Helix, the concept of liminality a leading theme. The concept of liminality has been
addressed by Turner (1974) and more recently by Bigger (2015). Turner (1974)
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Table 17.1 Coding of Subthemes

Subthemes Controversy

Great expectations Political goals versus daily practices of
bureaucracy

Entrepreneurship as the Holy Grail Entrepeneurship is fun versus daily practice

We are experienced Using knowledge of (un) successful refugee
entrepreneurs versus one size fits all approach

Old networks and the development of new
networks

Where is success versus where do I start?

states that thresholds are breaking points between disintegration and integration,
between disbelonging or belonging and between processes of disconnectedness, re-
connectedness, and connectedness. The outcomes of this research agree with the
research findings of Bigger (2015). Bigger (2015) also found processes of liminality
regarding the local municipality stimulating entrepreneurship for migrants. Through
selective coding, the following four subthemes are formulated (Table 17.1).

17.5.1 Great Expectations

The name of the first complex theme is borrowed from the novel Great Expectations
by Charles Dickens (1860). The work can be seen as a critique of Victorian society.
Likewise, the stories present here reflect a similar vein. Throughout the stories it
appears that the local government has “high expectations” from the group of refugees;
however, there remains a question as to whether this is fair and realistic. The welfare
system has intrinsic intents to steer, control and foster contradictory forces. Amjad
indicates in his story that “it is a shame how the municipality controls the processes
of refugee entrepreneurs.” He adds to this that he lives in “a very high-developed
bureaucratic system.” While the politics and policymakers are still exploring how to
support refugees and refugee entrepreneurship, it seems perceptions of support (or
lack thereof) are already at play.

17.5.2 Entrepreneurship as the Holy Grail

Current forces in society praise entrepreneurship as if it is the Holy Grail.
Entrepreneurship for refugees becomes easily associated with fun, urban culture,
hip neighborhoods, festivals, so-called “hackertons” and competitions. However,
entrepreneurship is a highly complex endeavor that involves skills, timing, knowl-
edge, and contacts. The Social–Cultural Plan (2018) has researched in 2018, social
contacts, finances, and language skills from Syrian refugees which are experienced
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as insufficient from the refugees’ perspectives. Mohammed states in his story that he
wants to be famous by saying “I am going to be famous through my enterprise. My
wife loves me, everyone loves me.” His strong ties state that he is already famous by
starting this enterprise.While being in theNetherlands he got the opportunity to study
and to do voluntary work, but all he wants to do is start an enterprise: “At the moment
I am doing volunteer work, something that the municipality is forcing me to do. I do
not feel good doing voluntary work, because I do not have time for my businessplan
and my business ideas are not accepted by municipality, I want to prove myself.”
A discussion is elaborated in great expectations of himself as an entrepreneur in
combination with a governmental and educational process of searching that puts him
in a rather liminal position.

17.5.3 We Are Experienced

Politicians and others involved in refugee policy can use experiences and knowledge
from successful and not successful refugee entrepreneurs to develop policies and
practices for new ecosystems. The stories from this chapter reflect particular experi-
ences from refugee entrepreneurs. These stories are intrinsically different than other
starting entrepreneurs such as student starters. In the interaction Quintuple Helix,
old (Arabic) networks, Dutch language, lack of tacit knowledge, and uncertainty are
experienced by the Syrian refugee entrepreneurs. Regarding policies for enhancing
entrepreneurship among refugees, a “one size fits all” approach seems inappropriate.

17.5.4 Old Networks and the Development of New Networks

Vital ecosystems are made up of open functional networks (Feld 2012). Stories of
the refugees show that refugees often function within not so efficient networks.
Refugees easily end up in dysfunctional networks and spend time and energy on
these networks. While the intentions of the networks are often good, the use of the
entrepreneurial refugee is debatable. These obstacles include the interactions with
governmental institutions and the administration of income and tax-reports. This
research concerning the perception of Syrian refugee entrepreneurs to the surround-
ings has confirmed the findings of the research of SCP (2018), according to which
there is a context of refugees integrating with components such as the disconnect-
edness of the individual with their social network, struggling to speak the language,
and personal and social emergence to become independent of social benefits (Rae
2004).

Concluding the chapter, the data show that refugee entrepreneurs easily end up
in a liminal position. The ecosystem conceptualized through a Quintuple Helix
should facilitate the process to integrate refugee entrepreneurs into the local society.
New methods are needed to make this happen; the method used here might be
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well fueled by ‘untidiness’ and ‘hospitality’ in order to envision strategic part-
nerships and arrangements of social life (Veijola et al. 2014). In addressing the
call for refugee entrepreneurship theorizing in cross-border migration research, we
utilized a grounded approach to better understand the subjective experiences of
Syrian entrepreneurs. Through narrative perspectives, it is indicated that a grounded
approach with the interaction between refugee entrepreneurs and local governments,
educational institutions, civil society, and the natural environment is a viable and
complementary way to address contextual challenges and the discussion for a vital
ecosystem for refugee entrepreneurs.

Acknowledgements In addressing the call for refugee entrepreneurship theorizing in cross-border
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Chapter 18
The Importance of Political
and Economic Institutions
to the Decisions of International Migrants
to Return to Their Home Countries

Ngoc Thi Minh Tran, Michael P. Cameron, and Jacques Poot

18.1 Introduction

The global prevalence of international migration has generated a wide range of
impacts, positively and negatively, on the development of every pair of recipient
and source countries. These impacts have demographic, cultural, social, economic
and political features. Therefore, encouraging and conducting research to understand
thoroughly what shapes international migration decisions has been a key objective
of researchers, policymakers and politicians in the effort to govern migration flows
to meet specific development concerns of both receiving and sending countries.
Economists have suggested a wide range of determinants of migration, including
economic, demographic and institutional factors. Especially the importance of polit-
ical and economic institutions has been recently underscored not only as being funda-
mental to economic growth and development prospects but also as a rigorous driver
of the spatial movement decisions of people.
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The attention paid to the quality of institutions as a factor that matters for deci-
sions regarding migration was already rooted in the push–pull theory of Lee (1966).
However, it was not until the 2000s that the interplay between institutional quality
andmigration became a separate research agenda, attracting the interest of academia.
In recent years, researchers have empirically shown that countries with good institu-
tional quality may bemore attractive to immigrants, i.e. the pull mechanism is at play
in those countries. On the other hand, countries with bad institutions are more likely
to generate incentives for emigration, i.e. the push mechanism is at play in those
countries. The lesson learnt from these findings is that favourable economic institu-
tions and sound political institutions are essential for building and sustaining human
resources for economic growth and development. This is important to both developed
and developing countries. For developing countries, institutional reforms are clearly
essential to stem brain drain and encourage return migration for development.

Although interest in this research area has been growing and the extant contribu-
tions of researchers are already helpful to formulate migration-assisted development
policies, our understanding of the role of institutions in migration decisions is still
limited. In the current chapter, we review the extant literature on institutions as deter-
minants of migration decisions of international migrants and suggest some areas for
future research to widen and deepen our knowledge in this research area. We also
illustrate further key aspects of this body of literature by means of a novel case study
conducted by Tran et al. (2019), which investigates the role of institutions at the
local level to the locational choices of Vietnamese return migrants. Given that the
current state of our knowledge of the influence of institutions on onward migration
remains limited, this study enriches the literature by providing empirical evidence
that institutional quality in the home country also matters for the most important type
of onward migration, i.e. return migration. The combination of the comprehensive
literature review and the case study makes the current book chapter a self-contained
and complete resource for research and teaching purposes. The remainder of this
chapter is organized as follows. Section 18.2 assembles important definitions and
typologies of institutions and describes different measures of institutional quality
conventionally used in studies of international migration. Section 18.3 reviews the
theoretical and empirical literature on the importance of political and economic insti-
tutions to international migration decisions. Section 18.4 then elaborates on these
findings by means of the novel case study. Section 18.5 concludes.

18.2 Institutions—Definition, Classification,
and Measurement

Economists are among scholars of a wide array of social sciences, including
geography, philosophy, politics and sociology, who integrate institutional analysis
into their academic disciplines. Veblen (1919, p. 239), a founder of institutional
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economics, defined institutions as “settled habits of thought common to the gener-
ality of men”. According to North (1990, p. 3), the most influential author of the
new institutional approach to economics, “Institutions are the rules of the game in
a society or, more formally, are the humanly devised constraints that shape human
interaction”. He also emphasized that the implications of institutions encompass
political, economic and social interactions.

North (1991) classified institutions into formal rules and informal constraints. The
former type includes constitutions, laws and property rights; the latter comprises
sanctions, taboos, customs, traditions and codes of conduct. Subsequent discus-
sions on institutions have offered distinctions between agent-sensitive and agent-
insensitive institutions (Hodgson 2006), or between coordinating devices and regu-
lating conflict institutions (Vatn 2006). Rodrik and Subramanian (2003) suggested, in
a study on institutional quality as a ‘deep determinant’ of income, four types of insti-
tutions called market-creating, market-regulating, market-stabilizing and market-
legitimizing institutions. When studying the relationship between institutions and
long-run economic growth, Acemoglu et al. (2005) distinguished between economic
and political institutions. Economic institutions refer to property rights and market
structure, which are of significant importance to the economic performance of, and
resource distribution, within an economy. Political institutions are made up of polit-
ical constraints and political incentives, such as the form of government and the
extent of constraints on politicians. Political institutions, by means of generating
institutional political power, determine economic institutions. Baudassé et al. (2018)
synthesized a two-level typology of institutions. The first level extends the typology
of Acemoglu et al. (2005) to also include social institutions, which at the second level
can be either formal or informal. The additional social institutions in this typology
resemble the market-legitimizing institutions proposed by Rodrik and Subramanian
(2003), namely those that provide social protection, insurance and redistribution.

Although the concept of institutions is of pivotal importance to the institutional
approach, institutions are in essence ambiguous with respect to definition and clas-
sification, and only observable indirectly. Hence, numerous measures, either as a
single index or as a set of indicators, have been developed to quantify the quality
of the various types of institutions. In this section, we describe some conventional
measures employed by authors who have investigated the interconnection between
institutions and migration.

The quality of political institutions may be captured by the conditions of political
and civil rights, political regimes, political stability, governance quality and corrup-
tion prevalence. The conditions of political and civil rights have been assessed and
reported by Freedom House in the Freedom in the World report,1 where a country or
territory is rated on two dimensions—political rights and civil liberties—by a rating
running from one (the most free) to seven (the least free). Based on the average
ratings of the two dimensions, Freedom House classifies each country or territory
into three categories of freedom status: Free; Partly Free; or Not Free. The Polity IV

1https://freedomhouse.org/report-types/freedom-world.

https://freedomhouse.org/report-types/freedom-world
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Project2 provides a database of cross-country indicators of democratic and autocratic
patterns of authority and regime changes. The most commonly used variable in the
database is theRevisedCombined Polity Score that ranges from+10 (strongly demo-
cratic) to−10 (strongly autocratic). TheDatabase of Political Institutions (Keefer and
Stasavage 2003) is a source of indicators that has been widely used in comparative
studies on political economy and political institutions. This database covers institu-
tional and electoral results data for roughly 180 countries. Political stability is gauged
by the political risk rating available in the International Country Risk Guide (ICRG)
database.3 The ICRG assesses political stability across countries and produces a
political risk rating. Risk points and weights assigned to political risk components
are such that higher points representing lower risk, namely better conditions. The
political risk components include government stability, socio-economic conditions,
investment profile, internal conflict, external conflict, corruption, military influence
in politics, religious tensions, law and order, ethnic tensions, democratic account-
ability and bureaucracy quality. Governance quality is quantified by the Worldwide
Governance Indicators (WGI), which were developed by Kaufmann et al. (1999)
to reflect six broad dimensions of governance at the country level, namely: Voice
and Accountability; Political Stability and Absence of Violence/Terrorism; Govern-
ment Effectiveness; Regulatory Quality; Rule of Law; and Control of Corruption.
Each indicator is measured in units of a standard normal distribution running from
approximately−2.5 to 2.5, and in percentile rank terms ranging from 0 to 100, with
higher values corresponding to better governance. Corruption is also a proxy for
the quality of political institutions and governance (see e.g. Ahmed 2013; Rowlands
1999). Corruption indices are available in the WGI dataset, the ICRG database and
the Corruption Perceptions Index (CPI) reports. The CPI reported by Transparency
International4 has been widely credited as a measure that reflects the views of people
in a country on its level of public sector corruption.While the ICRG corruption index
ranges from a scale of 0 (high corruption) to 6 (low corruption), the CPI runs from
a scale of 0 (highly corrupt) to 100 (very clean).

Economic freedom has been a conventional proxy for economic institutions. The
Economic Freedom of the World index (EFW) compiled by the Fraser Institute5

is one of the most influential and widely used measures of economic freedom. The
EFWquantifies the consistency of a country’s institutions and policieswith economic
freedom in five major areas, including size of government, legal system and security
of property rights, soundmoney, freedom to trade internationally and regulation. This
index is placed on a scale from0 to 10,with higher scores representing a higher degree
of freedom. The Index of Economic Freedom (IEF) by the Heritage Foundation6 has
been recognized as an innovative barometer of economic freedom in 186 countries.
The IEF covers 12 constituent areas, which are grouped into four broad pillars: rule of

2http://www.systemicpeace.org/inscrdata.html.
3http://www.prsgroup.com/about-us/our-two-methodologies/icrg.
4https://www.transparency.org/cpi.
5https://www.fraserinstitute.org/.
6https://www.heritage.org/index/.

http://www.systemicpeace.org/inscrdata.html
http://www.prsgroup.com/about-us/our-two-methodologies/icrg
https://www.transparency.org/cpi
https://www.fraserinstitute.org/
https://www.heritage.org/index/


18 The Importance of Political and Economic Institutions … 407

law (property rights, government integrity, judicial effectiveness); government size
(government spending, tax burden, fiscal health); regulatory efficiency (business
freedom, labour freedom, monetary freedom); and open markets (trade freedom,
investment freedom, financial freedom). Each component is graded on a scale from
0 to 100, with higher scores also corresponding to a higher degree of freedom.

From the preceding, we conclude that the quality of political and economic insti-
tutions is a complex concept and that there have been many initiatives to capture
the quality of institutions by means of a range of, sometimes partially overlapping,
indicators. In the following section, we review why and how institutions matter for
migration decisions. We also discuss the indicators of institutional quality that have
been used to empirically verify the relationship between migration and institutions.

18.3 The Importance of Institutions to Migration Decisions
of International Migrants

18.3.1 Theories of Institutions as Determinants
of International Migration

Economic analyses of the motivations for international (and internal) migration have
been mostly developed within the framework of migration as human capital invest-
ment instituted by Sjaastad (1962). Decision-makers in the classic model of Sjaastad
are rational in that they act to maximize utility and, given that more income yields
greater utility, are driven by spatial differences inwages. Although themodel remains
fundamental to modern economic theories of migration, it oversimplifies the migra-
tion process by focusing narrowly on pecuniary factors related to the labour market
as the sole determinants of migration. Hence, researchers have been refining and
extending this early basic model, by incorporating inter alia the quality of political
institutions as a predictor of migration decisions in the static human capital model
of international migration. The idea of accounting for contextual factors pertaining
to pairs of origin and destination countries in explaining migration flows stems from
the push–pull theory of Lee (1966). In terms of economic modelling of international
migration, the role of institutions was first documented in the study of Borjas (1989),
who attributed the non-random selection of immigrants to economic and political
conditions.

Migration in the static human capital model is determined by exogenous wages
and other factors, such as the economic costs of migration, immigration policy, self-
selection, income inequality, credit and poverty constraints, unemployment, taxes
and social insurance and political institutions (see Bodvarsson et al. 2015 for a
survey). To capture the effect of institutions, Hatton andWilliamson (2011) included
compensating differentials or non-economic costs of migration, representing the
non-economic preference of a potential migrant for the origin country. If institutional
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quality in the origin country is worse than that in the destination country, the compen-
sating differential in the destination country could be negative, thereby increasing
the utility of migration. Isolating the influence of wages, economic costs and insti-
tutions, migration decisions depend on the utility gained from the after-tax wage
increase (purchasing power corrected) in the destination country compared with the
origin country, net of economic costs of migration and preference for non-pecuniary
attributes that include amenities and the quality of institutions.

In the static human capitalmodel, potentialmigrants are assumed tomake only one
permanent migration decision. However, migration is a process, rather than a single
decision, and has a temporal dimension. More specifically, migrants may repeatedly
engage in re-emigration to another country or return migration to their home country.
Therefore,migration ismore appropriately analysed in a dynamic framework.Within
the dynamic framework, researchers have suggested various individualistic motiva-
tions for return migration, which can be distinguished into four main views: (i) return
as a failure, i.e. a corrective move after outcomes were not as anticipated; (ii) pref-
erence for consumption in the home country, that can be satisfied by post-migration
accumulated wealth; (iii) achieving savings goals in the host country and returning
home to invest; and (iv) human capital accumulation in the host country (see e.g.
Cassarino 2004; OECD 2008 for surveys). However, return migration decisions are
unlikely to be exclusively driven by these individualistic motivations, independent
of the contextual conditions, i.e. the social, economic and institutional factors in the
host and home countries. The structural approach to return migration emphasizes the
contextual forces that act as pull and/or push factors influencing return decisions. As
argued by Cerase (1974), economic forces that push migrants to return, as well as the
problems they face re-adapting to the home country, are crucial in explaining repa-
triation. Gmelch (1980) underscored the stronger effect of pull factors in the home
country relative to push factors in the host country on return decisions. Contextual
factors in the home country provide signals that allow prospective returnees to predict
their post-repatriation future and such factors will, therefore, guide return decisions.
Dustmann and Görlach (2016) accentuated the importance of home country circum-
stances in the economic modelling of temporary migration. They suggested that
home country circumstances shape return plans, and thereby alter the behaviours of
migrants in the host country. Thus, the quality of economic and political institutions,
along with other circumstances in the host and home countries, can be expected to
affect the migration decisions of return migrants.
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18.3.2 Empirical Review on Institutions as Determinants
of International Migration

18.3.2.1 Political Institutions

As discussed previously, various measures can be used as proxies for political insti-
tutions. This abundance provides flexibility to researchers in choosing the measures
that best fit their research objectives and conceptual framework. Bergh et al. (2015)
and Ariu et al. (2016) employed various indicators of governance to capture the
quality of political institutions. Bergh et al. (2015) argued that institutional quality,
rather than income level, is the appropriate proxy for push and pull factors influencing
migration. To support their argument, they fitted a gravity model where the depen-
dent variable was the bilateral migration flows between 192 country pairs for the
period 1990–2010, and the independent variables of interest were the six governance
indicators from the WGI dataset. Their analysis revealed that institutional quality in
the home country, conditional on poverty levels, affects migration as a push factor.
Notably, for most of the WGI dimensions, the push effect of bad institutions in the
home country is greater than the pull effect of good institutions in the host country.

Ariu et al. (2016) studied the effect of governance in both the home and host
countries on the net and gross flows of migrants by education levels, in 195 countries
observed between 1999 and 2000. In their study, governance was indexed by the
six individual WGI dimensions and by the standardized first principal component
generated from Principal Component Analysis of the six dimensions. The net flows
of migrants were simply the differences between inflows and outflows. Their random
utility model analysis showed that better governance had a significant positive influ-
ence on the net flows of high-skilled migrants. To identify the push and/or pull
effects, the authors examined the impact of governance in the sending and receiving
countries on the gross flows of migrants separately, and found that the push and pull
effects were simultaneously at play. High-skilled migrants were more likely to be
steered away from countries with worse governance and pulled towards those with
better governance. However, with respect to low-skilled migrants, the push effect
still matters for them but the pull effect was statistically insignificant. This finding
is consistent with the main findings of Bergh et al. (2015).

Instead of looking at all the dimensions of governance, some researchers have been
specifically interested in corruption as a strong signal of defective governance, or
more generally of bad political institutions in home countries. Although researchers
have provided different insights into the link between corruption and migration, they
have generally agreed that corruption is a push factor that lowers the net present
value of living in the home country relative to the host country. Rowlands (1999)
argued that governance affects migration directly by facilitating or restricting the
ability to emigrate through administrative formalities, and indirectly by altering the
incentives to leave. His 1990 cross-sectional analysis examined the emigration rate
from 58 low- and middle-income countries to a range of wealthier countries. He
employed the corruption index that originated from the ICRG database as a narrow
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measure of governance, and the civil rights index by Freedom House to represent
a wider concept of governance. These indices were included in the cross-sectional
regressions, separately and simultaneously. The estimations using the ordinary least
squares (OLS) estimator suggested that corruption had a significantly negative influ-
ence on emigration. This may seem surprising, but the estimated net effect is depen-
dent on the relative strength of the direct and indirect effects. When corruption is a
prevalent problem, the direct effect that restricts emigration outweighs the indirect
effect that encourages exit. As a result, the emigration rate increases in association
with improvement in governance. This result was robust to the inclusion of the civil
rights index. However, in both cases, the relationship between the emigration rate
and institutional quality was nonlinear.

Dimant et al. (2013) argued that corruption tends to erode the returns to education
by decelerating economic growth, aggravating unemployment, deepening inequality
and hindering social advancement. They hypothesized that corruption is a strong push
factor that particularly matters for skilled migrants. They tested their hypothesis by
examining the impact of corruption, measured by the corruption index from the
ICRG database, on the migration rate for 111 countries between 1985 and 2000.
They found that corruption had a significantly positive effect on skilled migration,
and the effect was robust to the choice between the pooled OLS and fixed-effects
estimators. According to Poprawe (2015), corruption is a push factor of migration
because it is associated with worsening economic conditions, spreading insecurity
and lowering the quality of life. Their results, estimated from a gravity equation
using a dataset of bilateral migration stocks for 230 countries in 2000, suggested that
corruption, primarily measured by the CPI, encouraged emigration and discouraged
immigration. These results remained robust to alternative measures of corruption.
Cooray and Schneider (2016) investigated a dataset on emigration rates covering 20
OECD host countries by 115 home countries between 1995 and 2000. Their panel
analysis established that corruption,measured by theCPI or the indices from theWGI
dataset and the ICRG database, was associated with higher levels of emigration.
While the effect was linear for highly educated migrants, the emigration rate of
individuals with medium and low levels of education increased when corruption was
less of a problem and started to decrease beyond a threshold.

Other papers underline the importance of political and civil rights, political
regimes and political stability in migration decisions. Solimano (2005) regressed the
netmigration rate of Argentina for thewhole twentieth century on the democratic and
autocratic patterns of authority in receiving countries. The regression results provide
evidence that migrants are not attracted to host countries with totalitarian regimes.
Bertocchi and Strozzi (2008) studied the determinants of the immigration rate in
14 developed countries for the 1870–1910 period, with special attention paid to the
role of the political environment, i.e. political institutions and migration policies.
To gauge the quality of political institutions, they used two indicators, including the
index of democracy from the Polity IV database and the index of suffrage, measured
as the fraction of registered voters in the total population. The coefficients associated
with these indices were both significantly positive, revealing that better quality of
political institutions acts as a pull factor.
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Hatton andWilliamson (2011) estimated the impact of political institutions in the
source country on the emigration rate to the United States from 62 source countries
in the 1970s. They employed the indicators by FreedomHouse, and the authoritarian
index and years of political transition from the Polity IV database, to capture the
quality of political institutions and political stability. Two out of these three proxies
had statistically significant effects. Countrieswith a higher degree of freedom in terms
of civil rights had less emigration. Political transitions, i.e. less political stability,
encouraged emigration. Dutta and Roy (2011) asked whether political stability,
indexed by different political risk indicators from the ICRG database, matters for
migration. Using the dataset on the emigration rate for skilled workers from 118
home countries to six OECD countries between 1895 and 2003, they found that polit-
ical instability exerted a push effect on the skilled labour force. More specifically,
greater political risk, reflected by worsening government stability, socio-economic
conditions, investment profile, democratic accountability, internal conflict and ethnic
tensions, increases emigration.

Finally, Karemera et al. (2000) and Vogler and Rotte (2000) are two studies that
used the political rights and the civil liberties indices by Freedom House as their
preferred measures of political institutions. The former studied the role of domestic
political, economic and social factors on the propensity to migrate to Canada and
the United States from 70 home countries during the period from 1976 to 1986. The
latter investigated migration to Germany from 86 Asian and African countries from
1981 to 1995. Both studies concluded that restricted freedom in the home country
hinders migration or, putting it differently, more freedom facilitates migration.

18.3.2.2 Economic Institutions

A smaller number of papers have focused on the role that economic institutions
play in guiding migration. Melkumian (2009) developed a gravity model to include
contextual characteristics of pairs of source and destination countries, with special
focus given to economic freedom in the source country. The IEF was used to gauge
the degree of economic freedom. The empirical results, based on a balanced panel
of data on stocks of the foreign-born in the United States from 101 source countries
from 1996 to 2000, showed that the lower the degree of economic freedom in the
source country, the higher the migration to the United States. Accordingly, Melku-
mian concluded that bad economic institutions in the source country play a role as
push factors for international migration.

Ashby (2010) and Nejad and Young (2016) considered both economic and polit-
ical institutions. These authors used the EFW index tomeasure economic institutions.
In the former study, political institutions were indexed by the average of the political
rights and civil rights scores from Freedom House, whereas the latter employed the
index from the Polity IV database and the checks and balances from the Database
of Political Institutions. Both studies concluded that increases in relative economic
freedom were appealing to migrants, with relative economic freedom defined as a
ratio of economic freedom in each pair of source and destination countries. While
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the effect of economic institutions was robust, the effect of political institutions was
more mixed. Using migration stocks across 58 countries in 2005, Ashby (2010)
found that political freedom was only significantly positive when economic freedom
and income were excluded from the specification. Surprisingly, the effect of political
freedom became significantly negative when he analysed the panel data of migration
flows to OECD countries from 58 countries of origin between 2001 and 2006. Based
on a larger sample of net migration flows to OECD and non-OECD countries over the
1990–2000 period, Nejad and Young (2016) also found that the significant impact
of political freedom was not robust once economic freedom was controlled for.

18.4 Institutions as Determinants of Return Migration:
A Case Study of Vietnam

Return migration occurs when migrants move back to their home countries. Two
types of return migrants can be distinguished: forced and voluntary. Forced returnees
include migrants who have been denied further stay in the intended destination
country; voluntary returnees, by contrast, encompass migrants who have a valid right
to remain in the destination country, but choose to repatriate by their own volition
(World Bank 2017). Whereas forced return migration can be challenging for both
home and host countries, voluntary return migrants are often seen as development
agents who bring their leveraged human, economic and social capital, and import
new norms and practices from institutionally developed countries when they repa-
triate (Pérez-Armendáriz and Crow 2010; Wahba 2014, 2015a, b; Hausmann and
Nedelkoska 2018). For many developing countries, voluntary return migration of
their diasporas from developed countries has been recognized as a powerful external
development factor. For that reason, extending the literature onwhat shapes voluntary
return migration to promote repatriation for development is important, especially to
developing countries characterized by large diasporas.

Empirical evidence for the role of institutions in return migration is limited.
The unavailability of a comprehensive dataset on international return migration has
hampered researchers from testingwhether institutions are influential in returnmigra-
tion decisions at the cross-country level. To date, the effort to extend the role of
institutions to the area of return migration is reflected in just a few documented case
studies. Researchers who have stressed the importance of institutions in migration
decisions by means of case studies have generally examined institutions at the sub-
national level. Empirically, both economic and political institutions at the local level
have been shown to have significant impacts on migrants’ choices (see e.g. Ashby
2007; Ketterer and Rodríguez-Pose 2015). In this section, we briefly summarize a
recent study by Tran et al. (2019) on the link between local institutional quality and
the return migration decisions of Vietnamese migrants. This study provides a novel
contribution to the extant literature by not only showing that local institutional quality
in the home country has a positive and statistically significant role in the locational
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choices of return migrants but also by illustrating the norm diffusion effect in the
locational choices, i.e. variation in institutional quality across host countries impacts
on return migrants’ locational choices in their home countries.

Tran et al. (2019) fitted binary and multinomial regression models to identify
the impacts of individual-specific attributes and local- or region-specific charac-
teristics of destinations within Vietnam on the locational choices of Vietnamese
return migrants. The dependent variable was the locational choice at the provin-
cial or regional level of 628 Vietnamese migrants who returned to the south-central
and the south regions of Vietnam in 2014. This unique sample was extracted from
the database of Vietnamese return migrants assembled by the Overseas Vietnamese
Committee of Ho Chi Minh City. The independent variable of interest was the local
institutional quality in the destinations within Vietnam to which the returnees in the
sample migrated on their return. They employed two different indices to measure
different types of local institutional quality. The Provincial Competitiveness Index
(PCI),7 published by the Vietnam Chamber of Commerce and Industry (VCCI) with
the support of theUnited StatesAgency for InternationalDevelopment (USAID),was
used to measure the quality of local economic institutions. The PCI covers ten areas,
including (1) entry costs; (2) land access and security of tenure; (3) transparency
and access to information; (4) time costs and regulatory compliance; (5) informal
charges; (6) policy bias; (7) proactivity of provincial leadership; (8) business support
services; (9) labour and training; and (10) legal institutions. The Vietnam Provin-
cial Governance and Public Administration Performance Index (PAPI)8 was used
to capture the quality of provincial governance, an aspect of political institutions.
The PAPI is a joint product of the Centre for Community Support Development
Studies (CECODES) under the Vietnam Union of Science and Technology Asso-
ciations (VUSTA) and the United Nations Development Programme (UNDP). This
index has six dimensions, including (1) participation; (2) transparency; (3) vertical
accountability; (4) control of corruption; (5) public administrative procedures; and
(6) public services. PCI and PAPI, are measured on scales such that higher scores
represent better local institutional quality.

Tran et al. (2019) adopted a three-step research strategy. First, they examined the
influence of Vietnamese return migrants’ individual-specific characteristics on loca-
tional choice at two levels of destinations. At the provincial level, a logistic regression
model was fitted to estimate the odds ratio in favour of choosing a province other
than Ho Chi Minh City (HCMC—the largest city in Vietnam) by age, gender and
institutional quality in the host country that the migrant left to return to Vietnam.
Institutional quality in the host country was measured alternatively by the Economic
Freedom of the World Index by the Fraser Institute, the combined polity score from
the Polity IV database, and the three indicators by Freedom House—the political
rights index, the civil liberties index and freedom status. Among these five measures,
freedom status entered the empirical models as a dummy variable (“free”= 1, other-
wise = 0), whereas the other measures were continuous, representing the scores of

7http://eng.pcivietnam.org/.
8http://papi.org.vn/eng/.

http://eng.pcivietnam.org/
http://papi.org.vn/eng/
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Table 18.1 Estimates for logit model and multinomial logit model

(1) (2) (3) (4) (5)

Logit model Multinomial logit model

South Central
Coast

Central
Highlands

South East
Region

Mekong River
Delta

Age 2.1108**
(0.6199)

4.0327***
(2.1537)

18.3213**
(21.7318)

1.6396
(0.8680)

1.6769
(0.5539)

Gender 1.5728***
(0.2635)

1.7621*
(0.5156)

1.9010
(1.0918)

1.9764**
(0.6147)

1.4259*
(0.2692)

Freedom
status

0.2543*
(0.2007)

0.1946
(0.1979)

5.6E+04
(4.9E+07)

0.0941***
(0.0834)

0.4774
(0.4389)

Log
Likelihood

−421.5439 −
791.4577

NotesFactor change in odds ofNon-HCMCversusHCMC.Coefficients are exponentiated. Standard
errors are reported in parentheses. N = 628. Age is in natural logarithm. Gender takes the value of
1 if a return migrant is male, and 0 otherwise. Freedom status takes the value of 1 if a host country’s
freedom status is “free”, and 0 otherwise
* p < 0.10, ** p < 0.05, *** p < 0.01

host country institutional quality. Since most of the Vietnamese returnees in their
sample were from developed host countries with relatively high institutional quality,
there was little variation in terms of the scores of institutional quality across the host
countries. Consequently, the results obtained when institutional quality in the host
country was measured as a continuous variable were less robust.

In this review, we summarize only themost robust results that were obtained when
institutional quality in the host countrywasmeasured as a dummyvariable of freedom
status. Column (1) of Table 18.1 reports the results of the logistic regression model.
The statistically significant coefficients associated with all the individual-specific
variables suggest that the locational choices of Vietnamese return migrants differ
by age, gender and the freedom status in the host country. Older or male migrants
are more likely to prefer non-HCMC provinces to HCMC. Notably, migrants from
“free” host countries are attracted to the largest metropolitan centre of Vietnam, i.e.
HCMC.

At the regional level, a Multinomial Logit Model (MLM) was then estimated to
investigate whether there was spatial heterogeneity in the influence of the individual-
specific variables. The dependent variable in the MLM is categorical, consisting
of four provincial destinations (see Table 18.1) and HCMC (the base category).
Columns (2)–(5) of Table 18.1 show that the impact of the individual-specific vari-
ables in explaining the locational choices ofVietnamese returnmigrantswas spatially
specific.

Consequently, this warrants an investigation of how region-specific characteris-
tics influence the locational choice, an issue investigated by Tran et al. (2019) by
means of a Conditional Logit Model (CLM). The results of this model can be found
in Table 18.2. The CLM was specified by means of replacing the set of individual-
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Table 18.2 Estimates for conditional logit models and mixed logit model

(1) (2) (3) (4) (5) (6)

Conditional logit model Conditional logit model
with interactions

Mixed logit model

Alternative
measures of
regional
institutional
quality

PCI PAPI PCI PAPI PCI PAPI

Regional
institutional
quality

1.2878***
(0.1232)

1.6018***
(0.2482)

5.2278***
(3.0369)

4.4544
(5.3201)

6.0562***
(3.7543)

5.5962
(6.8939)

Population 2.6670***
(0.7544)

7.4120***
(1.2635)

2.4282***
(0.6972)

7.4010***
(1.2615)

2.8523**
(1.4411)

9.0126***
(2.7768)

Distance 0.8469***
(0.0450)

0.7748***
(0.0180)

0.8662***
(0.0472)

0.7750***
(0.0180)

0.8146**
(0.0783)

0.7381***
(0.0294)

[Age] ×
[Regional
institutional
quality]

0.6652***
(0.0881)

0.6987
(0.1852)

0.6408***
(0.0877)

0.6731
(0.1802)

[Freedom
status] ×
[Regional
institutional
quality]

1.3737*
(0.2416)

1.5556
(0.8703)

1.4031*
(0.2464)

1.5968
(0.8958)

[Gender] ×
[South
Central
Coast]

1.9868**
(0.5462)

1.6201*
(0.4657)

[Gender] ×
[Central
Highlands]

2.2834
(1.3506)

1.6681
(0.7887)

[Gender] ×
[South East
Region]

1.5465*
(0.3600)

1.8754**
(0.4744)

[Gender] ×
[Mekong
River Delta]

1.3828*
(0.2591)

1.4257*
(0.2692)

Log
likelihood

−807.0541 −806.4509 −801.0016 −805.2675 −796.7043 −801.0330

Notes Factor change in odds of region j versus region k. Coefficients are exponentiated. Standard
errors are reported in parentheses. N = 628. Age, population, and distance are in natural logarithm.
Gender takes the value of 1 if a return migrant is male, and 0 otherwise. Freedom status takes the
value of 1 if a host country’s freedom status is “free”, and 0 otherwise
* p < 0.10, ** p < 0.05, *** p < 0.01
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specific independent variables used in the MLM with a set of region-specific vari-
ables, including regional institutional quality, population size and physical distance
to HCMC while retaining the categorical dependent variable, i.e. regional choices,
used in the MLM. Regional institutional quality was measured as the population-
weighted average of either PCI or PAPI.9 Regional distance to HCMCwas measured
as the natural logarithm of the population-weighted average of the distancemeasured
in kilometres of road travel from each region to HCMC. The regional popula-
tion was measured as the natural logarithm of the total population in a region. As
reported in Columns (1) and (2) of Table 18.2, the odds ratio associated with the
variable of interest exhibits a positive relationship between the locational choices
and regional institutional quality, irrespective of whether it was measured by PCI
or PAPI. Increases in the institutional quality in any of the regions would induce
more return migrants to choose that region to reside upon their return to Vietnam.
In other words, local institutional quality is acting as a pull factor that matters for
return migration decisions.

To provide more insights into this effect, regional institutional quality can be
interacted with age and with institutional quality in the host country (measured as a
dummy variable of freedom status). These two interaction terms have been added to
the CLM in Column (3) of Table 18.2, with local institutional quality measured by
PCI.With this specification, the significantly positive effect of the variable of interest
still holds. Moreover, the significant coefficients of the interaction terms imply that
the preference for better institutional quality varies by the age of the return migrants
and by the institutional quality in their host countries. More specifically, younger
return migrants or migrants who returned from a host country with a higher degree
of freedom display greater preference for better local institutional quality in the
home country. Putting it another way, regions with better institutions may be more
attractive to return migrants, especially those who are younger and those returning
from higher institutional quality host countries. These findings are important not only
for demonstrating the norm diffusion effect of migrants from a developing country
transferring their absorbed norms back home through the return channel but also
suggesting that improving institutional quality in the home country is important for
promoting return migration for development. Column (4) of Table 18.2 also reports
the estimates for the CLM with interaction terms, but now with local institutional
quality measured by PAPI. Interestingly, although the results reported in Columns
(3) and (4) look similar, shifting from using PCI to PAPI results in insignificance of
the variable of interest and the interaction terms, although the direction of the effects
remains the same.

Population size and physical distance were included in the models to control for
the agglomeration that might affect migration decisions. The significant influence of
these control variables are consistent with the predictions from the gravity model in
migration and are robust across specifications. Regions with larger population size
attract relatively more return migrants, while remote regions attract relatively less.

9Population weights were obtained for each of the provinces that make up a region.
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Lastly, and as an additional robustness check, Tran et al. (2019) re-examined the
effects of the individual-specific and region-specific variables simultaneously, by
fitting both sets of variables in a single Mixed Logit Model (MXL). As reported
in Columns (5) and (6) of Table 18.2, the effects of the individual-specific vari-
able (gender) are consistent with those found in the MLM (see Columns (2)–(5) of
Table 18.1). In addition, the influence of the region-specific variables and the two
interaction terms are similar to those obtained from the CLM. It is also notable from
Column (6) of Table 18.2 that local institutional quality measured by PAPI and its
interaction terms are again insignificant (as in Column (4)), and again the direction of
the effects is consistent. Consequently, the results obtained by means of using PAPI,
a measure of political institutions, are less robust than those using PCI, a measure of
economic institutions. This piece of evidence is consistent with the conclusions of
Ashby (2010) and Nejad and Young (2016) on the relatively more robust influence
of economic institutions on migration compared to that of political institutions.

18.5 Conclusions

The gap in institutional quality between countries is substantial and persistent. It
channels migration flows from countries with weak institutions towards countries
with favourable economic institutions and stable political institutions. In otherwords,
economic and political institutions are significant push and pull factors that shape
the migration decisions of international migrants. Principally, good institutions are
attractive to immigrants; bad institutions, especially corruption, increase the incen-
tives to emigrate when allowed to do so. Contributions of scholars in this area suggest
an important policy implication that an institutional improvement is an effective
tool for the governance of migration flows to assist economic growth and develop-
ment. Enhancing institutional quality is particularly important in developing coun-
tries, where institutions are presently still inadequate, because it may prevent further
brain drain and encourage return migration for development. In Sect. 18.4 of this
chapter, we focused on the experience of Vietnam. The significant findings based on
return migration in Vietnam emphasize the indispensability of institutional reforms
at the national and local levels to attract external development factors and nurture a
favourable context for the contribution of these factors.

To date, the literature that empirically identifies the causal effect of institutions
on emigration is abundant, whereas little attention has been paid to the effects on
return migration. Therefore, empirical evidence on the importance of institutions
in return migration decisions is mostly limited to case studies only. Case studies
provide interesting insights into the country level; however, their external validity
can always be questioned in an international setting. Consequently, more efforts
should be devoted in future research to provide more rigorous empirical evidence,
especially panel analysis at the international level, to attest to the role of institutions
in return migration decisions.
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Moreover, conclusions on the role of institutions in migration decisions have
to date mostly been drawn from investigating legal migration. Therefore, it is not
surprising that the significant effect of political institutions is empirically less robust
than that of economic institutions when simultaneously accounting for the two types
of institutions. We expect that the role of political institutions might be underesti-
mated when irregular migrants and asylum seekers are ignored. Future work should
account for undocumented migration to unfold further the potentially important role
of political institutions.
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Chapter 19
The Impact of Emigration on Source
Countries

Sucharita Ghosh and Amanda Weinstein

19.1 Introduction

The number of immigrants has increased dramatically worldwide over the past
50 years from about 84 million in 1970 to 244 million in 2015, and as of 2017,
the number of international emigrants worldwide was almost 258 million (Migration
Policy Institute 2017). Specifically, the number of immigrants coming into the U.S.
has increased from approximately 9.6 million in 1970 to over 43.7 million in 2016,
an increase of over 350% (Migration Policy Institute 2017). Consequently, policy-
makers in theU.S. andEurope have increasingly turned their attention to immigration
in recent years, largely in response to growing concerns over how migration affects
their countries as receiving countries. This has resulted in a vast number of migration
studies focusing on immigration and its impact on the host countries with less atten-
tion paid to emigration and its resulting impact on the source countries. Yet, every
immigrant is an emigrant and the various direct and indirect impacts of emigration
on sending countries may encourage or discourage emigration, which, in turn, affects
the receiving countries (Docquier et al. 2013; Katselli et al. 2006).

While migrants originate from countries across the globe, some source countries
for emigrants make up a far greater share than others (see Fig. 19.1). Historically,
Mexico has experienced the largest outflowof emigrants,most of themmoving across
the border to theU.S. In 2013, however, the flowof emigrants fromChina and India to
the U.S. surpassedMexico (U.S. Census Bureau). In 2015, India, Mexico, and China
were the top three sending countries with 15 million, 12 million, and 10 million
emigrants worldwide, respectively (see Table 19.1). Moreover, as a region, Asia
sends the largest number of emigrants across the globe. As these numbers grow and
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Fig. 19.1 Number of emigrants by country of origin, 2015. Source Data from Migration Policy
Institute (2015) and the United Nations

Table 19.1 Top 10 sending
countries, 2015

Rank Country of origin Emigrants from country

1 India 15,576,000

2 Mexico 12,339,000

3 Russian Federation 10,577,000

4 China 9,546,000

5 Bangladesh 7,205,000

6 Pakistan 5,935,000

7 Ukraine 5,826,000

8 Philippines 5,316,000

9 Syria 5,012,000

10 United Kingdom 4,917,000

SourceData fromMigration Policy Institute (2015) and the United
Nations

as the world becomes more globalized and interconnected, so does the importance
of understanding the impact of emigration, especially for the source countries that
send the largest number of emigrants worldwide.

The magnitude of the impact of emigration depends not only on the number of
total emigrants but also on the share of a source country’s population that is leaving
versus staying. Although the number of emigrants has risen dramatically since 1970,
the share of the world’s population, that are emigrants, has had a less dramatic
increase because of the world’s growing population. Emigrants’ share of the world’s
population has increased from 2.3% in 1970 to 3.4% in 2017 (United Nations 2017a,
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b). Although India has the largest number of emigrants in the world, as a share of
its own population, it is dwarfed by smaller countries that have high emigration
numbers. For example, within Asia, 22% of the people born in Kazakhstan are now
living in other countries. Thus, emigration may have a larger impact on countries
like these where nearly one-quarter of the population leaves. Overall, Asia has an
emigration rate of about 0.9%, which is well below countries like Kazakhstan, and
emigration rates between 2010 and 2011 for its two largest sending countries, India
and China, were each at about 0.4% (UN DESA and OECD 2013). Although the
emigrations rates of countries like India and China are much lower than smaller
countries like Kazakhstan (and lower than Asia as a whole), regional differences
within these countries may magnify or further dampen the effects of emigration
across space.

In this chapter, we examine the impact of emigration on the source country
or region with particular attention to Asia where, in 2017, 41% of international
migrants worldwide were born. Within Asia, we focus on China, which sent 10
million emigrants worldwide in 2017 (United Nations 2017a, b). Beyond their role
as a large sending country, China proves to be an interesting region and country case
study since for decades China restricted emigration with few exceptions and only
opened up its borders to citizens traveling abroad in the 1980s. Moreover, while
China is the source of high numbers of emigrants in the world it is comparatively
understudied. In particular, from the U.S. perspective, it is noteworthy to investi-
gate whether the benefits that the U.S. gets from Chinese immigration have differing
effects on China as the sending country. In fact, the impact of emigration flows on
China as the sending country could possibly increase immigration to the U.S.

The rest of this chapter is organized as follows. Section 19.2 provides an overview
of the push and pull factors that play a role in people emigrating while Sect. 19.3
describes the economic impact of emigrationwith particular attention to themigrant’s
country of origin. We then review emigration from Asia in Sect. 19.4 with a
specific focus on emigration fromChina and the spatial heterogeneity in international
migration across provinces in China. Section 19.5 concludes.

19.2 Determinants of Emigration

The mobility of people, especially labor or the absence of that labor, can change
the outcomes of the country and the region that migrants leave behind. Although
we know comparatively less about the impact of emigration on the source countries,
what we do know about migration’s impact on the receiving countries provides some
insight. The impacts of immigration and emigration are often two sides of the same
coin. For example, while migrants may act as a complement increasing the wages
of less educated native-born workers in receiving countries, the absence of these
migrants from their countries of origin may lower the wages of the less educated
native workers left behind, increasing inequality (Docquier et al. 2013). The impact
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of emigration in many cases has the opposite effect of immigration and like the
impact of immigration, depends on a number of different factors.

The rules and laws of destination countries clearly play a significant role in deter-
mining how many people emigrate. Ortega and Peri (2009) were among the first to
create a dataset of immigration laws in 14 OECD countries between 1980 and 2005
by distinguishing between laws regulating entry, stay, and asylum.1 They create three
indexes that take into account laws based on whether they tighten the requirements to
enter or stay in the country, as well as by separating laws that concern asylum seekers
from laws dealing with other types of immigrants. Their empirical results reveal that
bilateral migration flows decrease when destination countries adopt stricter immigra-
tion laws, and each immigration reform that introduced less restrictive immigration
laws caused immigration flows to increase, on average, by 5–9%.

The impact of migrants leaving a country depends on the underlying reasons
why they left and what they are seeking (Lee 1966). The impact of emigration
depends on the factors that pushed a migrant to leave such as poor economic and
non-economic factors either in the source country or in the migrants themselves. The
push factors that induced the outmigration may in turn prevent return migration and
the benefits associated with return migration (Rosenzweig 2005). Poor economic
and non-economic conditions can also vary within a country. Regional conflicts
such as the recent conflicts in Syria have pushed many migrants to leave Syria as
refugees, though refugees represent only 10% of total international migrants (UN
DESA 2017). Low-skilledmigrants with poor prospects could face unemployment in
their native country, whichmay push them to find economic opportunities elsewhere.
The movement of these migrants could ease unemployment and underemployment
concerns for labor in their native country. Moreover, proximity to comparatively
prosperous countries decreases the cost to move away from a country as seen, for
example, in the movement of many low-skilled migrants fromMexico to the U.S.We
can see this in Fig. 19.2 which shows that the highest number of Mexican emigrants
move to the U.S. As a result, many U.S. natives, similar to natives of other receiving
countries, view immigrants as low-skilled workers. However, emigrants fromOECD
countries (which include Mexico) tend to be positively selected into migration and
are more skilled than non-migrants who remain in their country of origin (Grogger
and Hanson 2011). Since educational attainment in Mexico, for example, is lower
than in the U.S., even high-skilled migrants fromMexico, on average, are less skilled
than U.S. born adults. In 2016, the educational attainment of foreign-born adults (in
terms of the share of adults with a college degree) was slightly lower than that of the
U.S.-born citizens at 30% versus 32% (Migration Policy Institute 2018a). However,
approximately 47% of recent immigrants to the U.S. are college-educated. This is
likely due to the increase in immigration from countries such as India and China,

1A later study by Mayda (2010) also incorporates destination countries’ immigration policies into
the theoretical model and finds empirical results that are consistent with the theoretical predictions.
Specifically, positive pull factors for migrants are bigger than average for a destination country
when its migration policy becomes less restrictive while push factors turn negative and significant
once migration restrictions are relaxed.
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Fig. 19.2 Number of emigrants from Mexico, 2015. Source Data from Migration Policy Institute
(2015) and the United Nations

where 78% and 49% of immigrants to the U.S. have a college degree, respectively
(Migration Policy Institute 2018a).

The impact of emigration may depend on the factors that pulled a migrant to
another country such as positive economic and non-economic characteristics of the
receiving country or of the migrants themselves (Zimmerman 1996). For example,
high-skilled migrants may seek higher wages in comparatively more prosperous
receiving countries bringing down the average skill level of labor in their native
countries. Income-maximizing workers will positively sort into countries where the
rewards for their skill are highest. Most immigrants (about two-thirds) live in high-
income countries and most emigrants (about two-thirds) are from middle-income
countries (UN DESA 2016). Higher income countries tend to be net receivers
of migrants whereas lower income countries tend to be net senders of migrants.
Figure 19.3 depicts this relationship by showing the association between GDP per
capita and net migrants (the inflow of immigrants minus the outflow of emigrants).
Using net migrants allows us to clearly see which countries are net sending coun-
tries (more migrants leaving the country than coming into the country) versus net
receiving countries (more migrants entering the country than leaving the country).
While emigrants tend to move to countries that are physically close we find, increas-
ingly, that Chinese emigrants are leaving China less to go to a country in close
proximity (such as Korea) where the costs of moving are lower, and are instead
going to the U.S. where the benefits of moving are higher (see Fig. 19.4). In fact, for
the U.S., while migration fromMexico has declined, migration fromChina increased
and surpassed Mexico.

High-skilled emigrants from middle- and low-income countries that migrate to
high-income countries are more likely to afford the cost of migration and to reap
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Fig. 19.3 Low income-sending countries versus high income-receiving countries. Source Data
from Migration Policy Institute (2015), the United Nations, and World Bank

Fig. 19.4 Number of emigrants from China, 2015. Source Data from Migration Policy Institute
(2015) and the United Nations

higher benefits from migration. Skilled emigration tends to be highest in middle-
income countries and relatively lower in richer countries because of the higher wage
differential between middle-income countries and potential destinations (Mountfort
and Rappaport 2011). In 2000, emigration rates were 3 times higher than average
for the highly educated and skilled, and 12 times higher among emigrants from
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low-income countries (Docquier andMarfouk 2006).2 Specifically, when examining
emigration to OECD countries, in 2000, the top 4 developing countries, the Philip-
pines, India, Mexico, and China, contributed almost 29% of the total skilled emigra-
tion among the top 30 countries most affected by high-skilled emigrants leaving
causing a “brain drain” (Docquier et al. 2009). The literature argues that the increase
in brain drain migration around the world is due to a combination of demand and
supply-side factors (Grogger and Hanson 2011; Belot and Hatton 2012; Beine et al.
2011). On the demand side, it is selective immigration policies (e.g. the points system
of immigration into Australia and Canada) and on the supply side, it is an increased
tendency for workers to positively self-select with respect to education. Research
that focuses on skilled emigration from high-income countries to other high-income
countries has highlighted the importance of high-quality public goods and services
in attracting migrants and preventing outmigration (Van Dalen and Henkens 2007).
The impact of an increase in high-skilled migration is less concerning for receiving
countries but is more concerning for the sending countries stock of human capital
sans these migrants, which can vary by region within a country.

Emigration of skilled labor may not necessarily be negative for the sending
country. Skilled labor emigration can serve as an incentive to others in the sending
country to acquire more education which can increase human capital over time
(Commander et al. 2004). Moreover, emigrants that return to their sending country
transfer both financial capital and human capital that has been accumulated abroad
(Wahba 2015a, b). The financial capital built up by individuals due to emigration
allows them to set up businesses once they return back to their native country
(Mesnard 2004; Wahba and Zenou 2012), while the human capital built up abroad
leads to a “brain gain” or “brain drain reversal” with the return of emigrated skilled
labor to the sending country.

19.3 The Economic Impact of Emigration

The diaspora of skilled emigration has led to the literature recognizing the impact this
can have on the sending country’s economic development either through the direct
loss of high-skilled labor (“brain drain”) or via remittances, foreign direct investment,
trade, knowledge transfers, and return migration after obtaining additional skills
(“brain gain”). The magnitude of the indirect effects is related to the strength of
connection that remains between the migrant and their native country.

Concerns over emigration, particularly skilled emigration, tend to focus on the
direct loss of labor and the subsequent impact on the people that remain. Higher
equilibrium wages in host countries (w∗

0) decrease the supply of labor in source
countries (l0 to l1) as depicted in Fig. 19.5. This negative shock to the labor supply
increases wages (w0 to w1) for non-emigrant stayers that can be substituted for the

2Docquier and Marfouk (2006) define a skilled emigrant as a foreign-born individual, aged 25 or
more, holding an academic or professional degree beyond high school.
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Fig. 19.5 High-skilled labor
market in source and host*
countries

skilled emigrants (Elsner 2015).3 High-skilled workers in source countries gain area
b because of the higher wages that resulted from the supply shock. Firms (owners
of capital, land, and other factors) in source countries lose areas b and c as the total
benefit of hiring labor shrinks from area a-b-c to area a. Low-skilled non-emigrant
stayers whose labor complements skilled emigrants experience a wage loss (Elsner
2015). The direct effect of emigration is likely negative for source countries.

19.3.1 Emigration and Remittances

However, the indirect effects of emigration offer benefits to non-migrant stayers in
source countries that may offset the costs. The loss of high-skilled labor from source
countries to the host countries such as the U.S., for example, may still benefit sending
countries when some portion of the benefits emigrants receive (area d) is returned in
the form of remittances offsetting the loss of c and the loss from lower wages for low-
skill workers. Emigrants may send income (or remittances) back to family members
that remain in the native country. Emigrants remit between 20 and 50% of their
incomes back to their country of origin reducing rural poverty (World Bank 1997).
The additional income provided by remittances can reduce poverty and increase
investment in human capital and physical capital (Adams and Cuecuecha 2013).

Remittances from emigrants are also used to invest in entrepreneurial activities.
Woodruff and Zenteno (2007) find microenterprises in areas with established migra-
tion networks have more investment (high capital to output ratio) and higher profits.
Increasing the migration rate by one standard deviation increases the level of capital
invested in the enterprise by over 35% and an increase in profit of over $60 per
month. Woodruff and Zenteno (and Giuliano and Ruiz-Arranz 2009) suggest that

3Figure 19.5 follows Bhagwati (1984), Clemens (2011), and others.
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Fig. 19.6 Migration
networks increase capital in
source countries

areas with stronger migration links have more access to capital, for example, through
remittances. This can alleviate capital constraints (moving an enterprise from A to
B in Fig. 19.6) and/or lower the cost of capital (moving a firm from B to C for an
unconstrained firm or from A to C for a constrained firm). Javorcik et al. (2011) find
migration networks can also increase the productivity of capital (shifting themarginal
product of capital curve outward) by reducing communications costs and informa-
tion asymmetries thereby attracting capital investments through foreign direct invest-
ments (FDI). The lower cost of capital associatedwithmigration networksmay cause
firms to switch from more labor-intensive activities to more capital-intensive activ-
ities. Conversely, the increase in capital investment may increase the demand for
labor as new firms are established, and when labor and capital are complements.

19.3.2 Emigration, Trade, and Foreign Direct Investment

Emigration can have an impact on the international trade of both the country they
settle in and the sending country. Since emigrants prefer goods, especially differen-
tiated goods that they consumed in their native country, they have a direct impact
on the sending country’s exports (Head and Ries 1998). Additionally, emigrants
bring their knowledge of their home country’s opportunities, contacts, customs, law,
language, and business practices which when combined with their personal contacts
or business liaisons can lower transaction costs of trade in both exports and imports
(Artal-Tur et al. 2012). Thus, emigrants convey knowledge spillovers in the receiving
country that can reduce information costs to economic agents who do not migrate
(Gould 1994). The effect of emigration on international trade has been investigated
both theoretically and empirically in the literature (Gould 1994; Head and Ries 1998;
Wagner et al. 2002; White 2007) since it affects both the sending country and the
host country of the emigrant. Specifically, a meta-analysis of 50 studies by Genc
et al. (2011) and Lin (2011) show that an increase in the number of emigrants in the
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receiving country by 10% increases the receiving country’s volume of exports and
imports by about 1–2%.

The network effects of emigrants are investigated by Rauch and Trindade (2002)
which looks at the impact that overseas Chinese have on international trade via
“coethnic networks” which are the formal or informal associations created with
members from both the host country and the sending country. These ethnic Chinese
networks can increase trade primarily through two mechanisms. First, via formal
and informal contacts, ethnic Chinese networks enable information to be shared in
a manner that helps match buyers and sellers in the international market. Second,
ethnic Chinese groups help deter opportunistic behavior such as contract violation
through enforcement of community sanctions (Gao 2003). Their study shows that
ethnic Chinese networks increase bilateral trade. Similarly, Co et al. (2004) find that
an additional emigrant from China can generate between $83 (in New Mexico) to
$28,775 (in Washington) of additional exports in 1993. Furthermore, states such as
Vermont andWyoming, with relatively low numbers of immigrants have lower trade
effects. This is in line with Rauch and Trindade (2002) which suggests that only a
critical mass of immigrants creates the network required for an impact on bilateral
trade between the emigrant’s sending country and receiving country.

The sending countries of emigrants will often tap into their diaspora to promote
foreign direct investment (FDI) back into their native countries. For example, Indian
emigrants in the United Arab Emirates are encouraged to invest in India, with $1
billion invested by 100 emigrants in 2018 alone (Alkhalisi and Iyengar 2018). This
tacitly recognizes the network effects of emigrantswho canprovide valuable informa-
tion to assess the future profitability of an investment project as well as create ethnic
networks that can help enforce contracts across national boundaries by creating trust
in a weak international legal environment (Javorcik et al. 2011). In fact, Javorcik’s
study shows that the movement of emigrants to the U.S. leads to an increase in the
volume ofU.S. FDI in their country of origin. Specifically, a 1% increase in the immi-
grant stock in the U.S. causes a 0.35–0.42% increase in the FDI stock of the sending
country. The effect is even stronger amongst immigrants with a college education; a
1% increase in the number of immigrants with tertiary education increases U.S. FDI
in their respective sending country by 0.41–0.52%.

19.3.3 Emigration and Human Capital

While the literature has argued that skilled emigration leads to brain drain in the
sending country due to the loss of human capital accumulation, recent research has
focused on the idea that skilled immigration may lead to brain gain as human capital
accumulation increases. Biene et al. (2001, 2008) make the argument that before
emigration even occurs, the prospects of doing so fosters investment in human capital
and education in the sending country (the ex ante effect). Some educated individuals
intending to emigrate will leave, while others remain (the ex post effect), and so
the net impact on human capital accumulation is ambiguous. If the ex ante effect is
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Fig. 19.7 Number of emigrants from India, 2015. Source Data from Migration Policy Institute
(2015) and the United Nations

stronger than the ex post effect, then the sending country could see an increase in
human capital accumulation. When both factors are taken together, Mayr and Peri
(2008) and Beine et al. (2008) find the incentive effect of future emigration on human
capital accumulation and the return migration channel reverses the brain drain into
significant brain gain for the sending country. However, Mckenzie and Rapoport
(2011) find that migration in rural Mexico reduced educational attainment.

Furthermore, when emigrants return to their home country, they bring with them
the income and skills they gained from their time in the host country, but this impact
of emigration may depend on the degree to which the emigration is permanent or
transitory. Wahba (2015a, b) finds that overseas migration may result in a wage
premium for return migrants. India is, arguably, the most interesting country to
examine with regard to the impact of emigration. Not only does it have the largest
number of emigrants but also their emigrants represent a broad swath of factors that
push or pull emigrants from their home countries (Naujoks 2009). For example,
there are large numbers of both permanent and transitory emigrants to countries
such as the U.S. and the United Arab Emirates, a country that is relatively close
to India and experiencing impressive growth. Figure 19.7 shows that countries that
are in close proximity to India see the highest number of emigrants from India, for
example, neighboring Pakistan. Temporary emigration has been an important source
of remittances for India, whereas permanent emigration and return migration has
been an important source of Indian subcontract work and the establishment of new
IT companies (Naujoks 2009).4

Economic theory suggests there are both positive and negative effects stemming
from the direct and indirect impacts of emigration (see Fig. 19.8). Determining the net

4In 2016, remittance inflows to India amounted to $62.7 billion, the largest in the world. In fact,
SouthAsia is one of the largest recipients of remittances in theworldwith countries such as Pakistan,
Sri Lanka, and Bangladesh having remittances exceeded 5% of GDP in 2016 (World Bank 2017).
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Fig. 19.8 Direct and indirect effects of emigration

effects of emigration requires an empirical investigation. However, emigration data,
especially compared to immigration data, can be hard to find since government survey
data tend to be structurally set up to sample existing residents and not emigrants that
have left the country (Van Dalen and Henkens 2007). Also, with emigration data that
is available, data limitations include the lack of individual-level factors which make
it difficult to account for selection issues. On the other hand, many studies that focus
on small micro-level samples that include some of these factors are not nationally
representative (Van Dalen and Henkens 2007). This is especially problematic for
examining the regional disparities in the impact of emigration within a country. For
example, many countries, such as India, track internal migration across states but not
international emigrationby state. Fewcountries, such asMexico, conduct surveys that
capture emigrant characteristics including the region within their country of origin.
Batalova et al. (2018) provide an overview of many publicly available international
migration datasets.5

Furthermore, identifying the causal impact of emigration on sending countries also
places stronger requirements on the data.Aside from the trends in emigration,middle-
and low-income countries (typically, the sending countries) are on different economic
paths than high-income countries (typically, the receiving country; see Fig. 19.3).

5Additionally, Guy Abel has developed a methodology to estimate international migration flows
based on migrant population stock data and provides data on his website: https://guyabel.com/.

https://guyabel.com/


19 The Impact of Emigration on Source Countries 433

Fig. 19.9 Net migrant growth shows little relationship to GDP per capita growth. Source Data
from Migration Policy Institute (2015), the United Nations, and (2015) World Bank

In aggregate, other factors and trends in low- and middle-income countries may
dominate the effects of emigration, which may be comparatively small, especially
when emigration rates are low. Figure 19.9 shows very little relationship between the
share of net migrants and growth in national GDP per capita, especially for sending
countries (with a 0.036 correlation between the net migrant share and growth in real
GDP).

Disentangling the causes of emigration from the impacts of emigration can be
especially challenging. Many studies rely on simulations or identification strate-
gies such as natural experiments from sudden policy changes or other events or
utilizing instrumental variables that affect emigration while not directly associ-
ated with economic outcomes in the source country. Some instrumental variables
includewage changes in the host country, passport costs, historicalmigration, etc. For
example, Čekanavičius and Kasnauskienė (2009) use Lithuania’s entrance into the
EuropeanUnion in 2004 and the subsequent increase inmigration as a natural experi-
ment to estimate the overall impact of emigration taking into account all of the benefits
and costs associated with emigration. They find evidence that the long-term positive
effects of out-migration may offset and even outweigh the negative effects associ-
atedwith the loss of labor. Furthermore, Čekanavičius andKasnauskienė suggest that
both receiving and sending countries may benefit from the efficiency gains associ-
ated with the higher mobility of labor. Conversely, Mishra (2007) finds that although
emigration has a positive impact on wages in Mexico, there is a small aggregate
welfare loss associated with outmigration. Beine et al. (2008) use a counterfactual
simulation finding that the net impact of skilled out-migration is negative, especially
for small countries though they find the net impact may be positive for “globalizer”
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countries such as India and China. Hanson (2005) uses historical migration patterns
across regions within Mexico to show that higher migration rates are associated with
higher wages for those regions. The impacts at the aggregate level may also fail to
capture differences in the impact of emigration across regions within a country.

19.4 Emigration from Asia

Asia plays a huge role in world immigration patterns in terms of representing both
the receiving and sending countries. Asia had the largest increase in the number of
emigrants (40.7 million) between 2000 and 2017 (UN 2017a). With nearly 41% of
international migrants in 2017 born in Asia, it is increasingly important to focus on
Asia when examining the impacts of emigration on origin countries (UN 2017a).
Moreover, in 2017, Asia was the region of origin for 41% (or 106 million emigrants)
of the world’s international migrants as well as being the region of origin of the
largest number of persons living outside their region of birth. Specifically, in 2017,
there were 42 million international migrants born in Asia but living elsewhere. Asia
was also hosted to the largest number of international migrants at 80 million in 2017
(UN 2017b).

In 2017, the top three source countries in Asia for world emigration were India,
China, and Bangladesh, while Saudi Arabia, the United Arab Emirates, and India
were the top three destination countries in Asia. In fact, Saudi Arabia became the
second largest destination country in the world in 2017 for migrants, after the United
States; a rapid change for a country that was only the eighth largest destination
country in the world in 1990 (IOM 2018). In 2017, the top four sending countries to
Saudi Arabia were India (2,266,216 immigrants), Indonesia (1,548,032 immigrants),
Pakistan (1,343,737 immigrants), and Bangladesh (1,157,072 immigrants) (United
Nations 2017a, b). Many of these immigrants come to Saudi Arabia in search of
economic opportunities as the economies of Persian Gulf countries have continued
to grow between 2005 and 2015, despite the recent drop in oil prices and the financial
crisis of 2008 and 2009. In the 1990s, migrants came primarily to do construction
work as these countries went through a construction boom with many immigrants in
Saudi Arabia and the United Arab Emirates arriving as manual laborers on 1–2-year
renewable work visas (Pew Research Center 2016).

While popular belief may be that the topmigration corridors globally areMexico–
U.S., China–U.S., or India–U.S., the top threemigration corridors are, in fact, in Asia
and are, ranked in order: India–UAE, Bangladesh–India, and Kazakhstan–Russian
Federation. The China–U.S. and India–U.S. migration corridors rank 6th and 9th,
respectively (IOM 2018). Asia is also a particularly interesting region to examine
the impacts of emigration as these migration corridors and the types of migration, in
general, run the gamut from temporarymigration to permanentmigration, bothwithin
and outside Asia. For example, much of the migration in the India–UAE corridor
is more temporary migration from low-skilled workers (Naujoks 2009). However,
much of the migration in the India–U.S. and China–U.S. corridors is relatively more
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permanent migration of high-skilled workers such as students attending universities
in the U.S. and remaining in the U.S. after graduation (Naujoks 2009). For decades,
migration within Asia has been increasing, as has emigration from Asia to other
regions in the world. More than half of Asian migrants remain in Asia though there
has been considerable growth in the number of Asian migrants to North America
and Europe (IOM 2018).

Why does Asia have such high emigration numbers? Hatton and Williamson
(2005) observe that there is a hump-shaped relationship between economic develop-
ment at home and emigration so poorer countries will have lower emigration rates
than moderately poor countries. This could be due to structural and demographic
changes that induce greater migration in the early stages of industrialization as well
as the fact that very poor countries do not have the money needed to finance emigra-
tion. Thus, many of the Asian economies which have been “catching up” in their
income levels over the past two decades have seen the poverty constraint on emigra-
tion reduced, which may be resulting in their high levels of emigration.6 Moreover,
Asia sends the highest number of students abroad to study in countries such as
the U.S., Canada, and the UK. For example, during the academic year 2015–2016,
seven of the top ten places of origin of international students in the U.S. were Asian
countries making up 65% of the total international students in the U.S. (Institute of
International Education 2016). The six Gulf Cooperation Council countries in Asia
(i.e. Saudi Arabia, Kuwait, the United Arab Emirates, Qatar, Bahrain, and Oman)
also play a huge role in Asia’s immigration numbers. These countries attract large
numbers of migrant labor since they offer higher wages and employment opportuni-
ties stemming from the huge economic development they have gone through due to
their oil wealth. In fact, 88% of the population in the United Arab Emirates, 76% in
Qatar, and 74% in Kuwait are migrants (IOM 2018). Another factor that plays a role
in explaining Asia’s high migration rates is the demographic changes in countries
such as South Korea and Japan where low fertility rates and an aging population
have made their governments institute more welcoming policies, such as temporary
foreign labor immigration. Thus, both push and pull factors have played a role in
determining emigration in Asia.

The two largest countries to have contributed lifetimemigrant flows to developing
countries are India and China (White and Subedi 2008). Migrant flows from these
two countries are also highly skilled with 74.6% and 44.6% of Indian and Chinese
immigrants to the U.S., respectively, having tertiary education (White and Subedi
2008). We specifically focus on China in the following section since it provides us a
unique opportunity to investigate the economic impact of emigration. Chinese census
data and survey data provides information on Chinese emigrant’s province of origin.

6While the catching up in income narrows the income gap between the sending country and desti-
nation country, which can lower emigration, the positive impact on emigration rates due to poverty
alleviation may dominate the negative effect associated with the narrowing of the income gap
between home and abroad.
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Fig. 19.10 Net migration in China shows the reaction to relaxing emigration restrictions. Source
The World Bank (2017)

19.4.1 Emigration from China

For decades, China sought to restrict emigration with few exceptions. In the 1980s,
these policies were relaxed as China first formalized a process for students to go
abroad and then for individuals to reunite with family members living abroad. Policy
changes in China as well as policy changes in the U.S. led to dramatic increases in
international migration. In the U.S., the Immigration and Naturalization Act of 1965
removed national origins quotas allowing immigrant numbers from China (as well
as Mexico) to increase dramatically. The number of emigrants leaving China more
than tripled from 56,930 in 1982 to 234,800 in 1990 (Liang 2001, using Census
data from China). Despite this dramatic increase, the share of emigrants in 1990
as a percentage of China’s population was just 0.02%. Figure 19.10 shows the net
migration figures for China. It depicts this tightening of migration in the 1970s and
the loosening of restrictions in the 1980s, which led to its rank as 4th among the top
ten sending countries in the world.

Changes in China’s household registration system, hukou, which reduced restric-
tions on the mobility of its population, along with China’s transition to a market-
oriented economy have increased China’s internal labor mobility as well as its inter-
national mobility.7 The number of rural–urban migrants doubled from the 1980s to
the 1990s leading to significant increases in urbanization (Sicular and Zhao 2002).
China’s internal migration numbers at over 50million in the 1990s overshadow inter-
national migration (Sicular and Zhao 2002). In a country as large as China, other

7The hukou system is a family registration program, established in 1958, where each individual
is categorized by the state as either rural or urban and are required to stay and work within their
designated geographic areas. Access to education, healthcare, public services, housing, and food is
also determined by this designated geographical area. Since its initial launch, the hukou system has
gone through several reforms but has yet to be abolished.
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forces such as internal migration may easily mask the impact of emigration on China
as a sending country. Thus, it is important to examine emigration across different
regions in China.

Emigration rates for the most educated Chinese citizens are about five times
higher than for the rest of the country (Xiang 2016). Attracted by the internationally
ranked universities in the U.S., Chinese students are now the largest population of
international students in the U.S. (Zong and Batalova 2017). Looking specifically at
emigration from China to the U.S., we find that the number of international students
coming to study at U.S. universities from China has dominated other countries since
2008–2009, and constitutes about 32% of the total number of international students
in the U.S. as of 2015–16 (see Table 19.2).

The inflow of foreign students to the U.S. results in significant brain gain. The
stock of foreign students can be an important predictor of subsequent migration as
seen in Dreher and Poutvaara (2011) who finds that a 10% increase in the number of
foreign students from 81 countries of origin increased immigration to the U.S. by a
maximum of 0.94% over 1971–2011. However, the U.S. is not the only country to
attract international students as evidenced by the number of foreign students enrolled
in tertiary education programs worldwide which has increased from 2 million in
1999 to 5 million in 2016 and at an average annual increase of 5.1% among OECD
countries and 6.4%among non-OECDcountries (OECD2018).What is unique about
this group of emigrants is that only 15–30% of the foreign students actually decide to
stay in their host country (OECD 2018). Developing countries will often have special
programs to incentivize foreign students to return to their home sending country, thus
creating a “brain drain reversal.” Examples include China’s “1000 Talents Program”
introduced in 2008 and South Korea’s “Brain Return 500” Program and Brazil’s
Science Without Borders “Young Talent Program”.

Asmentioned earlier, China’s high emigration numbersmasks emigration flows at
the regional level. The dramatic change in the number of emigrants leavingChinawas
matched by dramatic shifts in the regions where these emigrants were coming from,
as depicted in Fig. 19.11. In 1982,mostmigrants originated from theBeijing province
(22%) which is home to many universities and is representative of the response of
citizens to policy changes in students going abroad (Liang 2001). Beijing is followed
by Shanghai province at 10% of the migrants in 1982 (Liang 2001). International
migrants from China are typically more educated and more likely to be from urban
areas than that of non-migrant stayers. Thus, with the largest city in China being
Shanghai, we would expect Shanghai province to send a relatively large number of
migrants. By contrast, in 1995, most migrants originated from the province of Fujian
(28%) in the southeastern coastal region of China followed by Shanghai at 15% and
Beijing at 9%. Fujian’s share of the total number of migrants increased from less
than 2% with 997 migrants in 1982 to over 66,000 migrants at 28% of the total
emigrants from China in 1995 (Liang 2001). Before China placed strict restrictions
limiting international migration from China, the provinces of Fujian, Guangdong,
and Zhejiang supplied the largest number of emigrants (Lu et al. 2013). Thus, the rise
in the number of emigrants from Fujian represents a return to the emigration trends
that existed before these restrictions were put in place and subsequently removed.
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Number of Emigrants, 1982    Number of Emigrants, 1990 

Number of Emigrants, 1995                                            Number of Emigrants, 2000

Fig. 19.11 Changing emigration patterns across Chinese Provinces. Source Maps created using
China census of population data from Liang (2001) and Liang and Morooka (2004)

Guangdong’s status as a sender of emigrants has not made this same comeback.
In 2000, the province of Yunnan became the largest sender of emigrants at 29%
followed by Fujian at 18% of emigrants (Liang and Morooka 2004). The increase
in the number of emigrants from Yunnan is likely due to its proximity to Myanmar
and Bangladesh (Liang and Morooka 2004). Figures 19.11, 19.12, 19.13 and 19.14
show how emigration in the provinces has evolved since the 1980s.

In China, emigration is characterized by positive selection when comparing the
attributes of the emigrant population to non-emigrants. The emigrant population
from China is more educated than the non-emigrant population. In 1995, more than
37% of the emigrant population fromChina had some college education compared to
less than 3% of the non-emigrant populace (Liang 2001). Chinese immigrants in the
U.S. tend to be more educated than both the native-born population and the overall
immigrant population in the U.S. (Zong and Batalova 2017). Migrants are also more
likely to emigrate from urban areas than rural areas. In Beijing, which historically
surpassed other provinces in terms of the number of emigrants, those emigrants
tend to be even more educated than the typical Chinese emigrants are (nearly 77%
of Beijing emigrants have some college education). In stark contrast, only 5% of
emigrants from Fujian have some college education with most emigrating from rural
areas at about 65% (Liang 2001). The emigration of unskilled labor from China has
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Fig. 19.12 Historical emigration trends associated with higher total export values. Source Data
from Liang and Morooka (2004) and the National Bureau of Statistics of China

Fig. 19.13 Number of Chinese immigrants in the United States. Source IPUMS ACS 2016 5-year
estimate

steadily increased from 1989 to 2013 (Xiang 2016). As migration from China has
continued, the forces encouraging positive selection have weakened giving rise to
the importance of other factors. Approximately 70% of unskilled emigrants from
China migrate to East and Southeast Asia such as the more recent migration from
the Yunnan province in China (Xiang 2016). This trend, lowering the importance of
socioeconomic status in determining emigration over time and across space, mirrors
the migration trends observed in the Mexico–U.S. corridor, though less attention has
been paid to the China–U.S. corridor (Massey et al. 1994; McKenzie and Rapoport
2010). Still, Liang and Morooka (2004) find that education increases the likelihood
of international emigration from the Fujian province suggesting that there is still
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Fig. 19.14 Historical emigration trends associated with more foreign-funded enterprises. Source
Data from Liang and Morooka (2004) and the National Bureau of Statistics of China

predominantly a positive selection of emigrants leaving China and, specifically, the
province of Fujian.

19.4.2 The Economic Impact of Emigration from China

As the number of students and wealthy citizens leaving China for the U.S. increased,
China’s concern over brain drain and the outflow of labor and human capital grew. In
the 1980s, instead of discouraging students from leaving, China created a number of
policies and programs to strengthen the ties between China and the Chinese diaspora
in the U.S. and encourage emigrants to either return (reverse brain drain) or invest
in China (brain circulation). Subsequently, although the number of students leaving
China has continued to increase, the number of return migrants has also increased
(Xiang 2016). Evenwhenmigrants do not return, there are still advantages associated
with stronger ties to these migrants. The impact of these migration ties varies by the
province in China.

As migration from China to the U.S. continues, the number of social ties between
the two countries increases. More established migration networks reduce the cost of
migration for many Chinese citizens and open up migration opportunities to lower
skilled and less wealthy Chinese citizens. In particular, emigrants of Fujian tend
to migrate to New York, specifically the New York metropolitan area, where many
have relatives or other social ties (Liang and Morooka 2004; Zong and Batalova
2017). Approximately 27% of Chinese immigrants in New York have a college
degree, which is well below the educational attainment level of Chinese immigrants
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across the U.S.8 The state of New York has the second largest population of Chinese
immigrants in the U.S. at over 380,000 immigrants, but the New York metropolitan
statistical area, which includes parts of nearby Newark, New Jersey, and other areas,
has the largest population of Chinese immigrants at over 400,000.9 WithinNewYork,
the Manhattan Chinatown has the largest population of Chinese outside of Asia and
is known for its supply of goods from China. Figure 19.12 shows that historical
emigration is associated with a higher total value of exports from Chinese provinces.
We use 1990 emigrant data in line with previous research that uses historical emigra-
tion data to identify its impact (Hanson 2005) and to account for the lag between
emigration and the time needed to establish ethnic networks in order to trade and
invest. The correlation coefficient between historical emigration and the subsequent
total value of exports is 0.42. As China opened up to a market economy and opened
up to international trade, this globalization increased both internal migration with the
Fujian province and international migration from Fujian (Liang and Chunyu 2013).
As a coastal province, Fujian has experienced some of the fastest growth since the
1980s. This has increased the demand for rural labor increasing urbanization in the
province and the number of migrants that leave the country (Liang and Morooka
2004). The economic growth in these coastal provinces and in China’s largest cities
has also increased the incentives for migrants to return to China or return their wealth
to China as they invest in their country of origin.

The largest population of Chinese immigrants in any state is in California at
nearly 575,000 with nearly equal populations in Los Angeles and San Francisco at
about 205,000 in each city calculated based on the IPUMS 2016 ACS 5-year average
(see Fig. 19.13). In California, compared to New York, the percentage of Chinese
migrants with a college degree is much higher at approximately 46%.10 With higher
levels of education, these migrants are more likely to originate from provinces such
as Beijing and Shanghai. Within California, the percentage of Chinese migrants with
a college degree varies from approximately 77% in San Jose (Silicon Valley) to 44%
in Los Angeles, and 36% in San Francisco (compared to just 31% in the greater New
York MSA).

The destination of Chinese migrants suggests that migrants are positively sorting
into the U.S. It also suggests that the social ties China has created in places like
San Francisco, particularly Silicon Valley, maybe especially beneficial for economic
growth back in China (Saxenian 2005). Migrants returning from areas like Silicon
Valley bring back with them enhanced skills through education and experience as
well as their established business connections (Saxenian 2005). Whether migrants
return toChina or remain in SiliconValley, their connection to urban coastal areas like
Beijing, Shanghai, and Shenzhen has spurred economic growth by either utilizing
lower cost labor or creating cross-regional startups (Saxenian 2005). Figure 19.14
shows the relationship between emigrants and foreign-funded enterprises in China
by province (with a correlation coefficient of 0.52). Guangdong and Zhejiang each

8Calculated using IPUMS ACS 2016 5 year average for migrants between the age of 28 and 65.
9Calculated using IPUMS ACS 2016 5 year average for migrants of any age.
10Ibid.
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seem to be benefiting from its early history in sending emigrants to theU.S. combined
with its comparatively lower cost of labor (average wages in urbanGuangdong and in
Zhejiang in 2016 were just over 70,000 yuan compared to nearly 120,000 in Beijing
and Shanghai according to the National Bureau of Statistics of China). Companies
such as Silicon Valley-based Cisco and San Diego-based Qualcomm are just some
of the most recent tech companies to create formal U.S.–China tech partnerships
(Reuters 2015; Miller 2018).

Early linkages between Chinese markets and the U.S. have created high-tech
clusters in coastal provinces such as Shanghai, Beijing, Guangdong, and Fujian
(see Fig. 19.14). Foreign firms experience agglomeration economies from locating
near each other in these existing tech clusters where knowledge of working in the
host country is more likely to spillover from one foreign firm to another. American
foreign direct investment, in particular, tends to be clustered near industrial centers
such as Shanghai and Beijing where previous investments were made (He 2003).
Local firms may also benefit from interactions with foreign firms or multinational
corporations. Although large innovative multinational corporations in a tech cluster
may crowd out activity from local firms, these large foreign firms are also more
likely to rely on local firms to conduct their business. Through this connection with
multinational corporations, local firms may increase innovative activity as they learn
from foreign firms (Zhou and Xin 2003). These agglomeration spillovers encourage
economic growth and prosperity in the provinces in China with more direct links to
international markets especially the U.S.11

As the coastal regions of China have prospered experiencing impressive economic
growth, the gap between the coastal provinces and the inland provinces has widened.
Internal and international migration as well as the foreign direct investment has
only reinforced the growing gap between these regions (Fu 2004; Xiang 2016).
These disparities have further encouraged young and educated people from inland
regions to migrate to the coastal areas further decreasing education levels in inland
provinces (Fu 2004). With lower education levels in inland provinces and higher
education levels in coastal provinces, economic theory (see Fig. 19.5) suggests that
wages are likely to decrease in inland provinces and increase in coastal provinces.
Accordingly, Fu estimates the impact of higher emigration rates on various regional
outcomes, specifically finding that higher emigration rates have increased the gap
between inland and coastal provinces. Fu suggests that there is two-way causality
whereby a widening income gap also increases emigration. The difficulty in esti-
mating the impact of emigration on the sending region (or country) lies with differ-
entiating the factors that are increasing emigration from those that result from higher
emigration rates. Using a panel data estimation, Fu (2004) finds that a 1% increase
in the share of emigrants in an inland province increases the per capita income gap

11Tingvall and Ljungwall (2012) conduct a meta-analysis of 67 studies on the linkages between FDI
and economic growth in order to understand whether China differs from other countries in FDI’s
impact on productivity. They find that the impact of FDI on growth has been significantly higher
for China than for other countries. Furthermore, in studies that use aggregate data, China is even
stronger suggesting that policies that promote linkages between foreign and domestic firms have
been successful.
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between the inland province and the coastal provinces by 0.07%. Additionally, Fu
finds that although foreign direct investment has increased the gap between inland
and coastal provinces, urbanization within inland provinces has offset some of this
impact reducing regional income inequalities. Fu suggests that the costs of emigra-
tion seem to outweigh the benefits coming from remittances and other factors. The
provinces that have benefited most from globalization, the coastal provinces, seem
to benefit more from emigration. This is in line with Docquier and Rapoport’s (2012)
cross-country study showing that skilledmigration has a net negative impact for some
countries but a net positive impact for many countries, especially those counties with
low-skilled migration rates (below 20%) and countries that have experienced more
globalization, countries such as India and China. Examining the impact of emigra-
tion across provinces within China seems to reinforce many of the conclusions from
previous research.

19.5 Conclusion

In the past two decades, the world has seen remarkable strides in opening up to
trade in goods and services as well as to capital flows. The last bastion in the quest
towards globalization is the flow of people across countries which still remains rela-
tively closed and dependent on individual countries’ immigration policies. In 2017,
only 258 million out of a global population of 8.7 billion lived outside their native
country; in other words, only 3.4% of the world’s population are emigrants (IOM
2018). Various economic studies show that the efficiency gains from eliminating
international barriers in goods flow results in gains of 0.3–4.1% of world GDP and
efficiency gains from eliminating international barriers in capital flows lead to gains
of 0.1–0.7% of world GDP (Clemens 2011). However, the estimated gain accrued
by eliminating all barriers to labor mobility is a jaw-dropping 67–147.5% of world
GDP (Clemens 2011). Despite these potential global gains, economists tend to focus
more on immigration and not emigration with most studies focusing on the economic
impact of the arrival of labor in the destination country and not the departure of labor
from the sending country. Understanding the well-being of the sending countries
is critically important in any study of well-being across the world, especially when
addressing topics such as poverty across countries. The impact of emigration is not
equal across space. Though the global impact of international migrationmay be posi-
tive, the efficiency gains from labor mobility are not shared equally across countries
or within sending countries. The China case study on emigration, suggests emigra-
tion exacerbated inequality between wealthier coastal provinces and inland areas.
Policymakers may need to focus on policies that specifically address and alleviate
the negative impacts of emigration for those regions and countries that may be net
losers from emigration.

While the short-term effect of emigration on the sending country is the loss of
labor, the long-term effects accrue via emigrant networks that can promote trade,
foreign direct investment, and entrepreneurial activities, remittances, and possibly,
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brain gain, if emigrants choose to return to their native country. Thus, even if the
immediate impacts are negligible or negative, policymakers should not restrict the
mobility of their citizens but instead focus on maintaining and even strengthening
their connections with emigrants. Policymakers should strive to foster and build
up the positive aspects of migration while addressing the root cause of economic
factors that push the migrants to move to another country by improving education
and economic opportunities at home.

References

Adams, R. H., & Cuecuecha, A. (2013). The impact of remittances on investment and poverty in
Ghana. World Development, 50, 24–40.

Alkhalisi, Z., & Iyengar, R. (2018). Indians went to the Gulf to make money. NowModi is luring it
back. CNNMoney https://money.cnn.com/2018/02/08/news/economy/india-uae-investment-exp
ats-modi/index.html.

Artal-Tur, A., Pallardó-López, V. J., & Requena-Silvente, F. (2012). The tradeenhancing effect of
immigration networks: New evidence on the role of geographic proximity. Economics Letters,
116(3), 554–557.

Batalova, J., Shymonyak, A., & Mittelstadt, M. (2018). Immigration data matters. Migration
Policy Institute. https://www.migrationpolicy.org/sites/default/files/publications/Data%20Matt
ers-FINAL.pdf.

Beine, M., Docquier, F., & Rapoport, H. (2001). Brain drain and economic growth: Theory and
evidence. Journal of Development Economics, 64(1), 275–289.

Beine, M., Docquier, F., & Rapoport, H. (2008). Brain drain and human capital formation in
developing countries: Winners and losers. The Economic Journal, 118(528), 631–652.

Beine,M., Docquier, F., &Ozden, C. (2011). Diasporas. Journal of Development Economics, 95(1),
30–41.

Belot, M. V., & Hatton, T. J. (2012). Immigrant selection in the OECD. The Scandinavian Journal
of Economics, 114(4), 1105–1128.

Bhagwati, J. (1984). Incentives and disincentives: International migration. Review of World
Economics, 120(4), 678–701.
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Chapter 20
Economic Effects of Remittances
on Migrants’ Country of Origin

Barış Alpaslan, Aysegul Kayaoglu, Jürgen Meckl, Joaquín Naval,
Michaella Vanore, and Thomas H.W. Ziesemer

20.1 Introduction

International remittances of migrants to their home countries have been an object
of increasing research within economics and other social sciences in recent years.
Given the volume of remittances and their evolution over the last two decades or
so, this comes with no surprise. According to the World Bank’s “Migration and
Remittances Data 2018” (World Bank 2018), earnings that migrant workers from
developing countries sent back home were estimated to be some US$ 420 billion for
2017, and it is believed that this figure is underestimated considering the significant
flow of informal remittances. This amounts to an increase of the aggregate volume
of recorded remittances of more than 500% over the last two decades. In countries
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like Comoros, El Salvador, Gambia, Haiti, Liberia and Nepal, remittances sum up
to more than 20% of Gross domestic product (GDP), and even in somewhat more
advanced countries like Egypt, Morocco and Tunisia, they still make up 5–10% of
GDP. These figures are indeed substantially larger for many countries than the size
of official aid flows. As a result, international remittances account for a considerable
source of external funding at the macro-level. At the micro-level, these transfers
enable households not only to allocate more resources to the consumption of both
durable andnon-durable goods such as housing, education, health and entrepreneurial
activities but also to affect their intentions to migrate and other types of behavioural
norms. Its profound economic consequences at both micro- and macro-levels are an
important cause for concern.

This chapter primarily concentrates on the empirical results of the economic
effects of remittances on themigrants’ country of origin. As emphasized byRapoport
and Docquier (2006), migrants may be motivated by different reasons to transfer
income to their home country: (i) taking care of family members left behind in some
form (including insurance of families against highly volatile income due to idiosyn-
cratic risks that cannot be insured in cases of underdeveloped insurance markets);
(ii) repayments for informal family loans (esp. in cases of limited access to credit
markets) for funding costs of migration or providing such informal loans to potential
future migrants and (iii) strategic considerations in cases of imperfect information
about individual productivities (e.g. compensate or bribe low-productive potential
migrants to stay at home in order to improve income prospects of high-productive
migrants in cases of statistical discrimination). We take the motivation of migrants as
given and concentrate on the micro- and macroeconomic effects of these transfers.

As there is a range ofmotivational concerns, the effects of remittances are expected
to be manifold and to differ from those of official aid substantially. With extensive
liquidity constraints and missing access to insurance markets for a large part of the
population in developing countries, economic outcomes are expected to be highly
sensitive with respect to the distribution of financial means. The latter substantially
differ when migrants transfer money directly to their home country compared to
the distribution of foreign aid by the home countries’ governments. However, even
between different recipient countries, market imperfections and income distributions
differ substantially, so that we should expect a broad range of highly country-specific
impacts.

The intuition behind much of the empirical work is as follows. Remittances are
international transfers. Receiving transfers enhances disposable income, and thus
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allows for more consumption and savings. Higher savings will either spur invest-
ment of several types or reduce foreign debt (or both) and thus affect migration and
international trade in line with the theory of non-traded goods. As a result, economic
effects of remittances are primarily income effects in an economic environment of
market imperfections.

In a dynamic model with liquidity constraints and credit market imperfections,
Naval (2017) integrates the theory of family decisions and effects of remittances
on the just mentioned variables with effects regarding inequality, migration and
remittances into a model with productivity differences across countries. Initial inter-
household inequality stems from inherited wealth while intra-household hetero-
geneity arises due to migrant and non-migrant family members. Remittances help
to alleviate intra-household differences between migrants and those left behind and
modify the evolution of inter-household inequality.

We consider empirical results with intra-household effects in Sect. 20.2 and
imagine that they could be integrated in theory in future work. In Sect. 20.3 we
look at the related issues of norms, consumption, investment and inequality at the
household level. In Sect. 20.4we look at country-level results showing that the results
are very similar to those at the household level.

20.2 Intra-Household and Other Social Effects

The potential effects of remittances on development in migrants’ countries of origin
and the channels that support those effects can differ depending on the analytical
unit, with micro-level impacts (individual level) sometimes deviating from those
observed on meso- (household, community) and macro-(country) level. This section
discusses remittances and their potential impacts on intra-household allocations and
decision-making with a particular emphasis on the interactions among gender, gener-
ation and remittances in shaping those processes—exploring how micro- and meso-
level processes and structures interact. This section first explores the theoretical
links between remittances and intra-household allocations before exploring the liter-
ature on the relationship between financial remittances, household time-allocation
decisions and intra-household expenditure behaviours.

The potential intra-household impacts of remittances are likely to reflect the initial
migrant selection. Neoclassical economics’ theories ofmigration generally frame the
initial migration decision as an individual one informed by a cost-benefit analysis
of the risks associated with mobility compared to the potential economic benefits
of movement to a new economy. Todaro (1969) proposed that labour migration
from rural-to-urban areas would be motivated by the rural–urban wage differential
combined with the probability of finding employment in an urban area. Harris and
Todaro (1970) extended this model by positing that labour migration should arise
from expected wages between urban and rural sectors, with migration ceasing once
equilibrium between these sectors is reached, that is, when expected urban–rural
wage differentials decline to zero given increased urban unemployment and full
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availability of workers. Probability of employment and expected wage differentials
may be shaped not only by structural market factors but also by individual migrant
characteristics. To that end, Sjaastad’s seminalwork (Sjaastad 1962)modelledmigra-
tion as an individual investment decision in which an individual will movewhen their
potential lifetime returns of a migration investment (taking into account their age,
knowledge, skill set and gender) from employment in a new economy would cross
a critical cost threshold. While these early contributions framed migration as an
internal, rural-to-urban phenomenon, the rationale can be extended to explain cross-
border moves. Underlying these different theoretical contributions is the assumption
that wages and economic differentials motivate individuals tomove, andmigrants are
rational actors whose mobility decisions reflect anticipated economic gains arising
from the mobility experience.

Subsequent theories, the New Economics of Labour Migration (Stark and Bloom
1985) among them, view individual mobility decisions as reflective of household-
level strategies. Based on evidence that rural-to-urbanmigration often does not result
in higher wage income, Stark and Levhari (1982) proposed that individual migra-
tion decisions may be promoted by a household’s strategy to diversify sources of
risk rather than purely based on higher anticipated wages. If a household in a rural
area relies on agriculture as a primary source of income, for example, encouraging
a household member to migrate to an urban area where this individual is likely to
work in a different sector may be a conscientious strategy of a household to avoid
the risks endemic to agriculture (e.g. crop disease, environmental shocks). Diversi-
fying sources of income and potentially increasing the total volume may also allow
households to access credit, with migration acting as an informal social protection
strategy that households employ to overcome weak or absent credit and insurance
markets in the community of origin.1

The neoclassical and middle-range theories of migration share an assumption that
migration is motivated by economic gains; from the household perspective, these
gains would be realised chiefly through remittances.2 The theory would suggest that
migration should generate economic benefits on the individual level that carry over
into either higher household income or into different sources of household income,
which in turn may be expected to shift intra-household dynamics—including those
related to time allocation and resource division.

1Several studies have identified that households and families may essentially act as informal insur-
ance providers that help smooth the consumption of individual household members against the
effect of negative income shocks; see, e.g. Stark (1991), and Agarwal and Horowitz (2002).
2A separate strand of theory has emerged that explores motivations for remittances. For example,
contributions from Johnson and Whitelaw (1974) and Lucas and Stark (1985) identify altruism—a
migrant’s desire to ensure his/her familymembers well-being—as amainmotivation for remittance-
sending; others (e.g. Ilahi and Jafarey, 1999; Poirine, 1997) model remittances as repayment for an
informal, family-based ‘loan’ that financed the initial migration.
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20.2.1 Intra-Household Decision-Making
in Remittance-Receiving Contexts

Depending on who migrates from a household, one may expect the division of roles
and responsibilities to shift, with clear implications for decision-making, time allo-
cation, and future expenditure and consumption behaviours. Many of such changes
cannot be attributed to financial remittances, however, but to other changes and
processes initiated by migration (e.g. the physical absence of a household member,
changes in values and attitudes given transfer of social remittances).A body of studies
collected in contexts of both internal and international migration have identified
channels through which financial remittances can shift intra-household allocation.

Within this literature, a growing body has explored the intersection among
gendered decision-making, intra-household time allocation and financial remit-
tances. Studies conducted using large-scale, cross-sectional survey data in coun-
tries such as India have suggested that the migration of a husband can correspond to
increased decision-making autonomy among wives who remain in the home country,
conditional on whether or not the remaining wife lives independently or lives in a
household with members of the extended family. Women who live independently
may have greater autonomy in making daily decisions, in participating in the labour
market, and in making longer term decisions for the family such as those related to
schooling of children. In contrast, those living with members of the extended family
are not found to have increased decision-making power (Desai and Benerji 2008).
Gendered effects of migration on time allocation have been observed in China, with
authors such as Chang et al. (2011) finding that migration increases the time elderly
persons and children spent on farm work and domestic work, with much larger and
significant increases in working time observed among women and girls compared to
men and boys. With the use of five waves of panel data collected in China between
1991 and 2000, Chen (2006) similarly identified that migration and supplemental
income from remittances might correspond to changes in time allocation, the effects
of which vary across household members. Mothers were found to reduce time spent
on both household chores and income-generating activities with the migration of
a husband. Nevertheless, the amount of time female children spent on household
chores, namely laundry and food preparation, increased significantly while the time
boys spent in laundry decreased over time.

20.2.2 Remittances and Intra-Household Labour Allocation

The Chen (2006) study is part of a more significant strand of literature that explores
the potential impacts of remittance receipt on the labour market behaviours of recip-
ients, which is tied to intra-household decisions and behaviours on time allocation.
In their model of remittance motivations, Chami et al. (2005) identify that remit-
tances behave countercyclically and in a compensatory way, where the altruism of
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the remitter will ensure that a recipient is protected against adverse shocks like wage
loss. Themodel implies that the problemofmoral hazardmay arise; if remittances are
treated as non-market substitutes for wages, recipients may reduce their labour if the
altruism of the remitter ensures consistent transfers. Further models and empirical
tests of the relationship between regular transfers and labour market time alloca-
tion among recipients (see, e.g., Azam and Gubert 2005; Kapur 2005; Naiditch and
Vranceanu 2009) suggest that recipients will be incentivized to reduce their labour
supply and increase consumption of leisure. Other studies, such as that of Görlich
et al. (2007) among remittance recipients inMoldova, find that receiving remittances
indeed increases significantly the probability that a recipient will withdraw from the
labour market, but not because of increased consumption of leisure. Instead, Görlich
et al. (2007) find that recipients have a higher probability of being involved in home
production and entering higher education, suggesting that migration and subsequent
remittance transfers increase the likelihood of intra-household specialisation, where
different members choose optimal time allocation in household tasks like childcare
or subsistence farming, work abroad or education.

Studies on time allocation and labourmarket participation of remittance recipients
suggest that remittances shape household members’ behaviours in different ways;
other studies have explored this further by investigating how themigration of an adult
and subsequent remittance transfers shape the time allocation of children specifi-
cally. Using a differences-in-differences strategy to compare remittance-receiving
households and non-recipient households during the 2008–2009 US financial crisis,
Alcaraz et al. (2012) find that reduced remittances resulting from economic shocks
of Mexican migrants in the United States (US) caused a significant decrease in child
school attendance and an increase in child labour. There is growing evidence that
remittances do not have a universal impact on child labour, however, but instead affect
children differently according to gender and age. Based on data from El Salvador,
Acosta (2011) found that while remittance receipt had an overall modest impact on
schooling, it corresponded to a significant reduction in wage labour among chil-
dren. The results suggest gendered distribution of resources within the household,
however: increased school attendance and reduced labour activity were observed
among girls, yet among boys, observed reductions in participation in wage labour
were offset by increased labour in family activities. Similarly, in a study on the short-
run effects of paternal migration on children’s time allocation in Mexico, Antman
(2011a) found that in the immediate aftermath of a father’s migration to the US,
children experienced a significant increase in out-of-household work participation.
This effect is driven primarily by increased labour participation of adolescent boys
(aged 12–15) that would be expected to be moderated with increased remittance
transfers over time. Duration of migration and child age were found to be important
explanatory factors in understanding the impacts of remittances on child labour in
Burkina Faso as well. Using an instrumental variable approach with cross-sectional
household data, Bargain and Boutin (2015) found that among rural households with
a migrant in long-term migration, remittance receipt corresponded to a significantly
lower proportion of children in the household engaged in labour. The effect was
driven primarily by children in younger age cohorts (aged 5–10) rather than those
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in older cohorts (aged 11–14), and remittances were observed to have no significant
impact on child labour in households with a recent migrant. These studies taken
together highlight that the time allocations of different household members may be
shaped differently by remittances,which are also likely to vary over time and generate
different intra-household impacts given how they change household resources.

20.3 Household-Level Effects on Consumption and Norms,
on Investment in Physical and Human Capital,
and on Income Inequality

20.3.1 Effects on Consumption and Norms

Those left behind, especially with an origin in rural areas appear to be the central
concern of emigrants (Taylor et al. 2003) that tremendously affect the flow of remit-
tances. It is shown that remittances contribute to rural well-being and agricultural
production through their effect on household consumption behaviour (Lucas and
Stark 1985; Lucas 1987, 2006). Moreover, the literature on “new economics of
labour migration” discusses that migration is a household decision instead of an
individual one, and remittances in this framework are believed to loosen constraints
on production particularly in the rural areas of less developed countries wheremarket
imperfections prevail (Stark and Bloom 1985).

The ways households use remittances have been given notable attention in the
literature, with different kinds of literature highlighting that production activity,
initial consumption of the household and perceived justification of expenditures may
shape usage behaviours. Differences in consumption patterns with remittance receipt
suggest that money may not be completely fungible; the source of income may, in
fact, influence how it is spent. Remittances may not be used as other sources of
income, and several studies (e.g., Adams 1991; Adams 2002; Adams and Cuecuecha
2010; Kayaoglu 2017) note different usage may translate to differential impacts on
the household and wider communities. It has been found that income from remit-
tances has different effects on the household consumption decisions than earnings
obtained from an increase in farm income or wage. For instance, the former is usually
used less on food or other non-durable goods but instead more on durable goods,
health, education, housing, setting up businesses and so on (De Brauw and Rozelle
2008; Duflo and Udry 2004) which also works as consumption smoothers at times
of negative external shocks (Acosta et al. 2008a). It is also discussed that the way
the remittances are spent depends very much on the initial consumption level of
the household. It is argued that remittances are used more on non-durable goods
when households have a low initial level of consumption (Stuart and Kearney 1981),
but once households reach a certain level of consumption, then remittances start to
be used more for investments in durable goods, education and housing (Rhoades
1978; Russell 1986; Acosta et al. 2008a). Moreover, another strand of the literature
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suggests that receiving remittances is not enough to increase the rural production
capacity of receiving households, and it has been suggested that several other factors
should also be considered if one expects remittances to increase not only consump-
tion in non-durable goods but also production. These factors can be summarized as
initial (productive) resource endowment level of households, amount and frequency
of receiving remittances, the market structure in the receiving region, regional geog-
raphy and management skills of receiving households (Upton 1973; Arizpe 1981;
Rempel and Lobdell 1978; Gladwin 1979; Saint and Goldsmith 1980).

A growing body of literature has explored remittance use and intra-household
resource distributionwithin a ‘mental accounting’ framework (see, e.g., Thaler 1985)
in which individuals are expected to create different ‘mental accounts’ for different
sources of income, which changes the types of expenditures these accounts support.
Davies et al. (2009) identify remittances as unlike other sources of income because
of dynamics between the remitter and the recipient. Remitters may place specific
conditions on a transfer, indicating what a transfer should be spent on, or recipients
may have “emotional tags” associated with the remittance tied to perceptions of the
remitter, the migration experience or the motivation for migration. The conditions
placed on a transfer by the remitter combined with the emotional tags of recipi-
ents may encourage recipients to use the transfers in specific ways and on specific
household members, which shifts intra-household resource allocation. Empirical
evidence on unique expenditure behaviours associated with remittances compared
to other income sources is mixed, however. For example, in their study of dietary
diversity among East African pastoralists, Villa et al. (2010) find that remittances
do not have a significant impact on dietary diversity, whereas other income sources
do. In contrast, Waidler et al. (2017) in their assessment of expenditure behaviours
in Moldovan households find that remittances and social assistance transfers are
associated with different expenditure behaviours, with remittances positively associ-
ated with increased expenditures on utility bills and negatively associated with food
expenditures. In contrast, social assistance is positively associated with expenditures
on both clothing and utility bills.

The studies about the effect of international remittances on household consump-
tion are numerous, covering different countries and regions. Although they have a
consensus about the effect of remittances on household welfare through increases
in their consumption levels, the arguments within the current literature about their
effect on agricultural production are somewhat mixed and suggest that it depends
on various factors listed above. Judging from the case of South Asia, Ullah (2017)
argues that international remittances are mainly used for education expenditures,
house renovation, food consumption, buying land and repayment of loans. The find-
ings are similar for the Latin American (LA) countries, although it has been shown
that receivers also utilize remittances to improve agricultural production and farm
assets and for health expenses (see Durand and Massey 1992; Jokisch 2002; Adams
2006b; Acosta et al. 2008a; Ponce et al. 2012; Taylor 1992; Taylor and Mora 2006).
Regarding the effect of remittances on rural Chinese households, Taylor et al. (2003)
found that remittances partially offset the lost-labour effect of migration and are
proved to be a stimulus for crop production. In addition to these effects, Pakistani
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rural households have also been found to use remittances to diversify their crop
production (Adams 1996; De Brauw and Rozelle 2008). In the case of Fiji, Xing
(2018) recently demonstrated that rural households use remittances not only for
food consumption but mainly for the agricultural production and diversification.

In addition to the focus on consuming remittances to have higher agricultural
production, several studies have additionally paid attention to the role of remit-
tances on education investments particularly in regards to households with low
parental schooling (see Edwards andUreta 2003; Acosta et al. 2007, 2008a, b; Calero
and Sparrow 2009; Yang and Martinez 2006; Kifle 2007; Adams and Page 2005).
Rapoport and Docquier (2006) and Hu (2012), in different contexts, also found
that educational attainment of children in families with migrant members is higher.
Castaldo and Reilly (2007) and Miluka et al. (2010) found that rural recipients in
Albania invest less in education and productivity-enhancing crop technologies but
more in livestock production. Moreover, several studies suggest that remittances
improve health outcomes of a household member in the source countries (see, e.g.,
Frank and Hammer 2002; Hildebrandt andMcKenzie 2005). On the contrary to these
examples with positive effects of remittances on productive investments, some other
studies, however, adopt a rather pessimistic view and suggest that remittances in
practice are mainly used for immediate consumption and only partially to further
production (see Lipton 1980; Reichert 1981; Grindle 1988; Ahlburg 1991; Russell
1992; Brown and Ahlburg 1999; Chami, Fullenkamp and Jahjah 2005). Connell
(1981) andMacpherson (1985) argue that barriers for profitable investment opportu-
nities in the Pacific region are, for example, the main reasons behind the utilization
of remittances in non-durable consumption.

Moreover, remittances have also been found to affect behavioural norms and
attitudes of recipients as it is a way of keeping contact with householdmembers in the
source regions/countries. Analyzing the household-level data, VanDalen et al. (2005)
show that remittances increase emigration intentions of recipients in Egypt,Morocco
and Turkey. Leeves (2009) also suggests positive effects of remittances on migration
intentions of receivers in Tonga and Fiji. Recently, Piracha and Saraogi (2017) and
Dimova and Wolff (2015) analyzed the household-level data from Moldova and
Bosnia & Herzegovina, respectively, and likewise concluded that remittances have
caused chain migration also in those two countries in Europe. As it is explained
in the following subsection, the changes in the migration intention of recipients do
also affect their consumption decisions on education (Antman 2011a). In addition
to these household-level empirical findings, theoretical literature about the role of
remittances on changing norms argues that fertility norms in source countries are also
affected by migration and remittances (e.g., Lindstrom and Giorguli Saucedo 2002;
Lindstrom and Muñoz-Franco 2005; Beine et al. 2013; Bertoli and Marchetta 2015).

In reviewing the relevant literature, there are considerable effects of remittances on
the consumption behaviour and norms of recipients.Although conditions of the recip-
ient household and origin region/country together with the amount and frequency
of remittances play a significant role in the way the remittances are utilized by the
recipients, the effects of remittances on the behavioural norms are also affected by
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experiences of emigrants in the destination regions/countries. The relevant liter-
ature discusses that use of remittances for buying non-durable goods increases
production and household welfare. Thus, the following subsection will be specifi-
cally discussing the effects of remittances on two essential aspects of consumptions,
namely investment in physical and human capital.

20.3.2 Effects on Investment in Physical and Human Capital

There are many different uses of remittances, but much research has studied invest-
ments made by households from developing countries in the form of both human and
physical capital as they are important sources of economic growth. Education of chil-
dren left behind is the human capital investment which has received more attention,
but health is of primary interest as well. Moreover, remittances are also frequently
used for physical capital investments for entrepreneurship of returnmigrants and their
families. While early research suggests that remittances are mainly used to increase
non-durable consumption and housing, most of the current research found and tried
to understand the use of remittances in productive investments (Durand et al. 1996).
Using a natural experiment of exogenous exchange rate shocks to the Philippine peso
in the course of the 1997 Asian financial crisis, Yang (2008) shows how remittances
relax resource constraints and contribute to reducing child labour and to increasing
child schooling and educational expenditure. Moreover, remittances enable house-
holds to devote more time to self-employment, and to become more likely to start
capital-intensive enterprises in the Philippines. However, the effects could be due to
remittances, migrant savings or return migration. In contrast, Yang (2008) found no
statistically significant effect on current consumption.

The impact of migration and remittances on family members left behind in
the developing world is still, however, an open debate. Households with migrants
benefit from remittances because the higher income eases liquidity constraints, which
enables the remaining members to invest in education, health and other produc-
tive investments. There is increasing evidence from, among others, the Philippines,
Ghana, Mexico, El Salvador and other Latin American economies that suggests
migration and remittances reduce child labour and promote school attendance
(Edwards and Ureta 2003; Acosta et al. 2007; Yang 2008; Acosta 2011; Alcaraz
et al. 2012; Gyimah-Brempong andAsiedu 2015), and allow expenditures in a higher
quality of education (Salas 2014).

However, parental absence can increase the time children work, cause psycholog-
ical costs on children and reduce parental inputs into education acquisition. In addi-
tion, these costs can differ between rural and urban areas, boys and girls, or whether
the migrant is the father or the mother. In Bolivia, Coon (2016) finds that remittances
reduce the number of hours children work and concludes that fewer remittances are
needed to reduce the hours worked in rural than in urban areas. Controlling for remit-
tances, Cortes (2015) finds evidence for the adverse effects of parental absence being
worse when the mother migrates than when the father does in the Philippines, and
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Antman (2012) argues that the effects of a father migrating from Mexico to the US
have a positive effect on the education of girls left behind thanks to remittances and
a shift of the decision-making power towards the mother. In Nepal, Acharya and
Leon-Gonzalez (2014) show that the effects of migration and remittances are posi-
tive for the children of less-educated parents with severe liquidity constraints, while
the effects are negative, due to parental absence, for the children of more educated
parents.

Thanks to better data and the increasing importance of migration in the research
agenda, the gender dimension of migration is studied more and more. Using multi-
variate regression techniques with cross-sectional data collected in Mexico, Antman
(2011b) observed that the international migration of a male household head and
subsequent remittances corresponded to greater resource allocations to female chil-
dren. The study also found that the return of a male household head corresponded to
higher allocations of resources to his sons, which the author identifies as compen-
sating for lower resources during migration. Other studies suggest that the gender of
the migrant and the remittance recipient is not as meaningful in shaping expenditure
behaviours in all contexts. Using both parametric and semi-parametric techniques,
Göbel (2013) estimated how gender and remittances shape food, housing, education
and health expenditure patterns in Ecuador. The study suggested that expenditures
on education and health increase significantly with receipt of remittances, with only
marginal increases in expenditures on education occurring when the remitter and
recipient are female.

The literature has also pointed out thatwhen remittances relax liquidity constraints
they allow investment in migration by recipients. In Bosnia & Herzegovina, Dimova
and Wolff (2015) found that people who receive remittances have between 6 and
10 greater percentage points probability of migrating in the coming year than those
who do not receive remittances. This probability of migration intention can reduce
educational attainment, as indicated in the study of McKenzie and Rapoport (2011)
for rural Mexico. Similarly, Antman (2011a) found that 12–15 year-old boys reduce
study hours and increase work hours in response to a father’s U.S. migration.

To understand why we do not observe more migration, Stöhr (2015) studies two
opposite effects that affect migration inMoldova: migration encourages migration of
siblings by reducing the migration costs, but caring for the elderly family members
reduces it. He concludes that the latter effect dominates the former. Children feel
responsible for their parents; thus, elderly parents benefit from the remittances and
the time spent in the care of some family members who do not migrate. This is
due to the absence of a good market for elderly care, which is a typical situation in
developing countries.

When we look at the impact of remittances on investments in human capital
through health expenditures, we see that remittances increase the spending on
health services of those left behind in Mexico (Amuedo-Dorantes and Pozo 2011a).
However,Antman (2010) found a statistically significant relationship between having
a child who migrates fromMexico to the U.S. and elderly family self-reporting poor
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mental and physical health and suffering a heart attack or stroke.3 For the children,
Hildebrandt and McKenzie (2005) used historic migration networks and the pattern
of development of the railroad system as instruments to conclude that (i) migration
reduces infant mortality rates and increases birth weights in Mexico; (ii) without
the instrumental variable approach to account for migrant selectivity the gains are
underestimated; (iii) not only higher wealth due to remittances but higher health
knowledge of migrants in the US explain the outcomes; (iv) parental absence may
have adverse effects because migrants children receive less breastfeeding than non-
migrants, fewer vaccines and visit a doctor in their first year of life less frequently,
which makes them cautious about the long-term effects of migration and remit-
tances on health. However, in six communities of the poor rural Nicaragua, Macours
and Vakis (2010) found that the income gains from mother’s migration more than
compensate the costs from their absence.

Another use of remittances is as a substitute for credit to cope with health and
climate shocks. In Mexico, Ambrosius and Cuecuecha (2013) exploited the data on
health shocks and observe that they increase debt among households who do not
have access to remittances from family members in the US. Hence, remittances act
as informal insurance that can substitute loans in case of health necessity. However,
although remittances diversify income sources to cope with negative climate tran-
sitory shocks in Mali (Generoso 2015), in contrast to access to credit, do not result
in an accumulation of agricultural equipment that can help to eliminate a structural
food insecurity situation.

In line with the early work of Massey and Parrado (1998), the recent evidence
suggests that migration and remittances promote entrepreneurship. Batista et al.
(2017) studied return migration and conclude that it increases the probability
of business ownership from 13 percentage points to 22–27. They studied four
provinces of Mozambique and control for the self-selection of migrants at origin
and return. Piracha and Vadean (2010) andWahba and Zenou (2012), in Albania and
Egypt, also found positive effects but only considered self-selection at the origin.
Demurger and Xu (2011) found the same pattern for internal migration in China.
Moreover, migration experience is found to increase the probability of survival of
entrepreneurial activities of return migrants in Egypt (Marchetta 2012). In Mexico,
Woodruff and Zenteno (2007) found that remittances increase investment in small-
scale entrepreneurs. However, Amuedo-Dorantes and Pozo (2006b) found a negative
impact of remittances on business ownership in the Dominican Republic. Therefore,
the effects of migration and remittances on entrepreneurship, schooling and health
are heterogeneous and need further research.

3Ivlevs et al. (2019) consider the effects of remittances on mental health and subjective well-being.
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20.3.3 Effects on Income Inequality

In reviewing the development literature, there are a number of studies that
have considered the effects of remittances particularly on household-level income
inequality, the subject that will be elaborately addressed in this subsection. What
remains unclear, however, is whether or not remittances have an increasing or a
reducing effect or even no effect on income inequality. Additionally, this effect can
vary depending on the socio-economic status of households, for example, income
distribution to which migrants belong, and whether or not earnings by migrants are
sent to rich or poor households.

Therefore, this subsection systematically reviews all the relevant studies mainly
on two key aspects of remittances: the inequality-increasing and reducing effects of
remittances, and then it moves on to provide a summary and critique of the findings
obtained in some of these studies.We first then begin by reviewing those studies (e.g.,
Adams 1989; Barham et al. 1998; Adams, 2006a; Adams et al. 2008; Bouoiyour and
Miftah 2014;Möllers andMeyer 2014), reporting that remittances lead to an increase
in income inequality. Adams (1989) appears to be one of the first studies in the
literature that have stressed the clear-cut inequality-increasing effect of remittances
and presented evidence for rural Egypt. Barham et al. (1998), Adams (2006a) and
Bouoiyour andMiftah (2014), for instance, estimated the net effects of migration and
remittances on the distribution of household income. In particular, using a sample
of households in Barham et al. (1998) compared the income of remittance-receiving
households with that of non-remittance-receiving ones. The similar analysis was also
done for Ghana and rural southern Morocco by Adams (2006a) and Bouoiyour and
Miftah (2014), respectively.

However, there is also another strand of the literature which proposes that remit-
tances facilitate inequality reduction (e.g. Taylor andWyatt 1996; Taylor et al. 2005;
Brown and Jimenez 2008; Gubert et al. 2010; Odozi et al. 2010; Mughal and Anwar
2012;Margolis et al. 2015; Bang et al. 2016; Kóczán and Loyola 2018). For example,
a recent study byKóczán andLoyola (2018) attempted tomeasure the effects of remit-
tances on inequality in Mexico before, during and in the aftermath of the Mexican
Peso and the Global Financial crises, which were believed to hit both remittance-
sending and receiving countries. To this end, they estimated counterfactual income
distributions for recipient families in the case where there are no-remittances, using
a nationally representative household survey. One key finding in their study is that
when estimating non-remittances income for migrant families in the counterfactual
scenario, the resulting Gini coefficient turns out to be higher than the observed one.
Another finding that has been reported in the study of Kóczán and Loyola (2018) is
that during both crises, remittances contributed to reducing inequality in the migrant-
sending country. Especially during the Global Financial crisis, these remittances
helped households at the bottom of the income distribution to be less affected by the
consequences of the crisis. More precisely, those households seemed to receive more
remittances than households at the top of the distribution, compared to the pre- and
post-crisis years.
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On the other hand, Acosta, Fajnzylber and Lopez (2008), who exploited both
country-level and nationally representative household survey data for tenLatinAmer-
ican and Caribbean countries with different migration patterns, have in several ways
provided mixed evidence for understanding the effects of remittances on inequality.
They first used decomposition of income inequality in order to estimate the effects
of discrete and marginal changes in remittances (albeit with no change in migra-
tion) on household income distribution. According to the authors, the results would,
however, be misleading because the analysis relies heavily on the assumption that
remittances are considered to be exogenous transfers by migrants, yet this may not
be accurate though. Therefore, in their analysis remittances were assumed to be a
substitute instead for home earnings that could have been obtained if migrants had
stayed at home, rather than leaving their countries to work abroad. Consequently,
they believe that sufficient consideration needs to be given to the counterfactual
scenario of no-remittances and no-migration (the case where per capita household
income for migrant families is imputed). Based on the micro-econometric results
of their study obtained from household survey-based estimates, in almost all coun-
tries under consideration, the Gini coefficient of the given non-remittances income is
higher than the observed Gini coefficient for per capita household income. When the
no-remittances, no-migration scenario is considered, the results, however, indicate
that in six out of ten countries, remittances have a less inequality-reducing impact.
In contrast, for the rest of the countries, remittances are much more equalizers than
before.

Finally, there is a relatively small body of literature that has found no convincing
evidence of any effects of remittances on income inequality (e.g., Adams 2006b;
Beyene 2014). Indeed, Adams (2006b) and Beyene (2014) have failed to postulate
any significant correlation between remittances and income inequality for Guatemala
and Ethiopia, respectively.

The literature review in this subsection indicates that the direct effect of remit-
tances on inequality at the household level depends mainly on the socio-economic
status of households, as noted earlier. On the other hand, consumption behaviours,
norms and investment decisions of household members, and therefore their overall
well-being can, in fact, vary depending on whether or not they receive remittances.

20.4 Country-Level Effects: Causes, Growth Channels,
Globalization and Distribution

In this section, unless stated otherwise, we look at the effect of remittances for panel
data at the country level under the assumption of slope homogeneity.
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20.4.1 Causes of Remittances and Reinforcing or Weakening
Factors4

Differences in wages are the major incentives for people to migrate according to
the textbook model of international migration without market imperfections. Remit-
tances then are altruistic international transfers based on the migrants’ individual
decisions because in the model there is nothing received in exchange for it. In
contrast, in models with market imperfections, the family decides on migration
and remittances to mitigate market imperfections such as credit constraints and
absence of insurance (Stark and Bloom 1985; Rapoport and Docquier 2006). Credit
constraints limit investment decisions of firms and household decisions on educa-
tion. These motivations are strengthened or mitigated by several factors: Proximity
to remittance-sending regions (Adams 2006a), the cost of sending money reduced
by financial openness (Beine et al. 2014), skill composition of migrants, economi-
cally better integration of migrants, network size, age-dependence, lack of knowl-
edge and capacities among local governments and non-governmental organizations
(NGOs), social capital indicators, the misery index, interest rate differences between
the sending and the receiving countries with mixed evidence (Ziesemer 2009), oil
prices and other volatile macroeconomic variables including crises, more migration,
the share of female and college-educated migrants, and informal credit from parents,
rainfalls at low credit volumes, disasters, forced displacements and related factors,
foreign income, financial liberalization, and exchange rates, the latter with mixed
evidence.

20.4.2 Financial Development

As credit market imperfections are among themajor reasons for migration, an impor-
tant question is whether remittances help developing credit markets more. Toxopeus
and Lensink (2008) show that remittances have a positive impact on the share of
adults with bank accounts, and bank accounts have a positive impact on growth.
Gheeraert et al. (2010) show that remittances decrease transaction costs, increase
both bank deposits and formal investments, with an ambiguous marginal impact on
investments. For the credit volume, the evidence is mixed. Quisumbing andMcNiven
(2010) provide evidence that remittances do not change the credit constraints in
Bukidnon, the Philippines, which is unexpected from the perspective of solving
market imperfections; but the composition of assets shifts from land to others. One
of the reasonsmay be that financial development is based onmany political decisions,
which may differ from country to country (Hudson 2008). Cooray (2012) shows that
remittances affect financial sector size and efficiency; size more when there is less
government ownership of banks and efficiency more if there is less government

4We had to limit referencing and have chosen to do so in this section because our core task is ‘effects
of remittances’.
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ownership. Closely related, Ambrosius and Cuecuecha (2016) find that remittances
increase borrowing through informal finance rather than bank loans. Aggarwal et al.
(2011), Beine et al. (2014), Fromentin (2018), Bhattacharya et al. (2018) all find
a positive impact of remittances on the M2/GDP, credit volume/GDP, deposit/GDP
ratios and financial openness for panels of countries for the system GMM estimator
and with two-way causality. Coulibaly (2015) and Fromentin (2017) confirm these
results, except for low-income countries, allowing for slope heterogeneity using
multiple VARs (with mixed evidence for reverse causality) and the pooled- mean-
group estimator, respectively. On the macro-level, financial development benefits
from remittances but whether individuals’ credit constraints get less severe is not yet
shown (see also Gupta et al. 2009, endnote 22).

20.4.3 Effects on Distribution, Poverty and Health

The effect of remittances on distribution has received attention because of the poten-
tial effects on development. Among other things, as noted in the previous section,
remittances can alleviate credit market imperfections and reduce inequality and
extreme poverty, but they can also increase inequality. In a dynamic theoretical model
with credit market imperfections, Naval (2017) explores productivity differences
between origin and destination countries to explain different effects of migration and
remittances on inequality. Remittances are chosen by migrants to transfer resources
from migrants to those left behind, thus reducing intra-household inequality. Naval
(2017) finds the positive correlation between migration and inequality for the half of
countries with the highest emigration rates, and his theoretical model predicts that
emigration rates and inequality increase as the level of income of a country increases.
In contrast, these decrease as more advanced stages of development are reached.
Hence,migration and inequality should be positively related.Moreover,Naval (2017)
reproduces the inverted u-shape relation between emigration rates and per capitaGDP
(see Ziesemer 2012a; Clemens 2014 and references there) with more recent data, and
the falling ratio of highly to less-educated migrants as per capita GDP grows, which
highlights the interaction between education, migration, remittances and inequality.
As a consequence, all effects of migration on the inequality-development link go
together with effects of and on remittances as all variables are endogenous in the
theoretical model. In contrast, remittances are considered to be (weakly) exogenous
variables in regression analysis.

Remittances go more to urban than to rural areas in Nepal, thereby increasing
regional inequality (Seddon et al. 2002). Koechlin and Gianmarco (2007) find an
inverted u-shape relation between remittances and inequality in a cross-section study
of 78 countries.

Remittances as a share of GDP reduce Gini coefficients of income and poverty
indicators for a panel of 41 countries in Sub-Saharan Africa (SSA); the effect is
stronger if financial development is more advanced (Akobeng 2016). Similar results
hold for Latin America (Vacaflores 2018).
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Remittances reduce the level and depth of poverty in a large panel of 115 countries
(Adams 2006b) and for Sub-Saharan Africa (Gupta et al. (2009). For a panel of
100 countries for the years 1990–2010 remittances reduce the percentage of those
working for less than $2 per day Combes et al. (2014). Remittances and financial
development reduce the poverty headcount but their interaction term increases it,
implying a weakening effect under better financial development (Inoue 2018).

Remittances increase health expenditure and reduce food deficits, undernourish-
ment, stunting and child mortality (Azizi 2018). Zhunio et al. (2012) find positive
effects on life expectancy and child mortality in a panel of 69middle and low-income
countries.

20.4.4 Effects in Accumulation and Growth Regressions

20.4.4.1 Direct Effects on Growth

The following papers found positive direct effects of remittances on growth. Giuliano
and Ruiz-Arranz (2009) find a more potent effect for financially less developed
countries, thus indicating that remittances solve a market imperfection problem.
Bettin and Zazzaro (2012) use interaction terms and find that a positive effect of
remittances is smaller if bank inefficiency is more significant, implying that market
imperfections are solved better when banks are more efficient. Many papers show
similar results for all regions of the world. Catrinescu et al. (2009) find more robust
effects when remittances are an interaction variable with institutional indicators. For
North Africa, remittances have positive effects increasing with economic freedom
(Zghidi et al. 2018). World Bank (2006) finds positive effects with interaction effects
from education, institutions and capital markets in Latin America. Williams (2018a)
finds adverse effects of lagged remittances and a democracy indicator. An additional
interaction effect of remittances with a democracy indicator is positive and may
dominate the other effects if democracy is strong enough. Cooray et al. (2016) find
positive effects mainly through interaction with secondary and tertiary levels of
female enrolment. Hamma (2016) investigates multiple interaction terms.

Faini (2005), in a cross-section study, and Mundaca (2009) also find positive
effects. The following papers all find positive effects: Goschin (2014) and Meyer
and Shera (2017) for Central and Eastern European countries; Fajnzylber and Lopez
(2008), for a cross-section of Latin American countries; Ramirez and Sharma (2008)
and Acosta, Fajnzylber and Lopez (2008) for panels of Latin America and the
Caribbean; Fayissa and Nsiah (2010) for 18 Latin American countries; Garcia–
Fuentes and Kennedy (2009) for 14 LA countries (provided human capital is large
enough); Vargas-Silva (2009) for a panel of 29 Asian countries; Imai et al. (2014)
for 24 countries in Asia and Pacific; Lim and Basnet (2017) find a positive rela-
tionship with income and not for consumption for five South Asian countries; Lartey
(2013) for 36 countries in SSA; Eltayeb (2009) for sevenMENA countries; Ziesemer
(2012a, b) for a panel of 42 poor developing countries using a highly non-linear spec-
ification. Le and Bodman (2011) find a statistically significant, positive growth effect
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for a remittance stock variable for 50 developing countries. However, the effect of
international research and development (R&D) capital stock is more substantial. In
the presence of a negative interaction effect of these two regressors, the effects are
only slightly weaker. Acharya and Leon-Gonzalez (2014) find positive effects on
growth for a panel of 18 Asian and African countries, which are stronger without
the human capital variable, especially in the low-income sub-group, indicating that
human capital is an essential channel for the effect.

In time-series studies, Mundaca (2005) also finds positive effects for Mexico and
the Dominican Republic, Kumar (2013) for Guayana, Agbola (2013) for Ghana with
a stronger effect through interaction with human capital. Solimano (2003) finds a
positive sign in a time-series growth regression for Colombia and Ecuador, which is
insignificant for Ecuador.

Besides for Ecuador, no direct growth effects or mixed or inconclusive evidence
is found in panel studies of IMF (2005), Lucas (2005), Jongwanich (2007), Ruiz
et al. (2009), Rao and Hassan (2011), Burgess and Haksar (2005) and Ang (2007)
for the Philippines, Donou-Adonsou and Lim (2016) for theWest African Economic
and Monetary Union. Lim and Simmons (2015) find no long-term relationship for
the panel of Caribbean Community (CARICOM) countries. Siddique et al. (2012)
find a positive effect for Bangladesh and Sri Lanka, but not for India. Adams and
Klobodu (2016) find a positive effect only for interactionwith democracy and regime-
durability variables for 33 countries in SSA.

Negative effects are found by Chami et al. (2003), Le (2009), Cáceres and Saca
(2006) for El Salvador, Rao and Takirua (2010) for Kiribati.

These are 24 studies finding a positive effect, 4 a negative one, and 12 are incon-
clusive or have mixed evidence. This raises the question as to why the evidence
is so unclear. IMF (2005) points to problems in instrumenting strategies. Ziesemer
(2010) shows that due to collinearity as expressed through high variance inflation
factors small changes in the specification can lead to opposite signs for remittances in
panel data studies. Ziesemer (2012a) suggests that panels with a longer period such
as the studies on relatively homogenous Latin American countries produce more
clearly positive results, and poor and less poor country samples lead to different
results because of heterogeneity issues. Clemens andMcKenzie (2018) argue that (i)
remittance data may be mismeasured through changes in the way of measuring; (ii)
cross-country studies are unable to detect the changes in measurement and may have
low power otherwise; (iii) opportunity costs of preceding emigration are not taken
into account in the dependent variables of growth regressions provided migrants
were employed abroad, and domestic employment is reduced. Freund and Spatafora
(2008) present estimates of the mismeasurement of remittances. They are similar
to those for GDP in Schneider and Enste (2000). The problem of the impact of
labour reduction can be mitigated by using variables for levels and growth rates of
labour in the growth regression, add equations for labour and migration, and run
simulations with a simultaneous equation model (Ziesemer 2012b; and Sect. 20.4.7
below). Moreover, growth regressions in this area are in line with exogenous growth
models, and growth rate effects can only be transitional; therefore, they can be hard
to detect near the steady-state where they are small. Correspondingly, Jouini (2015)
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finds short-run relations but no long-run relations using an unrestricted error correc-
tion autoregressive distributed lag (ARDL) approach for Tunisia. Perhaps the most
problematic aspect about direct effects of remittances on growth is that it is unclear
what the economic mechanism is and estimated effects may stem mainly from shifts
towards less productive sectors, which are not explicitly visible in growth regres-
sions or from correlation with other regressors. Distinguishing between direct and
indirect effects as in Rao and Hassan (2012), Ziesemer (2009, 2012a) and more
recently others discussed below is in line with economic intuition. Konte (2018) uses
multiple-growth-regime analysis to find statistical reasons why remittances work for
some countries and not for others. Being in SSAmakes it more likely to have positive
effects whereas financial development moderately reduces this probability. Ziesemer
(2012b) and Matuzeviciute and Butkus (2016) use the income class differentiation
as textbooks do because of differences in countries’ behaviour; the latter find a nega-
tive effect for poor countries and a turning point constellation with results getting
positive around an income of $8500, but negative for high remittances as a share of
GDP around 11%. However, results in the literature do not only differ by country,
but rather also for papers about the same country, for example, for Bangladesh.

20.4.4.2 Indirect Effects Through Labour Supply

The findings for labour supply effects are closely linked to the above issues of
labour being endogenous through migration and a negative effect of remittances
through lower effort (see Chami et al. 2003). Narazani (2009) finds labour supply
reduction for wageworkers but more labour supply for self-employed in Albania,
perhaps those for whom remittances solve the investment credit problem. Binzel and
Assaad (2011) find that male emigration enhances female labour supply in Egypt,
but no effect of remittances. Jadotte and Ramos (2016) find that remittances reduce
mainly male labour supply in Haiti, taking into account the endogeneity of remit-
tances and self-selection of migrants. In the long term, remittances reduce labour
supply in Asia through lower fertility, speeding up the fertility transition (Anwar
and Mughal 2016). Bayangos and Jansen (2011) for the Philippines, Acosta et al.
(2009) for El Salvador, and Guha (2013) for Bangladesh find that remittances reduce
labour supply increasing wages and reducing exports or the traded goods sector,
together defining the ‘Dutch disease’. Also, Chami et al. (2018aa) find that they
enhance labour demand leading to a reduction in unemployment, but they also favour
low-productivity sectors, except fragile states. Azizi (2018) finds that labour supply
reduction stems from the female supply.

20.4.4.3 Indirect Effects via Productivity

Productivity effects can come either from the just mentioned changes of sector
weights or from effects on sectors’ total factor productivity (TFP). Rao and Hassan
(2011) model a TFP function including income volatility, investment, money and
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exchange rates. Remittances have positive effects on these variables which are then
included in the growth regression with positive effects. Senbeta (2013) regresses
TFP growth rates on remittances for a panel of 50 developing countries and finds
no effect. In a time-series study for Pakistan and a panel study for 61 countries, Al
Mamun et al. (2016) and Al Mamun et al. (2015) find a positive effect on real GDP
per worker, which is a decreasing effect in the panel study. Kumar et al. (2018) find
a bi-causal effect for remittances and TFP, which has a u-shape for Bangladesh and
inverted u-shape for India. Hübler (2016) finds that total remittances increase the
number of mobile phones, but international remittances decrease them in one of the
robustness checks.

20.4.4.4 Indirect Effects Through Physical and Human Capital

Several papers deal with human and physical capital. Ziesemer (2009) considers
remittances as international transfers added to national income and finds a strongly
positive effect on the savings ratio for four different panel groups, which decreases
interest and increases investment, and increases primary school enrolment in the
poorest countries and literacy in the less poor developing countries. Jongwanich
(2007) finds an indirect growth effect via human capital and investment for a panel
of 17 countries. Ziesemer (2012a) finds a positive effect of remittances on growth for
a sample of countries with income below $1200 and income affects investment. In
all these papers, the effects go into a growth equation. Acharya and Léon-Gonzales
(2014) find positive effects for physical capital inAsian andmiddle-income countries
and a human capital stock index in all sub-groups of 18 African and Asian countries.

Blouchoutzi and Christos (2010) find that remittances increase consumption,
investment and imports in Albania, Romania and Bulgaria. Senbeta (2013) regresses
gross capital formation as a share of GDP on remittances and finds a strongly positive
effect for a panel of 50 developing countries. Lartey (2013) finds a positive effect
in the investment equation of 36 countries in SSA. Donou-Adonsou and Lim (2016)
find a positive effect in the investment equation for the countries of the West African
Economic and Monetary Union. Lim and Simmons (2015) find no long-term rela-
tion of investment and remittances for the panel of CARICOM countries, but rather
only one for consumption. Ali and Alpaslan (2017) find a long-run bi-causal relation
between remittances and investment using the mean-group estimator dealing with
heterogeneity for a panel of 49 developing and emerging economies. Except for the
CARICOM panel, all papers find positive relations. The effect of remittances on
investment depends on civil liberties in developing countries, but not for emerging
economies (Edwards and Biser 2011).

Concerning education, there is almost unanimity about having positive effects.
As the household section also deals with it, we can be brief here. Beine et al. (2003)
find a positive effect on gross investment in human capital for a cross-section of 50
developing countries. Besides the papers mentioned above, Zhunio et al. (2012) find
them for primary and secondary school attainment in 69 middle and low-income
countries. Azizi (2018) finds a positive impact of bilateral remittance data on school
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enrolment and completion for 122 countries, which is stronger for girls than for boys.
Through a substantial impact on schooling, this should also have an impact on the
labour supply of young persons (Chami et al. 2018a). Therefore, the labour supply
issues require a framework that does take into account leisure-labour choice together
with education.

20.4.5 Globalization: Effects on Migration, Exchange Rates
and Trade

While migration is a pre-condition for remittances, the question is also, whether
remittances reduce or enhance migration. Dimova and Wolff (2015) find a positive
effect of remittances on emigration. Ziesemer (2011) finds an inverted u-shape rela-
tion between net immigration and remittances for a panel of developing countries
subdivided into a poor and a less poor sample. The peak for the inverted u-shape is
below the panel average value of remittances. By, implication, as most observations
are beyond the threshold, higher remittances as a share of GDP support emigra-
tion.5 Only for countries with low remittance/GDP ratio, the effect supports less
emigration. Wang and Wong (2011) show for a panel of 35 developing countries
that out-migration is encouraged for people with primary education, but less for
secondary and tertiary education. If so, the problem of a brain drain may be less
severe. In contrast, Chami et al. (2018b) suggest that currency appreciation through
remittances may reinforce emigration and brain drain, and lead to a remittance trap
rather than having just (non-) Walrasian price and quantity adjustments in more
severely affected countries. Chami et al. (2008) and Naceur et al. (2012) show that
both the sign and the statistical significance for the impact of remittances on the real
effective exchange rate depend on the regions and the countries. Briefly speaking,
there is a statistically significant appreciation in Africa, East Asia and South Asia,6

but not in other remittance-receiving parts of the world. Kim (2013) shows that
remittances reduce the probability of currency crises. Higher human capital stocks
and productivity improvements could perhaps counter the concomitant fall of the
traded/non-traded sector ratio by way of shifting comparative advantage. Roy and
Dixon (2016) and Chowdhury and Rabbi (2014) and others suggest more openness
to obtain a devaluation of the real effective exchange rate.

5Naiditch et al. (2015) make a theoretical argument that remittances relaxing the credit constraint
may lead to the opposite u-shape, which we interpret as a mitigation of the empirical one.
6See Roy and Dixon (2016), Uddin and Murshed (2017) for South Asia; Chowdhury and Rabbi
(2014) for Bangladesh.
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20.4.6 Effects on and Reactions of Governments
and Institutions

Oneof theweak institutions in developing countries is the tax systemand the spending
on public goods broadly defined. Ebeke (2012) finds that remittances increase the
level and stability of tax revenues in countries that have adopted the value-added tax
(VAT) system. Similarly, Asatryana et al. (2017) find increasing revenues through
VAT but not income taxes and VAT rates are decreased. Ziesemer (2012b) finds a
negative effect on the tax-revenue/GDP ratio for less poor developing countries and
an inverted u-shape for poorer countries with most countries in the increasing range.

Ebeke (2012) finds for the system general-method-of-moments (GMM) estimator
that remittances have positive effects on public expenditure on education and health,
but the interaction with governance indicators has negative effects. For public expen-
diture on education, Ziesemer (2012b) finds inverted u-shapes, which differ for more
and less poor countries.

Remittances improve democratic institutions by increasing schooling and
reducing poverty in SSA (Williams 2017). Remittances strengthen democracy, and
more so if governments spend less money in a panel of 133 developing countries
(Deonanan and Williams 2017). Williams (2018b) finds a positive effect on the
government size, independent of democratic institution indicators for the same large
panel. Government expenditure is increased in years before elections, but remittances
interacted with the election-year dummies reduce them (Combes et al. 2015) in a
panel of 70 developing countries. Abdih et al. (2012) show that remittances lead to
lower performance of governance indicators. Similarly, Lum et al. (2013) show that
remittances increase recipient countries’ government authority but reduce legitimacy
and capacity. In a theoretical paper, Chatterjee and Turnovsky (2018) investigate the
link with collateral, Dutch disease and the size of the informal sector.

20.4.7 Linking the Effects: Simultaneous Equation Models

Single equation regressionsfindmostly statistically significant regression coefficients
with the expected sign. This means that if the right-hand side variable changes, the
left-hand side variable will also change in the usual way. This says little about the
question of whether or not the right-hand side variable will change and nothing about
the question of whether other forces are working against the expected effect. Simul-
taneous equation models with simulations can answer both of these questions. These
models estimate several effects simultaneously and (policy) shocks can show how
all the variables react and what the result is if several effects are working together
and perhaps against each other. Moreover, it is a way to see the extreme conse-
quences of misspecification (Nakamura and Nakamura 1998). Jongwanich (2007),
Toxopeus and Lensink (2008), Chowdhury and Rabbi (2014) and Coulibaly (2015),
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all discussed above, estimate simultaneous equation models, but they do not run
simulations to test dynamic interactions.

Ziesemer (2009) finds a positive effect of remittances on savings and from savings
to primary school enrolment and literacy. Savings decrease interest rates, which in
turn increase investments. Investments and the schooling variable have a positive
impact on growth. In the poorer sub-sample, the equation for enrolment has a posi-
tive effect from savings, indicating the imperfect working of credit markets and
showingoneof the channels throughwhich remittancesfinance education. For the just
mentioned variables, there is an estimated system of dynamic panel data equations
for four country samples, and simulation with and without positive values for remit-
tances shows that more remittances (as % of GDP) are favourable for the channels
to growth. No link is absent or negligible. There are feedback effects to remittances.
First, less developed countries’ (LDCs) enhanced GDP per capita reduces worker
remittances. Second, the decrease in interest rates reduces worker remittances. Ulti-
mately, it is possible to show (going beyond the results shown in the article) that the
total effect from adding a shock to the remittance equation is self-curtailing neither
for GDP per capita nor for remittances or interest rates for country samples with
GDP per capita below and above $1200.

Ziesemer (2012a) adds equations for net immigration, labour growth, tax revenues
(as % of GDP) and public expenditure on education (as % of GDP) to the model for
poor developing countries. It can be shown that as long as the permanent shock to
remittances is small, 0.0007 or lower, GDP per capita, savings and investment ratios
and worker remittances themselves are increased. However, if shocks are 0.0008
and larger, the GDP per capita increases labour growth, which in turns pulls down
GDP growth after some time. This increases emigration and worker remittances to
high values but decreases savings and investment ratios below the baseline. When
GDP and labour demand are far enough below baseline, GDP starts growing again,
net emigration turns to net immigration and saving and investment ratio go beyond
baseline again. The critical point here is that once education and labour demand are
strong, net immigration turns positive, which implies an increase of population and
labour growth. Through this, GDP falls below baseline again, and employment and
net immigration go below baseline again.Whereas net immigration remains negative
under the baseline scenario,which ends in 2157when remittances becomezero, under
the sufficiently strong shock to remittances net immigration turns positive in 2071, or
earlier if the shock is stronger. In brief, weak shocks keep and strong shocks change
the feedback effects and the dynamic properties of the model due to the numerous
economic nonlinearities. Changes in the sign of net immigration may go together
with changes in the sign of population growth. A change to positive net migration
may be desirable for rich countries if they want to limit their immigration. However,
from the point of view of the poor countries, positive net immigration induces more
population and labour growth and therefore is reducing growth. In sum, economic
policies such as the removal of discriminatory taxes in line with tax theory should
aim at a slight increase of remittances in a welfare perspective of LDCs.

A permanent shock to remittances increases the tax ratio and public expenditure
on education. The latter reduces the savings ratio but this is only a small effect
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allowing savings to increase through the shock. This is also shown in a smaller model
in Ziesemer (2012b). There, also results for the less poor developing countries are
shown:when citizens havemore income throughhigher remittances, the governments
reduce the tax ratio and public expenditure on education. Simulation of simultaneous
equation models with shocks make it possible to find differences in government
behaviour of more and less poor countries.

Cruz Zuinga (2011) provides a panel vector autoregressive regression (VAR)
model with fixed effects and slope homogeneity for GDP per capita, investment,
remittances, exchange rates and openness. A shock to remittances shows small posi-
tive effects on GDP per capita and exchange rates. Growth effects are strongest in
Eastern Europe and weakest in Africa.

Tabit and Moussir (2017) show positive short-run and long-run relations between
remittances and GDP in an error correction model for Morocco. A stationary VAR
without error correction terms generates shocks of remittances with a positive but
statistically insignificant effect on GDP and other variables. Papers using shocks in
vector error correction models would lead us mainly to monetary macroeconomics
(Lueth and Ruiz-Arranz 2007; Vargas-Silva 2009).

Finally, some of the papers mentioned (Acosta et al. 2009; Guha 2013) above
use theoretical dynamic stochastic general equilibrium models, calibrate them to the
data of a specific country and compare results to Bayesian VARs. Effects of shocks
can be calculated from these models.

20.5 Conclusion

From the extensive heterogeneity between migrants and their motivations to migrate
on the one hand and between the status of development and the institutional frame-
works of sending countries, on the other hand, we should expect the effects of remit-
tances to be highly specific. Household studies confirm overall positive effects of
remittances on consumption in general and especially on durable goods for the not-
too-poor households, positive effects on households’ agricultural production (esp.
concerning diversification), migration intentions, supporting household expenditures
on education and physical capital investment as well as increasing entrepreneurial
activities. However, they show relatively mixed results concerning inequality. The
macroeconomic studies show that remittances in most cases have a positive effect
on living standards in labour-sending countries via reducing poverty, positively
affecting health, life expectancy and education, supporting financial development and
economic growth (there is, however, a lot of mixed evidence and even some negative
results here), improving institutions and positively affecting emigration (although
in a non-monotonic way); in line with the microeconomic studies, evidence on the
effect of remittances on economy-wide inequality is also mixed.

There are too many publications to cite all in a length-limited short survey. The
main reason is that almost all questions are investigated not only for panels but also
for many countries single wise. Other surveys are Solimano (2005) with emphasis
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on financial development, Page and Plaza (2006) on globalization aspects, Lueth
and Ruiz–Arranz (2008) and Borja (2012) on determinants and sources of remit-
tances, and Ziesemer (2012a) on growth and development channels. Excluded here
are social aspects such as social capital, happiness, social resilience, vulnerability,
life chances, social support, communication, housing, crime, diaspora relations, reli-
gion, language, and special consumption, financial, sectoral or regional issues. These
aspects aswell as stock-market development, growth volatility and the business cycle,
and aggregate demand components require the readers’ keyword-specific search.

We have been reluctant regarding the discussion of econometric issues. There are
several papers which use control variables with deterministic trends like GDP per
capita without de-trending them (Wooldridge 2013, Sect. 20.10.5). Papers showing
linear effects often do not report whether non-linear effects have been tested. We
recommend being cautious with taking results from papers without having checked
them concerning these issues.
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Chapter 21
The Impact of Immigration on Foreign
Market Access: A Panel Analysis

Murat Genç and Dennis Wesselbaum

21.1 Introduction

Over the last couple of decades, the world has seen an increase in flows of capital
(Foreign Direct Investment, FDI for short) and labour (migration). FDI flows in 2017
stand at $1.43 trillion according to theUnitedNationsWorld InvestmentReport 2018,
with the largest flows reported for developed economies ($712 billion) followed by
developing countries ($671 billion). The United States experience the largest outflow
($342billion) followedby Japan ($160billion), andChina ($125billion). The average
inward FDI returnwas 6.7%,where returns in developing countries, on average, were
larger compared to developed countries (8 vs. 5.7%).

From the UN International Migration Report 2015 we can infer that 3.3% of the
world’s population (roughly 250 million people) are migrants. Here, we use the UN
Recommendations on Statistics of InternationalMigration and define an international
migrant as “[…] any person who changes his or her country of usual residence”.
While the level is increasing, the report also documents that the rate of change is
increasing. The UN report also documents that Europe and Asia are the two major
areas of destination for international migrants. The top countries hosting migrants in
2015 were the United States, Germany, the Russian Federation, Saudi Arabia, and
the United Kingdom. In some countries, the average annual rate of change was more
than six percent. The average migrant in the world is male (52%), 39 years old, and
comes from a middle-income country. Most migrants originate in Asia and Europe
while Latin America and Africa are closing the gap.
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In this chapter, we investigate the relationship between FDI flows, trade, and
migration. There are various channels through which migration can, in theory, affect
trade and FDI flows. First, immigrants moving to a country have specific tastes and
demand a set of goods produced in their home countries. Hence, one can expect
imports to the destination country to increase. Further, this effect should not change
the volume of exports out of the destination country towards the origin country. Of
course, there might be an offsetting substitution effect, where migrants in a given
destination country start to produce these specific goods themselves (Girma and
Yu 2002). Second, a key channel is that migrant (networks) reduce the trade costs
between the destination and the origin country. Migrants, trivially, have better infor-
mation of origin country markets, the language (esp. dialects), and business practices
(incl. laws). Further, they form networks increasing the interconnectedness of coun-
tries. Along this line, we would expect the effect of reduced trade costs to be largest
for very different destination–origin country pairs. This is due to the fact that the
value of information is largest in this scenario.

We are, of course, not the first to look at these links. The early studies by Gould
(1994), Rauch andTrindade (2002), andRauch andCasella (2003) showhowmigrant
networks can promote bilateral trade. Networks could increase the diffusion of
knowledge (Jaffe et al. 1993), remove informational or cultural barriers (Kugler
and Rapoport 2011), or better contract enforcement and taste similarities (Burchardi
et al. 2018). Chaney (2014), for example, finds that French firms only export into
markets where they have a contact. He then builds a network model of trade that
fits the distribution of foreign markets accessed by firms in his sample. There are
numerous further studies that establish a positive link between immigration and trade,
as confirmed by Genc et al. (2012) in their meta-analysis of 48 empirical studies. For
Sweden, Hatzigeorgiou (2010) find that immigration increase exports and imports,
finding a stronger effect on exports. Interestingly, he provides evidence for the infor-
mation channel by showing that the effect of migration is larger for differentiated
goods than for homogeneous goods. Along this line, Fagiolo and Mastrorillo (2014)
use a complex-network model of merchandise trade and find that the networks of
migration and trade are strongly correlated. However, trade also depends on the
relative embeddedness of a country in the complex web of corridors making up the
networks.

The link between immigration and trade has also been established at the firm
level. For example, Cohen et al. (2017) find that firms are more likely to trade with
countries that have a larger resident population close to their firm headquarters. They
use the location of WWII Japanese internment camps as an instrumental variable to
identify a population shock. Bastos and Silva (2012) match historically determined
emigration stocks with detailed firm-level data from Portugal, and find that larger
stocks of emigrants in a given destination increase export participation and intensity.
In addition, they show that the former of these effects tends to be more pronounced
among firms that are more likely to have close ties with the emigrants. Parratto et al.
(2016) use employer–employee matched data for the whole Danish population of
firms (andworkers) between 1995 and 2007, and find that on averagemore ethnically



21 The Impact of Immigration on Foreign Market Access … 487

diversified firms perform better on the international market along all measures of
market reach.

The literature on the link between immigration and FDI is, however, more recent
and is not that well established. Burchardi et al. (2018) have shown that the ancestry
composition in U.S. counties has an effect on FDI sent and received by firms. They
argue that this is mainly driven by a reduction in information asymmetries. Lücke and
Stöhr (2018) use panel data for OECD countries and find a robust positive impact of
bilateral immigrants on FDI only if residents of the two countries have few language
skills in common. Parsons and Vezina (2018) use a natural experiment to address the
causation versus correlation issue. They use the outflow of Vietnamese Boat People
to the United States. They find that after trade restrictions were lifted, 20 years after
the refugee inflow, U.S. exports to Vietnam grew the largest in U.S. states with larger
Vietnamese populations. Along this line, Javorcik et al. (2011) show that US FDI
abroad is positively correlated with migrants from the origin country in the US.
Similarly, Buch et al. (2006) find that German states with a large foreign population
have higher stocks of inward FDI. Tong (2005) shows that Chinese networks increase
FDI flows between South-East Asian countries and countries beyond.

Kugler and Rapoport (2007) considered the skill component of migration. They
find that manufacturing FDI is negatively correlated with low-skill migration.
However, FDI flows in the service and the manufacturing sector are positively corre-
lated with high-skill migration. Felbermayr and Jung (2009) find positive effects of
migration on trade, but show that this effect does not depend on education levels.
In contrast, Gheasi et al. (2013) show that education matters for this relationship in
the UK. More educated migrants create a stronger positive effect on FDI. Tomohara
(2017) uses FDI data for Japan and finds that with increasing skilled immigration,
FDI inflows become more dominant than imports.

In contrast to this literature, we consider flows of capital and migrants across a
larger set of destination and origin countries over 12 years. Further, we investigate
whether the elasticity of FDI flows with respect to migration depends on the number
of migrants. We hypothesize that the size of the migrant flow, as it affects the stock
of migrants, and therefore the size of the migrant network, could have a non-constant
effect on capital flows. We argue that the diffusion of knowledge is faster and infor-
mational or cultural barriers are reduced bymore when themigrant network becomes
larger. We test this hypothesis using flows of capital and migrants between 15 OECD
countries and 126 origin countries from 2000 to 2012.

We then distinguish between the flow of capital (FDI) and the flow of goods and
services (trade). As argued by Benassy-Quere et al. (2007) FDI flows, in contrast to
trade flows, are more sensitive to any form of uncertainty. This is due to the high
sunk cost component in investing capital abroad. Therefore, we are interested in
investigating whether drivers are similar or different across these two components
of international cooperation.

Several results stand out.Wefind thatmigration is amain driver of FDI flows in our
sample. The direct effect of migration on FDI is highly significant. We find that for a
ten percent increase in migration this year, FDI flows next year will be roughly 5.6%
higher. This lends support to the previous literature finding that migrant networks
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increase capital (and trade) flows. If we control for various other covariates, we find
that the partial effect of migration is reduced but still significant. Here, we find that
a ten percent increase in migration flows this year will increase FDI flows next year
by 4.3%. Further, we do not find evidence for the impact of migration to depend
on the size of migration flows. The squared migration term that we include in our
regression model is statistically insignificant.

We then turn our attention away from the flow in capital (FDI) and correlate
migration and the trade in goods and services (imports and exports). We find that the
effect of migration on trade is of similar magnitude as its effect on FDI flows. While
in the FDI case, a ten percent increase in migration increased FDI flows by roughly
5.6%, the increase is 6.3% for exports and 6% for imports. Finally, for exports we
find that the immigrant elasticity of exports depends on the size of migrant flows in
the form of an inverted U-shaped relationship. Such a relationship is not present in
the case of imports.

The chapter is structured as follows. In the next section, we present our data
set. Section 21.3 has a preliminary view at our data. We present our empirical
approach in Sect. 21.4. Section 21.5 presents our empirical results and Sect. 21.6
briefly concludes.

21.2 Data

21.2.1 Migration Flows

One of our key variables is the migration flow (migration) from origin to destination
country. The data for migration are taken from the work by Aburn and Wesselbaum
(2017). They have 16 OECD destination countries and 198 origin countries over the
period from 1980 to 2015. The time period and choice of destination countries are
dictated by data availability.

Migration flows are taken from the 2015 Revision of the United Nations’ Popula-
tion Division and are combined with data from the OECD. As usual in the migration
literature, this data set only covers regular, permanent migration. This implies that
the data set excludes illegal immigration. This will likely lead to an underestimation
of the true migration flows.

Although this data set has more than 80,000 observations, we can only use 35,062
of them in our analysis due to the data availability of other variables that need. This
gives us a migration data set that only contains about 10% zero migration flows.

Our migration data are annual. Other papers in the literature use decennial time
observations rather than annual migration flows (e.g. Kugler and Rapoport 2011).
The advantage is that they can use a larger set of bilateral country pairs. However, the
flip side is that these data sets contain a much larger number of zero flows. Further,
the small number of time observations ignores year-to-year variations, especially



21 The Impact of Immigration on Foreign Market Access … 489

important for the estimation of the effects of short-term fluctuations. This could be
important given the large sensitivity of capital flows.

21.2.2 FDI Flows

Our FDI data come from Feng et al. (2018). They are one-way FDI outflows from
172 origin countries to 169 destination countries in millions of US$ that are available
from the UNCTAD database. The data cover the years from 2001 to 2012. Of the
FDI data, 33% are zeros, and about 18.6% are negative values.

21.2.3 Trade Data

Trade (exports and imports) data are obtained from UNSD’s COMTRADE database
through World Integrated Trade Solution (WITS), and are in thousands of US$.

21.2.4 Covariates

All the covariates are standard gravity variableswhich are obtained from theDynamic
Gravity Dataset that has recently been developed (Gurevich and Herman 2018). This
dataset is constructed in such a way that many standard gravity variables exhibit
more variation in time and magnitude. The distance variable, for example, reflects
the distance between pairs of cities by incorporating the proportion of the country’s
population residing in each city, making distance a time-varying variable.

We use distance as a proxy for migration and trade costs. It is the population-
weighted average of city-to-city bilateral distances in kilometres between eachmajor
city in the origin anddestination countries. This definition of distancemore accurately
captures the distance economic activity must travel between two countries (Gurevich
andHerman, TheDynamicGravityDataset: TechnicalDocumentationVersion 1.00).
Further, we consider three dummy variables that proxy cultural closeness between
countries. First, we use a border dummy (Contiguity), which is one if the country-pair
shares a border. For various reasons (German reunification in 1990 and independence
of Czech Republic, Slovakia, and Slovenia in the early 1990s) the border dummy is
time-varying. Second, we use a common language dummy. The dummy for language
is one, if a country-pair has the same official language. Finally, a dummy picking
up post-1945 colonial ties (Colony). This dummy is one if the origin country was a
colony of the destination OECD country for at least one year after 1945.

Finally, as a trade facilitation variable, we use a dummy variable (agree_pta) that
equals one if the origin and destination countries are engaged in a preferential trade
agreement of any type within a given year.
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Table 21.1 Descriptive statistics

Variable Obs Mean Std. Dev. Min Max

FDI (millions $) 9153 602.099 3821.874 −31,200 109,000

FDI when nonnegative 7433 895.227 4027.349 0 109,000

Migration 35,062 1485.267 6940.917 0 271,000

Migration (nonzero) 31,409 1658.01 7313.905 1 271,000

Exports (1,000 $) 15,127 2,560,000 1.10e+07 0 2.71e+08

Imports (1,000 $) 23,900 2,160,000 1.04e+07 0.009 3.05e+08

Distance (kms) 35,014 7363.417 4524.301 157.801 19505.67

Contiguity 35,014 0.018 0.133 0 1

Comlanguage 34,640 0.14 0.347 0 1

Agree_pta 35,014 0.223 0.416 0 1

Colony 35,014 0.009 0.094 0 1

We had data on population and GDP as well, but these variables could not
be included in the regression models due to collinearity in any of the models we
estimated.

21.3 A Preliminary View at the Data

In this section,wewant to have thefirst, preliminary viewat our data set.Althoughour
migration dataset contains 198 origin countries and 16 OECD destination countries,
we end up with 126 origin countries and 15 OECD destination countries when we
merge it with the FDI data.1 Merging it with trade data gives us 97 origin countries
for exports and 144 origin countries for imports.

Table 21.1 presents the descriptive statistics of our key variables. The average
FDI flows are about 600 million US$ when negative flows are ignored. The average
number of migrants is about one and half million. About 2% of the country pairs
share a common border, and 14% have the same official language. About 22% of the
country pairs are engaged in some type of a preferential trade agreement in a given
year.

Figure 21.1 plots migration flows over time in our sample. We plot the total
annual migrant inflows into all our destination countries coming from the 126 origin
countries. There is a clear trend of increasingmigration over the entire sample period.
This includes a sharp peak in 2007, just before the Global Financial Crisis in 2008.

Figure 21.2 presents total FDI flows in our sample over time. We again observe
a sharp peak in 2007 just before the Global Financial Crisis. The pattern the graph

1These OECD countries are Australia, Austria, Belgium, Canada, Denmark, Finland, Germany,
Italy, Netherlands, New Zealand, Norway, Spain, Sweden, Switzerland, UK, and USA. Belgium is
not included in the FDI dataset.
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Fig. 21.1 Migration flows over time

Fig. 21.2 Total FDI flows in our sample

displays is very similar to the pattern displayed in the plot of migrant flows. However,
the drop in FDI flows after the GFC is much sharper compared to the drop in migrant
flows.

In Fig. 21.3, we show a scatter plot of migration versus FDI flows. In order to
gain some intuition for out later analysis, we also plot a simple linear regression
line (in red). We find a positive correlation between migration and FDI. This is
as expected given the theoretical insights and the previous literature we discussed.
It indicates that there is a relationship between migration and FDI. We also ran a
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Fig. 21.3 Scatter plot of log migration versus log FDI

quadratic regression to investigate the presence of non-linearity in the relationship,
but the difference between the linear regression line and the obtained quadratic form
was negligible.

21.4 Empirical Approach

We construct a standard gravity model to investigate the relation between FDI and
migrant flows, and also to investigate the relationship between trade and migrant
flows. Gravity models have been used extensively in the literature for both trade
flows and FDI flows. Although gravity models have traditionally been employed as
linear models with log-transformed dependent variables, it is nowwidely recognized
that more care needs to be taken due to the presence of many zeros in the observed
values of the log-transformed variables. This is in fact the case in our analysis as
33% of the FDI flows are zeros in our sample.

Following the approach advocated by Silva and Tenreyro (2006) and recom-
mended by Yotov et al. (2016), we estimate the gravity model in its multiplicative
formbyusing aPoisson estimator knownas thePoissonpseudo-maximum-likelihood
(PPML) estimator. Thus, we estimate the simple gravity equation

yi j t = exp
[
λi t + ψ j t + ηi j + βX i j t

] + εi j t ,

where i, j, and t are indices for origin, destination, and time. The vector X contains
migration flow, the main variable of interest, and the standard gravity variables as
control variables. The terms λi t , ψ j t , ηi j represent the origin-time, destination-time,



21 The Impact of Immigration on Foreign Market Access … 493

and origin–destination (pair) fixed effects, and εi j t is the standard error term. The
dependent variable, yi j t , is either FDI flow or exports or imports, in levels.

This is a three-way fixed effects model with time-varying origin and destination
fixed effects and time-invariant pair fixed effects. Computational issues with large
samples such as ours have made it difficult to estimate such models for a long time,
but Larch et al. (2019) have introduced an iterative PPML estimator that makes it
possible to estimate these “high-dimensional fixed effects (HDFE)” models. We use
their Stata command ppml_panel_sg to estimate the model (Zylkin 2017).

We are mainly interested in the impact of migration on the dependent variable in
the equations we estimate. We take the logarithm of migration flow, and, in order to
reduce the problem of endogeneity, we use its lagged value in the regression. Thus,
its coefficient can be interpreted as an elasticity.2

The gravity control variables GDP, population, and distance enter our model after
taking their logarithms. The remaining control variables described before enter as
dummy variables.

21.5 Empirical Results

a. FDI and Migration

Table 21.2 presents our estimation results. Model (1) presents the direct or total
effect of migration on FDI flows in our sample. Here, we find a significant positive
effect of migration on FDI. For a ten percent increase in migration flows, we would
observe an increase of 5.7% in FDI flows. Notice that we are using lagged migration.
Therefore, the interpretation slightly needs to be adjusted. For a ten percent increase
in migration this year, FDI flows next year will be 5.7% higher. This also documents
the persistence effect in the migration-trade relationship. This could be explained
by network effects (Kugler and Rapoport 2011). Once migrants arrive, they need
time to settle-in, where an existing migrant network would help. In general, such
an existing migrant network would reduce the cost of migration. Related to trade,
this implies that if migrants move from origin country i to designation country j, the
network generated between the two countries ij will lead to a reduction in trade costs
and, therefore, will create an incentive to do more business. We find this effect in our
regression with an increase in FDI flows of about 5.7%.

Model (2) adds control variables that allowus to seewhether the effect ofmigration
also works through other channels and to address the unobserved variable bias. Of
course, now our parameter estimate for migration will only indicate an indirect,

2Some of the values for migration flows are zeros, 2.42% in analysing FDI flows and 10.4%
in analysing trade flows. We considered using the inverse hyperbolic sine (IHS) transformation,
which retains zeros, as suggested by Burbidge et al. (1988). This transformation assigns zeros to
observed values of zeros. We instead assigned zeros to the logarithm of zero migration flows just
as HIS transformation would, equivalent to changing zeros to ones before taking the logarithm. We
compared our results to the results obtained with HIS transformation. They were almost identical.
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Table 21.2 FDI flows

(1) (2) (3)

Lagged migration 0.566*** (0.0374) 0.434*** (0.0435) 0.559* (0.220)

Log distance −0.362*** (0.0770) −0.359*** (0.0779)

Contiguity 0.109 (0.137) 0.107 (0.137)

Common language −0.0858 (0.0894) −0.0789 (0.0882)

Agree_pta −0.0607 (0.105) −0.0546 (0.106)

Colony −0.965*** (0.292) −0.944*** (0.283)

(lagged migration)2 −0.00823 (0.0129)

N 4673 4604 4604

r2 0.875 0.877 0.878

Panel PPML estimation with time-varying origin and destination fixed effects. Logarithms of GDP
and population are dropped due to collinearity with fixed effects. Standard errors in parentheses. *p
< 0.05, **p < 0.01, ***p < 0.001

or partial effect, of migration on FDI flows. Our regression shows that the effect
of lagged migration on FDI is still significantly positive but smaller in magnitude
compared to the direct (total) effect. Here, we find that a ten percent increase in
migration flows this year will increase FDI flows next year by 4.3%. Distance, as
expected, has a statistically significant impact on FDI flows. Colonial ties are found
to have a negative impact. The remaining gravity variables have not been found to
have a statistically significant effect.

Model (3) includes the square of logged lagged migration. Here, we test whether
themigration elasticity of FDI flowswould vary with the size of themigrant network,
a hypothesis that a priori appears intuitive. However, we do not find evidence for this
hypothesis in our data set. The squared migration term is statistically insignificant.
The coefficient of lagged migration is significant again, and its magnitude is as high
as it was with no other controls.

In conclusion, we find that migration does significantly affect FDI flows. For a ten
percent increase in migration this year, FDI flows next year will increase by about
5.7%. Our findings support the results by others in the related literature that migrant
networks can increase capital flows and business opportunities. The literature starting
with Gould (1994), Rauch and Trindade (2002), and Rauch and Casella (2003) argue
that migrant networks would increase bilateral trade.We find support for their results
by showing that migration increases capital flows. Our results are in line with the
findings by Javorcik et al. (2011) that show thatUSFDI abroad is positively correlated
with migrants from the origin country in the US. They find that a 1% increase in the
migrant stock increases the FDI stock by around 0.5%. Similarly, Buch et al. (2006)
find that German states with a large foreign population have higher stocks of inward
FDI. Tong (2005) shows that Chinese networks increase FDI flows between South-
East Asian countries and countries beyond. We add to these papers by considering a
larger cross-country panel.
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When it comes to the mechanisms through which migration could affect FDI
flows our results are silent. However, drawing from the work by Jaffe et al. (1993)
and Kugler and Rapoport (2011), we could argue that migrant networks on the one
hand increase knowledge diffusion and remove informational or cultural barriers.

At the end of this section, we want to emphasize some shortcomings of our study.
The biggest concern is that our regression suffers from endogeneity bias. We tried
to mitigate this problem by using lagged migration, but a better approach would
be to use a proper instrumental variable approach. We were thinking about using
natural disasters at an instrument. However, whether the exclusion restrictions hold
is a difficult question.

b. Is Trade Different?

In the previous section, we considered FDI flows. FDI flows, by definition, are
different from trade as they measure financial capital rather than the trade of goods
and services. In this section, we want to repeat our previous empirical approach, but
use a trade variable.

Table 21.3 present our estimation results using imports at origin countries as
dependent variable.

As before, we start with the direct effect of lagged migration on imports. We find
that the effect is highly significant. For a ten percent increase in migration flows,
we find an increase in the import value of 6%. This effect is similar in magnitude
to the effect on FDI flows, which was about 5.7%. Next, model (5) controls for
other covariates. Controlling for other variables reduces the impact of migration
considerably. A ten percent increase in migration flows is now associated with a
1.5% increase in imports. As it was the case with FDI flows, the coefficient of the
squared logged lagged migration is not statistically significant, implying that the

Table 21.3 Imports

(4) (5) (6)

Lagged migration 0.601*** (0.0151) 0.150*** (0.00880) 0.142*** (0.0214)

Log distance −0.926*** (0.0292) −0.925*** (0.0292)

Contiguity 0.219*** (0.0226) 0.219*** (0.0227)

Common language −0.0538 (0.0299) −0.0541 (0.0300)

Agree_pta 0.211*** (0.0443) 0.211*** (0.0444)

Colony 0.420*** (0.0595) 0.419*** (0.0593)

(Lagged migration)2 0.000528 (0.00146)

N 23,916 22,687 22,687

r2 0.706 0.954 0.954

Panel PPML estimation with time-varying origin and destination fixed effects. Logarithms of GDP
and population are dropped due to collinearity with fixed effects. Standard errors in parentheses. *p
< 0.05, **p < 0.01, ***p < 0.001
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Table 21.4 Exports

(7) (8) (9)

Lagged migration 0.631*** (0.0162) 0.247*** (0.0113) 0.0338 (0.0281)

Log distance −0.565*** (0.0238) −0.566*** (0.0235)

Contiguity 0.323*** (0.0303) 0.312*** (0.0305)

Common language −0.0201 (0.0387) −0.0326 (0.0387)

Agree_pta 0.582*** (0.0431) 0.581*** (0.0430)

Colony 0.272*** (0.0785) 0.253** (0.0812)

(Lagged migration)2 0.0137*** (0.00167)

N 15,131 14,581 14,581

r2 0.794 0.946 0.946

Panel PPML estimation with time-varying origin and destination fixed effects. Logarithms of GDP
and population are dropped due to collinearity with fixed effects. Standard errors in parentheses. *p
< 0.05, **p < 0.01, ***p < 0.001

constant-elasticity model is appropriate. Adding this squared term does not have any
significant effect on the magnitude and statistical significance of the coefficients.

All the gravity variables have the expected signs, and all, apart from common
language dummy, are statistically significant. Only the coefficients of logged distance
and colony dummy variable were statistically significant in the estimation equation
for FDI flows. Engaging in any type of a preferential trade agreement is found to
have a positive effect on imports. (Such engagement is predicted to increase imports
by about 23.5%, on average.) Having colonial ties has a very significant impact,
increasing imports by about 52%, on average. A common border, on the other hand,
increases imports by about 25%.

So far, we considered import value as a dependent variable, as a proxy variable
of trade. We want to see whether the results are robust to using a different measure
of trade: the export value. Table 21.4 presents our estimation results.

The results are similar to the ones obtained for import values. The main difference
we find is that for exports, the coefficient on the squared logged migration flow is
positive and statistically significant. This implies that the immigrant elasticity of
exports is not constant and it varies with the size of migrant flows. The positive
coefficient on this variable means that the marginal benefits from migration are
larger for exports for higher levels of migration flows.

The magnitude of the effect of migrant flows on exports is of similar magnitude
found for imports. The impact of being engaged in a preferential trade is found to
have a very large impact on exports, about 79% increase on average. The impacts of
having a common border and engaging in a preferential trade agreement are slightly
larger for exports; 38% and 31%, respectively. The elasticity of exports with respect
to distance is, however, much smaller compared to imports.

Overall, we can conclude that contiguity and free trade agreements are not associ-
ated with FDI flows, but they have an impact on trade. Speaking a common language,
the way it is defined here, is not found to have an impact on FDI flows or trade. Most
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importantly, migration flows are found to be associated with both FDI flows and
trade. The constant migration elasticity model is found to be valid for FDI flows and
imports, but not for exports.

21.6 Summary and Conclusion

This chapter is motivated by the observed dynamic in flows of capital (Foreign Direct
Investment, FDI for short) and labour (migration) over the last couple of decades that
the world has seen. We investigate the relationship between FDI flows, trade, and
migration.

We add to a growing literature that looks at the link between FDI, trade, and
migration.

In contrast to the existing literature, we consider flows of capital, trade variables,
and migrants across a larger set of destination and origin countries over 12 years
(2000–2012). First, we investigate the relationship between migration flows and FDI
flows as well as the relationship between migration and trade. We then investigate
whether migration elasticity of FDI flows and trade is constant. Our idea is that the
size of the migrant flows, as it affects the stock of migrants over time, can have a
non-constant effect on capital flows and trade volumes. In line with the mechanisms
discussed earlier, we argue that the diffusion of knowledge could be faster and infor-
mational or cultural barriers could be reduced by more, when the size of the migrant
network increases.We test this hypothesis using flows of capital, trade, andmigration
between 16 OECD countries and 126 origin countries for FDI flows and 97 origin
countries for trade flows from 2000 to 2012.

Our findings can be summarized as follows. We find that migration and previous
colonial ties are important drivers of FDI flows in our sample. Contiguity and prefer-
ential trade agreements are also found to contribute to trade flows. The direct effect
of migration on FDI is highly significant. We find that for a ten percent increase in
migration this year, FDI flows next year will be roughly 5.7% higher. If we control
for various other covariates, we find that the partial effect of migration is slightly
reduced, but still significant. We find that a ten percent increase in migration flows
this year will increase FDI flows next year by 4.3%. Further, the effect of migration
on imports or exports is of similar magnitude when no other variable is controlled
for. However, the impact is found to be much smaller when gravity variables are
included in the regressions. Overall, these findings support the results in the previous
literature finding that migrant networks increase capital and trade flows.

Further, oncewe deviate from a constant-elasticitymodel, we do not find evidence
for non-constancy in the relationship betweenmigration and FDI. The squaredmigra-
tion term that we include in our regression model is insignificant. This also holds for
imports. However, for exports we find evidence for a non-constant elasticity.

When we look at the other covariates in our regression, we find that both colonial
ties and distance reduce FDI flows. For a ten percent increase in population-weighted
distance between the pairs of countries, FDI flows will be reduced by roughly 3.6%.
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The reduction in trade flows is much larger for trade, 9.3% for imports and 5.7% for
exports. Colonial ties are found to have a positive impact on trade flows. Preferential
trade agreements and contiguity are also found to be positively associated with trade
volumes.

Overall, our results highlight the importance of immigration policies as a means
to increase FDI and trade flows between countries. There are benefits to be received
from encouraging immigration and engaging in preferential trade agreements.
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Chapter 22
Unskilled Migration with Remittance
and Welfare Analysis

Li-Wen Hung and Shin-Kun Peng

22.1 Introduction and Literature Review

This research investigates the impacts of trade liberalization on the pattern of tempo-
rary unskilled migration with remittance. Moreover, we examine the inequality in
gains from trade among heterogeneous agents (unskilled workers and entrepreneurs)
as well as the welfare implications of the two countries, respectively.

A critical stylized fact inspiring our study is that the growing demand for
low-skilled workers such as caregivers and by labor-intensive industries in devel-
oped countries has facilitated the circulation of unskilled workers worldwide. For
example, Japan used to adopt a strict immigration policy, and the number of recorded
foreign workers is relatively small compared to other developed countries. However,
Japanese authorities have considered lifting the tight constraints on importing foreign
workers recently due to the excess demand for labor.1 According to OECD (2018),
over 258 million migrants were working outside of their home countries in 2017.

The remittances sent by migrant workers are increasingly essential to their home
countries. By World Bank (2016) estimations, international migrant remittances to
developing countries amounted to USD 441 billion in 2015. Moreover, remittances
account for a high proportion of some small countries’ GDP; Tajikistan (42%),
Kyrgyz Republic (30%), Nepal (29%), Tonga (28%), andMoldova (26%)were coun-
tries with high remittances to GDP ratio in 2015. Remittance flows are usually larger

1There were 0.49 million immigrants in 2008, and its population reached 0.56 million in 2009. By
2018, the number of immigrants has increased rapidly to 1.46 million, https://www.mhlw.go.jp/con
tent/11655000/000472892.pdf.
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than those from official development assistance, and they are also more reliable and
stable sources of income for families in developing countries.2 The Philippines sends
a great number of workers abroad and is also themain remittance recipient country in
the world. It is widely known that overseas Filipino workers make a notable contri-
bution to the Philippine economic growth. In a nutshell, remittances play a key role
in alleviating inequality and activating the economy of workers’ home countries.
Figure 22.1 summarizes the remittance and migration stock trends of four Asian
countries.3

There is extensive literature discussing the incentive of migration. For example,
Lucas and Stark (1985) try to find the motivations to work aboard and detail why
migrants are willing to send money back. However, their paper does not consider the
different migration behaviors between unskilled workers and entrepreneurs. Bond
et al. (2012) construct a dynamic small open economy model to investigate how
the rural–urban migration of unskilled workers affects trade, urbanization, capital
accumulation, factor payoffs, and other welfare-related issues. Stark (2006) shows a
positive relationship between the incentive tomigrate and income inequality. Tabuchi
and Thisse (2002) study agents with heterogeneity tastes (noneconomic factor) in
a discrete choice model under the core-periphery setting4 to investigate the migra-
tion decision. Nevertheless, the concept of family decisions and remittances is not
involved in these studies.

Migration costs are an essential factor influencing the migration incentive. We
focus on psychological (non-economic) costs rather than economic migration costs
(Borjas 1999; Mckenzie and Rapoport 2007; Grogger and Hanson 2011). Economic
migration costs affect migrant utility levels through income constraints. However, the
psychological costs directly enter the utility function and alter the family migration
decisions. Although those migrants may earn higher incomes abroad than at home,
they do not live with their family members. Parreñas (2001) points out that migrants
feel dislocated when they move to another country, and they have to endure the
emotional pain of family separation. Furthermore, their rights (including health care
and labor insurance) are limited in many aspects, even if they gain residency in the
destination countries. Xenophobia is also a severe problem because migrants are
often blamed for taking jobs away from natives in developed countries. They also
have to face contradictory class mobility. Some migrants are well-educated, having
earned college diplomas at universities in their home countries, but they usually
serve as production line operators, domestic cleaners, or care workers in destination
countries. We call the penalty of leaving home countries as an “attachment cost,” and

2The home family uses themoney received from their familymembers abroad to buygoods, services,
and to educate their children. There is thus the need to convert the funds into domestic currency.
Since the banking systems are not sufficiently developed in developing countries and rural areas do
not have the same access to banking systems as do urban areas, some of the funds are transferred
through the informal sectors. The amounts of remittances may therefore be underestimated.
3An improved banking system may result in an increase in official remittances.
4Krugman (1991) proves that when trade cost is sufficiently low, manufactured sector (or skilled
workers) will agglomerate in a single region and the region becomes a “core.” Moreover, the
surrounding peripheral supply agricultural good.
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we try to investigate how it affects the migration decisions and to verify the welfare
impacts.

We assume that the migration patterns of unskilled workers are different from
entrepreneurialmigration. Skilledmigrants such as entrepreneurs are usually allowed
to move simultaneously with their family members such as spouses and children;
as for the migrant workers, only a portion of family members is involved.5 In other
words, only a few members (not all) within the household migrate to other countries
to search for employment and send remittances back to families in the home countries
to cover their living expenses. It implies that the migration decision is made by the
whole family instead of the individual with one’s own cost–benefit analysis.

Another strand of literature is about inequality. As documented in a study on
migration between cities by Stark (1991), a young family member migrates to a
city while the rest of her/his family remain in an original area. The youth in cities
perhaps is the most important source for rural household income inequalities, and
the empirical evidence shows an inverse U-shaped relationship between migration
rate and wealth inequality in sending regions (Mckenzie and Rapoport 2007; Naval
2017; Shen et al. 2010). Card (2009) concludes that wage inequality in the destina-
tion country is merely affected by migrants. Another strand of literature proves that
lifting migration constraints will generate tremendous welfare gains for the countries
involved (Borjas 1999; Kennah 2013; Iranzo and Peri 2009).

The issue of remittances associated with unskilled migrant workers has not been
studied precisely within the heterogeneous firmmodel framework. Thus, we develop
a modified Melitz model (2003) featured with the occupation self-selection model
of Lucas (1978)6 to accommodate the issue of unskilled migration with remittances
and attachment cost. In order to simplify the analyses, we additionally incorpo-
rate the core-periphery framework. Therefore, it is sufficiently tractable to allow
for many analytical solutions and to obtain proper welfare comparisons. Consid-
ering the different migration patterns between entrepreneurs and migrant workers,
we assume that the entrepreneurs set up firms and hire workers (including migrants
and local workers) to produce goods to meet domestic and foreign demands, while
the workers can choose to work for the manufacturing sector or the agricultural
sector. The most important contribution of this study is that we investigate the family
migration decision and directly connect foreign and domestic labor markets.

We prove herein the existence of a core-periphery style equilibriumwith a propor-
tion of household members migrating to the North for earning higher wages and
sending remittances back to their families in the South. We also find that (i) more
migrants of each Southern household go to the North when the attachment cost is
lower; (ii) the equilibrium migration ratio is negatively related to the attachment
cost and the transportation cost of the manufactured goods; (iii) the domestic and

5Past literature assumes that skilled workers can move between countries without incurring a cost
while unskilled workers are immobile (see Forslid and Ottaviano 2003; Krugman 1991). We adopt
the partial migration pattern to relax the immobile assumption and highlight the cost disparity
between these two parties.
6See also Chen and Peng (2017) or Dinopoulos and Unel (2017).
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exporting thresholds are positively related to the attachment cost and the transporta-
tion cost of themanufactured goods; (iv) the realwages of entrepreneurs andunskilled
workers increase after the migration is allowed; (v) the welfare of the migrant family
decreases in the attachment cost and the transportation cost of the manufactured
goods; (vi) the welfare gap between entrepreneurs and unskilled workers depends
on the magnitude of remittances and the relative population ratio.

The remainder of the paper is organized as follows. Section 22.2 briefly states
some stylized facts about migration. Section 22.3 characterizes the model and the
equilibrium. Section 22.4 studies the comparative statics analysis of the migration
equilibrium.Sections 22.5 examines thewelfare and inequality analyses. Section22.6
discusses the optimal migration ratio. Section 22.7 concludes the study.

22.2 Models with and Without Unskilled Migrants

In this economic framework, there are only two countries, the North and the South,
which have the population LN and LS , respectively. Workers are the only input, and
there is no unemployment in this model.

Consumers’ preferences are specified by a CobbDouglas utility function. Here,
Mi , i = N , S, is the composite index of the manufactured goods consumed by
households of country i, and Ai , i = N , S, stands for the consumption of the agricul-
tural good by households of country i. MSN (ASN ) are the amount of manufactured
goods (agricultural good) that workers migrating from the South (S) to the North (N)
consume in the North. The Northern households have an identical preference as:

UN =
(
MN

α

)α(
AN

1 − α

)1−α

, 0 < α < 1, (22.1)

Here, � represents the whole variety set in the North, and MN is defined as:

MN =
⎡
⎣ ∫

ω∈�

q(ω)
σ−1
σ dω

⎤
⎦

σ
σ−1

,

where q(ω) represents the consumption of variety ω, σ > 1 is the elasticity of
substitution between any two varieties, N IN represents the national income of the
North, and it is the market value of goods produced by its citizen, PM

N

(
P A

N

)
denotes

the price level of the manufactured goods (agricultural good), and pN (ω) is the price
of manufactured variety ω in the North. By maximizing the utility of the consumer
subject to the budget constraint, we then have the demand functions of two goods:
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MN = α
N IN
PM

N

, AN = (1 − α)
N IN
P A

N

,where PM
N =

⎡
⎣ ∫

ω∈�

pN (ω)1−σdω

⎤
⎦

1
1−σ

.

(22.2)

Substituting (22.2) into (22.1), the indirect utility function of country N is given
by VN = (N IN )/

(
PM

N

)α(
P A

N

)1−α
, which is defined as the welfare level in the North.

To emphasize the migration behavior of the Southern households, we modify
the utility function to accommodate the concept of “attachment cost” for migrant
families. When workers migrate to another country, they send their wages earned in
the North with remittance rate υ to their families and suffer from the pain of family
separation. The coefficient of the attachment cost is denoted by ϕ/2, andλ is the ratio
of family members who migrate; hence, the total attachment cost is ϕλ2/2, which is
increasing in the migration ratio. The utility of the Southern family is composed of
the utility of migrants (uSN ) and that of those who remain behind (remainders) (uS).
We assume that migration is unilateral; that is, only the Southern families decide
whether to send their members to another country or not.

The utility of Southern households is defined as:

US = uS + uSN ,

where

uS = (MS)
α(AS)

1−α

(α)α(1 − α)1−α
, uSN = (MSN )α(ASN )1−α

(α)α(1 − α)1−α
− ϕ

2
λ2,

and MS and MSN are defined as:

MS =
⎡
⎣ ∫

ω∈	

q(ω)
σ−1
σ dω

⎤
⎦

σ
σ−1

, MSN =
⎡
⎣ ∫

ω∈�

q(ω)
σ−1
σ dω

⎤
⎦

σ
σ−1

.

where 	 represents the whole variety set in the South. We normalize the family size
to unity given the migration ratio λ and remittance rate υ. wN is the wage migrants
earn in the North, and wS is the wage in the South, then the disposable incomes of
migrants (ISN ) and remainders (IS) are:

IS = λυwN + (1 − λ)wS, ISN = λ(1 − υ)wN . (22.3)

Migrant family members in the two countries maximize their utility separately,
and:

MS = α
IS
PM

S

, AS = (1 − α)
IS
P A

S

,
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MSN = α
ISN
PM

N

, AS = (1 − α)
ISN
P A

N

,

where PM
S is the aggregate price level of manufactured goods, P A

S is the price level
of the agricultural good in S country, and the composite utility function of a migrant
family is:

VS = λ(1 − υ)wN(
PM

N

)α(
P A

N

)1−α
− ϕ

2
λ2 + λυwN + (1 − λ)wS(

PM
S

)α(
P A

S

)1−α
. (22.4)

Moreover, VS is defined as the welfare level of a migrant family.
Every individual has one unit of the labor force. However, those in the North are

heterogeneous in their capability of setting up firms which are run under monopo-
listic competition, denoted by θ. A higher θ implies lower marginal costs to operate
the firm. The capacity level, known by themselves, affects their occupational choice
between being entrepreneurs and workers. The capability of potential entrepreneurs
θ ∈ [1,∞) follows an untruncated Pareto distribution with the cumulative density
function G(θ) = 1 − θ−κ and κ > σ − 1. An entrepreneur with capacity θ can
produce one unit of manufactured goods by hiring 1/θ unit of the labor force and
earn an operating profit. Workers earn local wage wN by providing their labor force
to entrepreneurs. Individuals compare two kinds of payoffs and select their occupa-
tion by themselves. After entrepreneurs set up firms, they hire workers to produce
y(θ) units of goods that equal the domestic demand qN (θ) (including the demand
of migrants) and foreign demand qS(θ). Firms generate extra costs wN fx while
exporting, fx units of workers are needed, and we assume an iceberg trade cost of
differentiated goods; that is, τM > 1. Workers not hired in the manufactured sector
will enter the agricultural sector.

The agricultural sector is perfectly competitive, and the price of the agricultural
good in the South is normalized to 1. One unit of the labor force can generate one
unit of agricultural good, and the transportation cost is τA > 1. If the North is the
net importer of agricultural good, then the wage in the North is the trade cost of
the agricultural good; that is, wN = τAτA.7 Under this core-periphery setting, we
assume that manufactured goods are produced only by the North, and the South only
produces agricultural good.8

Given the same pricing rules for all firms, we can link each variety ω with
productivity θ . By solving firms’ maximization problem, we can express aggre-
gate consumer demand for manufactured goods in the North (N) and the South (S)9

as:

7Davis (1998) mentions that if two countries produce competitive agricultural good at the same
time, then the wage difference equals their trade cost; that is, τA in our setting.
8The results are not affected if the North also produces the agricultural good.
9The exporting amount of Northern manufacturing firms is equal to the demand of the South.
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qN (θ) = α
YN

PM
N

[
PM

N

pN (θ)

]σ

, qS(θ) = α
YS

PM
S

[
PM

S

pS(θ)

]σ

,

where YN (YS) is the aggregate income within country N (S). The optimal price and
operating profits for a specific firm are:

pN (θ) = σ

σ − 1

wN

θ
, pS(θ) = σ

σ − 1

τMwN

θ
,

πN (θ) = α
YN

σ

(
σ − 1

σ

θ PM
N

wN

)σ−1

, πS(θ) = α
YS

σ

(
σ − 1

σ

θ PM
S

τMwN

)σ−1

. (22.5)

Here, pN (θ) is the domestic price in the North, pS(θ) is the exporting price that
consumers face in the South, πN (θ) is the domestic operating profit in the North,
and πS(θ) is the exporting profit for the Northern firms. As in Lucas (1978), we
assume that the operating profits of a firm with productivity θ are the income of the
entrepreneurs; that is:

π(θ) = πN (θ) + ISπS(θ) − ISwN fx , IS = 0, 1.

where IS is the indicator function with two values: IS = 1 when a firm exports and
IS = 0 otherwise. Individuals in the North could choose to be workers, entrepreneurs
only producing for the domestic market, or entrepreneurs serving twomarkets. Here,
θN and θS are the production thresholds needed to stay in the domestic and foreign
markets, respectively. Past literature reveals that the exporting threshold is larger
than the domestic one; that is, θS > θN . One possible reason is that those exporting
firms must pay extra costs to access the foreign market, and higher productivity is
required to break even in the exporting market. The partitioning of firms by export
status will occur if the following condition P is satisfied.

Condition P (Partition) LN
LS

> � = α
σ

σ(κ−1)+1
τAκ

1+ fx
fx

.

The marginal entrepreneur only obtains the domestic operating profit, and the
domestic production cutoff is determined by equating the domestic operating profits
to local wage (wN ). It means that the marginal domestic entrepreneur is indifferent
between setting up the firm and being a worker. The exporting cutoff is decided
by equating the foreign operating profit to the fixed cost (wN fx ) required while
exporting. Therefore, the thresholds of selling in the domestic market (θN ) and
foreign market (θS) can be decided by the following equations.

π(θN ) = α
YN

σ

(
σ − 1

σ

θN

wN
PM

N

)σ−1

= wN ,

π(θS) = α
YS

σ

(
σ − 1

σ

θS

τMwN
PM

S

)σ−1

= wN fx . (22.6)

In fact, these two equations are the zero-profit conditions in these two markets.
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22.2.1 No Unskilled Migration in an Open Economy

First, we consider an open economy without migration. The mass of domestic firms
nN and that of exporting firms nS are shown as:

nN = [1 − G(θN )]LN , nS = [1 − G(θS)]LN . (22.7)

The aggregate income (also the national income in the benchmark case) of two
countries are as follows:

YN = LN {G(θN )wN + [1 − G(θN )]π̄N + [1 − G(θS)][π̄S − wN fx ]},
YS = LS. (22.8)

where π̄N and π̄S are the average profits of firms in the two markets, respectively:

π̄S =
[∞∫

θS

πS(θ)σ−1 dG(θ)

1 − G(θS)

] 1
σ−1

= wN fx

(
θ̃S

θS

)σ−1

,

π̄N =
[∞∫

θN

πN (θ)σ−1 dG(θ)

1 − G(θN )

] 1
σ−1

= wN

(
θ̃N

θN

)σ−1

, (22.9)

and

θ̃N =
[∞∫

θN

θσ−1 dG(θ)

1 − G(θN )

] 1
σ−1

=
(

κ

κ − σ + 1

) 1
σ−1

θN ,

θ̃S =
[∞∫

θS

θσ−1 dG(θ)

1 − G(θS)

] 1
σ−1

=
(

κ

κ − σ + 1

) 1
σ−1

θS. (22.10)

By denoting h̃N and h̃S as the average labor demands in the domestic and export
sectors, the labor clearing condition implies that:

G(θN ) = [1 − G(θN )]h̃N + [1 − G(θS)]
(
h̃S + fx

)

= (σ − 1)

⎧⎨
⎩[1 − G(θN )]

(
θ̃N

θN

)σ−1

+ [1 − G(θS)]

(
θ̃S

θS

)σ−1

fx

⎫⎬
⎭

+ [1 − G(θS)] fx . (22.11)

The aggregate price levels of manufactured goods in the North and the South are:

PM
N = σ

σ − 1
wN

(
κLN

κ − σ + 1

) 1
σ−1

(θN )
κ−σ+1

σ−1 , (22.12)
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PM
S = τM

σ

σ − 1
wN

(
κLN

κ − σ + 1

) 1
σ−1

(θS)
κ−σ+1

σ−1 . (22.13)

Together with the zero-profit conditions (22.6) and wN = pA
N = τA,wS = 1, we

solve for the thresholds:

θS =
[
σ

α

κ

κ − σ + 1

LN

LS
τA fx

] 1
κ

, (22.14)

θN =
[

(θc)
κ

(θS)
κ − fx (θc)

κ

] 1
κ

θS. (22.15)

where θc = [(σκ − σ + 1)/κ − σ + 1]
1
κ , is a constant.

Only the North produces and exports manufactured goods. Thus, the trade cost
τM does not play any role in non-migration optimal production thresholds θS and θN .
The Northern market itself is not affected by τM . For firms exporting to the Southern
market, the extra trade cost τM is canceled out by raising the price at the same rate.

In the next step we compare the welfare level in the North with that in the South.
The welfare gap between unskilled workers in the two countries is:

wN

PN
− wS

P S
= 1(

PM
S

)α

[(
θS

θN

)α κ−σ+1
σ−1

(τMτA)
α − 1

]
> 0,

where PN and P S are the aggregate price levels of two countries. It means that the
real wage in the North is always higher than that in the South. It can serve as an
incentive to migrate for the Southern workers after migration is allowed even if they
take the attachment costs into consideration. To simplify the welfare analysis, we
consider the trade costs that satisfy Condition T10 below.

Condition T (Trade Cost) (τM)α > (τA)
1−α

P S

PN
=

[(
θS

θN

)α κ−σ+1
σ−1 (τM)α

(τA)
α

]
> 1.

With Condition T, the price level is always lower in the North (P S/PN > 1).
In fact, even if τM is slightly smaller than τA, the price level may be higher in the
South. Moreover, the parameters above satisfy the labor clearing condition LS =
(1 − α)(YS + YN/τA).

10The trade cost of the agricultural good is usually normalized into τA = 1 < τM . We relax the
assumption by imposing condition T.
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22.2.2 Unskilled Migration and Remittance in an Open
Economy

This section allows the migration of unskilled workers; that is, part of Southern
family members could choose to go abroad to earn higher wages (wN = τA > 1)11

while enduring attachment costs (ϕ) or to stay at home and get paid wS = 1. We
slightly abuse the notations here. We still denote PM

N and PM
S

12 as the aggregate
prices of manufactured goods in the two countries; however, the values are different
from the previous section. And the superscript “O” represents the variables after the
migration is permitted.

The migration behavior is the same across all Southern households. Here, λ ≥ 0
is the migration ratio per household, and υ > 0 is a constant remittance rate of
migrants. To verify the effects of migrant behavior on the production thresholds and
welfare levels of these two countries, we need to specify the decision process of the
Southern family members and explain how the equilibrium is derived. The decision
timing is listed below.

Stage 1 The migrant family decides the migration ratio λ to maximize the utility
of the whole family (centralized problem).

Stage 2 Given the migration ratio λ, family members with identical preferences
maximize their utility subject to their incomes in the two countries (decentralized
problem).

Stage 3 Manufacturing firms produce goods and maximize profit.

By backward induction, first, we derive the production thresholds givenmigration
ratio λ. Second, migrants and their family members maximize their utility subject
to their different income, respectively. Finally, the Southern families maximize their
indirect utility function to derive the optimal migration ratio. Together with two
threshold functions and one migrant ratio function, we can solve for the optimal
production thresholds and migrant ratio.

For the purpose of solving the equilibrium in themanufacturing sector, wemodify
the aggregate incomes of the two countries as:

Y O
N = wNG

(
θO
N

)
LN + (1 − υ)wNλLS + LN

[
1 − G

(
θO
N

)]
π̄O
N

+ LN
[
1 − G

(
θO
S

)][
π̄O
S − wN fx

]
,

Y O
S = [(1 − λ)wS + λυwN ]LS, (22.16)

where θO
N and θO

S are the domestic and exporting thresholds after migration is
allowed; π̄O

N and π̄O
S stand for the average operating profit of the two markets after

migration is allowed. The aggregate national incomes N I ON and N I OS of the two
countries are:

11The wage equals the trade cost of agricultural good τA and is not affected by the migrants.
12The aggregate prices of agricultural good in the two countries are still the same; that is, P A

N = τA

and P A
S = 1.
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N I ON = wNG
(
θO
N

)
LN + LN

[
1 − G

(
θO
N

)]
π̄O
N + LN

[
1 − G

(
θO
S

)][
π̄O
S − wN fx

]
,

N I OS = [(1 − λ)wS + λwN ]LS, (22.17)

By denoting h̃O
N and h̃O

S as the average labor demands in the domestic and export
sectors. Thus, the labor market condition in the North becomes:

G
(
θO
N

)
LN + λLS =LN

[
1 − G

(
θO
N

)]
h̃O
N + LN

[
1 − G

(
θO
S

)](
h̃O
S + fx

)

=(σ − 1)LN

⎧⎨
⎩

[
1 − G

(
θO
N

)]( θ̃O
N

θO
N

)σ−1

+[
1 − G

(
θO
S

)]( θ̃O
S

θO
S

)σ−1

fx

⎫⎬
⎭ + LN

[
1 − G

(
θO
S

)]
fx .

(22.18)

By combining with the zero-profit condition (22.6) and labor market clearing
condition (22.18), the two production thresholds are:

θO
S =

[
σκτA fx

α(κ − σ + 1)(1 − λ + λυτA)

LN

LS

] 1
κ

, (22.19)

θO
N =

[ (
θO
S θc

)κ
LN

(LN + λLS)
(
θO
S

)κ − LN fx (θc)
κ

] 1
κ

. (22.20)

Condition P must hold to keep θO
S > θO

N .
We further assume that the amount migrants remit back to their family is more

than the wages that they can earn in their home country; that is:

Condition R (Remittance) υτA > 1.

With Condition R, we can compare the values of production thresholds before
and after migration is allowed. The result is shown below.

Lemma 1 The number of domestic firms and exporting firms increases after
migration is allowed; thus, the price level decreases in both countries.

Proof Insert (22.14) into (22.19), and (22.15) into (22.20), then we obtain

θO
S =

(
1

1 − λ + λυτA

) 1
κ

θS,

θO
N =

[
(θc)

κLN

LN + λLS − (1 − λ + λυτA)LN (θS)
−κ(θc)

κ fx

] 1
κ

.

and combining with Condition R, we immediately have:
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θS > θO
S , θN > θO

N .

We know that the domestic and the exporting thresholds decrease when migration
is permitted, meaning that the number of firms increases. By (22.12) and (22.13),
the aggregate price levels are decreasing after allowing workers to go abroad in both
countries. �

Before we move on to the next stage of the decision process, we need to examine
the limit of the migration ratio. By the labor clearing condition in the South:

(1 − λ)LS = (1 − α)

(
N I OS
P A

S

+ N I ON
P A

N

)
,

Thus, we know that the condition for the South to export agricultural good is
(1 − λ)LS > (1 − α)

(
N I OS /P A

S

)
, and it implies the upper bound λ̄ of migration

rate13:

1 > λ̄ = α

α + (1 − α)υτA
> λ. (22.21)

In the second stage, migrants and their family members maximize their utility
separately. A family’s indirect utility function is the aggregation of family members’
utility in the two countries as Eq. (22.4).

We next derive the optimal migration ratio λ for the Southern families. The equi-
librium migration ratio is characterized by maximizing the composite indirect utility
function of the Southern family as:

max
λ

VS = λ(1 − υ)wN(
PM

N

)α(
P A

N

)1−α
+ λυwN + (1 − λ)wS(

PM
S

)α(
P A

S

)1−α
− ϕ

2
λ2, (22.22)

Differentiating the indirect utility function given aggregate price level (the deci-
sion of single family cannot affect the aggregate price level) and combining with
(22.12) and (22.13), we now obtain14

λ = �

ϕ

⎡
⎣ 1 − υ(

θO
N

)α κ−σ+1
σ−1

+ υτA − 1

(τMτA)
α
(
θO
S

)α κ−σ+1
σ−1

⎤
⎦. (22.23)

where � = [(σ − 1)/σ ]α[κLN/(κ − σ + 1)]
α

σ−1 .
To guarantee the interior solution (λ < λ̄ < 1), we impose Condition A to ensure

that the attachment cost is sufficiently high to maintain the partial migration pattern.

13Given remittance rate υ > 0, the upper bound of migration ratio λ̄ would be strictly smaller than
1, hence we exclude the possibility that all Southern family members migrate to the North.
14The second-order condition satisfies ∂2VS/∂λ2 < 0.
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Fig. 22.2 The convexity of λ

Condition A is immediately derived by inserting θ̄N = θ̄O
N

(
λ̄
)
and θ̄S = θ̄O

S

(
λ̄
)
into

(22.23), and then rearranging the inequality λ < λ̄.

ConditionA(AttachmentCost)ϕ > �
ϕ

[
(1 − υ)

(
θ̄N

)−α κ−σ+1
σ−1 + υτA−1

(τM τA)α

(
θ̄S

)−α κ−σ+1
σ−1

]
.

These examinations enable us to conclude the following proposition.

Proposition 1 If conditions P, R, and A hold, then with the utility maximization
of the Southern family, there exists an equilibrium λ∗ such that a proportion of the
household members migrate while remitting a part of their wage income (υwN ) to
their families.

Proof In order to investigate the properties of equilibrium, we rewrite the right-hand
side and left-hand side of migration Eq. (22.23) as:

f (λ) = λ,

g(λ) = �

ϕ

⎡
⎣ 1 − υ(

θO
N

)α κ−σ+1
σ−1

+ υτA − 1

(τMτA)
α
(
θO
S

)α κ−σ+1
σ−1

⎤
⎦. (22.24)

and with (22.19) and (22.20), we prove in the appendix that ∂ f (λ)/∂λ > 0 and
∂g(λ)/∂λ > 0. By combining with 1 > λ̄ > g

(
λ̄
)

> g(0) > 0, we know that λ∗
exists. In fact, the solution is unique, because the second-order condition ensures
that g(λ) is smooth (either convex or concave). We use Fig. 22.215 to demonstrate
the relationship between the uniqueness of the solution and the convexity of g(λ) as:

The mathematical details are also presented in Appendix 1. �

In summary, given the parameter set {α, κ, σ, υ, ϕ, fx , τA, τM , LN , LS}, we prove
that unskilled migrants have an incentive to migrate from the South to the North, and
this is not fully discussed in the occupation self-selection model.

15The horizontal axis of Fig. 22.2 and Fig. 22.3 are the value of λ. The scale may not be the exact
size for demonstration purpose.
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22.3 The Comparative Statics

This section examines the properties of production thresholds. By differentiating the
threshold with respect to τM , τA, υ, and ϕ, and the results of comparative statics are
shown in the following proposition.

Proposition 2

(1) Themigration ratio (λ∗) is decreasing in the transportation cost ofmanufactured
goods (τM) and the attachment cost (ϕ).

(2) The domestic cutoff
(
θO
N (λ∗)

)
and exporting thresholds

(
θO
S (λ∗)

)
are increasing

in the transportation cost of manufactured goods (τM) and the attachment cost
(ϕ).

Proof

(1) To verify the effects of exogenous variables. First, we calculate the partial
derivative of g(λ) with respect to τM and ϕ as

∂g(λ)

∂τM
< 0,

∂g(λ)

∂ϕ
< 0,

We have proved in the previous proposition that g(λ) is smooth (either convex
or concave), and its convexity depends on certain parameters. When g(λ) is moving
downward, λ∗ becomes smaller. We use Fig. 22.3 to illustrate the inference.

Here, λ∗∗ in Fig. 22.3 denotes an arbitrary new equilibrium.We can conclude that:

∂λ∗

∂τM
< 0,

∂λ∗

∂ϕ
< 0.

(2) By the deduction process in Appendix 1, we know the signs of the partial
derivatives of θO

N (λ∗) and θO
S (λ∗) with respect to λ are:

Fig. 22.3 The movement of migration ratio
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∂θO
N (λ∗)
∂λ

< 0,
∂θO

S (λ∗)
∂λ

< 0,

By differentiating (22.19) and (22.20) and by combining with the first part of
Proposition 2, we know that:

dθO
N (λ∗)
dτM

= ∂θO
N (λ∗)
∂λ

∂λ∗

∂τM
+ ∂θO

N (λ∗)
∂τM

= ∂θO
N (λ∗)
∂λ

∂λ∗

∂τM
> 0,

dθO
S (λ∗)
dτM

= ∂θO
S (λ∗)
∂λ

∂λ∗

∂τM
+ ∂θO

S (λ∗)
∂τM

= ∂θO
S (λ∗)
∂λ

∂λ∗

∂τM
> 0,

dθO
N (λ∗)
dϕ

= ∂θO
N (λ∗)
∂λ

∂λ∗

dϕ
+ ∂θO

N (λ∗)
dϕ

= ∂θO
N (λ∗)
∂λ

∂λ∗

dϕ
> 0,

dθO
S (λ∗)
dϕ

= ∂θO
S (λ∗)
∂λ

∂λ∗

dϕ
+ ∂θO

S (λ∗)
dϕ

= ∂θO
S (λ∗)
∂λ

∂λ∗

dϕ
> 0.

The second equality of these equations is explained in Appendix 2. The results
indicate that the two production thresholds are increasing in τM and ϕ. However, the
effects of the transportation cost of agricultural goods (τA) and remittance rate (υ)

on migration ratio and the two production thresholds remain ambiguous. �
The transportation cost of M-goods, τM affects the migration ratio through two

channels. First, when τM increases, the price level in the South increases; other things
being equal, the value of remittance shrinkswhile the familymembers suffer the same
level of attachment costs, and themigration ratioλ decreases.Whenλ decreases, both
production thresholds θO

S and θO
N rise. This further lifts the price levels of the two

countries. If the increasing size is larger in the Southern country, then households
send more members abroad. The aggregate effect shows that the migration ratio
drops when τM increases. As for the transportation cost of the agricultural good
(τA) and remittance rate (υ), if τA increases, then the aggregate price level in the
North increases as well as does the wage paid to workers, because wN = τA. Thus,
the aggregate effect is unclear. If the remittance rate (υ) increases, then the welfare
level in original family increases while migrants suffer, and the effects depend on
the magnitude of parameters.

We now move to examine the welfare change of migration families by rewriting
the indirect utility function (22.22) as:

V ∗
S = �

⎡
⎣ λ∗(1 − υ)[

θO
N (λ∗)

]α κ−σ+1
σ−1

+ λ∗υτA + 1 − λ∗

(τMτA)
α
[
θO
S (λ∗)

]α κ−σ+1
σ−1

⎤
⎦ − ϕ

2

(
λ∗)2.

The directions of welfare changes are summarized in the following proposition.

Proposition 3 The welfare level of the migrant families is decreasing in the
transportation cost of manufactured goods τM and the attachment cost (ϕ).
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Proof By envelope theorem
(
∂V ∗

S (λ)/∂λ = 0
)
and the results of the previous

proposition, we can recognize the signs of the derivatives with respect to τM and
ϕ:

dV ∗
S (λ, ϕ)

dϕ
= ∂V ∗

S (λ, ϕ)

∂λ

∂λ∗

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂θO
N

∂θO
N

∂λ

∂λ∗

∂ϕ

+ ∂V ∗
S (λ, ϕ)

∂θO
N

∂θO
N

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂θO
S

∂θO
S

∂λ

∂λ∗

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂θO
S

∂θO
S

∂ϕ

= ∂V ∗
S (λ, ϕ)

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂θO
N

∂θO
N

∂λ

∂λ∗

∂ϕ
+ ∂V ∗

S (λ, ϕ)

∂θO
S

∂θO
S

∂λ

∂λ∗

∂ϕ
< 0,

and

dV ∗
S (λ, τM)

dτM
= ∂V ∗

S (λ, τM)

∂λ

∂λ∗

∂τM
+ ∂V ∗

S (λ, τM)

∂τM
+ ∂V ∗

S (λ, τM)

∂θO
N

∂θO
N

∂λ

∂λ∗

∂τM

+ ∂V ∗
S (λ, τM)

∂θO
N

∂θO
N

∂τM
+ ∂V ∗

S (λ, τM)

∂θO
S

∂θO
S

∂λ

∂λ∗

∂τM
+ ∂V ∗

S (λ, τM)

∂θO
S

∂θO
S

∂τM

= ∂V ∗
S (λ, τM)

∂τM
+ ∂V ∗

S (λ, τM)

∂θO
N

∂θO
N

∂λ

∂λ∗

∂τM
+ ∂V ∗

S (λ, τM)

∂θO
S

∂θO
S

∂λ

∂λ∗

∂τM
< 0.

With the results above, we conclude that the welfare level of migrant families
is decreasing in ϕ and τM . Nevertheless, the effects of the transportation cost of
agricultural goods (τA) and remittance rate (υ) on welfare are undetermined. �

Increases in τM and ϕ will raise the aggregate prices of the two countries. Thus,
the purchasing power ofmigrant families decreases, and hence thewelfare ofmigrant
families decreases. An increase in ϕ lifts the level of attachment cost and ruins the
welfare level of migrant families as well.

22.4 Welfare and Inequality Analysis

The section presents the welfare issues. First, we compare the welfare levels of the
two countries before and after migration is allowed.

Proposition 4 (Welfare Levels of Two Countries) Both countries have higher
welfare levels after migration is allowed.

Proof

(1) By Condition R, we can simply prove that the aggregate income of the South
becomes larger after migration is allowed; that is, Y O

S = (1 − λ + λυτA)LS >

YS = LS , Moreover, the price level decreases
(
PO

S < P S
)
in the South. Thus,

the welfare level is obviously larger than before—that is,
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Y O
S

PO
S

− YS

P S
> 0.

(2) With labor clearing condition (22.18), we can rewrite the aggregate income of
the North before and after allowing labor migration:

YN = σκwN LN

κ − σ + 1

[
(θN )−κ + (θS)

−κ fx
]
,

Y O
N = σκwN LN

κ − σ + 1

[(
θO
N

)−κ + (
θO
S

)−κ
fx

]
− υτAλLS,

and by (22.14), (22.15), (22.19), and (22.20), we can prove that Y O
N > YN and the

price level in the North is decreasing as well, so we know that the welfare level in
the North is increasing.

Y O
N

PO
N

− YN

PN
> 0.

The welfare levels of the Southern households increase after migration is
permitted; otherwise, they are not willing to migrate. Therefore, we conclude that
both countries gain from migration. �

We next investigate the welfare effects within the North.

Proposition 5 (WelfareLevels ofNorthernUnskilledWorkers) Thewelfare levels
of unskilled workers in the North increases, because of decreases in the price level.

Proof The wage in the North is not affected by the migrants. It is easy to verify that
the welfare level of workers increases. Because of a decrease in the aggregate price,
and so we know that:

wN

PO
N

− wN

PN
> 0.

In a nutshell, Northern workers gain form migration. �

We now discuss the welfare change of entrepreneurs. Entrepreneurs’ payoff is the
firms’ net profit, and thus we can calculate the average income of entrepreneurs as:

ȳe = π̄O
N + 1 − G

(
θO
S

)
1 − G

(
θO
N

)(
πO
S − wN fx

)

= wN

⎧⎨
⎩

(
θ̃O
N

θO
N

)σ−1

+ 1 − G
(
θO
S

)
1 − G

(
θO
N

)
⎡
⎣

(
θ̃O
S

θO
S

)σ−1

− 1

⎤
⎦ fx

⎫⎬
⎭
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= wN

κ − σ + 1

[
κ + (σ − 1)

(
θ̂
)−κ

fx

]
,

where

θ̂ = θO
S

θO
N

=
[

(LN + λLS)
(
θO
S

)κ − LN (θc)
κ fx

(θc)
κLN

] 1
κ

> 1.

Here, we define the income gap � between entrepreneurs and workers in the
North as ȳe − wN , and:

� ≡ ȳe − wN = wN

{
1

κ − σ + 1

[
κ + (σ − 1)

(
θ̂
)−κ

fx

]
− 1

}
.

The equation above shows that the income gap betweenworkers and entrepreneurs
in the North only depends on the relative magnitude between the two production
thresholds θ̂ . A Large θ̂ means that the domestic market is much larger than the
foreign market. Only a small proportion of firms is eligible to export, and the average
operating profit from a foreign country is small compared with a smaller θ̂ , and so a
large θ̂ generates moderate income gaps. However, a small θ̂ implies that most firms
can export and earn a higher operating profit, and it ruins the income gap.

In the final step, we investigate the impacts of transportation cost of manufactured
good τM (trade liberalization) on the income gap between entrepreneurs and workers
within the North. The results are presented in the following proposition.

Proposition 6 (Welfare Levels between Entrepreneurs and Workers in the North)
The income gap between entrepreneurs and workers increases if the remittances
sent back are sufficiently large.

Proof First, we need to realize the relationship between θ̂ and λ. By (22.19) and
(22.20), we know that:

∂θ̂

∂λ
≶0 if

LS

LN
≶(υτA − 1),

By simple calculation we conclude that:

sign

[
∂�

∂τM

]
= −sign

[
∂θ̂

∂λ

∂λ

∂τM

]
≶0 if

LS

LN
≶(υτA − 1).

The second inequality is derived from ∂λ/∂τM < 0. �

If the North has a larger population, which means (υτA − 1) > LS/LN , then the
income gap within the North increase after trade liberalization. Trade liberalization
attracts more migrants workers to the North, and the remittances the migrants sent
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back increase the demand in the South. The exporting threshold decreases, and the
domestic threshold increases, because the firm allocates more labor force in the
exporting market. If the South has a larger population, which means (υτA − 1) <

LS/LN , then the income gap within the North will decrease under a lower trade cost.
Although trade liberalization still attracts migrants workers to the North, the demand
in the North increases more, and it allows firms with lower productivity to enter the
domestic market or firms to allocate their labor force to the domestic market. Hence,
the exporting market shrinks, and inequality decreases.

22.5 The Decision of the Optimal Migration Ratio Through
Other Mechanisms

The section proposes other methods to derive the optimal migration ratio.We assume
thatmigrant families decide themigration ratio by themselves in the previous section;
however, the number of contractmigrantworkers (especially caregivers and construc-
tion workers) is usually decided by the destination country (quota) or through nego-
tiation. As mentioned earlier in the second section, Japan sets a limit on the number
of immigrants so that its labor market is unable to absorb all workers who intend to
migrate. We consider the welfare maximization problem of the destination countries
and Nash bargaining between two countries to obtain further insights on the optimal
migration ratio.

22.5.1 The Quota of the Northern Country

For the North, the optimal migration rate is decided by the maximization of the
indirect utility with respect to λ subject to the Southern indirect utility function. By
Eq. (22.17), the aggregate national income of the North is:

N I ON =
{

σ − 1

κ − σ + 1

[(
θO
N

)−κ + (
θO
S

)−κ
fx

]
+ 1

}
wN LN ,

and the maximization problem becomes:

max
λ

VN = N I ON
PO

N

= �
(
θO
N

)−α κ−σ+1
σ−1

{
σ − 1

κ − σ + 1

[(
θO
N

)−κ + (
θO
S

)−κ
fx

]
+ 1

}
,

(22.25)

where � = [(σ − 1)/σ ]α[κ/(κ − σ + 1)]
α

σ−1 (LN )
α+σ−1

σ−1 , subject to:
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VS = �

⎡
⎣ λ(1 − υ)[

θO
N (λ)

]α κ−σ+1
σ−1

+ λυτA + 1 − λ

(τMτA)
α
[
θO
S (λ)

]α κ−σ+1
σ−1

⎤
⎦ − ϕ

2
λ2 ≥ V S. (22.26)

where V S = wS/P S is the indirect utility level before migration is allowed.
The results enable us to conclude the following Remark.

Remark Since VN is increasing in λ, the constraint binds, and the optimal migration
ratio λ̂ for the North is larger than λ∗.

Since we do not consider the social cost of migrant workers in the destination
country. The migrants reinforce domestic consumption, and their remittances also
enhance the purchasing power in the South. Themodelwill be enriched ifwe consider
the negative effects that migrants bring.

22.5.2 Negotiation Between the Two Countries

In this section, the two countries negotiate the migration ratio by maximizing the
aggregate welfare function � (Nash bargaining):

max
λ

� = (
VN − V N

)μ(
VS − V S

)1−μ
,

where V N and V S are the welfare levels before migration is allowed, and the indirect
utility functions VN and VS are defined as Eqs. (22.25) and (22.26), respectively.

The equilibrium satisfies the following condition:

μ
(
VN − V N

)μ−1 ∂VN

∂λ
+ (1 − μ)

(
VS − V S

)−μ ∂VS

∂λ
= 0. (22.27)

Since we do not consider the costs accompanied by migrants, we thus know
that ∂VN/∂λ > 0. ∂VS/∂λ < 0 is the sufficient condition that a solution exists
when ϕ and LS are sufficiently large. If there is a benevolent social planner who
decides the optimal migration λ′ (from ∂VS/∂λ = 0) for the Southern families, then
the solution λN that satisfies (22.27) is larger than λ′ (if ϕ is sufficiently large so
that ∂2VS/∂λ2 < 0). In order to verify the relationships between different optimal
migration ratios, we pick parameter set {α, κ, σ, υ, ϕ, fx , τA, τM , LN , LS, μ}= {0.7,
3.18, 4, 0.8, 2, 1, 3, 4, 1, 2, 0.2}16 to derive the solution. First, the benchmarkmigration
ratio is λ∗ = 0.336 for the Southern families as we derive in Sect. 22.2.2. Second, if a
social planner decides the migration ratio for the Southern families, λ′ = 0.34 > λ∗,
then themigration ratio decided by themigrant families are smaller than the onemade
by the social planner, because migrant families deem the aggregate price as given,
but the social planner considers the migration effect on the aggregate price as well.

16Chen and Peng (2017) choose σ = 4 and adopt Luttmer (2007)’s estimations to derive κ = 3.18.
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Fig. 22.4 Welfare levels under different transportation costs of the agricultural good

Considering the decreasing price level, the social planner sets a higher migration
ratio. Despite the existence of separation cost, family members are more willing to
move to other countries. Third, the Nash bargaining between the two countries yields
λN = 0.363 > λ

′
> λ∗; as mentioned before, we do not consider any cost brought

by the migrants to the North. The welfare of the Northern families is increasing in
the migration ratio, because it generates lower aggregate price levels. Finally, if the
bargaining power μ increases, then λN approaches to the upper bound λ̄ = 0.493
from Eq. (22.21).

To gain further insight into the changes of aggregate welfare level and migration
ratios, we alter the value of transportation cost of A-good (τA,) with {2, 2.5, 3}.
By observing Fig. 22.4, we know under those parameter sets and the corresponding
optimal migration ratio

(
λ < λ̄

)
, that the aggregate welfare level is decreasing in τA.

Fig. 22.5 Welfare levels under different transportation costs of the manufactured goods
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This implies that the price effect outweighs the income effect under those parameter
sets.

By the same token, we change the value of the transportation cost of M-goods
(τM). Figure 22.5 shows that both migration ratio and aggregate welfare decrease in
τM . The results suggest that trade liberalization benefits all.

22.6 Concluding Remarks

In this paper we construct a model with migrant workers moving to another country
to earn a higher wage and sending remittances to their family in the home country.
We derive the equilibrium migration ratio and production thresholds. Moreover,
we discuss the impacts on welfare and inequality. We find (i) the existence of a
core-periphery style equilibrium with a proportion of the household members going
abroad asmigrant workers is associated with the remittances being ensured in a given
parameter set; (ii) the equilibrium migration ratio is decreasing in the attachment
cost and the transportation cost of the manufactured goods; (iii) the domestic and the
exporting thresholds increase in the attachment cost and the transportation cost of
the manufactured goods; (iv) the welfare levels of migrant families are decreasing in
the attachment costs and the transportation cost of the manufactured goods; (v) both
countries become better after migration is allowed; (vi) the workers’ welfare in the
North becomes better, because of a decrease in the price level; (vii) the inequality
between entrepreneurs and migrant workers depends on the magnitude of remittance
and the population ratio. The effects of the transportation costs of agricultural good
and remittance rate on the migration ratio, the domestic and the exporting production
thresholds, and the welfare of migrant families remain ambiguous. We also discuss
other schemes to decide the migration ratio; that is, the quota set by the host country
and the negotiation through the Nash bargaining process. The results show that the
migration ratios determined by these twomethods are larger than the one of Southern
families. This is because we do not consider the costs brought by migrants and that
the host country benefits from lower aggregate price levels.

Several extensions are worth examining. First, the implementation of tariffs on
both the manufactured goods and the agricultural good can be taken up in the trade
model, and then several interesting policies could be discussed. For example, we can
use tariffs to finance the public good. Our model then could be used to re-examine
the equilibrium spatial configuration of economic activity. Second, we can separate
the manufacturing sector into upstream and downstream manufacturing firms, and
we thus can re-examine the migration pattern and wage inequality in a vertically
integrated economy. Third, the costs accompanied by migrants should be studied.
For example, native workers are concerned about migrants crowding out local job
opportunities. Moreover, a huge increase in the labor supply is usually related to the
lower equilibrium wages. By analyzing the intriguing impacts of migrants on the
labor market, we can have a more comprehensive understanding of the welfare issue.
Finally, we assume an exogenous remittance rate to simplify the analysis. However,



524 L.-W. Hung and S.-K. Peng

an endogenous remittance rate should be taken into account when exploring the
migration behavior. The interaction between the two variables is also worth studying.

22.7 Appendix

22.7.1 Proof of Proposition 1

First, we prove that g(λ) is increasing in λ. By differentiating (22.19) and (22.20)
we obtain:

∂θO
N

∂λ
< 0,

∂θO
S

∂λ
< 0,

∂2θO
N

∂λ2
> 0,

∂2θO
N

∂λ2
> 0,

By differentiating (22.24) and the equation above, we then know that:

∂g(λ)

∂λ
> 0,

A simple calculation and the second-order derivative imply that:

∂2g(λ)

∂λ2
�0 ifα� κ(σ − 1)

κ − σ + 1
.

If α is larger (smaller) than κ(σ − 1)/κ−σ +1, then it implies that ∂2g(λ)/∂λ2 >

0(≤ 0). As we know that g(λ) is a strictly convex (concave) function, it means
that g(λ) is smooth. The convexity of g(λ) ensures that the curve does not vibrate
and crosses f (λ) many times. Thus, the solution will be unique, and the results of
comparative statics will not be affected by its convexity.

22.7.2 Proof of Proposition 2

The effects of exogenous variables on exporting threshold θO
S transmit through two

channels; for example, if τA changes, then by differentiating (22.19) we obtain:

dθO
S

dτA
= ∂θO

S

∂λ

∂λ

∂τA
+ ∂θO

S

∂τA
.

To clarify the effects of exogenous variables, we calculate the partial derivatives
with respect to exogenous variables separately as:
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∂θO
S

∂τA
> 0,

∂θO
S

∂υ
< 0,

∂θO
S

∂τM
= ∂θO

S

∂ϕ
= 0.

By the same token, we can derive the partial derivatives of (22.20) with respect
to exogenous variables and then obtain the results:

∂θO
N

∂τA
< 0,

∂θO
N

∂υ
> 0,

∂θO
N

∂τM
= ∂θO

N

∂ϕ
= 0.

By the results above, we know that the impacts of τM and ϕ on θO
N and θO

S are
only via λ.
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Chapter 23
Migration, Depressed Regions,
and Place-Based Policy

Peter V. Schaeffer

23.1 Introduction

Increasingly, migration is the primary engine of demographic change. As birth rates
have fallen, the coming and going of people drives local and regional population
change, rather than the difference between births and deaths. This is particularly
apparent in the economically most advanced nations, but migration is also becoming
a more significant factor elsewhere around the world (e.g., UNCTAD 2018). Thus,
it is more important than in the past to consider migration trends in policymaking.
Traditionally economists expected that migration is from low-wage to high-wage
regions and from those with stagnating or declining job opportunities to those where
such opportunities are growing. This is still true, but adjustments have sometimes
been slow and whole regions have failed to keep up as wealth and populations
increased in the rest of the country.

Austin et al. (2018) describe previously prevailing attitudes ofUSeconomists: “Do
America’s profound spatial economic disparities require spatially targeted policies?
Traditionally, economists have been skeptical towards these policies because of a
conviction that relief is best targeted towards poor people not poor places, because
incomes in poor areas were converging towards incomes in rich areas anyway, and
because of fears that favoring one location would impoverish another” (Austin et al.
2018: 2). In this chapter we add migration to the discussion of place-based policies
as one of the processes through which regions converge.

In Sect. 23.2 we introduce the distinction of migrations into two basic types,
natural and structural migrations, which we will refer to in succeeding sections.
Section 23.3 introduces four West Virginia counties to illustrate the severity of long-
term decline in some regions. They reveal the difficulty of reversing truly “profound
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spatial economic disparities” (Austin et al. 2018: 2). We continue the discussion in
Sect. 23.4, where we introduce place-based policies. Appalachia provides an inter-
esting backdrop for such a discussion because for over fifty years, the Appalachian
Regional Commission (ARC) has been one of very few explicit and sustained place-
based policies supported by the US federal government (Glaeser and Gottlieb 2008;
Schaeffer et al. 2018). The chapter concludes with a summary assessment and
preliminary recommendations for policymaking.

23.2 Natural Versus Structural Migrations

People consider moving if something has changed that makes them reconsider their
current location choice. Events that trigger migration decisions can be internal or
external to the migrant. Internal changes are important life-cycle events, whereas
external changes are economic, political, or environmental events in the home region
or elsewhere. Adapting an idea from the employment literature, we distinguish
between natural and structural migrations (Schaeffer 2017). Natural migrations are
those that occur in response to important events in a person’s life, such as gradu-
ating from high school or college, marriage, job promotion, or retirement. While
the aggregate scale of such migrations is large, they are geographically dispersed.
In addition, because natural migrations repeat themselves year after year, markets
and other institutions have adjusted to them and can deal with them in a routine
manner. In many instances, such as in college towns, there exists an approximate
equilibrium with newcomers being roughly equal in number to people leaving. In
addition, natural migrations are usually anticipated ahead of time. Most students
going to college expect to move after graduating and may even anticipate more than
one move in their future (Schaeffer 1985). What matters for the policy is that the net
effect of natural migrations on population numbers and composition is often modest
and easily accommodated.

While natural migrations are regular occurrences, structural migrations are
responses to significant social, technological, economic, political, or environmental
changes. In this chapter we are particularly interested in disruptions caused by the
decline of a once dominant industry. Structural migrations are usually of limited
duration, although when a region’s economic decline occurs slowly, they can last for
years.

Structural migrations pose policy challenges absent in natural migrations. The
latter are a routine occurrence while structural migrations can emerge suddenly and
unexpectedly. The timing of natural migrations is determined by the individual,
which is not the case in structural migrations. Depending on the nature of the
external change, individuals who are normally unlikely to move, for example older
labor market participants, are compelled to look for opportunities elsewhere. Those
affected may have no choice but to move, at least temporarily, in the case of natural
disasters, such as HurricaneKatrina in 2005. Such displacements often pose complex
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logistics challenges that require cooperation between different levels and geographic
units of governments and jurisdictions.

The difference between natural and structural migrations is particularly
pronounced when structural change comes suddenly, such as the unexpected closing
of a large employer or rapid decline of a whole industry. Such events result in push
factors that affect individuals of all ages and skills. The economic crisis of the early
1980 and its effects on workers in the US steel industry serve as an example, as does
the experience of the coal and steel industry in the German Ruhr Valley. Although
all workers are subject to push factors in such cases, the young tend to be more
successful because employers prefer hiring them over older workers. As expected,
regions with a strong economy attract more of both natural and structural migrants.

In summary, the model of individual migration decisions is not fundamentally
different between the two types of migrations. The most important difference is that
structural migrations are caused by events external to the individual and such events
are not always expected and anticipated by the affected individuals and communities.
In the case of natural migrations, individuals may have been planning a move well
ahead of time. Because prospective structuralmigrants includeworkerswho, because
of their age or skills in increasingly obsolete occupations, are not very competitive in
the jobmarket, theymay succeed only if there are programs enhancing their mobility.

23.3 Economic Decline in Four West Virginia Counties

Generally, we do not call for place-based policies in regions because of a short-term
economic decline. Place-based policies are usually reserved for dealing with long-
term economic decline or stagnation. The problem with such an approach, however,
is that persistent decline creates conditions that are difficult to reverse quickly and
easily. While stagnation may be compatible with a spatial equilibrium, long-term
decline is not. To illustrate long-term decline, we look at fourWest Virginia counties:
McDowell, Mingo, Tucker, and Tyler (see map in Fig. 23.1). Since all four counties
are in West Virginia, laws and policies are the same for all four. West Virginia
is a mostly rural state and its largest city, Charleston, has a population just under
50,000. This is relevant because, in the United States today, large urban centers have
prospered while many smaller places and rural regions have fallen behind in relative,
and sometimes in absolute terms. We focus attention on only four of the 55 West
Virginia counties, but most regions in the state are stagnant or declining and the
state’s current population of 1.8 million (2018 estimate) is ten percent below its peak
in 1950, when it had slightly over 2.0 million inhabitants (Table 23.1).

McDowell andMingo are coal counties that experienced significant growth in the
first half of the twentieth century (Table 23.1), but since the middle of that century,
their populations, as well as their economic base, have been shrinking except for a
modest rebound between 1970 and 1980 (Fig. 23.2). In Fiscal Year (FY) 2019, both
counties fell into the category of “Distressed” counties in the classification system
used by the ARC. While coal production in West Virginia decreased significantly
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Fig. 23.1 Map of West Virginia

Table 23.1 Sustained population decline in four West Virginia counties

County Peak population Peak year 2010 population 2010 population in percent of
peak population

McDowell 98,887 1950 22,113 22

Mingo 47,409 1950 26,839 57

Tucker 18,675 1910 7,141 38

Tyler 18,252 1900 9,208 50

West Virginia 2,005,552 1950 1,852,832 92

Source https://www.census.gov/

only after 2011, job losses starting in the middle of the twentieth century were
largely due to technological progress in coal mining, leading to large structural net
out-migrations.

Tucker county, with a smaller population than the two coal counties, at the start
of the twentieth century had a significant timber industry, but most of its forests
had been clear-cut by 1920 and the population already started to decline after 1910.
There has been forest regrowth and the county has developed a tourist industry, but

https://www.census.gov/
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Fig. 23.2 Stagnation and decline in four West Virginia counties. Source U.S. Census Bureau

new opportunities have been insufficient to replace the jobs that disappeared. Tyler
county is located in the Ohio valley. Its population has been declining during the
first half of the last century and has stagnated at slightly above 9,000 since then.
In 2016, educational services, health care, and social assistance were the largest
employers by far in Tucker and Tyler counties, accounting for approximately 25%
of civilian employment. The Ohio valley still has a significant manufacturing base,
but employment has been decreasing rapidly in Tyler county. Mining and quarrying
play a minor role in these two counties, with only one establishment active out
of 179 establishments in Tucker and one of 104 in Tyler county in 2014. Tucker
county is classified “At-Risk” in FY 2019 by the ARC and Tucker as “Transitional.”
Improving conditions in Tucker county are reflected in Table 23.2, which shows that
the county’s labor force participation rate was substantially higher than in the other
three counties and almost matched the state’s average. However, the state’s average
lags far behind the national average. The information for the four counties indicates

Table 23.2 Indicators of stagnation and decline

County 16 and above,
2010

Labor force
participation rate,
2013–2017

Median age, 2010 In poverty,
2013–2017 (%)

McDowell 18,237 28.5 43.8 31.7

Mingo 21,612 42.6 40.9 31.0

Tucker 5,977 52.1 45.7 16.2

Tyler 7,528 47.0 45.2 16.0

West Virginia 1,511,356 53.5 41.3 19.1

United States 243.3 million 63.0 37.2 12.3

Source https://www.census.gov/

https://www.census.gov/
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why a low unemployment rate may not signal a healthy economy. In places such
as McDowell county, those seeking to work are either employed or have left, while
others are no longer looking for work. All four counties experienced structural net
out-migration.

About a third of the jobs in McDowell are filled by commuters from other West
Virginia counties and from out-of-state and a sizeable number of commuters from
McDowell work in jobs elsewhere. The same pattern holds in Mingo, Tucker, and
Tyler, except that in McDowell and Mingo counties the balance between workers
commuting from other places and those commuting to work elsewhere is relatively
even, whereas in Tucker and Tyler significantly more workers commute elsewhere
than come to work in these two counties. This illustrates that counties are imperfect
economic units so that their numbers do not tell “the whole story” of the impacts of
growth and decline and the geography of jobs differs from the geography of demo-
graphic change when a region’s fortunes change. This conclusion is also supported
by empirical research in the Appalachian region, which finds that changes in one
county have a ripple effect in other counties (Gebremariam et al. 2010).

The impacts of change are multifaceted and even growth can cause problems.
Concerns about skyrocketing housing prices in Silicon Valley and Seattle, and in
many popular resort towns around the world, are a case in point. However, such costs
are compensated for by significant benefits, which is rarely the case in declining
regions. In the four West Virginia counties, though the effects of declines in coal
production in Appalachia are particularly strongly felt in coal counties such as
McDowell and Mingo, the impacts are not limited to these counties.

Because coal shipments account for a large share of rail freight in Appalachian
coal regions, a sharp decline threatens the viability of some rail lines in this region.
Once abandoned, peripheral rail lines are unlikely to be reactivated and the loss of rail
service impacts the location of present and future industries, not just coal. Trucking
is similarly affected but can be brought back more easily than rail service (Bowen
et al. 2018, Part 3).

Fiscal impacts also are not limited to local effects.While a business closing has its
most immediate fiscal impact on local governments, particularly school districts, in
the case of coal production, the effect is even more pronounced because decreasing
severance taxes impact the state’s finances as well as local governments in coal-
producing counties who receive a share of severance taxes from the state. Thus, a
cutback in coal production has an immediate statewide and local fiscal effect.

To summarize, declines in employment and/or production have a variety of
effects, some immediate and others delayed, and some local and some with a wider
geographic impact. The initial impacts themselves differ as well. Large job losses
affect retail sales and housing prices as some families struggle to meet their finan-
cial obligations. Fiscal losses are often aggravated by increased demand for social
services, putting additional strain on agencies alreadydealingwith declining revenues
(Gebremariam et al. 2012). Taken together, negative effects often reinforce one
another and result in a process of negative cumulative causation.
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23.4 Place-Based Policies

The United States has few explicit regional policies. Instead, it relies on market
forces and competition between the states—and between regions and communities.
This does not mean that interstate and interregional economic differences are of no
concern, but generally, governments at all levels rely on unemployment, welfare,
social security, and other transfer payments to assist regions with an above-average
concentration of poverty, industrial decline, and restructuring, or other economic
problems. Most states have programs of their own. In West Virginia, for example,
a formula-based state program ensures equal base funding for school districts to
mitigate the effect of different tax bases. For an excellent recent discussion of place-
based policies see Neumark and Simpson (2014).

The US approach differs from that of several other OECD (Organisation for
Economic Cooperation and Development) countries. For example, Canada’s Consti-
tution Act of 1982 (Constitution Act 1982, Part III) identifies three commitments to
equality: (1) promoting equal opportunities for the well-being of Canadians, (2)
reducing disparities in opportunities, and (3) providing essential public services
of reasonable quality to all Canadians (Schaeffer et al. 2018). Austria, Germany,
and Switzerland promote the goal of reducing disparities through financial transfers
(Finanzausgleich) from fiscally strong to weak members of their respective feder-
ations. On a larger geographical scale, the European Union also pursues explicit
regional policies in support of lagging regions (e.g., Bache and Jones 2000).

In the United States, there are few federal programs that deviate from reliance
on market forces. The Tennessee Valley Authority was established in 1933 (Kline
and Moretti 2013), and the Appalachian Regional Commission (ARC), which is
the largest of these programs, in 1965. “The mission of the ARC is to help close
the gap between Appalachia and the rest of the nation and bring the Region’s 420
counties and 25 million residents into the economic mainstream” (ARC 2018: 3).
The four counties we reviewed in Sect. 23.3 are part of the ARC region. In addition
to all of West Virginia, the ARC region includes parts of New York, Pennsylvania,
Maryland, Virginia, Ohio, Kentucky, Tennessee, North Carolina, South Carolina,
Georgia, Alabama, and Mississippi.

There are multiple reasons why McDowell, Mingo, Tyler, and Tucker continue
to decline or stagnate despite efforts to assist them. As the map in Fig. 23.1 shows,
none of them are served by an interstate highway and none are near a population
center. The largest city in West Virginia is Charleston, the capital. It has been losing
population and recently dropped below 50,000 inhabitants. The state’s population
has also stagnated over the last decades and, therefore, is not a source of growth.
West Virginia is one of the most rural states in the continental United States and its
mostly small communities do not benefit from significant agglomeration economies.
In addition, much of its territory is mountainous, which means that travel between
places is often time-consuming and road-building andmaintenance expensive. Of the
four counties reviewed here, Tucker county is best positioned for recovery because of
its natural beauty, summer and winter resorts, two state parks, and a national forest.
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It is not far off Interstate 68, which connects West Virginia to the nation’s capital
and puts the county within reach of the Washington–Baltimore metropolitan region
to attract visitors from this large agglomeration.

According to an assessment by Isserman and Rephann (1995) on the 30th anniver-
sary of the ARC, this agency has had a small but positive impact on the economic
performance of its region. Citing the challenge of significantly changing the direc-
tion of so large a region, Glaeser and Gottlieb (2008) review additional studies that
offer a more skeptical view. The ARC’s most recent budget request is for some $150
million, a large amount, but small relative to the size of the Appalachian region
(205,000 square miles or 531,000 km2, approximately the size of France, and more
than 12 million people). The largest spending is on critical infrastructure followed
by workforce programs. The ARC received additional funding to support counties
affected by the decline of coal production after 2011 and associated large job losses in
many coal counties. This step was taken because economic challenges often exacer-
bate health and social problems. This is the case in Appalachia, which is particularly
strongly affected by the opioid crisis, and coal-producing regions are characterized
by some of the worst health conditions and lowest educational attainment in the
United States.

Austin et al. (2018) discussion includes the geographical targeting of training
and education, which is a sound idea if we wish to improve job skills. However,
the relative geographic isolation of many towns prevents industries from locating.
Thus, improved skills may enhance out-migration. This helps individuals but does
not improve the region’s economic fortunes. In the case of the four West Virginia
counties, such a policy would be of doubtful value to the region. Not only are there
relatively few available jobs for recent graduates from schools, colleges, and training
programs, in Appalachia wages of individuals with a high school education are
relatively high at 97.3% of the national average. However, with some college or an
associate degree this drops to 93.2%and to 87.0%with a bachelor or higher degree. In
other words, acquiringmore education is financially less rewarding for those wishing
to stay in Appalachia than, on average, elsewhere in the United States.

The proposal to subsidize employment (e.g., Austin et al. 2018) works if the need
for a subsidy is only temporary. Otherwise such a subsidy is likely to slow down
painful but necessary adjustment processes and thus has a negative long-term social
impact. Retraining and social assistance programs would likely be more effective in
mitigating the negative impacts of structural change.

In places with small populations, when a region very quickly loses jobs, the
workers most likely to successfully find employment elsewhere are often potential
future local and regional leaders in politics and civic organizations. When a region
loses such leadership talent in a short time, its ability to respond to adverse conditions
is reduced. This is particularly important in small counties and communities, where
governments do not have a large staff with diverse technical and organizational skills
as one might find in larger places.

If out-migration occurs quickly or is as large as in the case of McDowell county,
it can devastate the local real estate market and make it financially difficult for some
to leave. Many workers, such as coal miners, used to earn high wages and bought a
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home. With skills that are no longer marketable and a home they cannot sell, they
may be better off staying where they are and find a lower-wage job than moving
with uncertain prospects to an economically vibrant region with high housing costs,
and where their skills are not in high demand and they would be without the social
support network of family and friends. For such individuals, subsidized employment
would “feather the fall” and give them more time to adjust.

The ARC illustrates the challenge of place-based policies when a large region has
fallen behind. In fact, the definition of place-based policies is ambiguous without
some indication of geographical size. Is a policy that covers a region as large as
Appalachia still place-based or would it be more appropriately labeled regional
policy? Some regions that have fallen behind in the past have caught back up largely
on their own, particularly if they have strong local and regional institutions that
provide leadership. The Pittsburgh metropolitan region provides an example. It was
hit very hard by the decline of the steel industry in the 1980s but has come back. It still
has steel industry employment, but no longer in large steel mills but in more special-
izedmills. The region is also capitalizing on the know-how accumulated over decades
to provide technical services to the steel industry worldwide. Finally, Pittsburgh has
developed into a major medical and health center.

But what is possible in a large metropolitan area like Pittsburgh with two world-
class higher education institutions, a large national airport, and interstates crossing
the region from east to west and north to south, cannot be adapted to mostly rural
regions. The slow progress of the catching up of Appalachia to the rest of the nation
is an indication that policies for such large regions may need different approaches.
Unfortunately, what these approaches should be is not clear and needs to be deter-
mined through the evaluation of past efforts, research into potential new efforts, and
policy experimentation.

More than 50 years ago, challenges of (re-)developing large regions led regional
scholars to propose the geographical concentration of development investments into
relatively few centers; it became known as growth pole strategy (Perroux 1955;
Darwent 1969; Dobrescu and Dobre 2014). A modified growth pole approach might
also be effective in Appalachia and other large lagging areas if redevelopment is the
objective.

While we have given reasons why place-based policies may not work well in the
case of severe structural problems, there are instances when such policies can be
effective, even when dealing with large regions. For example, the strategy works in
the aftermath of a disaster because the region’s problems are not caused by long-term
structural issues and intervention enhances a region’s existing resilience and does
not have to be continued indefinitely.

Place-based policies may also be appropriate if the objective is not primarily
economic efficiency and performance. Regional policies in Canada or the EU (Marks
1996) are not motivated by purely economic goals, but are also conceived to enhance
the cohesion of linguistically and ethnically diverse governments. In much smaller
Switzerland, by tradition, all major language regions (German, French, Italian) are
represented in the country’s executive. The renewed interest in place-based policies
in the United States can also be linked to politics, motivated by the division of the
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country into red (“Republican”) and blue (“Democrat”) blocks, but is not limited
to the United States (e.g., Pugalis and Bentley 2014). In such cases, the criteria for
evaluation costs and benefits of a policy will be different from those used to evaluate
policies aimed to promote economic efficiency.

23.5 Summary and Tentative Recommendations

Structural change results in an adjustment process which sometimes turns into long-
term decline or stagnation. It is often caused by the decline of a once dominant
industry, as in coal counties of Appalachia, where there are few other well-paying
opportunities and none that provide as good an incomewith only a high school educa-
tion. Conversely, there are often few opportunities for college graduates and, as we
have shown, in Appalachia their pay is even further below the national average than
the pay of less highly educated peers. Many promising young people therefore leave
the region in search of better opportunities elsewhere. The result is an imbalanced
demographic structure with a larger share of older residents than the state, let alone
the national average. In many cases the population decline has not yet run its course,
even if out-migration has declined. In the final phase population decline results from
an excess of deaths over births even after out-migration has largely ended.

Migration is an important, maybe the most important, factor in the adjustment
process; subsidizing mobility; and providing placement assistance may facilitate the
process (e.g.,Monras 2015). Some individuals will need training to update their skills
and bemarketable in different employments. However, a retraining program aimed at
slowing out-migration will be successful only if job opportunities are available once
training is completed. Otherwise, the letdown experienced after working on skill
improvement only to fail to find a job may discourage participation in this as well as
other programs. Therefore, human capital improvement programs in a region may
need to be accompanied by job creation strategies to have the desired effect. However,
creating private sector jobs that are not supported by the market will ultimately fail.

Processes of decline and growth alike are complex; some impacts are only local,
and others regional and sometimes national. The design of a single place-based
policy is difficult when different policies are needed to address issues at different
political and spatial scales. A region that is growing may not need special policies
other than technical and administrative expertise that keeps pace with the region’s
growth. A place-based policy to reverse structural decline in a very large region,
however, is unlikely to quickly have a significant impact. Unless available funding is
very generous, efforts distributed over a wide area and many people will not quickly
turn an economy around. In such a case, a growth pole approach where investments
are concentrated in a few regional centers may be more effective and have a larger
long-term impact. However, policies that favor a few places or regions over the many
may be politically difficult to realize.

In a discussion of place-based development policies, it may be useful to categorize
available policies and programs (e.g., Bartik 1991), for example by distinguishing
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between those linked to the assets (including the built environment), human capital
(enhancing, attracting), and institutions (financial, colleges and universities, govern-
ment offices, US Postal Service, etc.). Another set of criteria could distinguish by
location. Some opportunities are tied to a specific location, which could be a place
in a town or a whole region. For other programs, for example those supporting the
removal of abandoned and dilapidated structures, the appropriate spatial unit may be
a town or small county, while yet others program or investments should be placed in
a regional center to have the greatest impact. A third distinction is between people-
centered, business-centered, and government-centered policies and programs. Such
distinctions help to determine the most appropriate scale and administrative unit.
Such categories could also facilitate the generation of ideas leading to new policy
instruments aimed at different levels of implementation. The example of Appalachia
demonstrates the need for a sufficient number of independent policy instruments to
achieve diverse independent policy objectives. Expressed formally, this is known as
the Tinbergen Hypothesis (Tinbergen 1952).

Sometimes the most appropriate policy, and maybe the only one that can succeed,
is to assist with managing the transition and ease the costs of adjustment. In a region
losing people and businesses, this could includemergers of communities, counties, or
service districts, though, judging by reactions to school consolidations in US states,
such policies are unpopular. The cleanup of abandoned structures in poor repair is
not glamorous but could provide safety and aesthetic benefits and help stabilize real
estate markets. Governments at all levels can also use the location of public buildings
and agencies to help local and regional economies. In many rural West Virginia
communities, old post offices in the town center have been closed and relocated to
less central locations and sometimes outside town altogether. Such decisions remove
an anchor from a community’s business center and undermine appeals to business
owners to invest in downtown.

The regional benefits of a large government office in a lagging region are illus-
trated by the move in the 1990s of FBI’s Criminal Justice Information Services
to Clarksburg, West Virginia. This facility provides some 1,300 well-paying jobs
and stimulated the growth of a small biotech industry along Interstate 90. Thus, the
strategic location of government facilities can generate a multiplier effect in a region.
It is worth noting that the area aroundMorgantown in northcentralWest Virginia (see
map in Fig. 23.1) is one of only two regions in this state that is experiencing signif-
icant economic and population growth. The other region is the Eastern Panhandle,
which is connected to the Washington–Baltimore MSA and has become a suburban
part of this metropolitan area.

There are no easy ways to stem let alone reverse the effects of the decline of a
once dominant industry; it is even more difficult in relatively inaccessible and small
communities. It can take a very long time before fortunes change again. For example,
for many decades, remote valleys in the Alps emptied out and only recently has there
been a partial reversal of this trend (e.g., Steinicke et al. 2012). Economists have
learned that it is usually very expensive to bet against themarket. If the only objective
is economic efficiency, the cost is often not worth the attempt. However, in addition
to and sometimes instead of economic objectives governments may also pursue
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regional equity whose costs and benefits are not easily assessed in monetary terms.
More generally, the utilitarian approach to decision-making sometimes hits its limits,
particularly when dealing with issues that are emotionally charged. “Sentiment and
symbolism” (Firey 1944: 140) can be powerful factors influencing policy decisions.
It is no coincidence that supporters of the coal industry use the welfare of coal miners
and supporters of agriculture that of the family farm to createmental images that have
emotional appeal. However, if we consider place-based policy from the perspective
of economic efficiency, unless problems are caused by significant market failure,
large-scale place-based policies seem difficult to justify.
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Chapter 24
The Relationship Between Cultural
Differences and Migration: Does
Cultural Dilemma Matter?

Miriam Marcén and Marina Morales

24.1 Introduction

According to the United Nations Educational, Scientific, and Cultural Organiza-
tion (UNESCO 2001), culture is defined as the set of distinctive spiritual, material,
intellectual and emotional features of society or a social group. Not only does this
encompass art and literature, but it also includes lifestyles, ways of living together,
value systems, traditions, and beliefs. Almost all researchers can argue that culture
is very difficult to measure since it appears to be a black box, but surely, all measure-
ment methods would also point to culture as an important determinant of economic
outcomes (Guiso et al. 2009).During the last decade, there has been agrowing amount
of literature studying culture with respect to socioeconomic and demographic vari-
ables (Fernández 2011; Giuliano 2016). Several researchers have found empirical
evidence of the importance of culture on living and marital arrangements (Furtado
et al. 2013; Giuliano 2007; Marcén and Morales 2019, 2020), women’s labor force
participation and fertility (Bellido et al. 2016; Contreras and Plaza 2010; Fernández
2007; Fernández and Fogli 2006, 2009; Marcén et al. 2018), and other labor market
decisions (Eugster et al. 2017; Marcén 2014). In this chapter, we contribute to these
lines of research by exploring how cultural differences may affect migrants’ choice
of the destination country.

We are not the first researchers to study the role of culture on migration issues. In
the literature, it has been suggested that culture may affect the migration process not
only for migrants but also for the native population (see for a review, Epstein and Gan
2010). With respect to the location choice, the literature distinguishes three possible
channels through which culture may operate. First, the presence of individuals of
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the same culture or identity/ethnicity in the country of destination could increase
its attractiveness (network effects) since it can help immigrants in the host country
(decreasing migration costs) and may enhance their economic success (Carrington
et al. 1996; Munshi 2003; Pedersen et al. 2008). This could partially explain the
migration flow as a result of the cultural effect. However, as Wang et al. (2016)
claimed, network effects have decreased in importance for migrants during the last
years, and other mechanisms of importance should then be identified. In the second
place, researchers point to the cultural diversity (several cultures in specific areas
as opposed to just one culture) as a factor that may affect regional attractiveness
(Florida 2002; Ottaviano and Peri 2006; Olfert and Partridge 2011; Bakens et al.
2013; Wang et al. 2016). In this setting, the literature shows that cultural diversity,
which can generate different amenities and complementarities of skills, can make a
potential destination country more attractive for migrants. Third, as strongly related
to the two previous channels, either cultural distance or differences may play a role in
location choice (Belot and Ederveen 2012; Caragliu et al. 2013; Collier and Hoeffler
2018; Wang et al. 2016; White and Buehler 2018). Cultural distance is normally
measured as the differences between the home (natives) and host countries. There
is empirical evidence indicating that the greater the cultural differences, which can
create ethnic/identity conflict (Caselli and Coleman 2013; Wang et al. 2016), the
lower the attractiveness of a region/country. In our case, we focus on the third channel
although some existing research tries to decompose several of these channels (Wang
et al. 2016; White and Buehler 2018).

We argue that cultural differences can make the dilemma of identity preserva-
tion and cultural adaptation more difficult. The cultural distance between home and
host societies may first affect the immigrants’ integration process in the host country
followed by the rate at which their bonds with their country of origin decline. Inte-
gration appears to be the preferred choice, but it is not always so easily achieved
(Ward 2009). Thus, it is not beyond the bounds of possibility that a small cultural
gap between the home and host countries would facilitate the adaptation process.
Nevertheless, when the cultural gap is large, the integration is more difficult, making
those host countries less attractive for immigrants.

There are many possibilities for measuring the cultural differences, using really
complex indices in some cases. On the one hand, in order to observe the differences
in the values and beliefs of individuals, subjective aspects of culture are used from
social/attitudinal surveys such as the World Values Survey or the European Social
Survey (Caragliu et al. 2013; Wang et al. 2016; White and Buehler 2018). This way
of calculating the cultural distance generates some concerns because of the potential
problems associated with a definition of culture based on subjective responses of
individuals (Belot and Ederveen 2012). On the other hand, it is possible to find some
research papers, including more objective characteristics of cultural differences by
means of indicators such as common language or religion and even genetic distances
(Collier and Hoeffler 2018).

As Caragliu et al. (2013) explained, other forms of cultural differences can also
play a role in the choice of the destination country. Surely, migrants do not know all
of the values, preferences, and beliefs of the people who live in a specific country, but
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immigrants can guess the culture (social norms, values, beliefs, and preferences) of
the people living in their chosen country based on observable characteristics. They
can understand the way in which and with whom native people live (for example,
marriage versus cohabitation practices), they observe the number of children people
have (fertility culture; having few children can be socially more acceptable in some
countries), their employment behaviors (if women work or not [culturally related
gender roles]), they also observe whether people have access to specific activities
(culturally related amenities), and of course the language and the main religion of a
country. Our analysis is based on the supposition that individuals reveal their values
and preferences according to their behavior. In this setting, we proposed a definition
of cultural distance taking into account the differences in the observable charac-
teristics related to fertility, marriage, labor market, and amenity cultures, economic
conditions, language, and religion.Migrants can be ostracized because their behavior
related to observable characteristics differ from the standard behavior of the host
country. In order to mitigate the cultural dilemma (that is, integration or not into
the new country), it would be expected to observe larger migration flow between
countries that are culturally similar to each other.

We consider two separate analyses. On the one hand, we use data on migration
flow from the International Migration Database provided by the Organization for
Economic Cooperation and Development (OECD), which provides extensive migra-
tion flow numbers for a long period of time. On the other hand, we utilize data
concerning migrants (stock of migrants) obtained from the Integrated Public Use
Microdata Series International (IPUMS International), and Minnesota Population
Center (2018), which allows us to control for immigrants’ personal characteristics
taking into account these immigrants’ heterogeneity. The cultural differences are
measured by utilizing data on observable characteristics (cultural proxies) at the
country level such as total fertility, crude marriage, and unemployment rates, female
labor force participation, gross domestic production (GDP) per capita, language,
and religion. This is a common strategy in the recent literature in which it is exam-
ined whether culture matters (Fernández 2011; Giuliano 2016). Results point to the
cultural differences between sending and receiving countries as important factors
in the destination country choice. In line with prior literature, we find a negative
and statistically significant relationship between the cultural distances and migration
flows. When the physical distance is considered, cultural differences appear to be
only important in the case of non-border countries. However, in the analysis of the
migration stock, cultural differences appear to have an effect on the choice of the desti-
nation country depending on the physical distance (border or non-border). It is also
possible to argue that there are differences with respect to the importance of cultural
differences because of the kind of dataset used: migration flows versus migration
stock. Also, the migration stock analysis allows us to explore how the relationship
between cultural differences and the migrant location choice varies depending on
the physical distance, revealing interesting differences in the importance of cultural
differences. Our findings are maintained after conducting several robustness checks
using different subsamples and adding controls for potential ethnic networks, years of
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migration, and unobservable characteristics that can vary at the country (destination
and origin) level and/or over time.

24.2 Data

We utilize data concerning the inflow of foreign populations according to nationality
based on the Organization for Economic Co-operation and Development (OECD)
Statistics for the period from 2000 to 2015.1 The selected longitudinal data by
home and host country covers 32 OECD receiving countries and 64 countries of
origin.2 During this entire period, there were around 36.5 million migrants arriving
in the destination countries (see the Appendix for a classification of destination
countries). To our knowledge, this is a large sample that had not been considered
in the previous literature addressing cultural differences.3 Nonetheless, although
the number of observations is significant, the migration flow sample presents an
important drawback since we cannot control for the individual characteristics of the
migrants (heterogeneity problem). This can be problematic in our analysis when,
for example, only some individuals with specific characteristics decide to migrate.
Imagine a situation in which men are more likely to migrate than women. In this
setting, it is possible to hypothesize that the fertility culture of women or female labor
force participation can be aspects of the destination country that are less likely to
matter in men’s location choice. Men are less likely to be ostracized because of those
issues. Thus, the personal characteristics of the immigrants can make some cultural
aspectsmore important than others. In order to take these characteristics into account,
we have extended the analysis by exploring individual data with information from
the Integrated Public Use Microdata Series International (IPUMS International),
Minnesota Population Center (2018).4 Our sample selection consists of 1,284,490
migrants originating from 64 countries of origin and living in 23 host countries.5 The
set of countries of origin (64) covered in both analyses is the same, but the destination

1We recognize that this includes the last Great Recession which could be driving our findings. It is
worth noting that we have re-run the analysis with different subsamples and results are invariant.
We have also added year fixed effects in our estimations.
2All countries with available information on the variables measuring cultural differences are
included.
3We do not restrict the sample to developed or developing countries since; in some cases, the cultural
differences are greater among those countries.
4The use of census microdata also allows us to consider several additional analyses that cannot
be done with the migration flow. For example, from the microdata, we can obtain information
on possible ethnic networks, which can affect the migration location choice based on cultural
differences; see below for a detailed explanation of all supplementary analyses.
5We selected the most recent sample for each destination country provided by the IPUMS
International.
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countries vary somewhat, depending on the information available in the Integrated
Use Microdata Series (IPUMS) International.6

As mentioned above, in order to measure cultural differences between the home
and the host countries, we use observable characteristics that are supposed to
be cultural proxies revealing the values, social norms, and beliefs of individuals
(Fernández 2007). The cultural proxies are defined here. In order to measure the
fertility culture (Fernández 2007; Bellido et al. 2016; Marcén et al. 2018), we use
the observable total fertility rate, which represents the number of children that would
be born to a woman if she were to live to the end of her childbearing years and
bear children in accordance with age-specific fertility rates of a specified year. As
a proxy of the marriage or living together culture (Marcén and Morales 2019), we
include the crude marriage rate calculated as the annual number of marriages per
1,000 mid-year population. In the case of the employment culture, we consider two
different variables. The female labor force participation rate, which is the proportion
of the female population ≥ 15 years of age and who are economically active, can
also represent the gender role culture of a country. We also consider the unemploy-
ment rate with unemployment referring to the share of the labor force that is without
work but available for and seeking employment; this variable is used to represent
the employment culture of a country (Eugster et al. 2017; Marcén 2014). In order to
measure the culture concerning amenities, we use the gross domestic product (GDP)
per capita (constant 2010 US$). The use of this variable could generate concerns,
but this is included under the assumption that those countries with different GDPs
per capita have access to very different amenities, at least for the average population,
which is not an unrealistic supposition. We revisit this supposition below. Informa-
tion on the crude marriage rate comes from the United Nations (UN) Demographic
Yearbooks (several issues), and the rest of the data is obtained from the World Bank
Data. In order to determine a country’s main languages and religions, we use infor-
mation about all languages and religions from the Central Intelligence Agency’s
World FactBook.7

The cultural differences are calculated in a very simple way. In our study, the
cultural distance is defined as the difference in absolute values between the cultural
proxies in the sending and receiving countries. According to Wang et al. (2016),
this is called as the Bilateral Cultural Distance. For languages and religions, we
construct dummy variables representing the home and the host country differences
in those two cultural proxies. Of course, as mentioned above, we recognize that
very complex definitions of cultural differences can be obtained (for example, see
Wang et al. 2016); thus, what we show here should be interpreted as a benchmark of
the way in which the cultural differences in observable cultural proxies may affect
immigrants’ location choices.

6The analysis was repeated,maintaining the same destination countries. Results did not significantly
change, but we lost many observations. For this reason, we prefer the inclusion of the information
of all available countries of origin and destination.
7We revisit the definition of the cultural proxies below by including only information for native
population; this is possible in those cultural variables. This information is included to mitigate
potential bias in the cultural proxy variables.
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Fig. 24.1 The proportion of immigrants representing the migration flow between home and host
countries by year and the cultural differences. Notes The cultural differences calculated in absolute
value, were plotted on the x-axis, while the proportion of immigrants were plotted on the y-axis

By simply looking at the raw data, Fig. 24.1 shows the relationship between
the cultural differences or distances between the home and host countries and the
migration flow between those countries for the entire period of 2000–2015. For
language and religion, we observe that migrants are more likely, on average, to move
to a country with the same language and religion. Thus, a priori, this suggests that
cultural differences may play a role in the location choice, but we examine this issue
in more detail below.

The raw data concerning migration stock can also be explored. In this case, we
have the stock of migrants living in each destination country.8 In order to measure
the previously mentioned cultural differences, we follow Fernández (2007). As this
author explains, although culture changes very slowly, cultural differences do not
vary much over time. Under this assumption, the exact year in which the cultural
differences are measured coincide with that of the census’s data since it is not an
important problem in the analysis.9 Table 24.1 presents the summary statistics for the
main variables included in this analysis by country of origin (destination countries

8The definition of migrant status is based on the country of birth, which is designated in this study
as country of origin, sending country, or home-country. We assume that all individuals born outside
the host country are migrants as, for example, in Nowotny and Pennerstorfer (2019).
9As a simple robustness check, we consider cultural differences during different periods of time.
Our findings are in agreement with previous findings.
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Table 24.1 Migration stock

Country of origin Age Man High School College More college Observations

Albania 35.25 0.53 0.34 0.03 0.05 45,392

Argentina 37.81 0.49 0.34 0.05 0.19 25,367

Armenia 39.82 0.46 0.39 0.11 0.22 2,855

Australia 38.08 0.47 0.37 0.11 0.28 4,288

Austria 52.01 0.45 0.31 0.09 0.24 2,336

Azerbaijan 53.38 0.41 0.67 0.01 0.22 7,793

Belgium 42.60 0.47 0.37 0.04 0.22 4,298

Bulgaria 43.43 0.41 0.43 0.03 0.13 40,762

Chile 45.94 0.47 0.22 0.03 0.07 26,568

Costa Rica 38.18 0.47 0.19 0.15 0.23 1,771

Croatia 69.08 0.49 0.53 0.02 0.10 5,532

Cuba 49.57 0.48 0.35 0.13 0.25 18,813

Cyprus 40.00 0.42 0.47 0.05 0.33 2,192

Czech Republic 48.90 0.43 0.41 0.06 0.20 2,593

Denmark 51.12 0.48 0.30 0.12 0.33 1,081

Dominican Republic 38.58 0.39 0.27 0.12 0.11 14,543

Estonia 40.21 0.40 0.41 0.09 0.25 402

Finland 49.72 0.34 0.35 0.08 0.39 777

France 44.04 0.46 0.32 0.03 0.23 31,634

Georgia 46.10 0.42 0.47 0.03 0.22 17,117

Germany 46.25 0.45 0.34 0.10 0.19 51,741

Greece 51.49 0.52 0.27 0.08 0.20 2,680

Guatemala 35.56 0.52 0.13 0.07 0.06 12,690

Hungary 45.53 0.46 0.35 0.10 0.24 3,037

Iran 50.90 0.51 0.33 0.07 0.24 10,582

Ireland 50.41 0.49 0.31 0.15 0.30 2,463

Israel 35.67 0.62 0.33 0.06 0.32 762

Italy 61.49 0.49 0.24 0.01 0.14 143,070

Japan 44.56 0.40 0.21 0.22 0.36 6,373

Jordan 39.77 0.63 0.25 0.18 0.34 866

Korea 43.15 0.42 0.19 0.21 0.44 10,890

Kuwait 31.34 0.55 0.19 0.21 0.43 288

Kyrgyzstan 41.90 0.55 0.38 0.03 0.17 60

Latvia 35.06 0.43 0.48 0.03 0.13 2,555

Lithuania 54.55 0.41 0.34 0.01 0.14 12,370

Luxembourg 29.20 0.49 0.29 0.00 0.19 317

(continued)
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Table 24.1 (continued)

Country of origin Age Man High School College More college Observations

Macedonia 50.11 0.55 0.44 0.06 0.11 1,062

Malta 44.12 0.51 0.24 0.00 0.59 41

Mauritius 32.38 0.58 0.50 0.00 0.13 386

Mexico 39.20 0.52 0.25 0.11 0.07 99,146

Moldova 40.86 0.41 0.35 0.03 0.32 6,662

Mongolia 31.26 0.33 0.31 0.00 0.57 61

Netherlands 47.09 0.50 0.36 0.08 0.29 4,816

New Zealand 39.76 0.49 0.28 0.17 0.37 711

Norway 50.06 0.46 0.33 0.12 0.30 895

Panama 40.96 0.45 0.19 0.18 0.24 2,979

Poland 48.65 0.46 0.44 0.04 0.17 32,443

Portugal 48.94 0.51 0.23 0.00 0.07 208,206

Puerto Rico 46.15 0.48 0.27 0.21 0.15 13,168

Qatar 40.00 0.45 0.48 0.05 0.08 130

Romania 41.15 0.46 0.41 0.01 0.10 51,788

Russia 43.09 0.43 0.34 0.02 0.25 61,960

Serbia 51.19 0.43 0.34 0.04 0.22 1,036

Singapore 36.09 0.43 0.16 0.14 0.49 399

Slovakia 35.66 0.47 0.49 0.03 0.17 1,750

Slovenia 58.59 0.42 0.32 0.03 0.15 260

Spain 58.55 0.44 0.25 0.01 0.16 110,780

St. Vincent 44.42 0.44 0.39 0.26 0.16 185

Sweden 40.50 0.43 0.34 0.10 0.30 2,451

Switzerland 36.50 0.49 0.42 0.03 0.17 7,102

Tajikistan 46.48 0.40 0.44 0.00 0.56 25

United Kingdom 45.42 0.49 0.33 0.05 0.25 57,162

United States 18.65 0.50 0.09 0.03 0.09 84,883

Uruguay 43.56 0.48 0.33 0.04 0.07 17,145

Average 45.88 0.48 0.28 0.04 0.04

Std. Dev. 25.20 0.50 0.45 0.20 0.20

Notes Data comes from IPUMS International. Our main microdata sample consists of 1,284,490
observations of immigrants from 64 different countries of origin

are listed in the Appendix). The raw data reveals dissimilarities across countries
with respect to immigrants’ age, gender composition, and education levels. The
average age of the immigrants in our sample is around 46 years old with the youngest
originating from United States (at 19 years old) and the oldest from Croatia, at
69 years old. Regarding gender, 48% of immigrants are men with variations in this
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percentage from just 33% in the case of Mongolian immigrants to 63% in the case of
those from Jordan. Overall, 28% of the immigrants completed high school with the
lowest percentage being from United States (9%) and the highest from Azerbaijan
(67%). With respect to those who completed at least a college degree, some college
(1–3 years of degree studies), and college and more (≥4 years of degree studies), the
lowest percentages are observed from those originating from Albania (8%), and the
highest among those from Korea (65%). Thus, differences across countries of origin
may indicate the necessity of controlling for those individual characteristics.

24.3 Empirical Strategy

Theoretically, the migration decision can be represented by a random utility maxi-
mizationmodel (RUM;Marschak 1960) inwhich the utility that an individual obtains
from living in a particular country is compared with the expected utility received if
moving to other destinations. Because the decision-maker’s utility is unknown, both
expected benefits and migration costs are usually based on the characteristics of the
country of origin and destination, which can be used to define the representative
utility function (Nowotny and Pennerstorfer 2019). In our case, we focus our atten-
tion on cultural differences between countries of origin and destination countries as
factors related to migration location decision since those differences can have an
effect on the decision of identity preservation or immigrant’s integration process in
the host country. We argue that when the cultural gap between the home and the host
country is large, both the integration or the identity preservation are more difficult,
making some potential destination countries less attractive for immigrants.

The data availability imposes limitations on the empirical analysis. This is a
common problem in the migration literature. As mentioned above, we propose two
different analyses in our work. First, we examine the association between cultural
differences and migration flow. In this analysis, the dependent variable is the propor-
tion of immigrants defined as the number of immigrants of country of origin i who
move to the destination country j in year t over the total number of immigrants that
move to country j in year t, P Ii jt .10 It is possible to argue that we are not considering
the population “at risk” of migrating since the total population of the country of
origin is not considered there. For the analysis of the migration flow using gravity
(based on the Newton’s gravitational law) or pseudo-gravity models of migration,
which is a similar framework to that developed in this empirical strategy, the use of
the total population is considered by some researchers (Bertoli and Moraga 2015)
but there are other alternatives (Beine and Parsons 2015; Ortega and Peri 2013).
However, the total population can be problematic because variations in that variable
could change the proportion of immigrants for reasons unrelated to cultural differ-
ences thus leading to biased estimates of the cultural differences. Also, selection

10We repeated the analysis with this variable not measured on a logarithmic scale. Results do not
change so much between different analytical methods.



552 M. Marcén and M. Morales

problems may arise here since those who decide to move to another country cannot
be considered a random sample of the population of the country of origin.11 For all
of these reasons, we decided to select only those who decide to migrate in order to
examine whether the destination country and the cultural differences between that
country and the country of origin are important for migrants. In this setting, since all
the individuals that decide to migrate to a specific country are likely to have similar
knowledge of the characteristics of the destination country and/or even a similar
pattern of risk aversion, the variation in the proportion of immigrants for each partic-
ular country of origin can be interpreted as a consequence of the cultural differences.
Formally, we estimate the equation:

ln(P Iijt) = α + ln(Cul tural Di f f erencesijt)β + Other Di f f erencesijtμ

+ γ ln(Dij) + Σi HomeCountryFEi + Σ j HostCountryFE j

+ Σt Y ear FEt + [
Σ j Host j × T imet + Σ j Host j × T ime2t

] + uijt
(24.1)

in which CulturalDi f f erencesijt include a set of variables on a logarithm scale
measuring the cultural differences between sending i and receiving j countries in year
t. The log (logarithmic) transformation, which is similar to that applied in gravity or
“pseudo” gravity models, is useful for interpreting the coefficients as elasticities.12 If
cultural differences play a role in this analysis, immigrants should decide to migrate
to countries culturally similar to their home-country in order to mitigate the cultural
dilemma (identity preservation or integration). β and μ coefficients should then be
negative given that wewould expect that the greater the cultural differences, the lower
the proportion of immigrants that move to a culturally different destination country.
We have also included a distance (decay) variable, Di j , which is a measure of the
physical distance between sending i and receiving j countries.13 As the gravitymodels
and other migration models predict, we would expect γ to be negative since high
physical distances (high migration costs) may imply low migration flow (Caragliu
et al. 2013; White and Buehler 2018; Schwartz 1973). Home and host countries’
fixed effects are incorporated in addition to years fixed effects in order to account for
unobservable characteristics that vary at the country level and/or overtime. Specific

11In any case, the selectivity issues are normally more problematic when using microdata, see
Greenwood (2016). We revisit this issue below.
12When our variables take value of zero in both analyses, we change this for value 0.001 in order to
be able to calculate the logarithm. We also ran the regressions with/without those observations and
changing that value of 0.001. Results are invariant. This is also a common strategy in gravity models
when the number of zeros is not excessive, which is our case with only 3.1% in the migration flow.
Then, we prefer the use of this simple method rather than the zero-inflated Poisson model, which
is the alternative for a large number of zero values (Bohara and Krieg 1996).
13In order to calculate the distance variable, we use information from latitude and longitude for
each home and host country based on the geodetic datum WGS84.
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linear and quadratic trends at the host country level are included to account for preex-
isting trends in the migration behavior of the destination countries.14 Regressions are
estimated using population-weighted least squares.

Although, as it is explained above, we have added a distance variable in Eq. 24.1,
the importance of the distance should be more thoroughly explored. We wonder
whether the cultural differences lose (or not) their importance when migration costs
in terms of travel costs are high as a consequence of the physical distance between
sending and receiving countries. In order to examine these differences, we develop a
supplemental analysis focused on the comparison of the cultural differences between
bordering (neighboring) and non-bordering countries by way of the introduction of
interaction terms.

It should be noted that the model proposed above may generate some concerns.
We recognize that the definition of the dependent variable with only the total number
of migrants in the denominator could also be problematic since the proportion of
immigrants can vary because of a change in the numerator or because of a change
in the denominator. Imagine that there is an armed conflict or a war in a particular
country k. The number of immigrants that receive a country j may increase because
of the rise in the number of refugees. In this setting, the proportion of immigrants
that the country j receives from country i can change because of a variation in the
denominator regardless of the changes in cultural differences. In order to mitigate
these concerns, we run several robustness checks (see below). We also extend our
analysis to the studyof the relationship between the cultural differences andmigration
by using microdata concerning migration stock from the national censuses. This
dataset has some advantages since the census data can be of higher quality than the
sources collecting annual migration flows (Ramos 2016). Microdata from censuses
allow us to take the individual heterogeneity into account, which is not possible by
using migration flows in an aggregate way. Additionally, census data incorporate
information on unambiguous permanent movers, which can provide us with some
interesting results on the association between cultural differences and migration.
As previously described, the possible variation concerning the relationship between
cultural differences and migration location choice as a consequence of the physical
distance is also taken into consideration by exploring the residence choice between
home and host countries that share or do not share borders (or are or not quite
close countries in terms of physical distance).15 In order to do that, we estimate the
equation:

Ymijt = α + ln(Cul tural Di f f erencesijt)β + Other Di f f erencesijtμ + Xmijtδ

+ ηln(Ethnicnetworkmijt) + Σi HomeCountryFEi

+ Σ j HostCountryFE j + εmijt (24.2)

14All estimates are repeated with/without home and host countries’ fixed effects and with/without
linear and quadratic trends. Results do not vary between models.
15We repeated the analysis by considering several different physical distances to account for the
physical proximity of countries that are not border countries, see below.
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inwhichYmijt is a dummy variable that takes value of 1when immigrantm originating
from home-country i is living in a neighbor (or quite close) country j in year t and
takes value of 0 when immigrant m originating from the home-country i is living
in a non-neighbor country j. Our variables of interest, the cultural differences, are
described above. Similarly, in this specification, common culture may play a role
in immigrants’ places of residence through facilitation of immigrants’ integration
into the host country. If cultural differences matter despite the increase in physical
distance costs, those individuals whose neighboring countries present high cultural
differences with respect to their home-country should prefer to migrate to a non-
neighbor country. β and μ coefficients should then be negative. However, if the
relationship between the cultural differences and themigration location choice varies
depending on the physical distance, we would expect to observe changes in the β

and μ coefficients. We address this issue by extending migrants’ location choices
(not only border [neighboring] countries but also other close countries versus the rest
of the non-border and non-close countries). Xmijt includes individual characteristics,
such as gender, age, and education levels, which may be important in the migration
choice for culturally independent reasons. Migrants’ location choice can also be
influenced by ethnic networks. On the one hand, the set of destination countries may
be conditioned to the presence of ethnic networks in the destination countries that
provide information to the potential migrants. However, it is arguable that the use
of migration stock data instead of migration flows could reduce those concerns.16

On the other hand, the existence of large population of the same ethnicity in a
region (ethnic enclaves) may mitigate the adaptation or identity preservation costs
of those individuals having the same origin, thus reducing the importance of cultural
differences between home and host countries. This should be taken into consideration
in our analysis. A control for the ethnic network is needed since, if omitted, our
estimated coefficients concerning the variables of interest could be biased. Following
Nowotny and Pennerstorfer (2019), we use information on the regional distribution
ofmigrants by country of origin in each destination country in order to account for the
ethnic networks. The Ethnicnetworkmijt is calculated as the number of migrants of
country of origin i living in the region of migrantm over the total number of migrants
living in that region of country j and year t. Controls for unobserved characteristics of
the countries of origin anddestination inwhichour immigrants live are addedbyusing
host country fixed effects and for the country of origin’s unobserved characteristics
by introducing home-country fixed effects.17

16In the case of the migration flow analysis, we are not able to control for the existence of ethnic
enclaves in particular regions because we do not know the region of residence of the migrants in
the destination country.
17We used a linear probabilitymodel (LPM) for simplicity since results can be easily interpreted and
the LPMconsistently estimates the coefficients (Greene 2011). Of course, alternativemethodologies
can be suggested because of the concerns in which the LPMmay generate in a model with a binary
dependent variable. However, our LPM proposal is suitable since the heteroskedasticity problem
and the absence of normality of the error term in the LPM do not present a problem for us. Standard
errors have been calculated by using the procedure called robust standard or White-Huber standard
errors, so any heteroscedasticity concerns should be mitigated. The non-normality of the error term
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24.4 Results

a. Migration flow

Table 24.2 reports the estimates for Eq. (24.1). In column 1, we incorporate all of
our cultural difference variables. Our results show a negative and statistically signif-
icant relationship between fertility cultural differences and the flows of population
between countries. When the differences in the total fertility rate (TFR) between a
home and a host country increased by 1%, the migration flow, defined as the propor-
tion of migrants originating from that home-country, is reduced by 0.17%. The same
negative and statistically significant relationship is found in the case of the living
and marriage arrangement culture. Our estimations indicate a decrease of 0.03% in
the migration flow after an increase of 1% in the crude marriage rate (CMR) differ-
ences. At this stage of the analysis, differences in the female labor force participation
(FLFP) between sending and receiving countries appear to be attractive in terms of
migration flow since the association between FLFP differences and the proportion
of migrants appear to be positive. However, we do not separate male and female
migration, which can distort the importance of gender roles in the location choice
because of the different incentives in migration by gender (Lee1966; Morrison et al.
2007) under the assumption that the FLFP is an appropriate cultural proxy of the
gender roles. We revisit this issue in the migration stock analysis. Other employment
cultural proxies are incorporated in column 1 using the differences in unemployment
rates. While unemployment rate differences are not statistically significant, there
is a positive relationship between GDP per capita differences and migration flow.
This may indicate that we capture differences in economic conditions rather than
differences in the amenities with that cultural proxy. In any case, the study of the
impact of economic conditions on migration is not the aim of our chapter, and the
inclusion or exclusion of those variables does not alter our findings. We also add
language and religious differences in this specification. As expected, not having the
same language decreases the proportion of immigrants. The same is observed in the
case of the relationship between religious differences and migration flow.

The definition of cultural differences may provoke some debate since it includes
new or established immigrant populations. In this setting, it is possible to suggest that

is really only a problemwith small samples, which is not our case.With a large enough sample, such
as that considered here, the central limit theorem delivers normal distributions for the coefficient
estimates and the predicted values; see a similar case in Betts and Fairlie (2001). In order to check
the validity of our estimation, we compared the LPM and the probit model, which provides very
similar estimations and predictions. However, because of the introduction ofmany dummy variables
to control for unobservable characteristics, the use of probit or logit models is not convenient due
to convergence problems in the estimations. This is a common problem for the recent and growing
literature on the effect of culture on several demographic and economic variables that use the LPM
as the main analytical method in order to be able to control for a large number of unobservable
characteristics (Furtado et al. 2013; Marcén and Morales 2020). It is worth noting that the LPM is
widely applied in social research (Holm et al. 2015). Then, following prior literature, we retained
the LPM in our analysis. All of our estimations were repeated with/without home-country and host
country fixed effects. Results did not vary between estimates.
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averaging the cultural proxies could have created bias in our estimations. In order
to check this, we redefine the cultural proxies by incorporating information only
about the native population. This is tricky because the information is scarce in the
International IPUMS for most of the countries of origin that are considered. In any
case, we build the cultural proxies and restrict our sample to those reporting native
origin for the fertility culture, gender role culture, and unemployment.18 Estimates
are reported in column 2. The link between fertility culture differences andmigration
flow ismaintained in addition to the relationship between the gender role variable and
unemployment with themigration flow. In column 3, we repeat the analysis but select
the sample from column 2 in order to explore whether our results are a consequence
of the change in the sample size. Our findings are similar between analyses.

Throughout this work, we express the necessity of taking the distance between
sending and receiving countries into consideration for the potential influence that
its absence has on the relationship between cultural differences and migration. We
adopt the measurement of distance as the physical distance although there are other
alternatives (travel time or travel costs as distance measurements). Nevertheless, the
physical distance can easily be obtained and determined for the large number of
possible combinations between our origin and destination countries.19 We add the
distance variable in column 4 of Table 24.2. As expected, the estimated coefficient
is negative. With respect to our variables of interest, the cultural differences, our
findings are unchanged after considering different variables albeit the magnitude
of the coefficients decreases (in absolute value). At this point, the importance of
cultural differences can be interpreted. For example, the migration flow of migrants
originating from Guatemala (with a TFR of 4.6 in 2000) to Spain (TFR of 1.22 in
2000) is almost 6% lower than that of those originating from Latvia (TFR of 1.25 in
the same year) because of the differences in the fertility cultural proxy while holding
the rest of variables constant. However, the migration flow would increase by 71%
for those migrants having the same language as Spain (for instance, Guatemala)
while holding the rest of variables constant. Along the same line, the migration
flow also rises by 33% for those having the same religion (again, as in Guatemala
and Spain) while holding the rest of variables constant. Therefore, language and
religion appear to play a more important role in migration flow than other cultural
differences. Similarly, our results are maintained when we drop those countries of
origin and destination countries that were in armed conflict or war during the period

18The fertility cultural proxy is defined as the number of children of native women in each country
over the total number of nativewomen in that country. The gender culture is calculated as the number
of employed native women aged > 15 over the total number of female active native women in that
country. The unemployment proxy is measured as the number of unemployed native individuals in
a specific country over the total active native population in that country. All of these variables are
obtained using information from the International IPUMS in the same years as the year considered
in themigration stock analysis. For the rest of variables of interest, the use of only native information
is not possible because data availability problems.
19We are not able to obtain reliable information on all possible travel time and/or travel costs for
more than 20,000 observations in themigration flowanalysis andmore than onemillion observations
in the migration stock case.
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under consideration (see column 5.)20 Although the year and country’s fixed effects
should incorporate possible regional wars, it is comforting that adding or deleting
those countries from our sample does not alter our results.

In order to present further evidence on the effects of the cultural differences while
considering the physical distance between the home and the destination country, we
rerun the entire analysis, including interaction terms between the variables capturing
cultural differences and a dummy variable accounting for whether the home and
the host countries are neighboring countries (with quite low travel costs). Results are
presented in column 6 of Table 24.2. Our estimations suggest that formost of the vari-
ables of interest (with the exception of the GDP per capita and religion) the expected
role of the differences between home and host countries can only be detected when
countries are non-neighboring countries. When countries are neighbors, the opposite
situation is observed or nonstatistically significant effects of the cultural differences
are obtained. We can interpret the differences for the case of the fertility culture as
an example. The migration flow of migrants originating from France (with a TFR of
2.01 in 2012) to Spain (a border country, TFR of around 1.3 in 2012) is almost 0.09%
higher than that of those originating from Portugal (TFR of 1.28 in the same year)
because of the differences in the fertility cultural proxy while holding the rest of vari-
ables constant. However, migration flow of migrants originating from France (with a
TFR of 2.01 in 2012) to Poland (a non-border country but with a TFR of around 1.3
in 2012 similar to that of Spain) is almost –0.02% lower than that of those originating
fromPortugal (TFR of 1.28 in the same year) because of the differences in the fertility
cultural proxy while holding the rest of variables constant. Comparing this finding
with language, the migration flow for border countries that have different languages
increases by 2.19%, but it decreases by 0.26% for non-neighboring countries while
holding the rest of variables constant. As before, the importance of the language is
greater than that of other cultural differences when examining the migration flow.
Our results are unchanged when we eliminate those countries that are involved in
armed conflicts or wars (see column 7). It makes sense that integration costs in the
host country would be less important when immigrants have to face low physical
distance costs, but it is also possible that individual heterogeneity or the decision
of being a permanent resident in the host country could have driven our findings
concerning the border analysis. This is discussed in the next section.

b. Migration stock accounting for heterogeneity, ethnic networks, and sample
selection

Table 24.3 presents the estimates for Eq. (24.2), which permits us to control for
the individual characteristics of the migrants and for potential ethnic networks. All
specifications include controls for age and its square, gender (man= 1, woman= 0),
education (high school, college, and more than college). Home and host countries’
fixed effects are included in all specifications in order to capture unobserved hetero-
geneity across countries. Controls for the ethnic network are also included in all

20Data on countries on armed conflict or war is obtained from the Armed Conflict Dataset
(UCDP/PRIO).
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regressions. We focus our analysis on the estimated coefficients concerning cultural
differences. Estimations suggest a negative relationship between cultural differences
and the probability of residing in a neighboring (border) country. This finding is
detected in all cultural aspects with the exception of the language (see column 1
in Table 24.4). Our findings suggest that the integration costs of changing fertility,
marriage, employment cultures, and gender roles can be assumed when migrants
decide to migrate to a non-neighboring country, but this integration does not happen
when language dissimilarities are considered. Other researchers find opposite results
concerning the relationship between language and country of destination choice.
Someof these researchers conclude that languagematters (Belot andEderveen 2012),
whereas others detect no relationship (Karemera et al. 2000; Mayda 2010; Ortega
and Peri 2009). However, since learning a language can be costly, not only because
of the direct costs of learning but also because of the lower earnings received in
the destination country during the adjustment period until acquiring proficiency and
integration, it is possible to argue that immigrants prefer to move to neighboring
countries (lower migration costs in terms of travel costs) when there are language
differences between the home and the host country. The coefficient of the ethnic
network is positive and statistically significant and points to the importance of those
networks in the probability of choosing a border country rather than a non-border
country. The ethnic network is redefined in column 2 by considering a dummy vari-
able that takes the value 1 when a region has a higher proportion of immigrants than
the country’s average proportion, and 0 otherwise. Again, our estimated points are
similar. The ethnic networks then do not appear to be driving our findings.

Since we consider data on the migration stock by using information from the
censuses, selectivity concerns may arise in this setting. As Dustmann and Görlach
(2015) indicate, potential problems may be a consequence of the selective out-
migration since the census data mostly include information on migrants who opt
for a permanent residence or a long residence in the destination country. This may
be mitigated by controlling for the year of migration because empirical evidence
suggests a possible relationship between the potential possibilities of staying (or
being successful) in the host country and the year of migration (Dustmann and
Görlach 2015). We address this issue in column 3 of Table 24.3 in which the year
of migration’s fixed effects is incorporated. We should note that the sample size is
considerably diminished because of the lack of availability of the year of migration in
several destination countries. In any case, it is reassuring that our estimations do not
vary with the exception of the unemployment differences, which is positively corre-
lated with the probability of reporting a border country as place of residence. After
re-running the analysis with the reduced sample shown in column 3, it is revealed
that the change in the coefficient capturing the unemployment differences is due to
the variation in the sample rather than the inclusion of the year of migration’s fixed
effects (see column 4).

Although the home and host countries’ fixed effects should have picked up all
unobserved characteristics at the country level, it can be argued that the country sizes
are very different, which might have distorted the number of individuals that choose
a neighboring country or another one. In order to address this issue, we add the
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host country size in column 5 of Table 24.3.21 We do not find significant differences
compared to our previous estimations. Also, as in the migration flow analysis, the
cultural proxies are also calculated using information only for native population
(see their definitions above). We recognize the problems with the definition of these
variables because of the scarcity of data for several countries of origin. Even being
conscious of that scarcity, it is comforting that the relationships between the cultural
differences and the probability of reporting a place or residence as a border country
are maintained (see column 6 of Table 24.3).

Table 24.4 presents additional robustness checks in order to explore the consis-
tency of our findings using different subsamples. Column 1 shows the results after
restricting our sample to those immigrants between 30 and 50 years old. As can be
seen, our conclusions do not change. Our results are also unchangedwhen our sample
consists of immigrants between 25 and 64 years old (see column 2) and after sepa-
rating the sample between the youngest (25 and 40 years) and the oldest individuals
(41 and 64 years) (see columns 3 and 4). Since there could have been differences in
the gender roles that affect individuals’ migration decisions, we divide the sample
betweenmales and females in columns 5 and 6, respectively.We find the same results
in both columns with the exception of the religious differences, which is not statisti-
cally significant for the case of themen’s sample. Themagnitude of the coefficients is
quite similar in all cases. All of our findings suggest that cultural differences can play
a role in a person’s destination country choice. The higher the cultural differences
with the exception of language, the lower the probability of moving to a neighboring
country. In the case of language, cultural differences behave in the opposite way.
Thus, it is possible to argue that the cultural differences are not so important in the
case of the migration flow, but when we observe the immigrant stock residing in a
country, the cultural differences are more important, which can be due to the cultural
dilemma between identity preservation and integration.

Up to now, we have considered the migrant choice between neighboring and non-
neighboring countries. Additionally, in this framework, we can explore the way in
which cultural differences matter when the physical distance increases. It can be
hypothesized that in some cases being neighboring countries or quite close countries
may not affect the relationship between cultural differences and migration location
choice. It is also interesting to answer the question about which physical distances
change that relationship. We have considered from 400 to 2000 km. The estimated
coefficients are plotted in Fig. 24.2. Two findings are deduced from those graphs.
First, not all cultural differences behave in the same way. With respect to all cultural
differences, except language, the relationship with reporting living in a neighboring
or closely bordering country is negative. The greater the physical distance with
the non-neighboring destination countries, the more important the TFR, language,
and religious differences (the magnitude of the coefficients increases in absolute
value) are, whereas the rest of cultural differences are less important (the magnitude
of the coefficients decreases in absolute value). Second, the relationship between

21Data on country size come from The World Factbook and is defined as the sum of all land and
water areas delimited by international boundaries and/or coastline.
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Fig. 24.2 The estimated coefficient on the relationship between cultural differences and the prob-
ability of moving to a neighbor or close country by physical distance. Notes Data is obtained
from IPUMS International. Estimates are weighted. Robust standard errors are calculated. Y-axes
show the estimated coefficients and the X-axed the physical distance. The physical distance is 0
when countries are neighbors, with those coefficients corresponding to those reported in column
1 of Table 24.3. All the specifications include the same controls as those shown in column 1 of
Table 24.3. All coefficients are significant at the 1% level with the exception of religion whose
estimated coefficients when countries are only neighbors or close countries (neighbor and those
non-border countries with a physical distance lower than 400)
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cultural differences and the migrant’s choice of residence does not change until the
interval 800–1200 km (which is the equivalent of traveling fromParis to Praha around
1200 km or 2 h by plane) with the exception of religion that changes at the 1600 km
distance. Our findings point to variations in the importance of cultural differences
depending on the physical distance between the home and the host countries.

24.5 Conclusions

Intercultural migration presents two important questions: (1) should I move to a
country with a culture similar to that of my country of origin; and (2) if not, should
I adopt the host country’s culture? Integration or adaptation to a new culture can
be costly because making a change in personal values, preferences, and beliefs is
not easy. In addition, besides the learning of culture and skills, migration success
depends on the feeling of being accepted. Thus, to mitigate the adaptation costs
migrants should migrate to those countries with a common culture. The aim of this
paper is to show empirical evidence of the relationship between cultural differences
across countries and the location decisions of migrants.

In order to present this evidence, we consider observable characteristics such as
cultural proxies that reflect different cultural aspects, which is a common strategy
described in the recent literature on cultural issues (Fernández 2007).We conduct two
separate analyses using information on bothmigration flow and stock. Those datasets
have advantages and disadvantages, but both of them allow us to develop an easy
analysis of the possible effects of the cultural differences on location choices. Our
findings suggest that cultural differences between sending and receiving countries
may play a role in the immigrants’ choice of location. When the physical distances
are considered, results are not so clear. It appears that in order to migrate (migration
flow) cultural differences are not so important, but when migrants decide to reside in
a country (migrant stock), the cultural differences matter in the choice of destination
country, depending on the physical distance. We view our findings as a benchmark
that still leaves the door open to a more extensive and later analysis on this issue.

Appendix

Host countries Migration Flow Migration Stock

Argentina No Yes

Armenia No Yes

Australia Yes No

Austria Yes No

(continued)
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(continued)

Host countries Migration Flow Migration Stock

Belgium Yes No

Chile Yes Yes

Costa Rica No Yes

Cuba No Yes

Czech Republic Yes No

Denmark Yes No

Dominican Republic No Yes

Estonia Yes No

Finland Yes No

France Yes Yes

Germany Yes No

Greece Yes Yes

Hungary Yes No

Ireland Yes Yes

Israel Yes Yes

Italy Yes No

Japan Yes No

Korea Yes No

Kyrgyzstan No Yes

Latvia Yes No

Luxembourg Yes No

Mexico Yes Yes

Mongolia No Yes

Netherlands Yes No

New Zealand Yes No

Norway Yes No

Panama No Yes

Poland Yes Yes

Portugal Yes Yes

Puerto Rico No Yes

Romania No Yes

Slovakia Yes No

Slovenia Yes Yes

Spain Yes Yes

Sweden Yes No

Switzerland Yes No

United Kingdom Yes Yes

(continued)
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(continued)

Host countries Migration Flow Migration Stock

United States Yes Yes

Uruguay No Yes

Notes this table shows the host countries included in each analysis
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Chapter 25
Migration in a Post-global Era

Tony Fielding

25.1 Introduction

This chapter is about trends in international migration: it begins by setting out the
conventional wisdom of the ‘age of migration’ narrative; it then questions that narra-
tive on the basis of four arguments, each favouring an expectation that international
migration rateswill decrease rather than increase in the near future; and finally, before
a short conclusion, it reviews two sets of migration scenarios to see what they might
tell us about current and future migration trends.

The popular impression is still that the world is experiencing an unavoidable
growth of both international and internal migration numbers and rates, and will
continue to do so into the foreseeable future. The percentage of those who live
outside their country of birth has risen from 2.8 to 3.3% in the period 2000–2015
(UN DESA 2016), and the number of international migrants is expected to increase
from 258 million in 2017 to 405 million in 2050 (Amelia Hill in the Guardian, 10th
September 2018). This growth can be explained as being due to four factors. The first
is the neoliberal globalization of trade, finance, production, and culture, which in turn
has encouraged the cross-border migration of labour and the emergence of ethnically
diverse national populations. The second, but linked to the first, is new technologies
(especially in transport and communications) which have increased the ease, and
lowered the cost, of long-distance travel (witness the rise in international tourism)
while making it possible to keep in touch with distant family and friends better than
ever before. The third, (linked to both of the above) is the persistence of vast global
inequalities in people’swell-being and life chances,which are no longer hidden either
by ignorance or by lives lived out very locally, inequalities that are exacerbated by
striking differences in fertility and population growth rates such as those between
sub-Saharan Africa and the EU. And the fourth, is the expansion and proliferation of
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civil conflicts which have all too often become proxy wars fought by outside powers
resulting in great suffering and massive population displacements (witness contem-
porary conflicts in Syria and Yemen)—‘failed states’ have unfortunately become a
permanent feature of the global political economy.

It is not surprising, therefore, that both popular (political) and academic (research)
discourses seem convinced that we truly live in the ‘Age of Migration’ (Castles et al.
2013). Surely no-one would be so foolish as to contest this now firmly established
conventional wisdom.Well, foolish or not, that is preciselywhat this chapter attempts
to do.

Central to the argument that I shall develop here are the closely linked concepts of
neoliberal globalization and majoritarian autocracy. They are linked because one of
the unintended side effects of globalization is the build-up of ‘left-behind’ popula-
tions—peoplewhose jobs, future prospects andway of life have disappeared andwho
are liable to be driven by their dire economic circumstances and political fatalism
into the embrace of right-wing demagogues or’populists’.

25.2 Globalization—What Is It and Why It Matters

First globalization—I use the term ‘globalization’ in its narrowest of meanings—
the substitution over time of spatially more extended relationships, processes and
structures for spatially more limited ones. But, and this is very important to the
argument, there is always a balance of forces; those pointing towards globalization
being counteracted by those pointing towards localization. To give a rather superficial
example of the latter, I used to eat bread anddrinkbeer thatweremanufactured in large
factories located in faraway cities. Now, both are produced in small establishments
close to where I live.

‘Neoliberal capitalist globalization’ refers to the fact that, in the recent period,
the processes of globalization have largely been unregulated (hence ‘neoliberal’) by
the institutions (such as democratically elected governments) that are supposed to
protect the common interests of ordinary people. Specifically, global corporations
have ‘escaped’ the authority of the nation state (indeed, some would say that this
is almost their reason for existence). They, or their suppliers, take advantage of the
poverty of people in developing countries by employing them on very low wages,
they take advantage of unregulated physical and social environments in these and
other countries to maximize their profits, and they use practices such as transfer
pricing and shell companies to ensure they pay little or no tax to the governments of
the countries in which they operate as producers or in which they sell their products
and services.

Neoliberal globalization matters because it transforms peoples’ lives, generally to
the advantage of a small equity-owning or managerial elite, and to the disadvantage
of the rest of us. This is not to deny the income-boosting life-transforming changes
enjoyed by poor people when internationally mobile capital chooses their country or
their region for major investment projects (hence, in part, the growth of the Chinese
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economy and especially of China’s south-eastern coastal provinces). But neolib-
eral globalization also adds a whole new arena for the concentration of power and
wealth. Contemporary economies, from the global to the local, are saturated with
power relations, notably (i) those of monopoly (where the buyers, by their multi-
tude relative to the sellers, are ‘slaves’ to the seller—good examples are to be found
among the corporations that make up high technology industries and the ‘platform
economy’); (ii) those of monopsony (where the sellers, by their multitude relative to
the buyer, are ‘slaves’ to the buyer—good examples are to be found in the retail sector
where small and medium-sized companies compete with one another to supply the
major supermarket chains); and (iii) those arising from the intersection or merging of
economic and political power (for example, in Southeast Asia’s ‘crony capitalisms’
or in Russia’s ‘mafia state’). Needless to say, there is a distinctive geography to these
power relations and to their impacts on peoples’ incomes and life chances, both
within and across national borders. It is this geography that, to a considerable extent,
determines the patterns of both internal and international migration.

25.3 Migration and Globalization—A Two-Way
Relationship

It is vitally important to recognize that the connection between migration and glob-
alization is a two-way relationship. Mass-produced goods, global services such as
internet-based platforms (e.g. Amazon, Google, Facebook, etc.) plus global finance
undermine locally produced goods and services (and their associated social practices
and structures). This leads to un- and under-employment resulting in outmigration
and emigration. At the same time, international migrants diversify the ethnic compo-
sitions of receiving countries (thereby facilitating further migration by providing a
supportive host environment), and are the carriers of globalization (in the formof both
goods and ideas) to their sending countries’ populations. Thus, far from trade and
investment flows substituting for migration (as the neoclassical economists would
have us believe), the two are far more likely to be mutually reinforcing (i.e. they are
in a positive feedback loop; see Fielding 2016: 181–183).

This ‘positive feedback loop’ between migration and globalization has formed
the basis of many studies of international migration in the post-World War II period.
An early, and rightly celebrated, example was Saskia Sassen’s analysis of the role of
foreign direct investment from high-income countries in (i) uprooting and proletari-
anizing people in low-income countries; thereby (ii) opening their eyes to the wealth
and well-being of people in the countries from which the investing companies came;
leading (iii) to onward migration from the low-income country to the high-income
one (Sassen 1988). A very recent example of the same theme is the ‘Handbook of
Migration and Globalisation’ (Triandafyllidou 2018) where in only one of the 27
chapters (that by Andrew Geddes), by my calculation, is there any questioning either
of the current success of neoliberal globalization and of its likely continuation into
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the future, or of its positive relationship to international migration. Indeed, in the
chapter by Hillel Rapoport, a theoretical economic argument is presented to explain
the finding that ‘the empirical literature overwhelmingly agrees that (global) trade
and migration are mutually reinforcing in most cases’ (Rapoport 2018: 189).

25.4 So, What then Is the Problem with All This?

Well, actually, there are at least three problems. The first is empirical: the facts of
both migration and globalization do not fit comfortably into this story. As Czaika and
de Haas (2015: 296) demonstrate, if one takes a rather longer-term view of migration
trends using data on the proportion of the world population born outside their current
country of residence, there is no simple increase in international migration over the
post-World War II period; the figure was 3.06% in 1960, 2.86% in 1970, 2.70% in
1980, 2.67% in 1990 and 2.73% in 2000. So, the figure of 3.3% for 2015 reported
abovemay turn out to be just a ‘blip’ (associatedwith the events inSouthwestAsia and
policies at that time in the EU—Mediterranean crossings in 2018, for example, are
expected to be only a very small fraction of those in 2015). As for globalization, the
upward trend in the global ratio of exports of goods and services to gross domestic
product (GDP) which increased steadily through the 1980s and 1990s, peaked in
2008 (at 30.7%), and has since declined slightly (in 2015 it was 29.4%) (World
Bank/UNCTAD WITS database accessed on 15/7/18). An even stronger picture of
globalization halting or even going into reverse is provided by data on foreign direct
investment (FDI). Global net outflows of FDI as a percentage of GDP were 1.06%
in 1988, 2.51% in 1998, and 4.03% in 2008, before falling away to 2.66% in 2016
(IMF/UNCTAD data accessed on 15/7/18). So, the message from the data is that
neither international migration nor globalization has experienced a simple growth
trajectory in the recent period, nor were they as fully synchronic with one another as
one might have expected.

The second problem is conceptual—what happened to the global political
economy in 2008? Formany commentators at the time, 2008was just another cyclical
downturn in the global economy (albeit one that was made more severe, perhaps, by
having been delayed). It was widely thought that by curbing the wilder excesses of
the investment bankers, printingmoney and lowering interest rates, all would bewell.
We now know that much more was happening than that. In many high-income coun-
tries median incomes have barely, if at all, regained their pre-2008 levels and gains
in measured labour productivity have stalled. In addition, there is now a widespread
feeling that standard measures of economic performance (such as GDP per capita)
are, in any case, missing key aspects of our social and economic well-being, specifi-
cally, things such as a deteriorating global environment, or the diminished opportu-
nities experienced by young people for independence and personal development. It
is highly relevant to our argument about trends in globalization, that it was July 2008
when the Doha Round talks to bring about lower tariffs and new trading prospects for
developing countries finally ‘hit the buffers’. Ten years later it is clear that economic
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nationalism, undermining as it does efforts to liberalize trade and investment flows
and thereby promote further globalization, is in the ascendancy. Trade wars rather
than trade agreements are the order of the day.

The third problem is both empirical and conceptual. The political realm has
recently been changing fast and in ways that are likely to severely limit both glob-
alization and international migration. Despite protests against globalization (such as
the ‘Battle in Seattle’ in 1999), the 1990s and early 2000s were very largely a period
of advancing globalization and also of the ‘open’, liberal, democratic societies that
so greatly facilitated it. Changes in the communist world, notably the shift towards
a market economy in China and the collapse of the Soviet Union, seemed, at least
initially, to imply a movement in the same direction—hence the ‘end of history’ view
of theworld (Fukuyama 1992). But nowboth ethnic nationalism and authoritarianism
(two of the essential constituents of fascism) are back with a vengeance. This ‘fascist
turn’ has occurred not just in small states, or in low-income countries or in those with
a recent history of violent conflict, but, to the great surprise of advocates of ‘the end
of history’ approach, it has happened in some of the world’s largest, most econom-
ically and politically powerful, and most highly-educated countries. Sharp shifts
in governments towards patriarchal authoritarian rule, a re-invigorated nationalism,
and intolerance towards minorities—racial, ethnic, immigrant, religious, linguistic,
cultural, social and sexual—have occurred in the USA, China, India, Russia, Japan,
Pakistan, Turkey, the Philippines, Hungary, Poland …. Typically, in these countries,
‘strong men’ in increasingly totalitarian regimes present themselves as the brave
defenders of majority national and ethnic identities against the ‘foreign agitators’ for
human rights and the rule of law. These strong men are not all as brazen as Presidents
Duterte in the Philippines or Kim Jong-un in North Korea, but, in their dictatorial
abuse of power and brutal suppression of subaltern voices, the Putins, Erdogans, Xis,
Modis and the rest, represent a global re-emergence of fascism (or at least a strong
trend in that direction). That the President of the United States appears to aspire to
become a member of this club is truly frightening.

Alongside these developments, as the politics of class has been superseded by
the politics of identity, there has been a decline in the political acceptance (let alone
support) for multiculturalism—which empirically is the inevitable consequence of
international migration and globalization (witness the rise of the Front National in
France and the Alternative fur Deutschland in Germany). This has coincided with
a reversal or decline in steps towards regional economic and political integration
(notably, of course, ‘Brexit’). More generally, with the rise of nationalism comes
the weakening of the instruments of international cooperation and rule-setting—the
UN and its agencies in particular, but also of regional bodies such as the European
Union.

Do these political developments have significance for international migration?
You bet they do! I used to subscribe to the idea that state policies and practices
on migration matters had only a marginal influence on the flows of people across
national borders.Migrants tend to be young, energetic, strong and healthy, ambitious,
intelligent, resilient and flexible; they can usually find ways around the physical and
legal barriers set up to deter them. But the borders between countries have become
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very much ‘harder’, the legal and practical hurdles higher (witness the EU–Turkey
deal of March 2016), and, in many cases, the welcome much less warm, even for
refugees. To take just one example, the perception of a more hostile environment
towards EU nationals living in the UK seems to have already influenced flows of
migrants to and from the UK after the referendum vote to leave the EU in 2016
(Vidal 2018).

25.5 Two Further Reasons for Thinking that the ‘Age
of Migration’ Might Be Over

Much of what has been written above is already known to migrationists even if they
seem to have been slow to take the implications of these developments on board in
their own research. I want, however, to add two further considerations that encourage
us to expect less rather thanmore internationalmigration nowand into the near future.
The first relates to the globalization of migration processes themselves; many of the
relationships and processes that once operated at the sub-national level now seem
to be operating at the international level. Take the case of East Asia: obtaining paid
employment and escaping violence were key drivers of cross-border migration in the
early post-World War II period. Both are still important, but they have been joined
by migrations previously very largely confined within national borders—studying
for a degree, marrying ‘up’, doing domestic work, working in a factory or on a
construction site (rather than in a colonial mine or on a plantation). The significance
of this shift of processes from internal migration to international migration is that
we now know that within most high-income countries people are becoming much
less migratory—gross inter-regional and intra-regional migration rates have been
decreasing, often quite sharply (Champion et al. 2018). There are thought to be
many reasons for this change but among them are some that are economic (changes
in the organization of production and related spatial divisions of labour), and some
that are socio-demographic (ageing, of course, but also lower mobilities associated
with major life course transitions such as leaving home, marriage, forming dual-
career households, moving to a larger house, raising children, etc.). The point is that
if these lower mobility behaviours attach themselves to international migration, as
might be expected on the basis of past trends, lower cross-border flows would result.

The second reason is related to shifts in global political economy. During the
post-war period, the world was dominated politically and economically by a ‘settler
colonial state’, the United States, while other settler states, Canada, Australia and
New Zealand, were also significant players in the post-war order. These countries
were immigrant societies, and they also had high rates of internal migration. There
has, however, been a sharp shift of wealth and power since the 1970s, but espe-
cially since 2008, towards East Asia. The societies that make up this latter region
are renowned for their settled rather than settler character—China’s ‘earthbound
compulsion’ being emblematic of this feature. For most of their modern histories,
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China (Ming and Qing dynasties), Korea (Joseon dynasty) and Japan (Tokugawa
Shogunate) have been closed off or locked up (sakoku in Japanese); their govern-
ments have controlled migration within their territories, and acted very firmly to
restrict migrations into and out of the country. Insofar, therefore, as there has been, is
now, and potentiallywill be, a shift in political and economic influence from ‘western’
countries to eastern ones (as the US retreats from global leadership leaving a gap
to be filled by China), it is a shift from predominantly high-mobility societies to
predominantly very low mobility ones (notwithstanding the recent internal migra-
tions in China brought about by its ‘turbulent transition’ to a market economy, see
Fielding 2016: Chap. 6).

25.6 What About the Future?

In a book on internal migration in Britain (Fielding 2012), I attempted to set out
the possible economic and political contexts that would influence patterns and levels
of migration in the future. I came up with five scenarios: (i) a continuation and
enhancement of neoliberal globalization: which I considered unlikely, but which
would produce relatively high levels of migration (especially to and from London);
(ii) a reversion to a purer form of production-oriented capitalism: which I thought
more likely and also with fairly high levels of migration; (iii) the emergence of ‘third
way’ forms of social market capitalism: which I considered to be moderately likely,
but which would be accompanied by less mobility; (iv) the establishment of a form
of ‘local socialism’: which was thought to be unlikely and would imply low levels
of migration; and (v) a political economy characterized by an authoritarian regime
sustained by, and promoting, ethnic nationalism: though considered very unlikely,
this would be expected to provoke the resettlement of large numbers of people as
cultural and ethnic un-mixing, consequent upon a loss of basic security took place.

To a significant degree these five categories map onto the scenarios developed by a
team of researchers brought together by the FES, Global Future and IOM (Friedrich-
Ebert-Stiftung andGlobal Future and InternationalOrganization forMigration 2017).
While disagreeing with some of their judgements (see below), I consider their work
to be a very significant contribution to the debate. Looking ahead to 2030, they
propose four possibilities: the first they call ‘My Country First’; this has some simi-
larities with my scenario 4 except that, given what is happening in the United States
at the moment, it is surely much more likely. Such a scenario, implying a retrench-
ment from globalization towards a re-invigorated economic nationalismwould result
in ‘only limited potential for (international) migration’ (page 52); the second they
call ‘World on Fire’. In many respects this equates with my scenario 5 in that it
envisages ‘massive unregulated movements of people fleeing war and destruction’
(ibid.); the third they call ‘Opening Roads’ and envisages a (rather too optimistic)
picture of continuing globalization combined with international cooperation on both
development and migration matters (there is frequent reference, for example, to the
sustainable development goals and to the global compacts formigration and refugees,
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none of which seem to me to be likely to have much agency in the world we are
entering today). They expect demographic pressures from high birth rate countries
to decline due to rapid economic development (especially in Africa), resulting in
turn in ‘reduced migration pressure’ (ibid.); the fourth and final scenario they call
‘Technopoly’. This does not match any of my scenarios; rather it reflects the current
(? over-) enthusiasm for a view of technological change that revolutionizes our lives
through high levels of internet connectivity, artificial intelligence, robotization etc.
They anticipate ‘less labour migration through online connectivity and less potential
for low-skilled workers, higher mobility for some of the highly skilled, (and) more
returnees migrating back to their home countries’ (ibid.).

Please note that neither of these migration scenario exercises deals explicitly with
climate change. But in cases where the migration effects of climate change have been
directly addressed, the balance of opinion seems to be first that climate change ‘is
equally likely to makemigration less possible as more probable’ by trapping the poor
in their current locations (Foresight 2011: 9), and secondly, that the displacements
that do occur are likely to be overwhelmingly local and intra-national rather than
international (Hugo 2008: 42).

How do these imaginings help us to think about migration andmobility in the near
future? It is abundantly clear that in only one case (scenario 2 ‘World on Fire’) is there
a strong expectation of high and possibly rising levels of cross-border migration. In
all other cases (and in four out five of my scenarios), levels of migration are judged
to be likely to be less, or at most the same, as today. At the very least, this does not
lend support to the notion that the ‘Age of Migration’ is here to stay.

25.7 Conclusions

Globalization forces have not, of course, ceased (bi-cultural partnerships and
marriages, for example, are still rising in many countries). But these forces are
increasingly being opposed by powerful counteracting processes making for local-
ization of politics and economics (especially the slowdown or reverse of economic
globalization, and the rise of ethnic and cultural nationalism).Are these developments
having an impact on migration? Yes, they are—especially through the hardening of
international borders and the lower tolerance of ethnic diversity. Together with other
fundamental changes such as the likely transfer to the international sphere of the
low-mobilities of internal migration, along with the shift in global wealth and power
from west to east (from settler societies to settled ones), a post-global era seems on
course to witness an end to the ‘Age of Migration’.
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