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Foreword

As I first wrote in my 2016 book with the same name, we are living in the era of the
Fourth Industrial Revolution (4IR). As previous industrial revolutions, this fourth
one is changing all aspects of humankind, from governments and economies, to the
way we interact, live and work, and even the way we see ourselves. As before, this
revolution also brings with it both challenges and opportunities, which we all need
to seek out, and actively contemplate in order to shape our individual and collective
futures for the better. But this Fourth Industrial Revolution is on track to be the
most impactful one ever, given the scope, scale, and speed of the changes it brings
about. All the same, the impact this revolution has is still very much dependent on
the choices we make.

The excitement brought about by the potential of exponential advancements in
technology to improve the lives of people around the world is however hindered by
uncertainties. If we don’t actively shape the direction of technology, will it rather
help or hurt societies at large? Will the Fourth Industrial Revolution be an
opportunity for countries in Africa and elsewhere to “leapfrog”, or will it only
exacerbate existing development inequalities? And, especially in the current con-
text, will technology be a net positive for a world dealing with triple crises (eco-
nomic, environmental, and health), or will it fail to live up to its potential?

Addressing the uncertainties and realizing the possibilities, in the Fourth
Industrial Revolution, require urgent and in-depth studies of the emerging and
future disruptions. They should incorporate both technological and societal analy-
ses. It is in this spirit the book The Disruptive Fourth Industrial Revolution:
Technology, Society and Beyond has been conceptualized and undertaken. The
topics explored in this book are very much representative of some of the pressing
issues of 4IR—present and future—and are explored in an insightful and inspiring
manner. The book’s contextual emphasis of technological disruptions is welcomed,
as it not only opens up pathways for future research and innovation, but also
prompts dialogues on policy.

In the context of the public health emergency and economic crisis we find
ourselves in 2020, I’ve found particular relevance in reading on topics such as
Metabolomics, which could help us get to more personalized medicine and faster
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diagnoses, and Virtual and Augmented Reality in Surgery, which could allow us
to take the next leap forward in the efficacy and safety of invasive medical treat-
ments. Equally, in the context of much of our life and economic activity now
rapidly moving online, it is good do deep dive on emotion recognition in the 4IR,
and the importance of cybersecurity. Each of those could and will have a role to
play when as we deal with the current crises, and rebuild our systems to be better,
be better prepared, and more resilient in the future.

And, knowing that the Fourth Industrial Revolution is another turning point for
development, I also enjoyed reading chapters like the one on how to Prepare
Emerging Markets for the 4IR, highlighting how modern policies and—partic-
ularly—higher education play a crucial role in an economy’s ability to benefit from
this next wave of innovations and growth. In a similar vein, the authors have the
right to ask whether the Global South needs to Decolonize the Fourth Industrial
Revolution. Indeed, countries must be able to shape their own future, while
cooperating on their own terms with others that can help along the way.

It was an honor for me to read and write about the The Disruptive Fourth
Industrial Revolution: Technology, Society and Beyond in this foreword. It is an
invaluable contribution to the Shaping the Future of the Fourth Industrial
Revolution, which is a crucial challenge for all of us, and a meaningful aide for
academic, policymakers, and entrepreneurs who will be contributing to this effort in
Africa and the world.

Geneva, Switzerland
April 2020

Klaus Schwab
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Preface

The Fourth Industrial Revolution (4IR) has already begun. This revolution is not
based on a single technology, but rather on a confluence of multiple technologies
like Artificial Intelligence, Internet of Things, Machine Learning, Big Data,
Additive Printing, Cloud Computing, Virtual and Augmented Reality, etc. 4IR is
poised to affect all spheres of society—in the way we interact, conduct business,
and govern. As we witness the fast-paced growth of disruptive technology globally,
there is a growing sense of urgency to grapple with the far-reaching impacts of 4IR
and to prepare ourselves for the future. It is with this sense of urgency that The
Disruptive Fourth Industrial Revolution: Technology, Society and Beyond is con-
ceived. The book deals with the latest research in disruptive technology in 4IR and
critically analyzes the roles and effects thereof on inter alia economics, society,
business, government, labor, and law. A broad perspective of 4IR with a deep-dive
technological and societal focus is adopted to offer readers a deeper understanding
of recent advancements and future trajectories. Researchers, academics, practi-
tioners, policymakers, and business and industry leaders will form the primary
readership of the book.

There are 11 chapters in The Disruptive Fourth Industrial Revolution:
Technology, Society and Beyond. The “Robotic Process Automation as a Precursor
to e-Government in the Fourth Industrial Revolution” chapter explores the emerging
dimensions and models of e-Government in the realm of 4IR. The growing
enshrinement of technology in public service delivery is dealt with and a conceptual
framework that can be used as a blueprint in the design of automated public services
especially considering Robotic Process Automation (RPA) is proposed.

Blockchain and smart contracts have emerged as key disruptive technologies in
4IR. Smart contracts are revolutionary and are dubbed to be the next evolutionary
step in contract theory and practice. Chapter “The Disruptive Force of Smart
Contracts” considers the disruptive force of smart contracts specifically relating to
contract theory and general contract practice. The chapter analyzes historical
development of commercial advances and contractual practices, and the develop-
ment of dispute resolution processes to complete a fully autonomous smart contract
ecosystem in commercial and business transactions.

vii



The “Technologizing Infrastructure for Peace in the Context of Fourth Industrial
Revolution” chapter deals with the growing interest and controversy in the appli-
cation of various aspects of technology to peacebuilding. More specifically, the
chapter focuses on technologizing Infrastructure for Peace (I4P) which refers to the
peacebuilding institutional capacity, conflict prevention, and post-war recovery.

One of the foremost concerns of states around the world is the impact of 4IR on
cybersecurity. Thus, cybersecurity policy and governance for 4IR are crucial,
especially in determining how states under international law should govern
cybersecurity globally when faced with the technological disruptions brought about
by 4IR. The “State Cybersecurity Governance in the Fourth Industrial Revolution:
An International Law Perspective” chapter identifies cyberjustice as the desired
foundational normative prescript to manage state cybersecurity governance and
policy interventions.

Although the Fourth Industrial Revolution has the potential to perpetuate
renewed coloniality at the hands of the more developed parts of the Global South, it
has the potential to empower the Global South through decolonisation. Chapter
“Does the Global South Need to Decolonise the Fourth Industrial Revolution?”
gives a comprehensive history of global colonization and describes the extent to
which (economic) coloniality prevails and is being renewed in the Global South.
The ways in which the Global South needs to break coloniality in order to reap the
benefits of the fourth industrial revolution is also argued.

Chapter “Decentralizing Emerging Markets to Prepare for Industry 4.0:
Modernizing Policies and the Role of Higher Education” investigates socioeco-
nomic policies, technological focus, and academic necessities in core competencies
and skills development to prepare emerging markets for the technological disrup-
tion of the Fourth Industrial Revolution.

Social media has become a leading advertising platform for businesses to
leverage market share and yield more significant conversion rates. The “Sell-Bot:
An Intelligent Tool for Advertisement Synthesis on Social Media” chapter presents
how Artificial Intelligence (AI), Machine learning (ML), Big Data, and Natural
Language Processing (NLP) can be exploited for modern advertising.

Chapter “Advancements and Role of Emotion Recognition in the 4th Industrial
Revolution” discusses the importance of emotion recognition and how this tech-
nology, which uses physical and behavioral expressions—such as facial features,
speech features, and their variants—together with Deep Learning (DL), has
emerged as one of the prominent pillars of 4IR. A new Speech Emotion
Recognition (SER) model is also presented as a case study of ER systems.

One of the key advancements in the era of the Fourth Industrial Revolution is
quantum computing, which harnesses quantum mechanical concepts such as
entanglement, superposition, and tunneling to perform computation. Although a
full-scale quantum computer has not yet been realized, Noisy Intermediate-Scale
Quantum (NISQ) computers are already in use. Chapter “Noisy, Intermediate-Scale
Quantum Computing and Industrial Revolution 4.0” explores NISQ as a disruptive
technology of the Fourth Industrial Revolution and introduces a novel
privacy-preserving quantum machine learning scheme.

viii Preface



A new era of systems biology is disruptively emerging, providing holistic
descriptions of biochemical phenomena at the cellular and organismal level.
Metabolomics is an interface between biology, chemistry, chemometrics, statistics,
and computer science that has provided remarkable insights into the mechanisms
that underlie various physiological conditions. Chapter “The Disruptive 4IR in the
Life Sciences: Metabolomics” discusses positively disruptive force of metabo-
lomics and how its momentum and maturation have revolutionized the life sciences.

Augmented Reality (AR) and Virtual Reality (VR) technologies have received
much attention and widespread application. Health care is emerging as one of the
leading candidates for application of these disruptive technologies in the Fourth
Industrial Revolution. Chapter “Virtual and Augmented Reality in Surgery” deals
with the novel applications of AR and VR technologies within the realm of surgery.
The chapter clarifies concepts associated with AR and VR in the context of surgery,
and addresses technological implementation approaches in surgical preoperative
planning and training.

Johannesburg, South Africa Wesley Doorsamy
Babu Sena Paul

Tshilidzi Marwala
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Robotic Process Automation
as a Precursor to e-Government
in the Fourth Industrial Revolution

Kelvin Joseph Bwalya

Abstract A lot of research has been done focusing on adoption of e-Government
by individuals and businesses in the different parts of the world. Despite that being
the case, there is a clear gap in understanding the different nuances of ubiquitous e-
Government especially in the realm of the Fourth Industrial Revolution (4IR) where
automation and intelligence is emphasized. In Africa and other resource-constrained
environments, there is a clear knowledge void with regards to unique challenges
faced when attempting to design and implement contemporary e-Government. The
chapter is anchored on descriptive informetrics as a philosophical orientation. This
orientation enables it to employ a detailed bibliographic analysis of work published
in scholarly and policy outlets. This enables it to ground the discussion using both
formulaic and conceptual definitions of key concepts explored. This chapter is as a
result of continuous research in e-Government that has been going on for the past
decade. This research intended to explore the emerging dimensions of e-Government
in the realm of 4IR. The chapter discusses the emerging model of public service
delivery given the growing enshrinement of 4IR in public service delivery platforms.
Finally, a conceptual framework that can be used as a blueprint in the design of
automated public services especially consideringRobotic ProcessAutomation (RPA)
is proposed. Fundamental concepts leading to the understanding of 4IR, AI and RPA
are adequately explored in the chapter.

Keywords RPA · e-GaaS · Blockchain · Artificial intelligence · Conceptual
framework · 4IR · e-Government
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1 Introduction

Increased adoption of emerging technologies such as Internet of Things (IoT),
blockchain, big data and behavioural/predictive analytics,Artificial Intelligence (AI),
etc., stands to revolutionalise the way government departments do their businesses.
In the context of e-Government, AI emphasises on automatic decision-making, intel-
ligence and connectedness (through mesh networks). In order to achieve automatic
decision-making, robots are used in the different governance information systems.
Designing stable e-Government systems where all the different aspects of emerging
technologies can be appropriately coupled together is a key question in contemporary
e-Government systems.

The original motivation of e-Government has been the desire to utilize tech-
nology in different government business processes. The introduction of technology
was to ensure the achievement of improved efficiencies in the government business
processes which will ultimately translate into effective public service delivery as
a whole. As anticipated at the onset of e-Government, the level of efficiencies in
the public sector delivery platforms will significantly improve in line with future
increase in automation. Automating public services will culminate into increased
access to information by businesses and individuals thereby encouraging service
innovation. The transition towards 4IR-based e-Government will grow the number
of start-up businesses coming in with diverse business innovation thereby sustaining
the changing technical space of the fourth industrial revolution (Engin and Treleaven
2019). The 4IR will facilitate the creation of possibilities for increased competition
among start-ups culminating into heterogeneous technology innovations. For the
public sector, the emerging technologies will enable the integration of digital inno-
vative platforms such as bots and robo-advisors to support decision-making at the
level of civil servants. For instance, the digital agents will be able to access informa-
tion from various places in the governance business value chains using distributed
ledgers and smart contracts in the blockchains.

Around the world, there have been so many movements towards realizing the
massive potential benefits that come with artificial intelligence, process automation
and generally the Fourth Industrial Revolution. SouthAfrica has also jumped onto the
bandwagon by recently ushering in a special committee to drive 4IR interventions.
The 4IR committee aims to find ways of harnessing the different opportunities that
come with the 4IR. Being chaired by the President of the Republic of South Africa,
there is enough political will and resolve to explore the different 4IR opportunities
given the South African context. One of the perceived immediate impact of the work
of this committee will be putting on the table the different opportunities presented by
4IR which can be embedded into the general public service business processes. The
desired scenario will be for citizens and businesses to communicate with machines
and government systems endowed with appreciable levels of automation and intelli-
gence replacing the input of humans. In such a scenario, public services are accessible
anywhere and at any time in a truly ubiquitous sense of the word.
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In order to design context-aware 4IR-based technology solutions endowed with
appreciable degree of automation and intelligence, there is need to clearly understand
the underlying information architecture of the system(s). Understanding the informa-
tion architecture of information systems entails appreciating the workflow models,
systems interfaces and integration frameworks. These aspects are going to be cardinal
towards achieving desired process automation in the fourth industrial revolution. This
chapter aims to explore the different entities that are needed to facilitate automation
in e-Government. Principally, the chapter is enshrined upon the concept of Robotic
Process Automation. The concepts of automation and intelligence are explored from
an informationmanagement perspective. The other key aspect explored in the chapter
is the information cloud architecture that can be considered to guide the design of
e-Government systems capable of facilitating automation in the governance value
chains. The proposed architecture is based on e-Government as a Service (eGaaS). It
is anticipated the proposed architecture will be used as a blueprint in influencing the
conceptualization of context-aware avant-garde technologies that will further open
up public service delivery to increased efficiencies.

This chapter is arranged as follows: the next section presents the background
which lays the context in which this research has been done. The third section looks
at the context of e-Government design in the fourth industrial revolution. In this
regard, concepts such as automation and artificial intelligence are introduced. the
later parts of the chapter explore design of 4IR-based e-Government systems and the
present the concept of e-Government as a Service (e-GaaS). The chapter concludes
by articulating the future works and a snapshot of what has been discussed in the
chapter.

2 Background

Starting with the decentralisation agenda and the Structural Adjustment Programmes
(SAPs) promoted by the Bretton Woods Institutions for implementation in African
countries, there have been quite some changes in the public governance models
in Africa. With the dawn of rapid advances in Information and Communication
Technologies (ICTs) witnessed around the 1990s, many African countries embarked
on the digitisation agenda and finally designing the delivery of public services around
the concept of e-Government. The motivation to implement e-Government by a
majority of African countries was to improve public service delivery, although a
handful were motivated just to keep up with the joneses. In the 2000s, transformation
towards interactive e-Governmentmodels surged.As a result, translating into delivery
of a majority of public services through ICT platforms.

In the last 5 years, many governments have realised that the anticipated benefits
especially with regards to increased efficiencies and reduction in the cost of public
service delivery have not necessarily been realised. It was common knowledge that a
majority of resource-constrained countries were excluded from implementing mean-
ingful e-Government. As a result, many countries have been motivated to design
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e-Government solutions based on technology innovations enshrined on the fourth
industrial revolution. There is a more realistic chance that automation and artificial
intelligence will culminate into reduced cost for delivery of public services and revi-
talise the public service delivery landscape. The implementation of e-Government
in the fourth industrial revolution will revitalise the public governance models used
in developing world countries towards increased accountability and transparency
(through blockchain in e-Government), reduction in cost of public delivery (use of
bots toward increased intelligence and automation), etc.

3 4IR-Based e-Government Design Prospects

E-Government designed upon the principles of the fourth industrial revolution will
culminate into a more integrated public information business processes. Process
integration is a precursor to the automation and intelligence desired in the public
service. The motivation for transcending towards implementation of 4IR-based
technology innovations in the public sector given the perceived benefits cannot be
overemphasized:

1. Traditional governance systems were endowed with persistent problems with
regards to efficiency, effectiveness and appropriateness. Further, tracking of level
of service in the governance value chains cannot be monitored due to lack of
service integration.

2. Mere use of technology and digitisation of public service business processes in
the realm of e-Government has not achieved the anticipated benefits. This has
mostly been due to lack of adequate integration of services.

3. Limited empowered public workforce with relatively low technical skills and
digital literacy.

Design of contemporary public service delivery platforms take into account the
tenets of the fourth industrial revolution. As a result of rapid advances in IoT, the push
towards digitising all business processes in the public sector are no longer a mere
dream but reality. Several governments around the world have introduced advanced
forms of e-Government in their governance value chains to the point of automating
someof themundane processes.Anumber of countries around theworld have jumped
onto the bandwagon of automating public services. These include Canada, South
Korea, Japan, Australia, etc. In the European Union, Estonia is one of the most cited
exemplary reference point for advanced e-Government. Other notable e-Government
projects include the Germany’s Bundesagentur für Arbeit (https://www.arbeitsagent
ur.de/), Singapore’s SingPass single sign-on system (https://www.singpass.gov.sg/),
Korea’s KONEPS online e-procurement system (http://www.pps.go.kr/), etc. Given
increased interest in designing 4IR-based e-Government systems by countries around
the world, there is a clear prospect for innovators and designers to showcase their
innovations. Applied computing scientists need to start thinking of how to interrogate
the different opportunities brought about by automation in the public sector.

https://www.arbeitsagentur.de/
https://www.singpass.gov.sg/
http://www.pps.go.kr/
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With the onset of Fourth Industrial Revolution, contemporary e-Government
demands that there is increased automation in the execution of repetitive or mundane
activities in the different public sector business processes. 4IR will blur the bound-
aries existing between the physical, digital and the biosphere as a result of massive
integration of cyber-physical information systems. When the 4IR is eventually
achieved in different contextual settings, information will be accessed by Artifi-
cial Intelligence (AI) systems integrated into the physical environment. This will
enable applications and digital agents to pervasively access information for intelli-
gent decision-making. The 4IR is an advancement of the Third Industrial Revolution
which focussed on aggressive use of ICTs to automate production. The 4IR contends
that digital agents or robots (bots) can now be integrated into heterogeneous business
processes and contexts allowing them tomake intelligent decisions to the potential of
complementing or replacing the input of human beings altogether. This automation
needs to be intelligent so that the automatic information management processes are
close as possible to mimicking a human being. In order to achieve this, the following
is critical:

1. Appropriatemachine-to-machine applications where e-Government applications
automatically interpret information from different integrated databases to make
informed decisions;

2. Integrated open systems with identical or closely-identical data marshalling
standards for communication and interpretation of available data (Predictive
analytics);

3. Machines and systems optimally trainedwith local data sets. Thesemachines and
systems need to be designed in such a way that they learn by analysing recurring
traits in data;

4. Machines and systems able to analyse huge sets of data from multi-dimensional
perspectives whether it be structured or non-structured (Big Data analytics).

5. Machines and systems endowedwith necessary business rules and public policies
in order to make informed intelligent decisions.

The above context depicting the principles that should guide the design of the
intelligent automatic business programmes in the context of e-Government is shown
in Fig. 1.

Figure 1 shows the modules required to achieve automation in the context of
e-Government. Only high-level modules are shown as details can be obtained from

Training for Intelligence

Deep learning
K-means clustering

National Language Processing
Bayesian networks 

Support Vector Mchines, etc.

Application and business processes 1

Application and business processes 3

Application and business processes n

Application and business processes 2

Automation
(RPA)

Contextual Setting

Business rules
Tech platforms

SLAs

Fig. 1 Contextualising automation in e-Government (author’s own concept)
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reference works. The e-Government platforms are designed with due reference to the
context in which they are going to be deployed. Both structured and unstructured data
depicting the business levels, service level agreements (SLAs), etc., are utilized in
training of the technology innovations. Common machine learning algorithms such
as deep learning, Bayesian networks, etc. can be used depending on the context. After
training, some level of intelligence is attained al-lowing automation using Robotic
Process Automation (RPA, discussed below) can be achieved. The different types of
automation are applied in the different business processes.

In order for e-Government to reach its anticipated potential in the era of 4IR, its
designs have to be data-centric. In the contemporary world, each individual interacts
with a lot of entities out ofwhich data is formed for each of those interactions. Further,
the lifetime of human beings culminates into a data profile which is largely unique
from one person to another. In order to have automatic and intelligent decision-
making in governance value chains, e-Government systems will have to be able to
process huge quantities and large dimensions of both structured and unstructured data
(Big Data). The phrase “Data is the new oil” puts a lot of emphasis on the importance
of data with regards to enriching competitiveness in any given setup. Access to
data means that right decisions can be made and a number of opportunities can be
unlocked. It is against this background that this research posits that having automation
come onto the bandwagon in making data available to humans and applications in
the e-Government context promotes universal innovation in the public sector.

The rapid adoption of 4IR in e-Government platforms will culminate into real-
ization of the concept of Open Government which is based on open processes, open
applications, open data and open public services. The implementation of 4IR-based
e-Government will open ways for realization of Open Government which borders on
enhancing transparency, integrity and accountability in the public governance value
chains. The level of interaction between human beings and government digital agents
will be more interactive as there will be more automation of mundane tasks executed
by the agent (Vesnic-Alujevic et al. 2019). Human beings will not have to wait to
visit a government office before accessing a service as they can do that ubiquitously
at almost the same level of engagement. Open Data and Open Government have been
hot topics for over a decade now yet governments have not opened up not even 20%
of their data and processes. For corruption-prone environments such as in Africa,
Open Data will have positive effect on corruption by bringing about transparency
and accountability in the governance processes. Open governance is hinged on two
major pillars:

• Opening up of governance processes and encouraging a collaborative governance
model where citizens are included in the governance process (policy-making,
decision-making, etc.); and

• Implementing governance on open interoperable platforms where information
from heterogeneous devices can easily be managed.

Given the fourth industrial revolution, there is a clear orientation towards innova-
tive and Open Government and the concept of user-centricity where citizens’ access
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to public services is a right.WithOpenGovernment, the citizen and the public institu-
tionswork in a collaborativemanner allowing citizens to bemore involved in different
aspect of governance (Vesnic-Alujevic et al. 2019). Therefore, Open Government
advocates for the transformation of the role of the citizens from that of being passive
participants or spectators to that of active agents. The expectation is that the active
agents will be consulted at all phases of the policy, decision-making processes and
the design of the public sector administrative infrastructure. The engagement of citi-
zens as active agents brings them to the center of the innovation value chains. It is
worth noting that collaborative innovation is one of the key attributes of the fourth
industrial revolution.

Realizing the benefits of e-Government in the 4IR will need careful design and
implementation strategies underpinned by systems thinking and stepwise approach.
Further, there will be need for careful technology and digital literacy skills educa-
tion so that individuals and organizations are capacitated with appropriate skills to
harness the digital opportunities (Mir Ali 2013). The irony about ignoring this need
is that there could be massive digital exclusion of a critical mass of the population
thus miss-ing out on innovative and digital opportunities that can be explored. The
4IR implementation in public governance will mean that pervasive access to public
services will culminate into mobile workspaces for government workers. This means
that public officials will have the opportunity to work at anywhere at any time as
long as they have access to the Internet (Adobe 2015).

In the context of this chapter, the Fourth Industrial Revolution points to the inte-
gration of automatic business processes in the public sector business processes and
intelligence achieved through the adoption and use of various artificial intelligence
technologies. Although automation and artificial intelligence have been around for
centuries now, the 4IR presents an industrial paradigm where these two are used in
large proportions thereby bringing the notion that human beings may eventually be
re-placed in different business processes. Therefore, it is clear that the key tenets of
the fourth industrial revolution in the realm of e-Government has much to do with
automation and artificial intelligence.

4 Automation in the Governance Processes

Understanding the basic principles that underpin automation in governance systems
is cardinal to understanding e-Government systems in the fourth industrial revo-
lution (4IR). One of the key requirements in the design of automate governance
platforms is the need to understand the information architecture and the workflow
processes involved in information exchange between different government units.
The anticipated start-point is that the different government information systems
need to be integrated in order for them to share information. For this to happen,
e-Government designers need to have clear understanding of the different integra-
tion and interoperability frameworks that are used to connect information systems.
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Many governments around the world have implemented e-Government interoper-
ability frameworks (eGIF). Mir Ali (2013) investigated the effectiveness of office
automation system with regards to whether it translated into increased efficiencies,
timeliness and accuracy aswell as improveddecision-making. The results of the study
indicated that there is significant increase in levels of efficiency when automation
is integrated in the public sector business processes. Although this study indicated
substantial increase in efficiency, there is undoubted inventory of cases accentuating
the positive role that automation plays in the contemporary information management
environments (Mir Ali 2013).

Designing automated business processes starts from understanding the key terms
and entities that go into automation. First, automation does not necessarily mean that
human beings are kicked out from (Sheridan and Parasuraman 2000). It means that
the emerging technology interventions need to be designed in such a way that they
complement the efforts of human beings and not replace them completely. Second,
automation in environments which followed traditional governance models should
be done in a stepwise approach. This means re-engineering of business processes
need not be done at once but in stages. Some of the key to be considered included
the following:

• Repetitive processes—by training machines and digital agents using correct data,
repetitive processes can be fully automated and decisions made with high degree
of precision.

• Intelligent automation—entails that digital agents are able to simultaneously
analyse huge sets of data, identify patterns andmake informed intelligent decisions
without the need for input from a human being.

• Business processmodelling—dismantling of a business process in order to clearly
understand what activities are embedded therein in order to make decisions
whether they can be automated or not.

In order to achieve automation certain requirements have to be met. Automation
requires requisite planning in terms of re-engineering of government processes. The
level of automation in an information-intensive system such as an e-Government
system is dependent upon the ability of the system to manage information through
a given information lifecycle. The information lifecycle details the capability of
a system to collect (capture), do information representation (data visualisation),
analyse, interpret, act or share information.

The Sheridan Framework articulates the different nuances of automation degrees
in different contexts. The framework indirectly posits that automation needs to be
approached with a stepwise mind framework where not all business processes in
the public sector need to be automated at once. During the maturity life-cycle of
automation, there needs to be incremental levels of control between computers/digital
agents or robots and human beings. Thus, 4IR-based e-Government systems need
to be designed in such a way that they are complementary with traditional e-
Government systems where human beings and machines are used complementary
(Smith et al. 2010). In order to achieve automation, different Automated Decision
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Making Systems (ADMSs) are used. ADMSs are grounded upon the following type
of technologies:

• Workflow applications (software programmes for information-intensive inter-
connected processes);

• Rule engines (technologies that execute conditional statements in a bid to observe
the business rules in an environment);

• Intelligent systems (systems that search and perceive conditions, learn and act
intelligently in decision-making);

• Enterprise systems (systems for connecting and managing information flows or
transaction processeswithin the organisations (Sheshasaayee andBhargavi 2017).

These are advanced intranet systems with a wider functionality for connecting
the different units of the organisation into one information space to guide decision-
making); industry-specific packages (technology packages designed for a specific
industry for guiding the automation of the different business processes); statistical
or numerical algorithms (focussing on management of quantitative data within the
automated information spaces); etc.

With increased need for automation in the public services, Business Process
as a Service (BPaaS) will become an unavoidable requirement for innovative e-
Government systems. BPaaS is an architectural arrangement where the data for a
given business process is stored in the cloud so that it can be accessed pervasively by
the different agents of the business. BPaaS allows most of the data and information
needed in the business processes to be stored in the cloud so it can fuel automation
and intelligence in the public sector. BPaaS further allow the organisation to concen-
trate on their core business whilst utilising third-experts in supportive aspects of the
business such asmarket analysis, supply chain, etc. The BPaaS allows an opportunity
for rapid introduction of technology in the business processes replacing the legacy
information systems towards an absolute agile environment where technological
innovation can easily be introduced in the business.

One of the key issues that need to be addressed towards automation of public
services is the integration of systems in the governance business process. Integration
entails that the different systems in the public service value chains are connected
and are interoperable thereby able to share information, applications and able to
simultaneously access distributed databases.

It is anticipated that AI and automation coupled with the envisaged 5G technology
will have significant effect on how information ismanaged in the public sector. There-
fore, it is anticipated that e-Government will slowly transcend into automation of
mundane tasks. It is worth noting that with the increasing level of automation, the role
of a human being (operator) will slowly diminish and the computer system/robotic
agents become to occupy a more pronounced role in decision-making and takes all
the necessary discretionary actions (Smith et al. 2010).

Although a lot of ground has been covered with regards to the development of
capabilities for digital agents in the automation lifecycle, it is important automation
in the e-Government environments be guided by a complemented set of capabilities
of bots and human beings. In order to design a strategy for automation, one needs



10 K. J. Bwalya

to understand the levels of automation anticipated. The scale of degrees of automa-
tion can be seen in Sheridan (1992; 358). Automating service delivery platforms
in the public sector have been informed by the Sheridan Automation Framework
(Parasuraman et al. 2000; Smith et al. 2010). PwC estimates that automation will
not be achieved in one step but will follow a stepwise process passing through three
different waves:

• First wave: will be about algorithmic transformation where automation will only
target simple computational tasks and analysis of structured data;

• Second wave: will be an augmentation one ushering in a paradigm for dynamic
interaction with technology to improve efficiency in clerical duties; and

• Third wave: is a pure autonomous one culminating into automation of physical
labor and problem-solving in real-world environments.

In the context of this chapter, automation may involve the use of various control
systems for operating machines or the use of digital agents so as to minimise input
of human beings in a business process. In the contemporary edge, at the pinnacle of
business process automation is the concept of Robotic Process Automation (RPA).
The following section discusses RPA in depth, as applied in e-Government systems.

5 Robotic Process Automation

Robotic process automation (RPA) is a new concept that is being aggressively
utilised in the fourth industrial revolution. RPA makes use of software robots (bots)
that use rule-based reasoning (RBR) to automate transactional processes thereby
mimicking typical reactions by human beings. RPA entails employing software
agents to do work that was previously done by people. Digital agents are trained
using advanced machine learning algorithms, pattern recognition, natural language
processing, neural networks (deep learning), etc., are able to mimic the likely
behaviour of a human being in a given situation (Adobe 2015). RPAwill enablework-
flow automation in the business processes of the public sector business processes.
Workflow automation for repetitive tasks prone to human error such as collecting
basic patients’ information (such as age, patient name,weight, etc.) ormedical history
can be done by digital agents thereby increasing efficiency inmanaging patient infor-
mation. It is important to note that RPA allows the design of systems and applica-
tions that are able to meet enterprise IT agility needs such as auditability, scalability,
security, change management, etc.

In order to implement RPA, it is important to clearly understand the type of
activities that can be executed using RPA. Such activities are repetitive in nature,
involve data manipulations and are generally data intensive, electronically executed,
have high error rate, involve reconciliations, etc. It is worth noting that the cost for
the utilisation of RPAs in public service business processes is relatively lower than
usingpermanent employees or outsources human resources. Further,with advances in
technology, it is becoming increasing clear that robots at the centre of automation are
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easy to train and give relatively higher degrees of automation. Therefore, bots make
fewer errors, fair judgement and do not involve emotions as they make decisions.
Ultimately, the cost of public services is significantly reduced (Adobe 2015).

Envisaged automation in e-Government in the realm of RPA can be achieved
owing to unique features of RPA. Application based on RPA are easy to design as
RPA uses drag-and-drop designs and therefore does not require extensive program-
ming skills as required in many business re-engineering processes; is non-invasive
i.e. can be designed to sit on top of already-existing systems (the invasiveness allows
new application designs to access business logic and data layers in the different layers
of the existing IT architecture stack (Lacity and Willcocks 2016). Another poten-
tial espoused by automation is the use of RPA in healthcare diagnosis and disease
management. The digital agents are able to search through cloud-based platforms to
obtain historical medical information that can be used to inform the current or future
medicines to be given to the patient.

Automation will be achieved in different domains of the public sector with careful
implementation of RPA-based technology innovations. The prospects for automation
in the health care will culminate into improved efficiencies and increased capabili-
ties in the treatment of ailments that humans find too complicated. This is because
robots are able to reach complicated and intricate contours of the human beings
thereby performing complicated medical procedures. The public sector can take
advantage of the opportunity to utilise RPA in delivering a myriad of public service
scenarios. Several public services will potentially be automated in the near future.
Typical public services include transactions for applying for services offered by
government agencies such as passports, Identity Documents (IDs), social benefits
(walefare), drivers’ licences, motor vehicle registration, medi-care cards, voters’
cards, customs security checks, payment for services, etc. Such type of services
forms a mundane set of repetitive activities which can easily be automated in the
realm of e-Government (Adobe 2015). Other potential areas where automation can
be implemented include: Anti-fraud checks, credit checks, permit applications, crime
reporting, claims processing, case management, medical diagnostics, student finance
management, tax calculations, license applications processing, etc.

6 Automation Potential in the South African Public Sector

There are some steps towards automation in the public sector of South Africa. For
example, the department of e-Government in Gauteng has been mandated to coordi-
nate the integration of back-end processes. The integration of back-end processes is a
precursor to automating the public sector. It cannot be overemphasised that automa-
tion promises cost savings, a general improvement in the efficiency and effective-
ness of public services, and improvement in revenue collection. These opportunities
brought about by automating public services can be missed if not designed carefully.

The Province of Gauteng is leading the country in as far as advancing the public
service delivery. E-Government and eventual automation of the services have been
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identified as key drivers for bringing intelligence and efficiency in the public service
delivery domains. One of the first key strides towards achieving this goal was the
automation of self-service for suppliers where they could do self-registration in the
database of suppliers. This self-registration is based on the automation of the Source-
to-Pay (S2P) processes. S2P processes are conceptualised and based on the Oracle
Procurement Cloud. The S2P integrates all the players and events involved in the
procurement process into one information space. The different events in the process
are executed automatically.Another key intervention inGautenghas been the erection
of the multi-billion rand Gauteng Broadband Network (GBN) which is poised to
transform Gauteng government into a smart establishment. One of the key focuses
of the GBN is to achieve connectedness of the government information systems
which will enable different government platforms to share information in real-time.
Having the GBN fully implemented will culminate into increased innovations in the
governance value chains.

A good example of automation in the South African context is the implementation
of e-filing system by the South African Revenue Service (SARS)—the system is
working relatively well and individuals are now able to file tax returns online. It is
expected that, in the long run, this system will culminate into massive savings on
the part of the government (increased efficiencies, reduced workforce for processing
returns, reduced cost, etc.) and individuals (elimination of notorious long queues at
the revenueoffices, time savings, convenience, etc.).Gathering aggregate information
through the e-Filing system makes it possible for deeper economic trend analysis to
be done on a tax payers and therefore give an indication of the performance of the
economy. The only obvious downside to the implementation of the e-Filing system
is that there is a possibility that the huge information gathered through the system
may be susceptible to privacy and data protection issues.

At various border controls in South Africa, biometric systems are being imple-
mented using a phased-approach. These systems enable the information of individ-
uals crossing the border controls to be checked against various databases to enable on-
spot identification. In government information systems, there are a number of poten-
tial database interface connections that could be created: the Interpol database, home
affairs database (police, crimeprevention, etc.), bank database systems, etc. Checking
individual information obtained against these databases would enable border offi-
cials to immediately identify individuals whowould pose potential threats to national
security. It is anticipated that the integration of different disparate database systems,
for instance on a cloud infrastructure, to form one information space will culminate
into the formation of a highly capable integrated government information system
which be able to execute a great deal of automated tasks.
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7 Regulatory Environment and Digital Leadership
in e-Government

The adoption of robots or digital agents in the public sector business processes
is currently being monitored the world over. The monitoring is important because
it gives an opportunity to understand the level of digitisation of public services
throughout the world. Intelligent agents and robotics (bots) can be adopted into the
different public business processes if there is a clear understand of what potential can
beunlockedonce implemented carefully. Thismeans that careful understandingoffit-
for-purpose need to be understood first before robots or intelligent agents are adopted.
South Korea has arguably the best robot density ratio in its industry including the
government South Korea is the global leader in innovation as it leads on the global
Automation Readiness Index (http://www.automationreadiness.eiu.com/static/dow
nload/PDF.pdf). South Korea has invested a lot in terms of developing capacity
in technology innovation, implementation and leadership over the years given the
dedicated by the government and leading tech companies such as LG and Samsung
Electronics.

Countries intending to jump onto the bandwagon with regards to accessing the
different opportunities that comewith 4IRwill have to ensure that they have requisite
policy encouraging the enshrining of 5G into the economy. Desired automation and
intelligence cannot be achieved and sustained if there is no adequate legal, institu-
tional, regulatory and policy framework. As the information landscape changes, it is
important that the different frameworks guiding its management change in tandem
with the changing technology environment. This means that in order for requisite
innovation to be achieved in any public sector arrangement, it is important that there
is agile policy resume which can take a dynamic nature throughout its implemen-
tation cycle. In the fourth industrial revolution, an entrepreneurial mind is needed
to drive innovation and service/product innovation. There is need for policies and
leadership that is going to promote the entrepreneurship at all levels of the socio-
economic establishment. In a highly-connected and integrated world, more people
are able to easily share ideas for consolidation into intelligent offerings. This means
that innovative ideas will have a shorter lifespan as new ideas keep popping up every
time (WEF 2019).

Requisite leadership is one of the key requirements for the revitalisation of public
governance in any given context. In the contemporary e-Government environment,
adaptive leadership is a must. Adaptive leadership enables individuals who are high
innovative, agile and open to new ideas with a flexible mind allowing them to aggres-
sively explore emerging themes in e-Government. Adaptive leaders will employ a
people-centred approach in the design of intervention and responses to the fourth
industrial revolution. Innovative leaders in this space will aim for creating data
economies that will open the vast amounts of opportunities brought about by imple-
menting the key principles of the fourth industrial revolution. With a clear political
will and leadership capacity, SouthAfrica stands on a fertile ground to launch aggres-
sive programmes for stepwise exploration of 4IR implementation in the public sector.

http://www.automationreadiness.eiu.com/static/download/PDF.pdf
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The existence of a requisite institutional, legal and regulatory frameworks coupled
with a willing government to introduce innovation in the public sector governance
systems presents a good opportunity for the implementation of automation in the
South Africa’s public sector.

8 Integration of e-Government Systems

Contemporary e-Government cannot be considered as a single entity but as a multi-
faceted phenomenon that demands amalgamation of different concepts in order to
achieve its purpose in its entirety. For example, need for intelligent transport systems
in the realm of smart cities, integrated medical and health management systems
(provision historical data for management of diseases, etc.). Integration is important
for making a broader governance digital eco-system where all the heterogeneous
government departments and systems are integrated. With a key focus on connect-
edness demanded by the fourth industrial revolution, the need contextual integra-
tion paradigms cannot be overemphasised. Connectivity will drive innovations as
more information will be easily shared in information networks. In the fourth indus-
trial revolution, innovation will be encouraged by a variety of enabling technology
platforms such as the following:

• The emergence of enabling technologies like the Internet of Things (IoT)
will enable drag-and-drop design consoles to be integrated into the core of
design bureaus thereby replacing the traditional objected-oriented programming
modules. The need for programming skills in such an environment will be wiped
away culminating into increased participation into design attempts.

• Within environments where network infrastructures are enshrined upon the IoT
and IPv6, the concept of Self-Sovereign Identity (SVI) enables any entity in the
environment will be given an IP address. This will enable all the entities in the
environment to be given an identity and therefore connected. When entities are
connected objects, sharing information among them can easily be achieved.

• Application Programming Interfaces (APIs) and suitable integration platforms
will make government organisations share data and information easily and
effectively.

The fourth industrial revolution entails that e-Government will be designed in
such a way that it will have the following attributes:

(a) Flexible information architecture; and
(b) Designed upon the cloud and fog computingmodels. E-Government as a Service

(e-GaaS) espoused upon the cloud computingmodel enabling ubiquitous access
to public services. The e-GaaS is designed in such a way that the major e-
Government infrastructure is espoused the cloud computing model.

Important issues to be considered in order to achieve complete pervasive
computing will be digital profiling, were citizens will have digital identity cards,
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passports, etc. Digital profiling will be achieved by ensuring that every citizen has a
digital identity (made possible by the emergence of IoTs). These emerging technolo-
gies will be embedded with chips which collect information and updates information
stored in the government’s public or private clouds. The future is already being set
by Russia leading the pack towards introducing digital passports by 2022.

Deployment of any technology innovation in the public sector begins from under-
standing the informational architecture of the business. The architecture is correctly
understood by first understanding the synthesis of the underlying business process.
For example, Building InformationModeling (BIM) has been used to create physical
models of information systems (Conradie 2009).

9 Design of 4IR-Based e-Government Systems

The fourth industrial revolution brings about plethora of opportunities. This is
because the 4IR enables digital, physical and biological connectedness (WEF
2017). Given that a lot of citizen innovation happens on mobile platforms, there
is need to investigate potential inculcation of semantic Web (Web 3.0) onto e-
Government design (Mir Ali (2013). In the fourth industrial revolution, desired
e-Government applications should allow innovation at the demand side of public
services. Consumers of public services need to be given an opportunity to inculcate
their contextual characteristics into the e-Government modules (Singh 7 Chandel
2014). With the aggregation of heterogeneous technologies such as grid distributed
computing, service-oriented computation, and parallel computing, cloud computing
is a potential technological orientation that can go a long way in the design of
contemporary e-Government applications (Patil et al. 2017).

Cloud computing is implemented to achieve on-demand self-service, broadband
network access, rapid scaling and elasticity, resource pooling, and a dedicated service.
These characteristics, for example resource pooling, allows e-Government to use
the cloud computing model to have public services be accessed by heterogeneous
devices and applications simultaneously (Singh 7 Chandel 2014). The use of cloud
computing is the root for realising e-Government as a Service (e-GaaS). The use of e-
GaaS reduces the cost of data storage in the e-Government environment. A number of
countries are already taking advantage of cloud computing to come up with different
contextual versions of e-GaaP. The following are some of the examples:

• Singapore has implemented a private government cloud (G-Cloud). This cloud
platform provides the storage console for all e-Government data and enforces the
different business rules with regards to public service delivery and data access.
The G-Cloud is also embedded with the Basic Assurance Zone which is shared
with public cloud users (Patil et al. 2017).

• Japan has the Kasumigaseki Cloud which provide a platform for data
storage, information sharing, systems integration, resource sharing (including
IT programmes and infrastructure) and therefore consolidate the government



16 K. J. Bwalya

services. the Kasumigaseki Cloud is a bid distributed computing infrastructure
focussing on both information and application integration. The idea behind putting
in place such an infrastructure is that information systems and applications will
be integrated so that they can share data and realise the goal of automation of
public services (Patil et al. 2017)., etc.

Successful implementation of cloud computing in e-Government environments
will enable an improved access to information by citizens and business for decision-
making. This chapter proposes an information architecture that can be used in
conceptualising physical e-Government designs based on the e-GaaSmodel. Figure 2
shows the proposed conceptual model for e-GaaS which can be implemented to take
advantage of the opportunities brought about by the fourth industrial revolution.

In Fig. 2, amalgamation of different technology modules culminated into an inte-
grated e-Government information system based on the cloud (e-GaaS). The first
module represents the macros which basically carry out the scripting functionality
in the business processes. Macros are important in the recording of transactions in
the e-Government environment—for purposes of audit trail. The macros record the
process state at any given time in the business process. The second module is the
Software Development Kit (SDK) which are a set of support kit that offers IT devel-
opment community the capability to build RPAs according to the context in which
they operate. The SDK allows experienced programmers to build single robots based
on their knowledge with pre-requirements, best practice, methodology, etc. The third
module is the cloud computing space which store information or application states at
any time in the business process. The cloud configuration allows other functionalities
of the e-Government system to access information ubiquitously. The fourth module

Fig. 2 e-GaaS integrated modules (author’s own concept)
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is the RPA which is connected to the SDK, the macros, the artificial intelligence
console as well as the blockchain console. RPA allows e-Government systems to
achieve automation and a level of intelligence thereby complementing or replacing
the human being in repetitive mundane tasks.

The fifth and sixth consoles are the AI and blockchain consoles, respectively. The
artificial intelligence console has different component in order to coordinate actions
and achieve an acceptable level of intelligence. The intelligent agents are able to
simultaneously analyse multi-dimensional structured or unstructured data (bid data)
and utilising predictive analytics to advise digital agents of future scenarios. The
robo-advisers render advice to civil servants interacting with e-Government plat-
forms or autonomously execute business processes without the intervention of a
human being. In order to achieve intelligence in e-Government environments, it is
important that appropriate policies are in place supporting digital innovations. There
should also be requisite IoT infrastructure to support e-GaaS. The blockchain console
uses distributed ledger technology and smart contracts to ensure that information is
adequately shared among the stakeholders in the e-GaaS environment to promote
efficiency, accountability and transparency. Government departments are now tran-
scending towards Social, Mobile, Analytics and Cloud (SMAC) integration which
brings about all the entities in one information space. SMAC is used tomake available
to users simplified services and user experiences.

10 Future Prospects

There are a lot of opportunities that can be unlocked by designing e-Government
applications with reference to the key tenets of the fourth industrial revolution. In
order to amass these opportunities, it is important that public organisations be ready
to re-engineer their business processes towards having in place more agile processes.
Putting in more scalable business processes which can be redesigned anytime given
the dynamic changes in business process reconfiguration given short lifecycle of
technological innovations.

Future models of automation and intelligence in the ambit of e-Government will
include e-Voting systems (vote casting, automatic counting, and declaration of results
of the poll), permit allocation and administration at the Home Affairs—individuals
upload their photos and other information in online systems and digital agents check
against requirements and quickly make decisions on allocation of permits (residence
permits, passports, identity documents, etc.), etc.
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11 Conclusions

There are many opportunities that public organisations can take advantage of in the
fourth industrial revolution. Because progressive 4IR-based information systems are
being developed with reference to robotic process automation, many technology
vendors have come up with diverse RPA software solutions that public organisations
can take advantage of and customise according to their unique contexts. Agility
is a key requirement in 4IR-based information systems. 4IR-based e-Government
systems enable automation and intelligence to be achieved in the public governance
value chains better than what a human being can do. The ability of digital agents or
bots to analyse huge sets of information in a relatively short period of time is a huge
advantage towards automation and intelligence.
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The Disruptive Force of Smart Contracts

Michele M. van Eck

Abstract The fourth industrial revolution hints at technological advances that could
disrupt entire industries. Already glimpses of the disruptive force can be seen with
the advent of technologies such as cryptocurrencies, blockchain, adaptive and predic-
tive algorithms and the use of big data. The smart contract has emerged from these
technological advances as a sophisticated self-executing computer program with the
capability of automatically adapting itself throughout the contract life cycle to achieve
the contractual objectives of the parties. Smart contracts are fully autonomous, self-
evolving and dynamic processes in the formation, interpretation and management of
contracts. Smart contracts could also remove the need for trusted third party inter-
mediaries in commercial transactions, and thereby fundamentally alter the tradi-
tional approach to contract theory, practices and dispute resolution processes. Smart
contracts will likely be incorporated into commercial transactions in someway, shape
or form but the extent of such integration remains uncertain. This new paradigm of
contractual theory and practice certainty will bring about different challenges and
opportunities as the legal and commercial world grapples with the ethical and philo-
sophical issues of controlling a contracting system that, at its core, is intended to
liberate transactions from central control.

Keywords Fourth industrial revolution · Disruptive force · Smart contracts ·
Online dispute resolution processes · Technology

1 Introduction

The legal system, for the most part, has been described as a slow and somewhat
tedious process in the administration of justice in the fields of business and commerce.
Even in the literary classic of Henry VI, Shakespeare uses satire and rhetoric by
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stating that “[t]he first thing we do, [is] kill all the lawyers” (Henry VI, Part 2, Act
IV, Scene 2). This does not point to literal murder but rather is a plea for a different
approach to the law and more efficient systems, processes and ways of doing things.

The law is heavily steeped in tradition and is almost proud of its heritage and
dependence on precedence. This exact process has provided the necessary stability
to foster growth, development and eventual maturity in commercial and contractual
engagements from the height of legal thought in the Pax Romana, through the Age of
Reason and, finally, to the present day. However, a few occasions may be pinpointed
in history that have firmly taken hold of the rudder of progress and steered the legal
system, thoughts and approaches into a new course of development. Examples are
to be found in the codification of the Roman law in the Twelve Tables in 450 BC
(Goodman 1995: 131; Thomas et al. 2000: 26) as well as the modern codification of
the civilian legal systems in Europe during the nineteenth and twentieth centuries,
which charge was led by the FrenchCode Civil of 1804 and the GermanBürgerliches
Gesetzbuch of 1900.

At the dawn of digitalization and the third industrial revolution the plea for more
efficient and accessible legal systems, processes and ways of doing things became
more prominent through advanced global communication capabilities that called
for a breakaway from the old traditional manners of communication (which still is
popularized by themodern Plain Languagemovement) and international commercial
engagements. The disruptive force of further change has been felt in new business
models such as Airbnb, Uber and the like that have taken hold of the commercial
world with radically-transformed businesses and commercial structures, and have
left the established giants of industry scrambling for financial survival and relevance
in the new digitized world of commerce.

Society finds itself again approaching the precipice of change as the develop-
ments of human interaction with technological advances threaten to disrupt the very
convention upon which the old and established traditions are founded, and now
demand new models and approaches altogether. Existing structures continue to rein-
vent themselves as a new wake of technological developments, such as blockchain,
cryptocurrencies, artificial intelligence, adaptive and predictive algorithms and big
data, challenge the traditional conventions of business and commercial transactions.
Flowing from these advances, the advent of what has been called the “smart contract”
has brought about the possibility of contracting in a way never before imagined.
Contracts traditionally have been concluded either tacitly, verbally or in writing (and
only recently digitally), and in their very nature have been reactional to the needs and
requirements of the contracting parties. Smart contracts have the potential of being
proactive in nature with the capability of monitoring compliance of obligations and
adapting to the needs of the contracting parties in real time.

The potential of these technological advances is but a glimpse of the imminent
fourth industrial revolution in which some predict an extinction-level event for the
classical model of contract theory and practice. The disruptive force on contracts
could be revolutionary and possibly could be the next evolutionary step in contract
theory and practice. This chapter considers the disruptive force of smart contracts
specifically relating to the SouthAfrican contract theory and general contract practice
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by considering (i) the close link between the historical development of commercial
advances and contractual practices; (ii) the functioning of the self-driving smart
contract; (iii) the constraints, developments and opportunities of smart contracts; (iv)
new skills and knowledge that would be acquired; and (v) the development of dispute
resolution processes to complete a fully autonomous smart contract ecosystem in
commercial and business transactions.

2 Commercial Advances and Contractual Practices

“The law of contract is of fundamental importance in the modern world, because it is
woven into and is inseparable from every form of economic activity” (Christie et al.
2011: 1). The complexity and development of commercial structures and contract law
have been, and continue to be, interlinked, as contract theory and practice develop
in-step with that of commercial transactional requirements (Savelyev 2016: 7).

Commercial transactions of the most primitive of societal and commercial struc-
tures were concomitant to honor-based contracting, religious oaths and the use of
the bartering system. Initially, little differentiated the law and religion (Thomas et al.
2000: 26), and society’s belief system had a significant impact on the way in which
parties commercially interacted with one another. There also was a heavy reliance on
the bartering system for commercial transactions, which required little trust between
the contracting parties as it allowed for the immediate exchange of something of value
for another thing of similar value. The complexity of contract law at the time was
in-step with such bartering commercial transactions which required the immediate
exchange of value.

The first real sophistication in commercial and economic activity was seen with
the advent of what one may call future promises. In this structure goods and services
were provided on the strength of a promise of future payment, and vice versa. As
there was no immediate exchange of value, transactions required contracting parties
to trust that the agreement would be performed as promised. Contract theory again
developed to cater for the enforcement of such future promises. However, agreements
generally existed in the form of pacts or pacta in which parties had to trust that the
agreement would be performed (Buckler 1985: 5). The Romans later recognized
specific categories of contracts, being real contracts (contractus re); verbal contracts
(contractus verbis); written contracts (contractus litteris); and consensual contracts
(contractus ex consensu) (Thomas et al. 2000: 217; Justinian’s Digest 1985: 44.7.1.1;
Justinian’s Institutes 18893.8.2; Gaius 1904: 3.89). The verbal contract was the most
popular (likely due to the illiteracy in society; seeMaine 1906: 302) and generallywas
based on forms of verbal exchanges clothed in ceremony and formalities that often
included the use of specific predetermined words that formed a valid contract. The
exchange was based on trust that the contracting parties were honor-bound to fulfil
their promises. A typical example was that of the stipulatio in Roman law. Although
the popularity of verbal contracts prevailed during this time, there was a gradual
increase in written documents in order to record the agreements and create some
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level of legal certainty regarding the terms of the commercial transaction. A typical
example of a written contract was found in a ledger system in which the creditor
would record the financial transactions and the ledger would constitute proof of the
debts of a debtor (Thomas et al. 2000: 262; Gaius 1904: 3.129–131).

The late twentieth century flowing into the twenty-first century signaled the start of
the digital age which brought different, faster and more efficient ways of transacting.
Notwithstanding the differentmanners of executing transactions, commercial activity
remained based on the fulfilment of future promises. This period of history brought
about the Internet, digital commerce and, in particular, e-mail exchanges, which
birthed new branches of law, such as telecommunications law, cyber law and data
protection law. These additions to the legal framework also recognized digital forms
of contracts, and legal rules were developed to regulate the global digitalized world
of commerce.

However, it was only in 2002 that SouthAfrica officially recognized datamessages
as a form of contractual engagement through legislative intervention in the Electronic
Communications and Transactions Act (ECTA). The purpose of the ECTA, among
other things, was to “provide for the facilitation and regulation of electronic commu-
nications and transactions; to provide for the development of a national e-strategy for
the Republic; to promote universal access to electronic communications and transac-
tions and the use of electronic transaction[s]”. The ECTA steered South African law
into recognizing not only tacit, verbal and written contracts but also the validity of
digital contracts (Sections 11 and 22 of the ECTA), as well as electronic signatures
(Sections 12 and 13 of the ECTA and the Supreme Court of Appeal case of Spring
Forest Trading v Wilberry). From digital contracts stemmed further development in
specific forms of contractual rules in respect of online trading and subcategories,
such as clickwrap contracts (terms being accepted by clicking on an acceptance
button) and browsewrap contracts (terms being binding by merely having such terms
displayed on a website) (Koornhof 2012: 44–46). Despite the digital nature of such
contracts, they often were not fully digitized and many contracts required ancil-
lary paper work to execute, perform and monitor the performance of contractual
obligations (Savelyev 2016: 12).

Contracts have developed throughout history and continue to be reactional in
nature, being focused on ensuring that the innocent party has the necessary remedial
action to enforce contractual promises (Caruso 2018: 1795). Traditional contract
law primarily is focused on ensuring that there are remedial actions available to the
contracting parties, and is aimed at resolving disputes in respect of ex post perfor-
mance and not that of ex ante performance (Werbach et al. 2017: 318). Further
technological advances in blockchain and consequentially smart contracts focus on
the ex ante performance and have the potential of ensuring that the performance
of contractual promises essentially is guaranteed. Thereby, smart contracts would
have the ability of removing the trust requirement between the contractual parties
for future promises (Caruso 2018: 1795).

This technology has the potential of disrupting the very nature and character-
istics upon which commercial and economic structures rest. Due to the close link
between commercial activity and contracts, the smart contract technology would
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likely disrupt the legal rules governing such commercial activity. The next phase
of commercial activity appears to be moving away from future promises to that of
self-executing and self-sustainable contractual ecosystems. The paradigm for smart
contracts has the potential of transcending the traditional contractual enforcement
mechanisms and that of inter-contractual party trust necessary for the performance
of contractual promises. These future disruptive changes, however, do not imply that
the developments of the past should be disregarded, but rather that the advances in
new technology should be used to develop faster, better andmore efficientmanners of
contracting (Szabo 1997), thereby ensuring that contract theory and practice remain
in-step with current commercial and business activities steered by technological
advances.

3 Self-driving Smart Contracts

A smart contract may be described as a self-automated and self-executing computer
program, which operates in a closed and secure system and ensures contractual
performance by means of blockchain technology. In 1994 Nick Szabo first alluded
to the concept of smart contracts in the context of future technological develop-
ments. At the time the concept of a smart contract was a practical impossibility due
to the immaturity of technological capabilities. It was only in 2014 in the Ethereum
White Paper of Vitalik Buterin and the recent advances made in blockchain tech-
nology that the smart contract was resuscitated into a viable commercial transacting
methodology.

The functionality of a smart contract has often been described as the modern
version of a vending machine (Szabo 1997). The vending machine, as in the case of
the smart contract, is a self-contained and automated method of contracting between
parties. Anyone can participate in transacting with a vending machine provided that
they have the appropriate currency. Once the currency (in this case coins) is placed in
the vendingmachine, the vendingmachine automatically dispenses the goods (Szabo
1997). The smart contract operates similarly through the use of blockchain tech-
nology, in which a series of pre-programmed protocols automatically execute certain
actions (being the contractual performance) when pre-determined events occur. The
smart contract, therefore, removes the need for trusted intermediaries through the
use of blockchain technology. As in the vending machine example, this is a rather
straightforward transaction in which a thing of value is exchanged for another thing
of value. This would be themost basic of functionalities of a smart contract and could
be described as a shallow-smart contract (Kraus et al. 2019: 109). However, it would
be possible to have more sophisticated smart contracts that are based on “related,
sequential and conditional” performances of the contractual promises (Bacon et al.
2018: 45), which could be described as a deep-smart contract (Kraus et al. 2019:
109). The practical applications of smart contracts could theoretically be used in any
type of commercial transaction, whether simple or complex in nature, such as leasing
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a car, renting a property or even in financial instruments to facilitate the transfer of
property, goods or services from one person to another.

3.1 Blockchain Technology

Blockchain technology was initiated in 2009 and essentially is a sophisticated
ledger system that originally was developed for cryptocurrency transactions that do
not require traditionally-trusted intermediaries (Kolber 2018: 216). The technology
achieves so-called decentralized consensus through various nodes in the blockchain
that verify the accuracy of the data in a blockchain. Blockchain’s key features firstly
is data security and is achieved through its hash functions that create a system that
avoids tampering with its records (Bacon et al. 2018: 6). The second key feature
of the technology is that of identity authentication which is achieved through the
public key infrastructure that is authenticated by the various nodes in the blockchain
(Bacon et al. 2018: 6). These features of the blockchain technology render the system
immutable and secure.

The disruptive force of blockchain technology has rendered many of the
traditionally-trusted intermediaries in transactions virtually obsolete (Kolber 2018:
216), and continues to threaten the operation of established industries such as
the banking and insurance sectors. It has become apparent that the blockchain’s
distributed ledger technology is not limited to cryptocurrency transactions but, with
emerging technologies, could infiltrate many other sectors of society. Blockchain
technology, for example, could be used for crowdfunding, voting systems, cloud file
storage, ownership verification and documentation control (Werbach et al. 2017:
326), and the potential now exists to use the technology in smart contracting
ecosystems.

Blockchain can take one of three forms (Mckinney et al. 2018: 320–321) being
(i) public blockchains that permit anyone to read and send transactions and are fully
decentralized (a typical example of a public blockchain is Bitcoin and Ethereum);
(ii) consortium blockchains that consist of a number of preselected nodes that would
verify the blocks in the chain, and are partially decentralized in nature (a typical
example of consortium blockchains is found in financial institutions that use decen-
tralized blockchain systems for secure financial transactions; this type of blockchain
would also be the likely candidate for smart contract arrangements); and (iii) private
blockchains in which transactions are controlled by a single party, are completely
centralized and are often used for private record keeping purposes.

Blockchain technology is attractive for commercial transactions as it has the
ability to accurately keep records, is self-validating through “decentralized consen-
sus” processes and renders such transactions “tamper-proof” (Cong et al. 2018: 8).
Smart contracts, being self-regulating and self-automated transactional ecosystems,
have now been considered a potentially viable contractual mythodology.
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3.2 Self-driving Smart Contracts

Once it has been formed the smart contract requires no further human interven-
tion (Kolber 2018: 208). The contracting parties merely need to agree on the
macro-objectives of the contract, being the outcome that they wish to achieve
by entering into the transaction. The smart contract would automatically execute
various micro-objectives that include methods, requirements, processes and steps to
achieve the macro-objectives of the contract. The smart contract thereby monitors
and automatically adapts the ex ante performance of the contract.

The micro-objectives in traditional contractual arrangements normally would be
agreed up-front by the contracting parties and the contracting parties thereby would
ensure certainty in the execution of contractual performances. However, this has
proven to be practically difficult to achieve as the contract would have to cater for an
infinite number of possibilities and eventualities that could impact the achievement
of the macro-objectives of a transaction. The traditional contractual arrangement is
inflexible and requires the consent of the contracting parties for any amendments to
the contract. This likely is due to the traditional contract’s main purpose being the
regulation and execution of ex post performances. The traditional contract therefore
may be described as reactional in nature.

The smart contract, on the other hand, has the capabilities of automatically
adapting its micro-objectives in order to achieve the macro-objectives of the
contracting parties. The smart contract would automatically monitor and adjust the
micro-objectives by means of data integration from a number of sources to achieve
the macro-objectives. Therefore, the smart contract may be described as an intuitive,
proactive approach to the monitoring and execution of contractual performances.

Smart contracts only require the contracting parties to agree to the ultimate objec-
tive of the contract and, by adapting the micro-objectives, could write its own terms
by “filling in the gaps”. This could be achieved (Casey et al. 2017: 2–7) by (i) the
contracting parties agreeing to themacro-objectives and leaving themicro-objectives
to the smart contract to work-out; (ii) using machine-driven analytics and artificial
intelligence to achieve the macro-objectives through adaptive and predictive algo-
rithms; or (iii) using external collected data tomonitor the performance and execution
of contractual obligations of the contract (adapted fromCasey et al. 2017: 2). Thereby,
smart contracts would not require the contracting parties to agree to all terms but
only to the transaction’s ultimate objectives.

3.3 Future of Smart Contracts

The future development of smart contracts stands at a proverbial fork in the road.
On the one hand, the smart contract could be reduced to a mere tool to execute the
obligations of the traditional contract. This is a popular view as resistance persists in
accepting the possibility of a fully-integrated legally-recognized smart contract (see



28 M. M. van Eck

for example Kraus et al. 2019: 108; O’Shields 2017: 185). The smart contract would
then be viewed as a function to fulfil the legal contract between the parties, and not
the legal contract itself (Bacon et al. 2018: 46). If technology cannot adapt to the
challenges that smart contracts face, it would be impossible for the smart contract
to evolve further, and thereby could be reduced to merely an effective tool for the
fulfilment of the performance of a traditional contract.

On the other hand, the possibility exists that technology could develop to enable
a fully autonomous, self-fulfilling, self-regulating and legally-recognized form of
a smart contract which is more than a tool for the execution of contractual perfor-
mances. If this is the direction of the smart contract’s development, then the tech-
nology would have the potential of augmenting both the contract practices them-
selves as well as the enforceability of contractual promises (Cong et al. 2018: 8). To
this end, decentralized autonomous organizations (DAO), being self-sustainable and
self-regulating bodies or entities, would establish such rules and codes to regulate
self-autonomous transactions that could be used in the execution and governance of
smart contracts.

Currently the development of smart contracts are hampered by the immature
technological capabilities in collecting accurate data for themonitoring of contractual
performance. Smart contracts are premised on the collection and use of accurate data,
which could be achieved through so-called oracles. Oracles essentially collect data
and information for a specified period of timewhich is then fed into the smart contract
(Lauslahti et al. 2017: 17). Oracles, therefore, may be described as the access point
between smart contracts and information available in the rest of the world. If the
accuracy of the information collected by oracles can be verified and authenticated
(Mik 2017: 23), and should oracles be successfully integrated tomost areas of society,
then such data could be used to determine whether performance or conditions were
fulfilled and whether the smart contract would be able to accurately determine the
execution of its pre-determined protocols (Lauslahti et al. 2017: 17).

The smart contract is characterized by its ability to adapt and, therefore, this
technology need not be limited to the mere collection of data. The smart contract
could also interpret the data of possible future outcomes through the use of adaptive
and predictive algorithms, which would predict possible outcomes and adapt the
micro-objectives to ensure that the macro-objectives are fully realized and achieved.

The practical possibilities of smart contracts are endless and have the potential
of disrupting the very basis on which modern society contracts. We have already
seen the first generation of self-driving smart contracts in the form of “self-pricing
contracts” in the auto-insurance industry (Casey et al. 2017: 3). In these contracts
the contract price automatically adjusts based on computer analytics (Casey et al.
2017: 3), which often is linked to how well or badly a person drives. This informa-
tion would be provided to the smart contract and would then directly influence and
adjust the price of auto-insurance. Further advances in predictive technology would
create more sophisticated and sustainable models of self-driving smart contracts
(Casey et al. 2017: 3), both in the insurance industry and also in other sectors.
Another example of the practical use of smart contracts is found in 2016, where a
smart contract was created to provide insurance for passengers affected by delays on
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The consumer inspects 
the terms and costs of 

the smart contract.

The consumer enters 
into a smart contract 

with the insurer. 

Prior to the flight, the 
smart contract verifies 

with the oracle (the 
flight database) on the 

status of the flight.

If the flight is delayed, 
the smart contract's 
protocol automa cly 

executes.

The consumer is paid 
automa cly, without the 

need to contact the 
insurer or an 
intermediary.

Fig. 1 The workflow of smart contracts used in delayed flight insurance

certain flights (Kolber 2018: 209). This may be illustrated in the following workflow
(Fig. 1) (adapted from Kolber 2018: 209).

A person could inspect the terms and cost of the insurance and enter into the
contract if they were comfortable with the terms. Prior to the flight, the smart contract
would verify delays in the flight and if there were delays the smart contract would
execute the protocol and automatically settle the claim by paying the insured (Kolbe
2018: 209). The database of the flights would function as the oracle, in other words,
the database would be the connection point between the raw data and the smart
contract. Furthermore, all payments in this scenario would be executed in real time
without the need to contact an intermediary at all.

4 Constraints, Limitations and Opportunities

Change is the product of progress, and progress inevitably stems from technological
advances.Change brings about questions and inescapable uncertainties, but also is the
breeding ground of opportunities that previously were unavailable. This is evidenced
in the wake of the first three industrial revolutions that brought radical economic and
societal changes and a number of opportunities for progress. If past experience is the
indicator of the future, then it would not be unreasonable or unlikely to anticipate
similar industry-wide changes and opportunities in the advent of the fourth industrial
revolution.

The current technological capabilities of smart contracts and blockchain tech-
nology have not fully matured and still have some constraints and limitations that
would hamper the full integration of the technology intomodern society and commer-
cial transactions. The constraints, limitations and possible opportunities are explored
in three general aspects that have a direct bearing on smart contracts, being (i) the
issue of recognition of virtual currencies; (ii) the need for regulatory oversight in
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smart contracting arrangements; and (iii) the ability of smart contracts to execute on
the different layers of contractual obligations.

4.1 Recognition of Virtual Currencies

The digital age brought about digital mechanisms for the payment of fiat currencies,
such as PayPal (Spruyt 2018: 708), and there have since been several attempts at
creating virtual currencies, such as Bitcoin. In 2009, under the pseudonym Satoshi
Nakamoto, a publication was released setting out a payment network for the transfer
of virtual currency without trusted third party intermediaries, and this payment
network became known as blockchain technology (Spruyt 2018: 709). These virtual
currencies, such as Bitcoin, are mechanisms of payment that are underpinned by the
functionality of blockchain technology, and consequently that of smart contracts.

In 2017 theSouthAfricanReserveBank advised that the development of a national
cryptocurrency would be too risky for South Africa (Haig 2017), and it continues to
view virtual currencies and cryptocurrencies not as a valid currency in South Africa
(South African Reserve Bank Position Paper 02/2014).

The apparent hesitancy in recognizing virtual currencies and cryptocurrencies
largely is due to the potential disruptive force on the banking sector and concerns
relating to consumer protection, such as (South African Reserve Bank Position
Paper 02/2014) that (i) the unregulated nature of virtual currency and cryptocurrency
contains an inherent risk of financial losses to the end user; (ii) security breaches,
theft and user error could result in loss and financial exposure to end users; (iii) risks
associated with fraud and fraudulent activities are of particular concern in light of
the irreversibility of transactions regulated by blockchain technology; and (iv) no
insurance cover exists for lost wallets or services becoming unavailable.

The recognition of cryptocurrencies is an important, but not necessarily fatal, part
to the successful application of smart contracts. Cryptocurrencies, on the one hand,
may be seen as forming the basis of payment for automated electronic commercial
transactions based on blockchain technology. On the other hand, cryptocurrencies in
smart contracts certainly would speed up the process of transacting, however, smart
contracts can function without the use of cryptocurrencies. As the South African
Reserve Bank currently does not recognize virtual currencies or cryptocurrencies as
valid currency in SouthAfrica, the use of such virtual currencies are at the consumer’s
risk (South African Reserve Bank Position Paper 02/2014).

Notwithstanding this, the South African Reserve Bank embarked on Project
Khokha in which a proof-of-concept was successfully trialed in distributed ledger
technology tomanage wholesale payment settlements between banks (South African
Reserve Bank Press Statement 2018). Project Kokha is not, strictly speaking, a cryp-
tocurrency, but is a real time interbank settlement system which was successfully
implemented and which illustrates the powerful and diverse application of tech-
nology. The popularity of virtual currencies continues to increase and eventually
some form of regulation would be introduced. Until then, those who use virtual
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currencies in smart contracts may very well be left without contractual legal recourse
should there be an error, incorrect goods or services provided, or the like. Fortunately
and depending on the circumstances, there may be recourses available under South
African law, for example, in the field of undue enrichment. However, the enforce-
ment of such action in an international sphere may render such recourses ineffective
or impractical.

Some countries, such as China and Thailand, have banned the trading of virtual
currencies outright (Spruyt 2018: 719). South Africa, on the other hand, has been
slow to set out regulations for virtual currencies (Spruyt 2018: 719). In order for
smart contracting to become an effective option for commercial transactions, virtual
currencies would have to be recognized within the legislative and regulatory frame-
work of South Africa. Until then, a significant limitation remains in place for the full
development and integration of smart contracts in commercial transactions in South
Africa.

4.2 Regulatory Oversight

An attractive feature of smart contracts is the potential of removing trusted third party
intermediaries and having agreed regulations applicable only between the contracting
parties. This technology has been described as “[t]rustless public ledgers, maintained
by no one but available to everyone” (Fairfield 2014: 36). It seems that contracts of
the future would be regulated by what one may call the “consensus protocol” of
the blockchain (Fairfield 2014: 36). In such instances the code has been described
as the law between the contracting parties. This, perhaps, is not too far removed
from the traditional approach as contracts, after all, have been described as ad hoc
legislation inter partes, which effectively means that the contractual terms agreed by
the parties are as good as legislative requirements (Van Eck 2015: 23). The extent to
which contracting parties could contract without trusted third party intermediaries or
governmental oversight remains uncertain. Traditionally, the ad hoc rules between
contracting parties have always been limited by and subjected to the legislative and
regulatory framework, the values of society as a whole and the rule of law. Smart
contracts appear to attempt the removal of such oversight and control in individual
contractual engagements.

Contract theory has recognized that not all contractual engagements can be consid-
ered valid or enforceable. Examples include a person entering into a contract that
lacks the necessary contractual capacity, such as those suffering from mental illness
(Hutchison 2017: 154–155). Further, the law has established rules to protect the
vulnerable and disenfranchised of society by allowing them to escape contracts
that were entered into due to a material mistake (error) (Hutchison 2017: 84);
duress (metus), which includes threats and intimidation; as well as fraud (dolus)
(Hutchison 2017: 141, 145, 147). Contract theory has also established rules to ensure
that contracts that are illegal or against public policy are not enforced (Hutchison
2017: 182). The most prominent of these examples would be contracts for murder
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or slavery that would be considered illegal and consequently would not be enforced
in law. However, there does not appear to be similar regulatory intervention contem-
plated in the functioning of smart contracts, as the function of the smart contract is
regulated solely by the intention and needs of the contracting parties.

Smart contracts consider only the expressionofwhat the parties intended, denoting
that the smart contract is a manifestation of the consensus reached by the parties
(Savelyev 2016: 19). Further, due to its nature smart contracts do not take into account
consequences of contracts that are based on duress, undue influence or a misrepre-
sentation by either party. In such instances the smart contract would still execute
its protocols regardless of the circumstances, and the contracting parties would be
unable to terminate or reverse the transaction without the consent of both parties
(which could be achieved by entering into a new smart contract in order to correct
the initial transaction). It is for these reasons (and because smart contracts should
conform to the traditional requirements of a valid contract) that critics have alluded
to the fact that smart contracts are not in themselves complete and legal contracts
(see for example Kraus et al. 2019: 108; O’Shields 2017: 185).

The current state of smart contracts appears to be similar to that of the declara-
tion theory in traditional contractual engagements to establish contractual liability
(Christie et al. 2011: 25). In terms of the declaration theory (which is not accepted
as the sole basis for liability in South Africa; see Christie et al. 2011: 1) the phys-
ical manifestation or expression of the parties’ actions, conduct or words indicates
whether a contract exists or not. Unless qualified in some form, this approach has
the potential of leading to unjust and sometimes absurd results (Hutchison 2017:
16). The declaration theory and that of smart contracts would function similarly.
Take, for example, a contract entered into by the parties for the purchase of goods.
The parties in this example intend to buy and sell the goods for a certain amount
of money but the contract incorrectly records the purchase price. In terms of the
declaration theory, and the current functionality of the smart contract, the parties
would be bound to the incorrectly-recorded purchase price solely because the act
of signing (or execution) of the contract indicates that the parties have agreed to
the content of the agreement (irrespective of their true intent). As a result of its
irreversible nature, if the smart contract remains unqualified it could lead to unjust
results. This is particularly relevant in instances where a smart contract is entered
into as a result of some dubious conduct (such as duress, undue influence or even a
misrepresentation by the supplier) or there is a flaw in the programming of the code
which results in the incorrect execution of the smart contract. The smart contract
would execute irrespective of the reason for entering into the contract and would not
take into account any programming error. The smart contract itself, therefore, could
be open to vulnerability should the code be incorrectly programmed. For example,
in 2017 it was reported that an end user had accidently exposed a flaw in a smart
contract called Parity (Bacon et al. 2018: 55) in which a substantial sum of value had
been frozen in a wallet, thereby becoming inaccessible to the end user (Bacon et al.
2018: 56).

It goes without saying that notwithstanding the allure of having a system of
contracting without third party intermediaries or regulatory influence, there is a
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real possibility of unfair and unjust results in a smart contracting system without
qualification. Whatever form smart contracts take in the future, it would require
some form of regulatory oversight and that traditional contractual theory, to some
extent, would remain intact in instances where the computer code diverges from the
contracting parties’ intent (Werbach et al. 2017: 322). A further consideration is that
South African contract law does not allow parties to enter into an agreement that
attempts to “deprive the courts of their normal jurisdiction” (Christie et al. 2011:
365; see also Schierhout v Minister of Justice: 424), which essentially is one of the
core characteristics of smart contracts.

4.3 Execution of Contractual Layers

Being a computer program, a smart contract is based on code that uses Boolean logic.
The code is not open to interpretation, as is the case with traditional contracts, and
contains a form of mathematics that is based on true or false values that fit within
the binary numbering system of computer science (Savelyev 2016: 12). The smart
contract therefore cannot adapt to change and must execute as its program demands.

At this stage this Boolean logic limits the smart contract’s ability to fully integrate
all the types of obligations that exist in traditional contracts. Contractual engagements
have a number of variables and may be divided into three general layers of perfor-
mance, namely, (i) boilerplates, which generally house the administration of the
contract, such as the applicable law and jurisdiction; (ii) the non-commercial layer,
which includes obligations that are of a non-commercial nature, such as restraint of
trade, confidentiality, intellectual property protection and force majeure provisions;
and (iii) the commercial layer, which includes aspects relating to the performance of
commercial activities such as services, the delivery of goods and that of payment,
penalties and interest.

Current technological capabilities enable a smart contract to generally execute the
commercial layer of a contract, such as payment and a delivery release, based on the
available data at the time. What remains questionable is the smart contract’s ability
to successfully execute the non-commercial and boilerplate layer of a contract, as
well as the smart contract’s ability to effectively incorporate natural language into
its code (Mik 2017: 15). The technology has not yet developed to fully monitor,
integrate and execute the boilerplate and non-commercial layers of a contract. This
area of the technology must still reach a level of maturity to ensure a fully-integrated
smart contract in commercial transactions. Should technology develop further to
accommodate the boilerplate and non-commercial layers of a contract, then smart
contracts would be a serious contender for the recognition of a new contracting form
and methodology. Until such time the smart contract would remain an effective tool
for the performance of a traditional contract.
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5 New Skills and Knowledge

The traditional approach to contractual engagements is for lawyers to draft and
prepare contractual paperwork by expressing ideas, concepts and the inner workings
of the minds of the contracting parties in natural language (mostly in English), which
often is open to ambiguity and interpretational issues. Ambiguous and vague provi-
sions can result in lengthy and costly litigation processes in which an adjudicator
would attempt to establish what the contracting parties’ intentions were at the time
of the conclusion of the contract.

These traditional approaches are misaligned to the heartbeat of international
commercial transactions powered by new and developing technologies such as
blockchain and, consequently, smart contracts. Innovation, speed and agility are
characteristics of these technological advances. However, the legal system and
“[t]raditionally educated lawyers are not usually known for key characteristics like
agility and the capacity to innovate” (Fenwick 2017: 353). The legal fraternity is
considered to be a trusted intermediary for contractual engagements but “the coun-
seling, deal-making, matchmaking, gatekeeping, and enforcing roles are increas-
ingly performed by technology” (Fenwick 2017: 362). The drive to introduce smart
contracts as a viable alternative to traditional contractual practices is likely to lead
to the need for different legal skillsets.

The extent to which a lawyer would be required to adapt and learn new skillsets
would depend largely on the direction in which smart contracts develop and are
incorporated into commercial transactions. If, for example, smart contracts become
a tool for the enforcement of traditional contracts, a lawyer may not need to learn any
new skills as the programming of a smart contract could simply be outsourced to an
individual who is trained in coding. In instances where smart contracts become the
predominantmanner of contracting, there is a real possibility that lawyersmayneed to
acquire skills to program the appropriate code for the smart contract.Notwithstanding
this, there are still some that argue that a written form of a smart contract would
be required for the contracting parties to appreciate and agree to the terms of the
smart contract (Mik 2017: 16). The third possibility is that the traditional contract
drafter could become obsolete, which may occur in instances where blockchain
suppliers include the functionality and flexibility for individuals to simply choose
the attributes and qualities from a variety of standard provisions for their smart
contract (Mik 2017: 17). In doing so, there would be no need for the contract drafter
to act as an intermediary and would thereby be removed from the process altogether.
This is visible on the Ethereum platform which allows individuals to “draft their
own contracts” (Surujnath 2017: 273) and in Open Law. Naturally, such options may
limit an individual’s ability to create bespoke transactions, however, nothing prevents
contracting parties from engaging with third party coders for the creation of bespoke
smart contracts.

The drive to reduce the time for legal processes has been referred to as the “law
lag” (Reyes 2017: 435). The “law lag” may be described as the typical time taken
to assess the law, the consideration of a person’s legal position, the preparation
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of the necessary documentation for signature and any enforcement processes for
commercial transactions (seeReyes 2017: 435).Advances in technologywould either
remove or drastically reduce the “law lag” in transactions by enabling smart contracts
to be immediately updated and to have real time feedback through distribution ledger
technology (Reyes 2017: 435). The code can be changed more quickly than natural
language and commercial transactions could then be in-stepwith the fast-pacedworld
of technology (Reyes 2017: 436).

The crypto-legal structure has been described as “the law in action” (Reyes 2017:
435). Already new branches of the law have started to develop such as lex cryp-
tographa or crypto law that would ultimately regulate the creation, enforcement
and adjudication of smart contracts (Reyes 2017: 401). Instead of viewing the self-
regulation of smart contracts outside the constructs of the law, it is rather becoming an
emerging field of the law, which would ultimately require the international adoption
of a single set of rules for any effective application. Once these rules have been fully
developed, lawyers would be required to apply such laws to commercial transactions.

As technology develops, so the law must develop to ensure that commercial
activity is regulated and that there is a consistent application of rules governing
commercial transactions. Not only would there be a requirement (as argued above)
for some legal or regulatory oversight in smart contracts, but there would also be a
need for the rules and laws to be established for the operation of smart contracts. Due
to the specialized nature of crypto law, it is to be expected that specialized trained
lawyers would be required not only to understand the technology but also to apply
the legislative and regulatory framework that governs smart contracts (Evans 2018:
286).

6 Dispute Resolution Processes

“Contracts are like hearts. They are made to be broken”, but smart contracts do not
break that easily (quote by Ray Kroc, played by Michael Keaton, in the 2017 Film-
nation Entertainment production of The Founder). Throughout history, the law has
attempted to regulate the enforcement of contractual promises and has developed a
complex set of rules to ensure that persons keep their promises. The law has regulated
and continues to effectively regulate trust and honesty between contracting parties
for future promises and the transfer of value through various dispute resolution and
enforcement mechanisms. These mechanisms provide the necessary assurances that
contractual promises are kept, thereby achieving certainty in commercial transac-
tions. However, technological advances in blockchain technology and, consequently,
smart contracts now boast that “trusting people is easy again” (see the website of
Confideal), which hints at the core issue of contract theory and that of contract
enforcement mechanisms.

Smart contracts disrupt the conventional operation of contracts and ensure the
execution of performance, thereby allowing transactions without trust or even knowl-
edgeof the identity of the other contractingparty.This autonomous and self-executing
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computer program seemingly has the power of preventing a party from breaking (or
breaching) a contract. As smart contracts ensure performance and possess unique
security features and self-executing attributes, it is understandable that one could
conclude that the need for the traditional dispute resolution process or other forms
of enforcement mechanisms would be removed altogether from blockchain transac-
tions. Unfortunately this is not the case. No matter how perfect the system, where
there are humans there is bound to be some form of dispute and, consequently, a
need for appropriate mechanisms to resolve such disputes. Also, the smart contract
would be incomplete if it did not cater for instances where, for example, the services,
products or goods are defective or incorrectly delivered. Therefore, a major element
for a completely autonomous system of smart contracts are effective dispute resolu-
tion mechanisms and processes that are in-step with current and future technological
advances.

6.1 Traditional Dispute Resolution Processes

The traditional and natural approach to resolve disputes is to refer the matter to
court. Access to court is considered the default dispute resolution mechanism, and
court access is available to all persons in terms of Section 34 of the South African
Constitution. Litigation has historically proven to be inherently lengthy and costly to
the average person, and over time various alternative mechanisms have developed to
resolve disputes between parties. The purpose of these alternative dispute resolution
mechanisms is to allow for quicker, more efficient and affordable ways of resolving
contractual disputes between parties.

The first type of dispute resolution may be classified as an informal mechanism
(Van Eck 2015: 268). These informal mechanisms often exist in the contractual
provisions to ensure that the parties attempt to resolve the dispute through an informal
manner before taking the dispute to court. This includes, for example, a contractual
provision that requires good faith negotiations between the parties in an attempt to
resolve the dispute (Van Eck 2015:268-269).

The natural progression and evolution from such informal dispute resolution
mechanisms are more formalized mechanisms such as mediation and conciliation,
in which case a third party would facilitate the discussions between the parties to
assist in reaching a resolution to the dispute. If these mechanisms fail, the parties
could still refer the matter to court.

On the other end of the spectrum are formal mechanisms such as arbitration.
Arbitration is regulated in South Africa by the Arbitration Act and is recognized as
an alternative to court processes. There have beenmuch debate around the advantages
and disadvantages in resolving disputes by means of arbitration. However, it is worth
noting that arbitration remains reliant on the courts to enforce any form of arbitration
award (see Section 31(1) of the Arbitration Act, which allows an arbitration award
to be made an order of court).
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These dispute resolution mechanisms have ultimately proven ineffective to the
average consumer who often can afford neither the cost of going to court nor
the costs of such formal alternative dispute resolution mechanisms. Due to the
vulnerability of the consumer in the market the legislature intervened by intro-
ducing not only specific legislative protections for the average consumer (such
as the National Credit Act and the Consumer Protection Act), but also various
types of mechanisms to resolve disputes. These include (i) ombudsman referrals
for specific consumer sectors (for example the Motor Industry Ombudsman of South
Africa, theConsumerGoods andServicesOmbudsman, theOmbudsman forBanking
Services, the Credit Ombudsman, the Ombudsman for Financial Service Providers,
the Ombudsman for Long-Term Insurance, the Ombudsman for Short-Term Insur-
ance, theTaxOmbudsmanand theHealthOmbudsman); (ii) special courts for specific
and specialized areas of the law (for example the circuit courts, the Special Income
Tax Courts, the Equality Courts, the Small Claims Court, the Child Justice Courts,
the Maintenance Courts, the Labour Court, the Competition Commission, the Elec-
toral Court and the Land Claims Court); (iii) tribunals and commissions established
for specific consumer matters (for example the National Consumer Commission, the
National Consumer Tribunal and the National Credit Regulator); and (iv) alterna-
tive dispute processes specifically catering for domain name registration disputes in
terms of Section 69 of the ECTA and its regulations governing alternative dispute
resolutions. These traditional dispute resolution processes are summarized in Fig. 2
(adapted from Van Eck 2015: 267-278).
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It is questionablewhether these disputemechanisms truly are effective in resolving
disputes relating to international and online trade (Van Arsdale 2015: 110). Consid-
ering the international nature of smart contracts, it seems almost deficient to rely on
the traditionally-established manners of resolving disputes. The drive to find mech-
anisms to address disputes between suppliers and consumers for international trade
already is underway. Dispute resolution mechanisms premised on current techno-
logical capabilities are known as online dispute resolution processes (ODRP) and
flow directly from their traditional dispute resolution counterparts (Albornoz et al.
2012: 43). Currently, there appear to be several available options for more effective
dispute resolution processes between contracting parties as society moves into the
fourth industrial revolution.

6.2 Technological Developments in Informal Resolution
Processes

The developments in informal dispute resolution software programs have already
been undertaken in an attempt to automate and assist in resolving routine disputes.
Condlin (2017: 725) describes these types of disputes as “simple, small-stakes, high-
volume, standardized, commercial transactions over the Internet”. The developments
in these dispute resolution mechanisms closely resemble the traditional informal
dispute resolution mechanisms in which parties attempt to negotiate and find a reso-
lution between themselves without engaging a third party at all. The modern version,
however, intervenes via technology and uses a system or program to facilitate the
discussions and ultimate resolution between the parties.

Blindbidding such as Smartsettle and Cybersettle are examples of resolution
mechanisms in which parties make a series of bids to settle a dispute. Algorithms
determine the permissible range for settlement bids and the parties must make their
bids within such a range, without knowledge of the other party’s settlement bid. In
some instances, should the parties be close to resolving the dispute, the systemwould
simply split the difference in order to achieve resolution between the parties (Condlin
2017: 725).

Square Trade is another example of a system that provides settlement proposals
between parties. However, in this instance the system would function as the interme-
diary to settle the dispute. This, however, is neither a fully automated nor a complete
system for dispute resolution as a failure to resolve the dispute would result in
the system automatically referring the dispute to an online mediator (Condlin 2017:
725). It is anticipated that in future these technological intermediaries would become
more sophisticated by means of robots, avatars or even holograms taking the reins
of resolving such disputes between parties (Condlin 2017: 725).
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6.3 Technological Developments in Formal Resolution
Processes

This type of dispute resolution mechanism closely resembles the traditional alterna-
tive dispute resolution mechanism of arbitration, but functions in a more automated
manner. There are two major areas of development in this type of dispute resolu-
tion mechanism. The first area of development allows contracting parties to execute
a smart arbitration contract based on blockchain technology. This effectively is an
electronic version of an arbitration agreement and would still be subject to some
form of arbitration rules and process. The arbitration process often is regulated and
subject to applicable legislation, as is the case in South Africa’s Arbitration Act and,
therefore, smart arbitration contracts would be required to conform to national and
international legislative requirements.

Smart arbitration contracts have already been used in the system Confideal which
utilizes Ethereum blockchain technology for their smart contracts and includes an
optional feature for the appointment of third party arbitrators in instances of disputes
between the contracting parties (Francis 2017). These third party arbitrators are qual-
ified professionals in the field and have been vetted by having submitted all the neces-
sary paperwork to the system (Francis 2017). The arbitration process on Confideal
conforms to the UNCITRAL international arbitration regulations, which gives the
necessary structure to the dispute resolution process (Francis 2017). This process,
however, is not fully integrated or automated, as once the arbitration process had been
completed the matter would move to the normal court process for the enforcement
of the arbitration award (Francis 2017). Therefore, the alternative dispute resolution
system still requires the traditional court process and structures for the enforcement
of any arbitration awards.

The second area of development is that of an online alternative dispute resolution
platform. This seemingly functions as a substitute for parties being physically present
in one room and allows parties to participate and contribute to the arbitration process
regardless of the distance or their location. Such a system already is in existence on
the European Commission’s online dispute resolution platform, designed to resolve
disputes regarding online trade within the European Union, Norway, Iceland and
Liechtenstein for consumer complaints, and in instances where the supplier wishes to
make a complaint, it would apply where the consumer is based in Belgium, Germany,
Luxemburg or Poland. This system, however, is not automated and both the consumer
and the supplier must agree to the online dispute resolution process and the dispute
resolution body that would be appointed to resolve the dispute.

Both these areas of development are similar to the traditional arbitration processes
and the parties must still identify the necessary authority and processes to adjudi-
cate the dispute. The enforcement of the outcome of such an adjudication process
ultimately rests with the traditional court system and, as is the case with contempo-
rary arbitration awards, these types of online dispute resolution awards would only
be executed in the court that has jurisdiction over the matter. For example, South



40 M. M. van Eck

Africa signed the Convention on the Recognition and Enforcement of Foreign Arbi-
tral Awards of 1958, more commonly known as the New York Convention, which
forms the basis for the recognition and execution of some foreign arbitration awards
in South Africa.

While these developments are progressive, they remain costly and time-
consuming for the average consumer, but may still be a valuable option for disputes
between established business entities.

6.4 Disruptive Force and Innovative Dispute Resolution
Mechanisms

The creation of a different dispute resolution mechanism exclusively through the use
of blockchain technology already is underway. This type of dispute resolution mech-
anism has been called crowdsourcing or an outsourced dispute resolutionmechanism
(Van Den Herik et al. 2012: 99). Although not strictly recognized as a dispute reso-
lution process, such a crowd-sourced online dispute resolution process (CODRP)
could be described as a sui generis form of alternative dispute resolution process
(Van Den Herik et al. 2012: 100).

CODRP would be achieved by adding additional protocols and contingencies to
the smart contract itself, making it a complete autonomous mechanism not only for
the performance of obligations but also for the resolution of any disputes that flow
from contractual performance. There already are developments in this area in the
mechanisms offered by eJury and VirtualJury, which serve as more of an opinion
poll for lawyers (Van Den Herik et al. 2012: 100), while systems such as Jury.Online
and Kleros are more progressive towards autonomous dispute resolution processes.
In these instances a dispute would be referred to the online dispute resolution process
and a pool of third party jurors would be appointed. A general appointment would
allow any person to become a juror, as seen in systems such as SideTaker and iCourt-
house. Alternatively, a closed online jury system could be used in which jurors are
appointed based on pre-set criteria that would often require certain knowledge, exper-
tise or experience to qualify as a juror (Van Den Herik et al. 2012: 105). These jurors
would then decide on the outcome of the dispute after considering the evidence. The
majority decision of the jurors would indicate who won the matter.

The process of resolving a dispute without consulting a lawyer is appealing. Such
an online dispute resolution process would remove the need to refer matters to third
parties (whether they be lawyers or adjudicators, which can be costly and time-
consuming). It certainly has the potential of being a viable alternative to effectively
resolving disputes for both online and offline disputes (Albornoz et al. 2012: 45–46),
thereby side-stepping and disrupting the traditional legal processes and rendering
them obsolete. This type of dispute resolution process could also disrupt the need
for lawyers and institutional adjudicators as such positions would become redundant
under a new dispensation of dispute resolution processes.
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However, there are serious risks to the rule of law and justice in using online jury
systems in their current form. The manner in which these systems are built is on
the premise that the participating jurors would obtain some sort of monetary benefit
for a decision that conforms to the majority vote. Theoretically, due to the use of a
secure system facilitated by blockchain technology, there should be no risk of bias,
corruption or prejudice in reaching a decision.However, blockchain technology is not
yet fool-proof and has been vulnerable to attacks and breaches in recent years (O’Neal
2018; Orcutt 2019; Petersson 2018; Risberg 2018), thereby raising the concern as
to whether the method of reaching a decision in an online jury systems would in all
cases be truly unanimous, unbiased and without third party influence.

Even if the blockchain technology becomes completely secure without the possi-
bility of breach, vulnerabilities or third party influence, the question remains as to
whether a majority decision would be based on law, a certain set of predetermined
rules, or whether it would be determined by an individual juror’s personal sense of
fairness, or even their opinion alone. If a decision is based on a person’s sense of
fairness or solely on their opinion, these online jury systems would simply be a court
of public opinion, rather than one of justice and law. As the CODRPs are effectively
described as opinion polls (Van Den Herik et al. 2012: 105), the widespread use of
such systems could lead society down a road of so-called mob justice, littered with
inconsistencies and uncertainties resulting from decisions based on the volatility of
human emotions rather than achieving justice through established rules and values.
Van Leeuwen (1820: 1.1.3) mentions that a person’s right (and consequently the
enforcement thereof) is closely linked to justice, which effectively is giving every
person what is due to them in accordance with what is right and lawful. The estab-
lishment of what is right and lawful is not determined by the individual’s sense of
right or wrong but rather by established rules that are reflective of the community as
a whole.

Notwithstanding this, the CODRP could have a positive impact on resolving
disputes between individuals provided that it is entrenched within requisite regu-
lations and structures. Although many aspects remain that must be resolved and
questions to be answered in the process of CODRP, it certainly is the required next
step in ensuring that smart contracts operate as self-sustainable ecosystems with
the ability to effectively resolve disputes. There already are a variety of CODRPs
in existence, pointing towards a possible future state of online dispute resolution
processes. If the right balance can be achieved in the resolution of disputes and
the maintenance of law and order, these developments could be a valuable tool for
completing the function and role of smart contracts in society. Such technological
advances would ultimately disrupt the general localized dispute resolution processes
by replacing them with quicker and more efficient manners of solving disputes in
the global commercial sphere.
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7 Conclusion

Smart contracts have the potential not only of radically changing conventional
thinking and approaches of commercial transactions but also the legal framework of
such transactions. Thedisruptive force of technological advances, such as blockchain,
cryptocurrencies, artificial intelligence, adaptive and predictive algorithms and big
data, could reinvent contract theory andpractice.However, it is the current immaturity
of these technologies and the resistance to change that hamper the full integration of
smart contracts into commercial transactions. Many questions remain unanswered
regarding the practical and legal implications of smart contracts, and whether the
removal of trusted third party intermediaries would require a form of regulatory
oversight or compliance requirements.

Change is the product of progress and often is uncomfortable as it requires one
to walk away from the conformity of the familiar. However, it is clear that smart
contracts will in some way, shape or form be incorporated into future commer-
cial transactions, although the extent of such integration remains uncertain. Smart
contracts certainly will require a change in mindset, approach and ways of doing
things. Aswith any change, the impeding integration of smart contracts into commer-
cial transactions can be either ignored, resisted or embraced. Either way, the new
paradigm of contractual theory and practice is certain to bring about different chal-
lenges and opportunities as the legal and commercial world continues to grapple with
the ethical and philosophical issues of controlling a contracting system that, at its
core, is intended to liberate transactions from central control. Society can be either
reactive by living in the wake of this progress, or proactive by riding the wave of
change and embracing the potential disruptive force of the technological advances
of smart contracts.
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Technologizing Infrastructure for Peace
in the Context of Fourth Industrial
Revolution

Francis Onditi and Robert Gateru

Abstract This chapter builds onAyse Ceyhan’s ‘technologization of security’ thesis
to suggest alternative ways of harnessing technology for peacebuilding beyond phys-
ical security.We argue that in as much as technology is key to the various dimensions
of security, its current application remains overly a ‘hard security’ issue (surveil-
lance, biometrics and military intelligence). Yet, the emerging peace and security
architecture is deeply rooted in human security facets that requires multidimen-
sional approach. Application of technology to peace and security has also been
found to generate new social challenges. For example, in politically charged ethnic
societies, researchers have established a significant correlation between cell phone
coverage and occurrence of violence. The concern of this chapter is therefore to
explore ways of harnessing the ‘constructive’ attributes of technology for peace,
at the same time define the ‘negative externalities’ resulting from ‘fusion of tech-
nology’ to the infrastructure of peace (I4P) within the fourth industrial revolution
(4IR) environment.

Keywords I4P · 4IR · Technologization · Disruption · Constructive agents ·
Security

1 Introduction

The growing interest and controversy in the application of various aspects of tech-
nology to peace-building is a reflection of the changing nature of conflict and war in
the new world order. Consequently, this shift in conflict and war landscape demands
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a reflection on conflict prevention and management systems and infrastructure for
peace (I4P), in terms of mechanisms, approaches and innovative responses. Infras-
tructure for Peace refers to the building of institutional capacities for peace-building,
prevention of violent conflict and recovery from post-war violence (Lederach 2013).
Although I4P has proved to be an important strategy for tackling conflicts (Van
Tongeren 2011), ambiguity and lack of appropriateness of I4P structures in different
contexts have swamped stakeholders into unnecessary strife and rivalry. As a matter
of illustration, this chapter evaluates two dialectical attributes of technologizing
I4P: (1) technology as a ‘constructive’ agent; and (2) technology as a ‘disrup-
tive’ agent. This relationship highlights the pivotal role played by technology in
the ever-changing peace and security architecture.

In view of this dynamic peace and security architecture, we argue that these
changes in conflict environment, methods of warfare, adaptation of human beings to
the use of sophisticated technology and the camouflaging character of actors call for
changes of tact in responding to their impact on human society. Owing to the tech-
nological nature of contemporary (in)security and conflict threats, the 4th industrial
revolution (4IR) presents an opportunity to address some of the world’s sophisti-
cated conflicts. Indeed, there exists significant potential for using 4IR to enhance
the effectiveness of interventions across conflict spectrum-prevention, management,
mitigation and resolution. A typical example is the growing culture of multilater-
alism and multistakeholderism in internet governance (Weinstein 2013), which can
be utilized to resolve the differences that often occur in a multiple-actor ecosystem.
But, as peacebuilding processes continue to evolve within the broader framework of
4IR, it is imperative that stakeholders exploit the different modalities that interface
technology, including cooperation and norm development as well as themanagement
of the negative externalities of the technology of things. On this account, we have
coined the notion of concentric interface model (CIM) to represent a conceptual
representation of the dialectical interface between technology, security and I4P.

Before we delve deeper into the intersection between technology and peace-
building, it is important to understand the I4P concept. In sub-Saharan Africa, I4P
application is more evident mainly in South Africa, Kenya and Ghana. The Great
Lakes Region (DRC and Burundi) and Zimbabwe have also developed I4P, albeit
at a rudimental level. The epitome of I4P was demonstrated through the successful
diffusion of the otherwise destructive violence in South Africa that preceded the
historical democratic elections in 1994. Other examples, include, the role played by
the Wajir Peace and Development Committees in the troubled northern Kenya in
1993 and the formation of the National Peace Council (NPC) in Ghana in 2005. The
NPC in Ghana was particularly instrumental in ensuring a peaceful election in 2008
(Ojielo 2010). Typologies of I4P vary according to context; in the Kenyan society,
Peace Committees and Community Diaries would constitute an I4P. The model has
since evolved and spread across the country with mixed outcomes and iterations.

How should the technologized I4P look like? The point of departure for this
chapter is to explore strategies for technologizing infrastructure for peace (T-I4P) as
a rejoinder to Ayse Ceyhan’s technologization of security (2005, 2006a, b, 2008)
thesis. This chapter approaches this issue in two dimensions: First, T-I4P as a
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possible ‘disruptor’ of peace—for example, the failure of technology to deliver
peace messages timely or the deployment of technology to spread ‘hate’ speeches
and other derogatory messages that threaten peace. There are also instances where
technology has been used to deconstruct people’s identity, degrade confidence and
marginalize communities leading to ‘e-resistance’ movements. Second and finally,
T-I4Ps as a peace ‘re/constructor’ i.e. the ability of technology to create and sustain
peace, enhances a well-functioning government, enables free flow of information
and fosters good state-societal relations (Global Peace Index 2015). The notion of
technologization of security as applied by Ceyhan (2005, 2006a, b, 2008), attests to
the fact that technology remains a security phenomenon. This study, however, is not
designed to interrogate the ‘hard’ state-centric security dynamics. Rather, it presents
an ‘exploratory study’ of how technology could enhance the effectiveness of the
I4P within the broader framework of 4IR. This approach to studying significance
of technology in day to day life could help deal with societal challenges, which in
essence forms the research question for this chapter; can 4IR technologies enhance
infrastructural capacity for peace and foster sustainable peace in the African society?

In order to address the above question, the development of this chapter utilized
a range of techniques including the documentary research method, field observa-
tions and interviews. The documentary research method provides useful information
that is linked to the theoretical framework (peace indicators) (Atkinson and Coffey
1997). This design enabled the researchers to deconstruct the typologies for I4P,
leading to the coining of the notion of “technologization of infrastructure for peace
(T-I4P) ecosystem”. In order to establish the authenticity and truthfulness of data,
we complimented the documentary review approach with in-depth field interviews
from communities and experts involved in conflict monitoring and peace-building
processes from selected conflict ‘hot spot’, in the Kenyan towns of Naivasha, Wajir,
Isiolo, Eldoret and Kisumu.

Section 2 of this chapter proffers a response to Ayse Ceyhan’s thesis of ‘tech-
nologization of security,’ by interrogating the two dimensions of technologization of
security-constructive and disruptive. Section 3 goes beyond Ceyhan’s thesis by intro-
ducing the notion of peacebuilding and its linkages to the various facets of technology.
Section 4 identifies structural and systematic challenges of technology when applied
to peacebuilding processes. Section 5 develops a new model of ‘thinking’ the nexus
between technology-security-peacebuilding. Finally, the conclusion emphasises the
need to put precautionary measures in place to mitigate any negative externalities
emerging from technologization of I4P.

2 Responding to Ayse Ceyhan’s Thesis

Ayse Ceyhan is one of the leading scholars on the intersection between technology,
modernity and security (Ceyhan 2004, 2005, 2006a, b, 2008). She has explored
several strands of technology and security, including the technology–security nexus
and context dynamics, drivers of uncertainties, governance and security. Within this
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framework, technology is believed to provide considerable contribution towards
early warning systems. Ceyhan has also cautioned that application of technology
to different aspects of the society raises fundamental questions; ethical, legal, philo-
sophical, sociological and political problems that require research attention in light
of human relations induced by technology (Ceyhan 2006a, b). Ceyhan’s analysis
leaves no doubt about the double-edged role of technology in society. Double-edged,
because it presents both ‘disruptive’ as well as ‘constructive’ impacts to human rela-
tions. The two conceptions of how technology is revolutionizing peace and security
in this chapter, fits well into Ceyhan’s (2008) ‘technologization of security’ thesis.
She constructs ‘security’ first as an ‘enabler’ of war against terror and secondly as a
‘facilitator’ of insecurity/terrorism (Ceyhan 2008; Lyon 2003).

As aforementioned, the Global Peace Index reiterates that building peace in the
current digital society requires access to technological infrastructure. However, in
the global south this is hampered by poor access and lack of deliberate efforts to
create what we call a ‘peace ecosystem’ that is responsive to the rapid technolog-
ical advancement. The contribution of this chapter is therefore timely, because the
world over is experiencing technological revolution; the first industrial revolution
characterized with mechanized production, the second is characterized with mass
production, the third with automation (Sachs 2015). The 4IR is driven by variety
of devices, including the internet, artificial intelligence (AI), drones, and ‘big data’.
The most fascinating aspects of the 4IR is its capability to create a seamless inter-
section between the physical, digital and biological spheres. It is important to note
that technologization of peace and security is not a new phenomenon. It began with
the transition of the International Telecommunication Union (ITU) into one of the
United Nation’s (UN) specialized agencies in 1947 (International Telecommunica-
tion Union 2012). As a result, the significance of technology on international peace
and security matters came into focus. In the advent of 4IR, the field of international
relations, especially the human relations such as peace and security can no longer
operate without technology.

The adoption of open data, open standards, and open source and innovation
could improve the effectiveness of peace intervention. For instance, the potential
of ‘big data’ remains untapped—this could allow decision makers to track peace
processes and improve social protection (Letouze 2012). The fact remains, however,
that in Africa as everywhere in developing nations, technology is deployed mainly in
‘security’-surveillance, military operation and government espionage. Therefore, the
next part of this chapter would be dedicated to analysing the Ceyhan’s typology of
technology-security-modernity nexus from an enabler perspective. It is this analysis
which would later on be utilised to construct the relationship between technology
and I4P, either, as ‘constructive’ or ‘disruptive’ agents.
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2.1 Technology as a ‘Constructive’ Agent

Ceyhan (2008) traces his argument from the global terror acts such as the 9/11 attack
on New York and Washington D.C. This terror attack was executed by the Al Qaeda
terror group. There is no doubt that the terrorists operated under a meticulous intel-
ligence and counter-intelligence support mechanism aided by a highly sophisticated
technology. Since this incidence in the US, hard security-focused technologies, such
as identification, surveillance and risk assessment have become the centrepiece of
strategic security. Ceyhan’s conception agrees with Lyon’s (2003) understanding
that technology in security has been constructed in two perspectives; enabler of war
against terror and potential facilitator of terrorism (Lyon 2003). This binary role of
technology can be explained in three logics: (1) logic of intercepting the so-called
risky people or objects; (2) logic of managing flow of goods and people; and (3)
ambient intelligence - integration of microprocessors in the daily life of individuals
to make them more comfortable. This classification of roles plays a facilitative task
in the management and control of state security and can actually defend the state
from internal unrest as well as external aggression.

Ceyhan believes the state can attain “certainty” by enforcing technology-enabled
security systems. The constructive attribute of security is therefore a precursor to
effective surveillance, management, andmonitoringmovements. Haddad and Binder
(2019) acknowledge that technology can be developed beyond ‘hard security’ to
improve governance, serve civilian needs-including promotion of social co-existence
and crowdsourcing information through social media. Paradoxically, technologiza-
tion of security produces ‘dialectic control’, which essentially advances new crim-
inological concerns, particularly in conflict zones, in which technology of security
is knightly tied to politics, law, social relations and functions of the state (Shalhoub-
Kevorkian 2011). Nevertheless, the right to security has been recognized by several
countries leading authorities to deliberately mainstream ICT into security systems
as a means to managing risks and other external threats.

On the same issue of security and risks, Ceyhan (2008) agrees with Collier and
Lakoff (2014) that appropriate application of technology can be ameans of achieving
security by linking up infrastructure with thoughts. In other words, technology is
a security “enabler”. On a similar note, Jasonoff and Kim (2013) introduce T-S
(sociotechnical) imaginaries. In the world of intelligence, Kim’s T-S notion can
explain how the imaginaries of terror attacks influences technology-based counter-
insurgency strategies. T-S is imperative in understanding the nexus between tech-
nology, modernity and day to day life. In this regard, technology can be a factor for
“constructive” social change, including changes in the international system. A study
by the International Peace Institute (2016) noted that, just as technology has been
applied in sustainable development, the UN should lead the process of applying the
same to other areas of society, such as peace and security. InUganda, for example, the
women-led ‘situation room’ facility utilized the power of internet to prevent violence
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against women and children during the Presidential elections in 2016. But the appli-
cation of technology to human activities does not always construct the society posi-
tively. The controversies surrounding invention and use of devises such as drones
raises moral questions: How disruptive is technology disruptive to the society? How
does the disruption affect human interaction, dignity, privacy and well-being?

2.2 Technology as a ‘Disruptive’ Agent

Ceyhan (2008) coins the notion of “uncertainty” as relates to the state, institutions
and political regimes. Ceyhan expands the ‘uncertainty’ into a more comprehensive
framework of human security, which encompasses the political, the environmental,
and the society. In this framework, the ‘uncertainty’ situation and ‘nemesis’ is no
longer limited to the communist ideology as was the case during the ColdWar era. In
this realmof human security, security threats can be constructed fromvarious human–
environmental interactions and other human-human interaction activities such as
migration, urban movement, transportation and trade. Little wonder, therefore, in
his own words, Lipschutz (2000: 1) describes the contemporary security environ-
ment as “security demands certainty”. In other words, social insecurity, risks and
reflexivity is a function globalization, which eventually reproduces risky societies
at various levels—local, national and global. Also, geopolitics play a significant
role in generating an increase in perceived uncertainties and insecurities as states
interact to fulfil their national obligation. Ceyhan endorses this juxtaposition, albeit
without qualification, by observing that technologies that support biometrics, video
cameras, smartphones, scanners, databases, are capable of mitigating personal, state
and human security risks.

However, there are ethical and philosophical questions: Should technology replace
human operators? To what extent does technology contribute to formation of nega-
tive political identities and perception? Does technology replace the human cogni-
tive capabilities? Despite these concerns, processes of technologizing security using
biometrics and cameras continues to inform management of refugees and control
of immigrants. This has contributed to the new identities of immigrants, leading to
some sort of “securitized immigrants”. The ‘push factor’ side of the technologiza-
tion of security has produced social norms; immigration, borders formation, identity,
welfare, crime, and terrorism (Buzan 1991). Taner and Meyer’s (2015) ethnograph-
ical study has revealed the ‘disruptive’ side of mobile phones and other portable
devices. These devises have tilted the working environment. As people try to adapt
to the living conditions, risk images are created and recreated. A deeper challenge,
however, remains that of evaluating the efficiency and beneficialization of technology
to individuals, state and society.

Ceyhan interprets the intersection between technology, security and society the
same way as Weberian in terms of globalized and transnationalized processes. The
survival and maintenance of state authority is dependent on how well it can control
its citizens. However, the state needs to be reconceptualized in a post-Weberian
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framework for which the globalization of biometrics contributes to the deterritori-
alization of control. In other cases, the role of technology in the securitization of
human interactions such as migration is overbearing. Barry (2013) theorizes secu-
ritization in the context of Actor-network Theory (ANT) and considers ANT as a
transition zone in international relations. It, therefore, implies that technology is the
greatest variable in state security, power and sovereignty. On a similar note, Binder
(2016) observes that although dual-technologies are useful to civilians, the challenge
is the varied interpretation (boundary objects) of these technologies. This subjectivity
of emerging technologies poses new ethical questions: How should authorities regu-
lating the use of technologies ensure that they are only used for human development?
Who determines the type of technology to be deployed in what context?

Another ‘disruptive’ agent is the technological marginalization and exclusion.
Ceyhan’s impassioned denunciation of the role of technology in border controls
cautions that subjecting humanbeings to technological identification and surveillance
is an act of marginalization. Marginalization occurs through social infrastructures,
but also physical structures. Gokalp’s (1992) notion of Large-Technological Systems
(LTS) links technology-based infrastructures to human activities and society at large.
LTS has evolved to become an international instrument of control; however, this
trans-boundary evolution of the technology–security interface raises fundamental
governance questions.

Shalhoub-Kevorkian (2012) takes the debate (technology, security and society)
beyond Ceyhan’s technologization of security thesis. Shalhoub-Kevorkian presents a
case of how technology is a peace ‘disruptor’ in the Israel–Palestine conflict system.
He demonstrates how the use of technology to control civilian’s movement can
degrade human dignity; leading to restricted movement, limited access to basic
services and contestation of space. The friction between the authorities’ resolve
to use security technologies that are overbearing and the resistance from the popu-
lation leads to the formation of new identities and social norms: discrimination and
exploitation; marginalization; construction of unwanted individuals, illegalities and
insecurity.

On the issue of spatial restriction, Shalhoub-Kevorkian (2012) writes that the
‘victims’ of technologization of security are likely to develop new peaceful resis-
tance acts. Similarly, communities that have been exposed to violation of their rights
through technologization of security are capable of developing resistance to the
“disruptive” attributes of technology. In this chapter, this phenomenon is coined
as ‘immune to technology-based securitization.’ The resisting/immune population
might adopt the various options available; for example,mobilising supporters through
social media to stage civil unrest. This results in ‘technologies of resistance’. In this
chapter, our conception of the “future of technology and society”, the “technology of
resistance” is an expression of an evolving digital society, expressing itself in different
ways such as frustrations through cyberspace. This is probably themost effectiveway
the modern society expresses its ‘soft’ power within the broader framework of 4IR.
The removal of the long-serving President of Sudan, Omar Hassan al-Bashir from
power in 2019 was, to a large extent driven by social media civil unrest.
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From the analysis it is clear that the various forms of technology present both
‘disruptive’ and ‘constructive’ attributes, and that the two variables reveal the rela-
tionship between technology and security as argued by Ceyhan. However, in order
to understand the foreseeable impact of technology on I4P, and hence, T-I4P, the
following section evaluates the application of technology to peace-building processes
in various contexts.

3 Scaling Ceyhan’s Argument Beyond Security

As seen from the previous sections, various technologies have been used to mobilize
citizens and institutions to promote security systems. However, in Ceyhan’s thesis,
it is apparent that human population have borne the brunt of negative securitization
at the behest of technology. Bringing together classical use of technology in security
sector and peacebuilding platforms, and reflecting on the threats and opportunities of
4IR technologies, this section presents the possible applications of 4IR technologies
in peace efforts. It also reveals that the opportunities and threats are ‘two sides
of the same coin.’ On one hand, technology can create opportunities for enhancing
peace, while on the other hand, technology can inhibit peace efforts by among others,
increasing the feelings of vulnerability among individuals and communities.

Notwithstanding the challenges posed by technology, human relations have bene-
fited from technological advancement. Technology has, for example, empowered
people to participate in localized conflict management and peace-building, (Kahl and
Larrauri 2013). Technologies have also been known to make peace-building efforts
more effective, for example, by bridging the gap betweenwarning and response. Kahl
and Larrauri (2013) correctly points out that digital engagement tools strengthen
social cohesion and effective governance. Innovative technologies when integrated
into existing civil society initiatives can enhance horizontal flow of information
(Mancini and O’Reilly 2013), hence, enabling stakeholders and individuals to report
and react more rapidly for timely intervention. We give a few examples shortly.

For example, gaming technology; an emerging behavioural change field, can
enhance elements of peace to the citizenry, as a subtle alternative to other actions.
With the deep interests among the youth to gaming technologies, peace actors can
work with gaming technology experts to develop games that inculcate positive habits
of the mind among the youth with a view to breaking the chain of negative contrib-
utors to conflict. The development process for such games must proactively incor-
porate all aspects of behaviour, including experts in psychology, child behaviour,
early childhood education and learning patterns among others. A focus on games
to structure the players’ behaviour portends powerful tools for positive behavioural
change (Kahl and Larrauri 2013). Building on successes of previous gaming initia-
tives such as The Hillary Project in the United States (Bardall 2013), diverse stake-
holders can develop targetedweb-based video games that enhance positive behaviour
change/development by for example awarding points to a player, each time they
demonstrate a desired change of behavior or attitude towards “an opponent(s)”, and
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byworking collectively to achieve collective good.Attributes of opponents have to be
specifically selected by behavioural psychologists to avoid entrenching the attributes
the gaming technology seeks to deter.

In looking at the functional characteristics of technology as one of the contributing
factors to development of I4P, it is useful to illustrate examples which include the
various dimensions of technology that brings into focus the constructive and disrup-
tive nature of technology in four countries-Brazil, Colombia, Mexico and Kenya.
These countries are obviously shaped by different contextual landscapes, however,
they all have experienced internal conflicts emanating from, ethnicity, drug-related
organized crime and political quandary.

In Brazil, the Infocrim system, narcoblogs and narcotweets are utilized by the
country’s civil society groups to prevent violence of different scales and magnitude
(Mancini andO’Reilly 2013). In bothColombia andMexico, drug trafficking remains
themain driver of violence.However, through the power of digitalmedia, information
is regularly published on crime related events. At the same time, advocates of peace
sustain interactive peace networks through appropriate technology and social media
platforms. In Mexico, this is often at considerable risk and personal cost as criminal
groups (including drug cartels) often infiltrate online reporting networks to identify
and harm activists. Citizens have also been known to falsely report information and
generate panic or lead civilians into meting vigilante justice against alleged criminals
(Muggah and Diniz 2013). Despite the threats from drug dealers and perpetrators
of violence, peace advocates have utilized the power of technology to diffuse those
threats. Twitter, for instance, has been used in Brazil and Mexico to promote anti-
drink-driving campaigns.

In such cases, 4IR technologies such as the use of Internet Bots present immense
opportunities for deeper engagements with communities. Internet bots (Bots) are
miniature computer programs that are “trained” to behave like humans but not
directly linked to any human being. In areas of conflict, where fear of reprisal is
very real, Bots would enable citizens to for examples post tweets anonymously,
devoid of the fear of becoming targets for enemies of peace. Kenya’s use of infor-
mation technology in managing conflict and violence continues to rise. In part due
to the country’s high mobile and internet penetration rates. Since the outbreak of the
electoral-related violence in 2007/08, the use of social media to diffuse tensions has
become a norm. However, despite the many applications of innovative technologies,
the gap between the early warning indicators and response remains a challenge. This
disconnect becomes obviouswhen non-state actors at the local level are often not able
to access information submitted to various situation rooms located at the ministerial
level.

Technology-enabled social media platforms have been used widely to facilitate
information sharing: (1) theUshahidi platform is part of the crowdsourcing mapping
initiatives in the country. The key feature that allowed the platform to map electoral
violence in Kenya was the integration of mobile technology. The original system
gathers data from crowds in a progressive manner: the crowd sent a text message
which is then received by an administrator who can approve or not approve the
message; an approved message is in turn loaded on the digital map for public
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view and information. The strength of digital-based initiatives such as Ushahidi
and Infocrim lies in their ability to connect with the local population (Mancini and
O’Reilly 2013: 2). Uwiano@108-this is a peacebuilding platform for peace estab-
lished by the National Steering Committee (NSC) to engage the public through
various media platforms at the national level. The objective of Uwiano@108 is
to maximize the inclusivity of citizens in peace-building and conflict mitigation
activities in the country.1

Depending on the nature of information received from such technologies, the
relevant state agencies would be better equipped to take charge of reported cases.
The platform’s related social media pages are used to spread peace messages to
social media consumers; (3) The National Cohesion and Integration Commission
(NCIC). Through this arrangement, weekly reports are submitted from all the coun-
ties. Through the system, Cohesion monitors working for the NCIC are deployed
on the ground across all counties with recording devices (video cameras and voice
recorders) to monitor hate speech. Police officers have also recently been issued with
recorders and video cameras to better monitor and record incidences of hate speech
and others that may trigger conflict. The reports are submitted through various media
channels such asWhatsApp groups.WhatsApp groups are used to gather information
on incidences.

There are internal groups used specifically byNCIC agents and staff.When Cohe-
sion monitors gather intel, they submit to the internal groups for action by concerned
departments. The Integrated Public Referral Mechanism (IPRM) is an online system
established by the NCIC for reporting complaints regarding the Commission, and
incidences in regions where the Commission lacks physical presence. It is a multi-
agency system consisting of the NCIC, the Kenya Human Rights Commission,
the Ethics and Anticorruption Commission, the Office of the Ombudsman, Trans-
parency International and the Kenya Justice Network among others. Incidences can
be reported to any of these agencies who will in turn report them to the Commission
through the IPRM.

In such cases, the authors propose the use of Big Data technologies to amalgamate
data emanating from the diverse “unstructured sources in the filed” such as social
media platforms, short text messages, among others, and using artificial intelligence
to corroborate this data with data from trusted sources such as Chiefs andCommunity
Officers of the State, in order to derive patterns andmap possible conflicts. Thiswould
not only enable early detection of possible conflicts, but also inform early responses.
With the use of Geographical Information Systems, Satellite Mapping, as well as
other technologies, state actors in collaboration with non-state actors are able to
better map potential and actual hotspots and rapidly deploy appropriate responses.

The use ofDroneswould enable themilitary and police personnel to provide better
surveillance on conflict hotspots in real time. Drones would then relay real-time data
to response centres enabling more targeted interventions. In cases where conflicts
have alienated specific communities or groups of people, drones would be instru-
mental in delivering crucial humanitarian assistance, such as food items, medical aid,
clothing, surveillance of their conditions, among others. In extreme cases, specialised
Robots and remote sensors (data gathering devices) can be deployed as advance
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agents of the State to respond in areas where sending human agents would be consid-
ered too risky to attempt. Robots have been used in times of war and it is expected that
they will be usedmore widely in rescue operations and other peacekeeping activities.

4 Limitations and Lessons for the Future

Despite their success, application of technology to peace-building can pose both
access and usability challenges (Martin-Shields 2013). Indeed, the same technology
can be used by governments as tools of hegemony and oppression to control people,
enhance surveillance or promote and reinforce existing power asymmetries. In
summer 2011 when South Sudan gained independence and conflicts erupted, the
Government of South Sudan identified IDP (internally displaced person) camps and
burned images in near real-time and documented evidence for war crimes and crimes
against humanity (Wang et al. 2013). It is unfortunate that effective application of
satellite imagery as a tool to support international justice mechanisms is hindered by
the absence of a procedural and methodological framework to standardize and scale
up its application by non-governmental actors (Wang et al. 2013). In the same trail
of ideas, there are three criteria for determining whether and how satellite imagery
could be deployed to document alleged war crimes against humanity: feasibility, data
reliability and legal admissibility. It is however outside the purview of this chapter
to discuss in details these legal methodologies.

With inadequate technological facilities, the failure to provide actionable intelli-
gence to the relevant authorities can hamper efforts in preventing further escalation
of violence (Wang et al. 2013). This information gap, which often leads to the failure
of authorities to act, can be corrected through the application of big data analytics.
Emmanuel (2012) defines big data as any capability that turns imperfect, complex,
often unstructured data into actionable information. With big data, communication
tools have allowed stakeholders (especially citizens), regardless of their geograph-
ical location, to engage in peace-building efforts by strongly registering their voice
on issues. The application of ICT to peace-building efforts draws on big and small
data mining techniques, including from official and unstructured social media data.
Unstructured data associated with big data can identify patterns associated with
conflict and patterns of violence. Law enforcement agencies can identify patterns in
data from emergency incidence and make decision for further action. On the other
hand, academics and civil society actors can apply big data to predict social unrest
and riots before it happens by tracking food prices or how people are feeling about
a certain topic and correlating patterns with previous events. However, to effectively
utilize big data, significant system-wide hurdlesmust be overcome in order to reliably
inform conflict prevention and management.

Technology has also been used to perpetuate violence. In Baringo, Kenya, for
example, whereas social media is used to report incidents, for example sighted
attackers, it is also used for tribal connotations and incitements. Residents here have
WhatsApp Groups and Facebook pages for each tribe that are used for incitements.
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Like Wajir, most of the people readily believe much of what is on social media. It
is common for people to keep asking “what’s on Facebook?” as a way of keeping
up with news or trends—including tribal issues about attacks or incitements against
other tribes. In recent times, this has caused trouble in Baringo, Pokot, andMarakwet.
However, unlike Wajir which has coordinated WhatsApp groups used by security
agencies and peace agents, there is no coordination among agencies in Baringo. This
often leads to escalation of attacks, even those which have been forecasted through
various citizens’ social media channels.

Technological infrastructures include online forums, such as theWajir WhatsApp
Group whose membership comprise of the County Secretary, and all peace and
regional security officials. An additionalWajir CounteringViolent Extremism (CVE)
Forum (WhatsApp group) also exists with membership including all CVE actors in
the county—both governmental and non-governmental. Membership in the group
is restricted due to the fragility of CVE and includes only trusted key actors; it is
a very active group. The groups are mainly used to relay information, and it is the
duty of actors to respond or not. There are often follow up forums to check on the
kind of action agencies took on the information relayed. The main challenges are:
unregulated social media which is used to fuel conflict: the challenge of bloggers;
government inaction, and slow response despite early warnings; collapse or inaction
(incident reports are read but not acted on); and lack of confidentiality, there are often
sympathizers in the groupwhomay end up reporting prescribed action or reporting on
members for victimization. In addition to the lack of resources, ad hoc interventions
(and their lack of continuity) by both government and donors present sustainability
challenges as interventions often end immediately the problem appears to be solved.2

There are also lessons learnt in integrating technology in both security and peace-
building that are useful for the society. From the analysis, it is clear that the application
of 4IR technologies to peace-building, and especially I4P, plays not just an infrastruc-
tural role but also as an enabler for industrial revolution and system changes. It is also
true that the potential of technology in peace-building in the global south remains
marginalized and under-explored, sometimes due to a lack of knowledge on how tech-
nologies could be applied to peace-building (Tellidis and Kappler 2016). Reviews of
various studies present some lessons, but also good practice on how to leverage tech-
nology for averting violence and building peace. On this note, Mancini and O’Reilly
(2013) suggest that when seeking to leverage on new technologies authorities and
civil groups should consider conducting assessment to ascertain conditions for the
Do-No-Harm.

The Wajir Counter-violence Forum (the WhatsApp group for CVE) was instru-
mental in thwarting a potential attack from Al-Shabaab. Actors in Mandera sighted
Al-Shabaabmilitants, their numbers and even the area theywere targeting and shared
the information through the group.Necessary response actionwas taken.Messages in
the forum are shared and visible to all agencies in the area. Even though one security
agent died while the militants were being pushed back into Somalia, mass casualties
were avoided. Technology can also be used to instigate violence, mostly during the
electioneering period when some residents post information that may trigger conflict
through social media. Challenges with deploying technology include the inability to
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authenticate the information—often is challenging to confirm the information posted
or justify the source; and confidentiality of the information. Organizational policy
may require that some information be kept confidential (including that which may
help avert a potential conflict). But if information is not shared due to institutional
confidentiality policies may cause occurrence of or worsen a conflict which may
have been averted had the information been shared.3

Integrating technology in I4P has the potential to contribute to the broader agenda
of the 4IR by fostering intersections of various aspects of human society, including
migration and identity, climate and environmental determinism, urbanism, as well
as creation of wealth through digital applications. All these represent the character-
ization of the new peace and security architecture that requires a broader resolution
approach. The importance of local content and perception in technologizing of I4P
is crucial. On this modality, Banks (2013) argues that innovation should leverage
tools already being used by the community in context and focus on user behaviour,
keep technologies ‘real’ since sometimes a user-centric technology is more effective
than hyped new technologies, and mainstream the technology with varying sectors
of development (Banks 2013). Transforming the “disruptiveness” of technology to
“constructiveness” largely depends on the local input, but also, the international
partners for standardization and increasing access of internet, this is particularly
important for communities engaged in utilizing I4P for sustainable peace.

Technology has been used as early warning reports. Wajir is one of the counties
in marginal areas of Kenya with limited access to formal education, hence it utilizes
traditional forms of communication, mainly SMS or telephone conversations. SMS
and phone calls were recently used to prevent a potential clan conflict. In the region
of Ademasajida, clans were quarrelling over water points where, due to drought, the
clans had built small individual reservoirs. But conflict arose over one clan or clans
building these reservoirs at the expense of others. Peace actors were notified of the
emerging conflict, and a response team was sent, and they successfully de-escalated
the conflict. In addition to illiteracy, another challenge facing the deployment of tech-
nology is the lack of communication infrastructure. Network connectivity remains a
challenge, as most clans live in rural and disadvantaged areas with limited networks.
There is also the challenge of external actors who have become significant others.
These are often sympathizers of conflicting groups. For example, they use SMS or
mobile calls to warn warring clans that security agencies or conflict mitigators are
coming—sharing the target locations, the people sent and strategies. In the end, they
sabotage the peace-building processes.4

Conflicts in Wajir often result from disagreements over natural resources. Several
organizations have been established because of WPDA (Wajir Peace and Develop-
ment Agency), including (i) Al Fatar Council of Elders—which was formed after
the signing of Al Fatar Accord in 1995. The Council remains operational today.
However, Al Fatar was not enough as it was mainly town-based and lacked touch
with grassroot communities. Peace Committee was then formed, and later spread to
other communities and counties. Other similar platforms include (ii) Interfaith, which
brings together the clergy and Imam to champion peace; and (iii) Peace Diary, which
monitors activities on the ground, and records and reports incidences (this is however
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no longer functional due to lack of funding tomotivate volunteers). These are some of
the main infrastructures utilized at the community level in Wajir. These community-
based initiatives link to the regional and national systems in various ways, including
the CEWARN (Conflict Early Warning and Response and Mechanism).5 CEWARN
is an IGAD (Intergovernmental Authority on Development) initiative established to
coordinate collection of information and analysis on conflict and development events
in support of evidence-based intervention.

The conceptual and policy limitations and lessons of the existing framework
for explaining technologization of security and I4P, calls for a new thinking for
understanding the triad interaction between technology, security and I4P.

In a nutshell, the challenges of technologizing peacebuilding activities lie in the
following broad categories:

Capacity: The peace sector has largely been dependent on direct human inter-
ventions with limited investments in technological interventions. In these cases,
capacities of the various actors to shift to technology-assisted environments will
continue to be inhibited at individual, organizational, national, regional, and
indeed global levels, unless deliberate efforts are made to continually but rapidly
build this capacity.
Access: With peace disruptions normally affecting large sections of the popula-
tion, the more the general populace has access to smart technologies, the more
effective will be the technological interventions that rely on big data. This chal-
lenge is also directly related to the cost of such technologies. There is need
therefore to make appropriate technologies easily accessible to the populace.
Ethics and Trust: In the era of the internet and the advent of the “fake news”
phenomenon, trust will become a major issue for the global community, more so
in peace efforts. Fake news has the potential to cause interventions that would
cause deep conflicts, even where none existed before the fake news. There is need
therefore for continued investment in building ethics and trust within any and all
envisioned technological interventions.
Security: Related to trust and ethics, security of technological I4P will continue to
be of paramount importance to all actors. The I4P is premised on among others,
the fact that information is the new ‘currency.’ In this regard, the security of such
information and systems must be proactively safeguarded by all.
Control versus liberalism:Whereas some countries continue to adopt liberalism in
relation to the internet and access to smart technologies, others are stuck inmarket
control. It is expected that even countries that adopt liberalism will continue to
invest in surveillance technologies, the quest for “ultimate control” will continue
to be a major issue of concern for all actors globally. It is still too early to predict
not just who will ultimately win this contest, but if winning is at all possible
or even feasible. The next section explores possibilities of a new framework for
rethinking a digital society.
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5 Exploring a New Concentric Interface Modelling
for a Digital Society

In this chapter, we have argued that 4IR technologies portend immense opportuni-
ties for Peace Actors to enhance their activities and interventions. Technology also
produces both disruptive and constructive effects on human relations when applied
in two different environments—security and I4P. The new configuration brings out
the concentric relationship in a style we have referred to as ‘Concentric Interface
Modelling.’ The two platforms are contrasted in order to allow informed decisions
on which aspects of human relations (security vs I4P) should the emphasized within
the broader framework of the 4IR in Africa and beyond (see Fig. 1).

Fig. 1 AConcentric InterfaceModel (CIM) of the dialectical representation of technologization of
security and I4P.SourceAuthor’s theorization of the dialectical interface (disruptive and constructive
agents) between technology, security and I4P in an African peace and security environment
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From Fig. 1, it is clear that while the notion of technologization of security is
key in understanding threats and risks to peace, the focus is overly focused on
criminology, surveillance, cyberspace and spatial control of security phenomenon
(Shalhoub-Kerorkian 2011). Even in situations where the GPI indicators are key to
the peace process (Omanga 2015), it narrowly focuses on the role of social media6

technology such as ‘Twitter’ on chieftaincy,with limited possibilities of demystifying
the potential of integrating technology in peace processes. The body of knowledge on
the linkages between technology and security has made the former the centrepiece of
security systems, leading to a blatant securitization of human interactions including
migration and registrations of persons (Ceyhan and Tsoukala 2002). However, secu-
ritization of human interactions using technology does not necessarily imply peace
and stability to individuals, communities or states. In fact, in circumstances where
technology serves the ‘disruptive’ role (see Fig. 1), technologization of security has
been found to increase vulnerability, victimization and militarization of communi-
ties (Shalhoub-Kevorkian 2012). As such, even though peace committees are core to
the success of I4P, they are particularly vulnerable to political turbulence (Lederach
1995), as well as technological legitimacy. Besides the politics of things (PoT), the
intersection between technology and peace processes (as illustrated in Fig. 1), is influ-
enced by several systemic and structural factors: capacity, conceptual ambiguity and
plurality of I4P, inclusivity and scalability.

The first issue is capacity. The effects of the lack of I4P in a given community
may depend on whether the model is functionally active or lacks the pre-requisite
capacity and institutional arrangement to inculcate proactive, participatory, inclusive
and transformative approaches to conflict transformation (Lederach 2003; Lemay-
Hebert 2009). In deeply divided societies, the main objective of I4P committees
may be to create trust and reconciliation between communities to prevent violence
and resolve disputes. However, in countries with fairly established peace-building
architecture, the challenge for peacebuilders is to ensure harmonization and coordi-
nation of various I4P structures, institutions and capacities.Moreover, while ‘diverse’
stakeholders can be a ‘dividend’ for the success of I4P, if not well harnessed they
could create tensions on who plays what role with whom? The significance of I4P,
moreover, extends far beyond harmonization and coordination of multiple actors and
factors. The economic factors and governance of the internet, for example, should
be organized to ensure equity, and facilitate equal access for all (World Summit on
the Information Society 2003).

The second issue is the conceptual/typological orientation of I4P. The typolo-
gies of I4P have been examined in scholarly literature (Garnett 2016). Some have
questioned the role of I4Ps in the formation of peace committees, as to whether it
upholds inclusivity (Kovacs and Tobias 2016). There are three typologies of I4P:
state-controlled peace structures, independent peace structures and hybrid struc-
tures. Although the state-centric approach guarantees resources for the implemen-
tation of I4P, the approach may be too prescriptive; in many circumstances tech-
nologization of security by the state may lead to victimization and marginalization
of communities. The hybrid conception of I4P could flexibly allow integration of
constructive technologies. Scholars agree that the plurality of I4P environment is key
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in the evolution of a comprehensive I4P. Chalmers (2007) agrees that the involve-
ment of civil society in I4P ensures capacity, institutional arrangement, coherence,
coordination and inter-dependence of its actors.

The third issue is inclusivity and dialogue. Although Ryan (2012) examines insti-
tutionalization and systematic capacity building, the question of building synergy
across various administrative levels in an inclusivemanner remains unresolved. Inclu-
sivity and dialogue are the basic foundations of I4P. But this can only thrive in an
environment endowed with not only human and financial resources, but also digital
capabilities. In this regard, the constructive attributes of technology can serve as a
multiplier, to improve the geographical spread, hence increasing access.

Finally, scalability. Although empirical evidence from countries such as
Afghanistan, Colombia, DRC, Kenya, South Sudan and Uganda have applauded
the usefulness of I4P, the ‘how’ of scaling successful utilization of this approach to
other areas remains problematic; on this note, there exists no systematic study to
demonstrate what works (lessons), where (context) and more importantly, for this
chapter, the how (technology) of making the I4P efficient and accessible.

Moreover, studies have shown that most I4P structures involve both men and
women, but women predominate in the structures that also integrate livelihood activ-
ities such as the Village Savings Loan Association (VSLA) schemes (Bouman 1995;
Vanmeenen 2010). However, more recent studies show that women predominate
informal schemes of I4P (Chivasa 2015). Although the previous findings on gender
dimensions shed some light on patriarchal moves in peace and security architectures
in Africa, future research should focus on the implications of women-led I4Ps on
sustainability of conflict transformation. Access to appropriate technology remains
a problem in the global south, especially in marginalized communities.7 Thus,
exploratory research will help in revealing the informal structures that are respon-
sible for increasing or decreasing community’s access to appropriate technologies in
peacebuilding activities.

6 Conclusion

This chapter sought to demonstrate the potential use of some of the 4IR technologies
to enrich infrastructures for peace (I4P). We have also explored some of the ‘disrup-
tive’ attributes and challenges of these technologies and proposed several mitigating
factors. Whereas most of these technologies are at their infancy stages, especially in
relation to peace-building, it is indeed time that the Peace Sector makes a deliberate
but calculated shift towards tapping the potential for technologies such as Big Data,
Robotics, GIS/Satellites, Internet Bots, among others. In stressing the significance of
the constructive attributes of technology, the chapter confirms just howmuch applica-
tion of relevant technologies can mitigate peace and security threats, including those
emanating from insurgency situations. But also, authorities and scholars studying
technology and society should be cautious that if sophisticated technologies land in
the hands of extremists and other radicalised groups, the damage to the very value of
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the society will be incomprehensible. This brings to the fore the importance of the
governance, ethics as well as accountability of the use and disuse of technology. In
view of this technology–security-society triad, systematic integration of technology
in the I4P ecosystemwill require both in-depth theorization (hence the proposed new
thinking logic dubbed CIM in Fig. 1), as well as evidence-based decisions as to what
type of technology is best suited for promoting peace, social relations and develop-
ment. Technological interventions in I4P will therefore require continued dialogue,
cooperation, and support of various stakeholders, from peace and security experts
to technology experts, as well as other experts in psychology, diplomats, human
behaviour, monitoring and evaluation, migration, human rights, community devel-
opment, social innovation, among others. This notwithstanding, our analysis reveal
that the positive attributes of 4IR technologies far outweigh the negative externalities,
and that it is in the best interest of humanity that all proponents of global peace work
together to build the requisite infrastructure, human and social capacity to remain a
head of the threats to peace using 4IR. The converse, where the “enemies of peace”
run a head in capacity for 4IR, is incomprehensible.

We would like to caution, however, the CIM model we propose in this chapter is
not an absolute cure for the peace and conflict challenges facing the globe, but it is an
alternative thinking on how stakeholders can enhance the effectiveness of structures,
capacity, institutions andmechanisms for the I4P in the contemporary digital society.

Notes

1. The UWIANO platform has a live map system (Reports Map (https://nscpeace.
go.ke/108/)) where the public can see reported (verified) incidences, geograph-
ical location, number of incidences, and the nature of the incidences from all
UWIANOplatforms. UWIANOwas responsible for pushing out peacemessages
by leveraging on voter education. Social media platforms like Facebook, Insta-
gram and Twitter alongside television and radio were used to send out aggressive
informercials that contained peace messages (UWIANO Long Term Election
Observation report 2017).

2. Interview with Farah, Principal Peace Officer, Office of the Governor, Wajir
County. Peace falls under the responsibility of the national government, andmost
agencies only supplement efforts of the national government. The mandates of
the peace committees are to support peacebuilding efforts.Most conflicts inWajir
are clan-based and result from sharing natural resources e.g. water. WhatsApp
groups are used for incidence reporting’s, and as avenues for peace actions. There
used to be a fee but it is no longer there. Obstacles hindering adoption of tech-
nology include lack of funding; lack of skilled manpower; lack of authenticity of
information which is often unverified; and lack of donor coordination on inter-
ventions—interventions often overlap, there is no single coordinated platform
beyond the WhatsApp groups as every donor seems to bring there on platform.

3. Interview with Dekow Hassan, Team Leader: Danish Demining Group (DDG).
Peace forums act as avenues for sharing information. They help in coordination
of information by acting as early warning systems on CVE, clan conflicts, and

https://nscpeace.go.ke/108/
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resource-based conflicts that afflict the area. Online forums include the Wajir
Counterviolence Group (WhatsApp) for CVE, telephone calls, emails and the
INSO system which gathers information on security and sends updates on inci-
dences within the region or county for the concerned actors to respond. The
International NGO Safety Organization (INSO), an international charity that
supports the safety of aid workers in high risk contexts, has established an inter-
active online map for relaying information of conflict incidences to humanitarian
agencies. The INSO is used by humanitarian organizations to alert their staff and
communicate to the people in the identified area.

4. Interview with Wajir County Government Office. Hussein Adan Muhamud,
County Director of Peace, Cohesion and Integration (former CEO ofWajir Peace
DevelopmentAgency (WPDA), and current Patron.Wajir, 10thMay2019.Grass-
roots community Peace Committees are constituted by theNational Government.
The county office mainly complements the work of the national government on
alternative dispute resolution (ADR) work through county structures. In addi-
tion, the County government facilitates training by availing forums which result
in social contract or agreements.

5. Interview with the representative of the Wajir Peace and Development Agency,
Abdinasir Saman,Chief executive officer. TheCEWERU is an online platform for
submitting reports to National Steering Committee (NSC) and IGAD mostly on
border issues—governance, livelihood, environments and peace—for the North
Eastern region.

6. National Cohesion and in Integration Commission (NCIC). Interviewwith Salim
Omar Salim Omar Project Officer, NCIC. The National cohesion and integration
commission (NCIC) established a multi-agency working group to deal with hate
speech in public spaces including social media, ahead of the 2017 general elec-
tions with an aim of minimizing online hate speech. A key partnership was with
The Kenya Information Communication Association Network (KICTANeT), a
major social media player and multi-stakeholder platform involved in ICT policy
regulation. This partnership resulted in the creation of positive conversations in
social media spaces.

7. Wajir Women for Peace. Interviewed Ahmed Idle, M&E officer—0728930279,
Wajir. Women are the pioneer peacemakers and pillars of peace in Wajir. The
organization was created by women from various clans and is one of the peace
clusters in the county. Women are always at the forefront of peace in Wajir.
When conflicts arise, they visit the affected areas using a women caravan. Wajir
Women for Peace sometimes uses social media, mostly Facebook, to send peace
messages.
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State Cybersecurity Governance
in the Fourth Industrial Revolution:
An International Law Perspective

Jentley Lenong

Abstract The state remains the primary role player, which will determine cyberse-
curity policy and governance for the 4IR. The purpose of this chapter is to determine
how states under international law should govern cybersecurity globally when faced
with the disruptions that the 4IR will bring. The chapter uses the perceived future
4IR disruptions, prominent international law policy documents and the diversity
of state practice to discern the prevailing normative order of state cybersecurity
governance. The chapter identifies cyber justice as the desired foundational norma-
tive prescript to manage state cybersecurity governance and policy interventions. It
further identifies two critical disruptions for state cybersecurity governance under
a 4IR paradigm. These are the redundancy of customary legislative and regulatory
intervention to legal and policy challenges and the threat to the notion of the state and
state sovereignty through an evolved interpretation of cyber sovereignty as uncoupled
from state territorial integrity. The research in the chapter is prescriptive. It provides a
novel contribution for normative modelling of state cybersecurity governance under
international law.

Keywords International law · Fourth industrial revolution (4IR) · State
cybersecurity governance · Cyber justice · Cyber sovereignty · Normative
governance

1 Introduction

At around 12:30 p.m. on 12 May 2017, computers of about ten hospitals across
the United Kingdom were suddenly frozen and local files remotely encrypted by
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malware. Bewildered hospital staff were confronted with the malignant demand—
pay $300 in Bitcoin in order to undo the cyber-attack.1 The malware responsible
for this cyber-attack was named “WannaCrypt/Wannacry” (Steyn 2017). WannaCry
has been without a doubt the most widespread and devastating cyber-attack the
world has up to date collectively experienced. It is estimated that between 400,000
and 1 million computers were affected by the malware (Venktess 2017). A global
conference of skills pulled together and eventually, a patch for its vulnerability was
released by Microsoft on the 14th of March 2017 (Pascariu et al. 2017), but not after
the malware spread havoc across more than 150 countries. None of the more than
150 states affected by Wannacry had a rapid, decisive or concerted response to this
cyber-attack.

This begs the question, who is burdened with the responsibility when it relates to
transboundary emanating cyber-attacks? Under international law, the state remains
primarily responsible for its citizens when faced with transboundary threats (Iyi
2016). Consequently, state cybersecurity governance2 needs to be a central mech-
anism through which national cybersecurity policies and laws become operational.
However, internationally state cybersecurity governance was particularly exposed
by the Wannacry cyber-attack, with justice for the victims of these cyber-attacks -
some of whom potentially could have lost their lives, still not having been achieved.

Under this reality, will the Fourth Industrial Revolution (4IR) compound the chal-
lenges of state cybersecurity governance? With anticipated significant disruptions at
all spheres of society, the 4IR demands an interrogation of the traditional interna-
tional law approach to cyber challenges. The horizontal integration of technologies
under a 4IR paradigm would potentially carry particularly challenges for policy and
governance of state cybersecurity. Policy decisions of states will ultimately deter-
mine the social and political disposition of peoples of the world in relation to the
development that the 4IR will enable. The philosopher Dooyeweerd aptly remarked
that: “[p]erhaps there is no other organized human community whose character has
given rise to such a chaotic diversity of opinions in modern social philosophy and
social science as the State.” (Freeman and de Jongste 1984). Consequently, states
need a communal response to the novel capabilities that 4IR technologies will bring.
State governance of these technologies, their risks and benefits need to occur in a
manner that will protect its populace and preserve the integrity of the state as well
as its cyberinfrastructure. The focus of this research is consequently to answer the
question, what governance approach should states undertake under international law
to produce state cybersecurity governance that is just in the 4IR.

1Bitcoin is one of themost famous digital currencies used online. It is also knownas cryptocurrencies
or e-currencies. It employs a decentralised banking method to record and maintain transactions.
The solving of mathematical problems through computational solutions is how new units of the
currency is produced.
2The employment of the term state cybersecurity governance is deliberate to distinguish it from
instances of cyber security governance that involves natural persons. See (European Union 2016).
The focus of this chapter is how the state governs its own security in anticipation of the disruptive
technologies of the fourth industrial revolution.
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Contemporary international law does not yet have a codified response to cyber-
security in general or state cybersecurity in particular. This chapter will proceed
by presenting the contemporary international law, state cybersecurity governance
approach. The chapter then interrogates the two overarching disruptions that the 4IR
will bring to state cybersecurity governance. The methodology that is followed uses
the perceived future 4IR disruptions, prominent international law policy documents
and the diversity of state practice to discern the prevailing normative order of state
cybersecurity governance. The possibility of forms of normative modelling is then
postured in order to respond to the primary research question. The chapter concludes
by postulating a theory of cyber justice as critical to a 4IR future for states.

2 The Fourth Industrial Revolution and the State

Unlike the previous three industrial revolutions, the 4IR cuts across the globe and
holds the potential for equitable development and technological growth. The process
advances of the three industrial revolutions differ significantly, not only in the specific
technologies convoluting but also in the resulting forms of enterprise and in the
nature and role of the actors involved (Colli and Nicoletta 2013). Consequently,
predicting the winners and losers is not predicated on the state as a player or even
current levels of development of a particular nation. The implications of private
individuals affecting the global balance of power will be far-reaching for human
development. This withstanding, “[t]he state, however, remains the principal actor
in the international arena, and the raison d’être of the international legal system.”
(Dugard et al. 2011).

The question could be asked, why overarching state intervention is even neces-
sary in a 4IR world of cyberspace. In response, lessons have been learned from the
Third Industrial Revolution. Even though states did not play a critical role in the
technological expansion of the Internet, but rather private corporate entities—they
were critical to the efficiency and dynamical proliferation of this technology. The
success of the United States’ internet equipment producers is still very dominant
globally precisely because they were the early movers in these new high-tech fields
(Colli and Nicoletta 2013). Consequently, policy intervention by states in the very
early stages of the Third Industrial Revolution meant the difference between success
and failure (Colli and Nicoletta 2013).

The advances in technology brought about by the 4IR are focused around three
clustered megatrends that exploit the proliferation of digitalization and information
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processing power. They are primarily physical,3 digital4 and biological5 (Schwab
2016). Collectively, these technological advances will challenge cybersecurity via
their pervasive characteristics. The fundamental characteristics of 4IR technologies
that will disrupt the traditional regime of state cybersecurity are four-fold. These
characteristics are 1. Interconnectivity; 2. The potential of hyper-communication;
3. uber-intelligence; 4. independent self-learning (Schwab 2016; Groscurth 2018;
World Economic Forum 2019). This is not a closed list (numerus clausus) of char-
acteristic but is representative of the core challenges that cybersecurity faces. The
consequences of this transformed creature on state cybersecurity governance are
fundamental disruptions to the traditional functioning of states collective policy
response. The pivotal disruptions should be observed on a national level and an inter-
national level. Nationally, cybersecurity governance will be disrupted in the manner
that it is brought about – via legislative and regulatory processes. Internationally
the disruption will challenge the legitimacy of the enforcing state itself, through the
notion of cyber sovereignty and the accompanying challenges of jurisdiction. These
disruptions are critically interrogated below. The interconnectivity that for example
the ‘internet of things’ technology will produce will fundamentally disrupt state
control over cybersecurity protocols. Further, three main factors have been observed
in recent years has served as catalysts for the proliferation of 4IR technologies, they
are:

1. “Digital components such as sensors, actuators, cameras andmicrophones nowa-
days are so small and can be produced so inexpensively that we can use them
to teach things to see, hear and feel. By the way, several German producers are
leaders in the world market for such products.

2. Since the 2010s, an internationally applicable protocol, IPv6, has existed which
enables almost everything to be supplied with its own internet address. This
enables a device to establish contact to other devices and people as well as send
and receive data.

3. Finally, information science as an engineering discipline has matured and is
on the way to become the most important discipline of all. It is used to help
networked, sensitive things to act in a sensible and increasingly autonomous
manner.” (Sendler 2018)

These technological advances have removed much of the control over processes
and stakeholders that the state traditionally enjoyed. This produces novel cyberse-
curity threats for both the state and its citizenry. International law, in turn, has not

3The main known examples of these tangible technologies are self-driving or autonomous vehicles,
advanced robotics and 3D printing.
4The digital revolution will be driven by the interconnectivity of things via what has been described
as the ‘internet of things’. The internet of things technology will connect the digital worlds with the
physical realm.
5The advances in computing processing power have opened a door to the biological building blocks
of humanity. Consequently, the 4IR allows for a world where human genes can be sequenced,
activated and edited.
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been able to respond to this new dawn. Consequently, cybersecurity law and gover-
nance has not evolved or developed to contend with the challenges of the 4IR. In
holdingwith traditional international law, the objective of state cybersecurity law and
governance remains the maintenance of international peace and security. However,
the 4IR brings with it a paradigms shift and the developments in human rights law
needs to filter through cybersecurity law and governance’s notion of justice. In order
to secure this objective, state cybersecurity law and governance needs to evolve in
order to produce justice under a 4IR paradigm. It is not an understatement that the 4IR
could also potentially produce tremendous social inequality. This social disruption
will be an added dimension that state cybersecurity governance needs to approach
as a potential threat. This threat can also be extended to the conduct of corporate
entities and their impact on other states. In regard to this, there is a real likelihood
that an organization’s plans for implementation of 4IR plans could cause “armed”
international disputes (Smith and Pourdehnad 2018). In conclusion, the state remains
at the core of the response to the disruption that the 4IR will bring. Consequently, it
becomes critical to interrogate cybersecurity governance from the perspective of the
state under a 4IR paradigm.

3 State Cybersecurity Governance and International Law

The 4IR developmental challenges of state cybersecurity governance produce funda-
mental obstacles to the creation of universally accepted norms and standards for
states and their cybersecurity. The primary objective of state cybersecurity gover-
nance has been the maintenance of international peace and security in accordance
with Article 1 (1) of the United Nations (UN) Charter. However, this objective is
originally premised on two arcade notions of international law; (1) that the state is
the exclusive subject of international law and (2) that the ‘use of force’ is limited to
conventional acts of warfare and/or acts of aggression. In the absence of international
consensus on the norms and principles, which are to steer global cybersecurity gover-
nance, states have resorted to a proliferation of their offensive cyber capabilities. This
is a rational response under a peace and security, international law paradigm for state
cybersecurity governance.

Figure 1a, is demonstrative of the global arms race for offensive cyber capabilities,
even though some states might argue that their intentions are more defensive. This
has divided the globe into two cyber centres of power. A developed world block
spearheaded by the United States and are developing world block represented by
Russia and China (Fang 2018). How should governance be comprehended by states
in terms of executing their cybersecurity policy? The United Nations Development
Programme (UNDP) records that:

Governance is the system of values, policies and institutions by which a society manages its
economic, political and social affairs through interactions within and among the state, civil
society and private sector. It is the way a society organizes itself to make and implement
decisions-achieving mutual understanding, agreement and action.
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Fig. 1 a The global offensive capabilities of states (https://www.diplomacy.edu/cybersecurity)

State cybersecurity governance shouldhave the capacity to accommodate a norma-
tive framework, which will be responsive to the challenges of the 4IR. Traditionally,
governance is more concerned with the conduct of states rather than their citizenry,
but the 4IR produces challenges both with conduct from the state and private citi-
zens. Consequently, through a 4IR paradigm, it is not only states who pose a threat
to international peace and security, but private citizens too. Cyber acts of aggression
by private citizens of a particular state could easily fit the mould of ‘use of force’ in
order for another state to proffer a justification for its own aggression. It has been
argued that even though Article 2 (4) of the UN Charter prohibits ‘use of force’
by states and broadening the definition of ‘use of force’ to include private citizens
could assist international law (Kulesza 2009), this is not the position in international
law as yet. However, a cyber-crime or -attack, in essence, could be construed as the
use of force against the political and economic interest of a state or its citizenry.
Though states generally struggle with these definitions in developing domestic legal
instruments. For example, that “a cyber-crime is a broad concept analytically distinct
from cyber-attack. While, as with the concept of cyber-attack, there is no universally
recognized definition of cyber-crime (Hathaway 2012).”

International law further lacks consensus where the cyber conduct of a private
individual rises to an act of aggression against a state and such action benefits that
person’s own state. However, it would be possible to attach liability for the conduct
of a private person or groups of people to a state via the international law concept

https://www.diplomacy.edu/cybersecurity
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of state responsibility. This will require proof that the state had ‘effective control’
over the perpetrator of a cyber-attack. So also, the traditional international law test
of ‘effective control’ in order to a tribute state responsibility to the conduct of an
individual will need rethinking. The International Court of Justice (ICJ) produced
this test by stating:

State’s responsibility can be incurred for acts committed by persons or groups of persons—
neither state organs nor to be equated with such organs—only if, assuming those acts to be
internationally wrongful, they are attributable to it under the rule of customary international
law reflected in article 8 [of the ILC’s draft articles].6

Under this definition, international law does provide for a degree of accountability
where a private person or group of people, but only at the direction and control of a
state executes a cyber-attack. State cybersecurity law and governance need to develop
in a manner that is more human-centred and allows for liability inclusive of a devel-
oped view of the subjects of international law. Especially because state cybersecurity
law and governance resides at the heart of our 4IR future. The maintenance of the
rule of law and efficiently articulating state responsibility under a 4IR paradigm will
be the core functions of state cybersecurity law. However, international law would
first have to resolve the primary issue of a definition of cybersecurity. Internationally
cybersecurity remains beset with the challenge of its own definition (Kosseff 2017).
Kosseff (2017) ventures a definition in that:

[C]ybersecurity law promotes the confidentiality, integrity, and availability of public and
private information, systems, and networks, through the use of forward-looking regulations
and incentives, with the goal of protecting individual rights and privacy, economic interests,
and national security.

This definition allows for a progressive perspective of cybersecurity law that
embraces a 4IR paradigm. However, cybersecurity law and governance would need
to develop legal norms and principles that also capture ever-evolving forms of cyber-
attacks and stillmaintain the rule of lawand theprotectionof human rights. In addition
to this, cybersecurity needs to develop beyond the notion of protecting the infiltration
of a secure computer network or critical infrastructure, to include for example 4IR
cyber threats. From contemporary examples, these include the distributed denial of
service attacks and planting inaccurate information (Hathaway 2012). The acces-
sibility and technological equality that 4IR will produce allows for these normal
threats. The underdeveloped nature of international cybersecurity law and policy
presents a fundamental challenge to the attainment of a universally accepted state
cybersecurity governance regime with accepted norms and principles.

In presenting the question, whether the international law of cybersecurity is in
crisisMacak (2016) identifies three apparent crisis indicators. First, the area of cyber-
security appears resistant to the codification of the applicable rules in a comprehen-
sive multilateral binding treaty. Secondly, Macak (2016) observes that “states have

6Case Concerning the Application of the Convention on the Prevention and Punishment of the
Crime of Genocide (Bosnia and Herzegovina v. Serbia and Montenegro), ICJ Rep 2007, para. 406.
See also Military and Paramilitary Activities in and Against Nicaragua (Nicaragua v. USA) ICJ
Rep 1986, paras. 109 and 115.
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shown extreme reluctance to contribute towards the development of cyber-specific
customary international rules.” Finally, Macak (2016) remarks that:

… the third concerns their (states) actual conduct in relation to cyber governance. It would be
inaccurate to claim that states have entirely given up on standard-setting. However, instead
of interpreting or developing rules of international law, state representatives have sought
refuge in the vacuous term ‘norms’.

The crisis or criticism that Macak (2016) remarks on is the pluralization of
international norm-making (Berman 2007; Aspremont 2012). Objective observa-
tion suggests that one has to side with Macak (2016) on the first two crisis indi-
cators. However, what Macak (2016) does not observe is that the rationale for the
third crisis indicator resides within the first two. It is due to the inability of states
to produce a consolidated legislative and regulatory regime for state cybersecurity
law and governance, that the approach of norm-setting is justifiable. Further, the
challenge of codification is even more insidious on a domestic level with fears of
government controlling the personal data of its citizens (Janssen and van den Hoven
2015). The development of norms seems to be the only manner of reaching some
sort of international consensus for cybersecurity law and governance.

Where states have developed domestic legislation to regulate cybersecurity law
and governance, one could discern customary international law from such State
practice. However, international law requires that such State practice needs to be
both extensive and uniform amongst states. In the North Sea Continental Shelf cases,
the ICJ held that:

An indispensable requirement would be that within the period question, short though it might
be, state practice, including that of states whose interest are especially affected, should have
been both extensive and virtually uniform in the sense of the provision invoked; and should
moreover have occurred in such a way as to show a general recognition that a rule of law or
legal obligation is involved…

Consequently, state practice has not been consistent in order to produce customary
international law rules because the subject matter and challenges of such rules vary
from state to state. It is critical to the integrity of international law that the distinction
between current law (lex lata) and future law (lex ferenda) be maintained. The ICJ
has been consistent in confirming that current law or positive law is the starting
point for all judicial inquiry. Thus through the application of international law, the
legal scholar needs first to establish what the law is before it can delft into what the
law ought to be. The purpose of this is not to favour one norm over another, but to
foster their relationships. In the Islands of Palmas case,7 the arbitrator Max Huber
remarked that international law “… has the object of assuring the co-existence of
different interests which are worthy of legal protection.” Consequently, a normative
approach to state cybersecurity law and governance would not only serve to produce
an international regime but also lead the way towards international state consensus.

7Island of Palmas Case (or Miangas), United States v Netherlands, Award (1928) II RIAA 829.
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4 State Cybersecurity Governance Under a Disruptive
Fourth Industrial Revolution 4IR Paradigm

4.1 The Future of Legislative and Regulatory Regimes

The process of law and policy-making on cyber-related matters is primarily legisla-
tive within domestic legal orders. At present international law does not have a legis-
lator for all states. This has produced a plurality of competing and equivalent legal
sources, both within domestic jurisdictions and in international law. International
lawyers find solace in the prescripts of Article 38 of the ICJ Statute in order to
have some remnants of legislative order for retrieving international law. Article 38
of the 1945 ICJ Statute provides for a hierarchy of legal sources starting with treaty
law, customary law, and general principles. These are then complemented by other
sources usually deemed as ancillary they are case law and the writings of eminent
experts in the field of law (Teitel 2013; Chirwa and Chenwi 2016). In a 4IR world
that is fast-paced; interconnected; autonomous and self-learning, the slow turning
wheels of legislative bureaucracy stand in stark contrast. The production of laws
and policies would be unable to keep pace with the rate of technological change.
Where constant law-making becomes the response to the fast pace development in
4IR technologies, the result would be the fragmentation of an already fragile interna-
tional state cybersecurity regime. Legislative intervention is a response, would also
be further exacerbated through the horizontal integration of 4IR technologies both
globally and municipally.

Consequently, what is needed is “a set of higher normative essentials that guides
the governance and application of existing laws (Michelman 1995).” The challenge
for the future of the legislative and regulatory regimes of state cybersecurity gover-
nance would be the development of higher norms, similar to constitutional principles
under a constitutional democracy. The 4IR will challenge the “character of security
threats while also influencing shifts of power, which are occurring both geograph-
ically, and from state to non-state actors (Schwab 2016).” This presents a further
challenge to a legislative and regulatory approach as a solution. States would have
to develop laws for technologies that they do not understand and which is oper-
ated from stables of power that they cannot identify. Schwab (2016) observes that
the “critical danger is that a hyper-connected world of rising inequality may lead
to increased fragmentation, segregation and social unrest, which in turn creates the
conditions for violent extremism.” Developing guiding and essential norms for all
states will produce a safeguard against the rapid pace of technological development
in the 4IR. International law would then not need to usurp the legislative functions
of states through codification but will only be responsible for norm-setting. Such a
normative approach will be consistent with contemporary international law in that it
still premised on state consent and free will. In the Lotus Case8 judgement the ICJ
proclaimed the position of international law in that:

8The Lotus Case (France v. Turkey), PCIJ Reports, Series A, No. 10 1927, 18.
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The rules of lawbinding uponStates, therefore, emanate from their own freewill as expressed
in conventions or byusages generally accepted as expressing principles of lawand established
in order to regulate the relations between these co-existing independent communities or with
a view to the achievement of common aims.

A normative approach would also allow for legal certainty. Private actors would
consequently follow the same set of higher norms that the state follows. What is
certain about the future viewed through a 4IR lens is that only a multi-stakeholder,
collective approach towards progress can ensure justice and the integrity of the state.
The smart solutions and responses to the challenges of the 4IR will not be provided
by a singular state or leader. However, by adopting novel leadership concepts, rather
than responding via legislation, which can become arcade during the process of its
enactment, stakeholders can adequately respond to the technological disruptions of
the 4IR. Working together, both locally and globally states and production leaders
from numerous businesses such as start-ups, large companies and labour can develop
muchmore efficient solutions to these disruptions brought about by the 4IR.Kennedy
aptly reminds one that:

Any so-called ‘realism’ that attends only to the overt acts of national sovereigns is no longer
realistic. In our world, power lies in the capillaries of social and economic life. Myriad
networks of citizens, commercial interests, civic organisations and government officials
are more significant than interstate diplomacy. Statesmen and stateswomen act against a
background fabric of expectations—the legitimating or de-legitimating gaze of world public
opinion—and they act in the shadow of all manner of public and private norms.

Where the state follows the path of norm development, one has to guard against
supranational institutions following the path of legislating international law for state
cybersecurity. The legitimacy of international law depends critically on the insti-
tutions of international law to be also legitimate. Where legislative or rulemaking
functions are embedded in global governance institutions outside of the democratic
system of the national state, this compromises the legitimacy of international law.
What we have seen with global governance institutions such as the World Trade
Organisation, the UN Security Council, the World Bank and even the European
Union; is enduring patterns of coordinated, organised and persistent rulemaking
governance. Global governance institutions, “though created and sustained through
treaties made by states, are increasingly taking on lawmaking functions (Besson and
Tasioulas 2010).” The sovereignty of states could potentially be compromised where
we do not protect its integrity.

4.2 The Ascend of Cyber Sovereignty

State sovereignty is a keystone principle of international law (Benvenisti 2013;
Alvik 2011). Cyber sovereignty can be interpreted in two ways. The first is cyber
sovereignty as “a natural extension of national or state sovereignty in cyberspace
(Fang 2018).” Cyber sovereignty is consequently directly linked with territorial
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integrity, as it is comprehended in international law. This view supports and has as its
main content the state’s authority to exercise jurisdiction in cyberspace (Fang 2018).
The second is cyber sovereignty as an external quasi-geographical global cyberspace,
which is boundary-less and encompasses an all-inclusive international jurisdiction
of the global cyberspace. This second hypothesis is much more consistent with the
notion of the 4IR. However, under the first hypothesis, cyber sovereignty follows the
traditional tenants of state sovereignty. The principle of cyber sovereignty is lamented
with traditional international law principles such as “equality among nations and the
principle of non-interference in other nations’ internal affairs and by implication
also each other’s cyberspace (Fang 2018).” Defining cyber sovereignty outside of
the traditional notions of state sovereignty would mean that states will lose much of
the exclusive authority and dominium, they currently enjoy over the domestic activ-
ities in cyberspace. It has been observed that for “superpowers such as the United
States, China and Russia it is of critical importance to define cyber sovereignty to be
consistent with the notion of state sovereignty (Fang 2018).”

Traditionally, international law perceives state sovereignty to be integrally linked
to the territorial integrity and political independence of a state (Besson and Tasioulas
2010). However, in a 4IR world, states will become much more interconnected and
dependent on each other both politically and economically. Is it then possible for
sovereignty to accommodate both independence and interdependence of states? In
the Islands of Palmas-case, it was noted that sovereignty means “[i]ndependence in
regard to a portion of the globe is the right to exercise therein, to the exclusion of any
other State, the functions of a State.” From this position, the arbitrator Max Huber
seems to suggest that the functioning of a state’s sovereignty links critically to its
independence. The normative order of international law is inherently dependent on
this nature of statehood. The implications for state cybersecurity law and policy is
paradoxical. The Lotus Case went on to confirm that “[n]ow the first and foremost
restriction imposed by international law upon a State is that-failing the existence
of a permissive rule to the contrary, it may not exercise its power in any form in
the territory of another State.” The very nature of state sovereignty seems to be
challenged by the notion of cyber sovereignty.

The second hypothesis of cyber sovereignty seeks to disrupt the traditional notion
of state sovereignty in cyberspace. This notion of sovereignty is not wholly inconsis-
tent with the origins of sovereignty as it emanates from the transfer of an individual’s
autonomy to a collective, represented by the state. The legal theorist De Vattel (2011)
commented that:

…sovereignty is that public authoritywhich commands in civil society, and orders anddirects
what each citizen is to perform, to obtain the end of its institution. This authority originally
and essentially belonged to the body of the society, to which each member submitted, and
ceded his natural right of conducting himself in everything as he pleased, according to the
dictates of his own understanding, and of doing himself justice.”

The notion of sovereignty is consequently linked with that of cyber justice. The
concept of sovereignty presents a unique dichotomy for state cybersecurity gover-
nance under a disruptive 4IR paradigm. States in favour of the 4IR developments
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who seek to control systems and networks will use cyber sovereignty as a justifica-
tion under the first hypothesis. On the other side, States who lag behind of fear the
changewill employ protectionismandnationalism to insulate their citizenry from4IR
disruptions.We have already observed this with states like the United States, with the
rise of popular nationalism (Bonikowski and DiMaggio 2016). These States too will
justify their decisions under the banner of cyber sovereignty. The concerns around
the disruptions of the 4IR should not wholly be dismissed, because popular fear holds
the potential of derailing the potential benefits of 4IR technologies. Goldring (1998)
correctly warns that:

“If a majority of voters in some countries feel that their political sovereignty is threatened
by the free play of market forces, they are right. It is a characteristic of national sovereignty
that nations can choose whether to submit to the interests of free trade and transnational
business or not. Their choice need not be rational.”

Cyber sovereignty needs to be defined and applied in a manner that produces
justice for the individual citizen. Although, international law is not overly interested
in the political tools of democratic control it is critical to incorporate notions of demo-
cratic legitimacy and its processes, in particular where it intrudes into national law.
In the “probably most characteristic example, the ICJ did not decide, in its Advisory
Opinion on the Threat or Use of Nuclear Weapons, on the question of whether the
state interest or humanitarian principles prevail when in conflict with each other. The
then ICJ President Bedjaoui created the category of ‘neither allowed nor forbidden’
for a clash between state and individual values.”9 However, international law would
have to bemuchmore decisive in terms ofwhich hypothesis of cybersecurity prevails.
What is critical is that whichever notion of cybersecurity international law adopts
it needs to produce justice in order to maintain international peace and security in
cyberspace.

4.3 Justice Disrupted

The ultimate normative order that international law proffers under a 4IR paradigm,
would need to be conscientious of the advances in human rights in order to protect
individual liberties in cyberspace and produce justice as an objective and as an
outcome. As demonstrated above, following a regulatory or legislative approach
domestically would also eventually just result in fragmentation of the international
law regime. The objective of justice has been overlooked in the development of
cybersecurity law and governance. The primary focus of states has been related to
questions around adjudication and jurisdiction. This has usurped the objective of
justice (Dekker and Werner 2004). State cybersecurity governance needs to develop
policy objectives that link directly to established notions of justice. This should be
open to an objective test such as, “suppose we say that, to justify directly a political

9Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, 1996 ICJ Rep, 226.
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act is to show the correspondence of this very act (not just some higher-level act that
authorized this one) to ideals of justice or conduciveness to general human goods
(Michelman 1995).” In order to govern the disruptions of the 4IR in a stable manner,
state cybersecurity governance needs to be evolve inclusive of justice. Mihr (2016)
ventures a working definition of cyber justice that is:

… based on good cyber governance and its human rights-based approach for (1) more
accountability, (2) more transparency, and (3) more participation by multiple stakeholders
and actors through the use of cyber tools, such as the Internet and other mobile devices.

The definition of cyber justice in itself holds normative characteristics to guide
state cybersecurity governance. Consequently, state cybersecurity governance will
achieve justice by adopting the normative tenants presented by cyber justice. These
norms are accountability to the general populace, transparency, openness or flexibility
to multi-stakeholder participation. These normative tenants will allow resilience in
order to manage the disruptions of the 4IR and potentially avoid violent international
conflicts betweenStates. International lawgenerally, suffers from the traumaofworld
wars as the fundamental rationale to its legal development. This is the rationale for the
maintenance of peace and security as the primary objective in international security
and consequently for state cybersecurity. An evolved objective for state cybersecurity
under 4IR paradigms should be cyber justice.

5 The Fourth Industrial Revolution as Cyber Justice

States will in effect have two choices in determining how to respond to the challenges
and potential international conflicts that the 4IR will produce for state cybersecurity
governance. States can either follow a ‘to war/law of war’ (jus in bello/ad bellum)
approach or a cyber justice approach. The notion of cyber justice presents a normative
foundation for managing the degree of disruption that 4IR technologies will produce.
Weil (1983) remarks that “the capacity of the international legal order to attain the
objectives it was set up forwill largely depend on the quality of its constituent norms.”
International law needs to be decisive and place at the centre of its normative order
the foundational notion of cyber justice. However, these norms do not and cannot
automatically offset the sovereignty of a state (Weil 1983). Jayasuriya (2001) argues
that:

As law and the territorial state are uncoupled, power of governance is becoming increas-
ingly fragmented and diffused within the market and civil society; this poses an immense
challenge to the traditional antinomies—between legality and legitimacy as well as between
sovereignty and society—that underpinned the ‘government’ model of sovereignty.

The hypothesis of cyber sovereignty discussed above is consistent with a 4IR
future. This view of cyber sovereignty will primarily be responsible for the uncou-
pling of the state power of governance in cyberspace. This is where the state leaders
agree with this assertion not (Fang 2018). In order for the contemporary international
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order to hold, the governance of state cybersecurity needs to elevate itself to a set of
higher legal norms. These higher legal norms need to find broad collective consensus
amongst states, but they also need the recognition of all the players in cyberspace.
The notion of cyber justice is but only one such normative foundation. However, it
presents a valiant opportunity for the preservation of the state and its central function
of protecting its citizenry against threats in cyberspace. Where states would want to
impose the rule of law in cyberspace based on the traditional notions of sovereignty
and international law, they would proceed at their own peril.

6 International Cooperation and Mutual Assistance
as the Existing Normative Order for State Cybersecurity
Governance

6.1 Background: The Objectives for State Cybersecurity
Governance

Even though it can be argued that no consolidated or codified international legal order
exists for state cybersecurity governance, an argument can be made for the presence
of a normative order that is predicated by the objectives of international law. Kelsen’s
(1961) statement that “[t]he legal order is a system of norms”, finds particular appli-
cation for state cybersecurity governance under international law. International law
is focused on three objectives in developing state cybersecurity governance proto-
cols. The primary objective is the maintenance of international peace and security,
the second is the harmonisation of legislative frameworks and thirdly cooperation
amongst states. All three of these objectives face disruptive challenges under a 4IR
paradigm. However, international cooperation and mutual assistance seem to have
been elevated as a norm in state cybersecurity policy. It is problematic that the
interpretation and application of the notion of international peace and security are
premised on resolving cyber threats by applying the mechanisms and thinking of
conventional warfare. The technological advances of the 4IR will produce novel
surreptitious threats and clandestine perpetrators. As shown above the objective of
the harmonisation of legislative frameworks, in itself would be challenged by the
slow-pace of bureaucratic mechanisms relative to the swiftness of 4IR technologies.

However, international cooperation and mutual assistance seem to have filtered
through in themajority of international state cybersecurity policy propositions. Inter-
national cooperation and mutual assistance as an aspiration are challenged by the
contemporary inequalities already existing between states. International law does not
at the moment have a consolidated state cybersecurity governance regulatory frame-
work or legal principles that are recognised by the majority of states. In the absence,
of such governance infrastructure, individual states might be tempted to follow a ‘to
war/law of war’ approach to resolve threats or attacks against their cybersecurity.
Grotius said, on the idea of ‘just war’ when in the face of a multiplicity of sovereigns:
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I observed that men rush to arms for slight causes, or no cause at all, and that when arms
have once been taken up there is no longer any respect for law, divine or human; it is as if,
in accordance with a general decree, frenzy had openly been let loose for the committing of
all crimes. (Grotius 1925)

Although it is accepted, that there is “no single path to war and peace but multiple
possibilities (Marwala andMonica 2011).” The application of the ‘to war/law of war’
approach to incidents of breaches in states cybersecurity could have disastrous effects
for the maintenance of international peace and security, especially where a private
individual is involved. Currently, under the ‘to war/law of war’ approach, there are
three incidents or categories of individuals which a state can lawfully target; these
“are combatants, civilians directly participating in hostilities, and civilians acting
in a continuous combat function (Iyi 2016; Gill et al. 2014; von Heinegg 2014).”
However, it is clear how the law of war approach to cyber-attacks; cybercrime’s or
cyber-warfare could be apocalyptic in a world with nuclear capacity. The traditional
notion of going to war or declaring war does not apply under a 4IR paradigm. Cyber-
warfare is much more fluid, the participant more obscure and the interest or motives
greatly variant.

The methodology followed below is to present the key international and regional
policy documents that in essence have already produced an international normative
order for state cybersecurity governance. The key norm that the majority of these
policy interventions have produced is that of international cooperation and mutual
assistance.

6.2 UNGGE Report

The United Nations Group of Governmental Experts on Developments in the Field
of Information and Telecommunications in the Context of International Security
(UNGGE)10 released its third report in 2015. The Group emphasized “the impor-
tance of international law, the Charter of the United Nations and the principle of
sovereignty as the basis for increased security in the use of Information Commu-
nication Technologies (ICTs) by States (Group of Governmental Experts on Devel-
opments in the Field of Information and Telecommunications in the Context of
International Security 2015).” The UNGGE report did an analysis of existing and
emerging threats and concluded that generally there is been a proliferation of mali-
cious use of ICTs globally. These increased threats perpetrated by both non-state and
state actors pose significant challenges to the maintenance of international peace and
security. The advent of 4IR technologies will increase the capacity of the malicious
use of ICTs. The UNGGE report identifies that “the most harmful attacks using ICTs
are those directed against a state’s critical infrastructure and the communication and
information systems linked to them.”

10The UNGGE was established through the UN General Assembly resolution 68/243.
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In the threat analysis of the UNGGE report, the panel identifies a novel threat to
international peace and security. The report recognises that there has been an increase
in non-State actors perpetrating malicious attacks indirectly against a States. What
makes the emergence of these new non-state actors particularly challenging is that
they are; firstly, diverse in theirmake-up andmotive;11 secondly the speedwithwhich
they execute malicious attacks; thirdly the challenge of establishing the source or the
origin of incidents. The focus of these attacks is producing destabilising mispercep-
tions and inciting conflict and harm to the citizenry. One can imagine a future where
AI potentially could be developed and deployed to execute such attacks. In effect,
the citizenry of state can be manipulated into a weapon against that state itself. The
UNGGE report improves “the security of critical ICT infrastructure; develop tech-
nical skills and appropriate legislation, strategies and regulatory frameworks to fulfil
their responsibilities; and bridge the divide in the security of ICTs and their use
(UNGGE 2015).”

Although the UNGGE failed to produce binding international law, it did show that
the norm of international cooperation and mutual assistance was generally accepted
by all states. The report proposes as a solution “[v]oluntary, non-binding norms
of responsible State behaviour can reduce risks to international peace, security and
stability.”Unfortunately, theUNGGEcould not produce consensus amongstmember
states and what followed was the development and adoption of two new resolutions.
One was sponsored by the European Union, with the involvement of states such as
Japan, theUnited States, Australia andCanada. In essence, creating a completely new
group of government experts. The second resolution created anOpen-EndedWorking
Group (OEWG) under the auspices of the UN. The second resolution was primarily
sponsored by China and Russia together with African and Asian countries. The
OEWG focuses on, the development of international law rules, norms and principles
for how states should deal with cybersecurity. Although international cooperation
and mutual assistance presented itself under two centres of power, it was the only
surviving consensus from the UNGGE.

6.3 Budapest Cybercrime Convention

The Council of Europe produced the Convention on cybercrime or as it’s properly
known ‘the Budapest Convention’ in 2001 and it entered into force on 1 July 2004
(Council of Europe 2004). Although the focus of the convention is cybercrime, it
does produce norms for international law that would be directly applicable to state
cybersecurity governance under a 4IR paradigm.With five ratifications, the Budapest
Convention is known as the only binding multilateral international law instrument on
cybercrime (Clough 2014). The convention seeks to serve as a framework or model

11These non-state actors, consists of terrorists, criminal groups as well as individuals operating
independently.
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law for the enactment of domestic laws that holds international cooperation at its
core.

The convention provides for international cooperation and mutual assistance
through allowing for multi-stakeholder involvement in the combating of cyber-
crimes, by recognising corporate entities togetherwith natural persons. This is consis-
tent with the notion of cyber justice that advocates for accountability, transparency
and participation.

The staggered adoption of the Budapest Convention is evidence of the fallacy
of international harmonisation of laws. This supports the argument for a normative
approach to developing international law and norms for state cybersecurity, rather
than enacting more legislation or regulations. There is been a debate around the
manner in which international cooperation and mutual assistance should be devel-
oped, following the Budapest Convention. However, “the binary debate about the
convention versus a UN convention in some way presents a false dichotomy (Clough
2014).” Where states are required to respond to their national security, the self-
interest produced by state sovereignty will always move decision-making inwards.
Consequently, “each country will determine what it considers necessary to effec-
tively combat cybercrime, looking to national, regional and international standards
in enacting laws that best suit its national circumstances (Clough 2014).”

6.4 NATO Tallinn Manual

International cooperation and mutual assistance as a norm probably find its greatest
perversion through the TallinnManual. The ‘to war/law of war’ approach is probably
best expressed through the perspective adopted by the North Atlantic Treaty Organi-
sation (NATO) via its TallinnManual. TheNATOCooperative Cyber Defence Centre
of Excellence (CCD COE), based in Tallinn, Estonia embarked on a research project
in 2009 in order to produce international law’s most comprehensive body of work
on cyber warfare. The majority of cyber-attacks or cyber-crimes does not satisfy the
international law requirements for ‘the use of force’ under the prescripts of jus ad
bellum and the jus in bello (von Heinegg 2014). Although the Tallinn Manual does
recognise international cooperation and mutual assistance as its core consensus,
promising the development of a normative framework towards cyber justice is more
consistent with contemporary international law than a ‘to war/law of war’ approach.
The Tallinn Manual is focused on inter-state relations and approaches state cyberse-
curity from the perspective of public international law (von Heinegg 2014). Conse-
quently, under a 4IR paradigm, the Tallinn Manual does not accurately keep pace
with evolving realities of state cybersecurity law or governance. von Heinegg (2014)
correctly criticises the manual for its almost exclusive analysis of the ‘to war/law of
war’ approach.
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6.5 SADC Model Law: Computer Crime and Cybercrime

In the African context, international cooperation and mutual assistance have found a
direct application through the work of the Southern Africa Development Community
(SADC). SADC has been consistent in its approach to see cybersecurity as a public
security sector threat. Consequently, cybercrime is identified as a challenge under
public security by SADC’s Directorate Organ on Politics, Defence and Security. This
is consistent with the notion of cyber justice. This approach produces a particular
challenge for the development of normative standards for state cybersecurity gover-
nance in order to effectively and efficiently respond to disruptions brought about by
the 4IR. However, SADC has traditionally followed the prescripts of developed inter-
national law. The approach in Southern Africa, through the endeavours of the SADC
to achieve the three objectives of state cybersecurity governance, was the develop-
ment of a model law. The norm, international cooperation and mutual assistance find
a procedural application through SADC’smodel law. The SADCnormative approach
involves the harmonisation of state cybersecurity policy, through the ‘establishment
of harmonised policies for the ICT market in the Group of African, Caribbean and
Pacific states (ACP) countries’ (SADC 2013).

7 Normative Modelling for Fourth Industrial Revolution
State Cybersecurity Governance

State cybersecurity governance for the 4IR needs to be developed through an evolved
notion of cyber justice. Such 4IR normative modelling of state cybersecurity gover-
nance underpinned by cyber justice cannot be a closed list (numerus clausus) of
policy suggestions but must be open to other governance norms and principles.
These include governance principles viewed as good, cooperative, analytical in the
outcome, future-forward and adaptive. The achievement of cyber justice wouldmean
that these norms are reconcilable with norms such as the respect for human rights,
accountability, transparency and participation. How these norms function and their
relationships within a system of governance should be consistent with the legal
system. In order for a norm to belong to a system, it needs to demonstrate connectivity
or a rational validity, which traces that norm back to a base norm. The connectivity
can manifest through an assumption of truth borne from objective experience or
the immediately observable reality (Kelsen 1961). Various governance models have
been developed in the past, each of which adopts characteristics that could produce
cyber justice. Consequently, it is important to briefly discuss these models and their
reconcilability with cyber justice.
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7.1 The Continued Relevance of Good Governance?

The political, economic and social governance of a state is consequently an inclusive
approach. What is envisioned for state cybersecurity governance is not only gover-
nance on a political, economic, social and cyber front, but also the cross interaction
between these spheres. What follows is the question, how does one then measure
the achievement of these objectives around in policy? Generally, the common policy
yardstick towards which the international community aspire to is good governance.
Consequently, what is good governance? The UN General Assembly confirmed
through the famous Resolution 66/288 “The Future WeWant” that good governance
is a cornerstone for development. This would be inclusive of state cybersecurity
governance for 4IR development. UN Resolution 66/288 states:

Democracy, good governance and the rule of law at the national and international levels,
as well as an enabling environment, are essential for sustainable development including
sustained and inclusive economic growth, social development, environmental protection
and the eradication of poverty and hunger.

Good governance is consequently founded on principles such as participation,
populace voice, direction, performance, accountability and fairness. These princi-
ples postulates that good governance is where all people affected should be part of
decision-making through credible institutions. Good governance focuses on broad
consensus in order to achieve the best interest of peoples through policies and the
procedures to effect such (Kriangsak 2017). State cybersecurity governance directed
towards the strategic vision of good governance involving all affected stakeholders
would be consistent with the theory of cyber justice. Good governance further holds
a long-term perspective directed towards human development and drives govern-
ment, the private sector and the public at large. This should be understood as inclu-
sive of a collective understanding of what is needed to achieve good governance.
Consequently, through its definition, good governance demands an awareness of the
socio-economic, historical, cultural and political nodes that shape a community or
state.

Performance as a principle of good governance is more focused on the institu-
tional dynamics that underpin good governance. The principle demands institutional
responsiveness through their processes. It further seeks the cultivation of a non-
discriminatory institutional culture in servicing all affected parties. Together with
this, the principle of performance would endeaviours to achieve the best utilisation
of cybersecurity resources through being effective and efficient.

The principle of accountability premises good governance on the need for
decision-making parties to be accountable to all stakeholders, especially the affected
public. The nature of the decision would obviously affect the nature of account-
ability. Central to this principle is the institutionalisation of transparency. Trans-
parency premised on the access to information, institutions and due process for
concerned parties. This access should be strengthened through support that assists
better comprehension of information and monitoring of it.
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The last principle of good governance is fairness. Fairness is pillared by two sub-
principles being equity and the rule of law. Good governance should consequently
be interpreted as firstly, equal opportunity amongst states towards their development
under a 4IR paradigm. Secondly, good governance postulates that under the rule of
law all legal frameworks should be fair and their implementation should impartial. It
is clear from the above that good governance is not only consistent with the notion of
cyber justice but a necessary accompaniment for 4IR state cybersecurity governance.

7.2 Cooperative Governance

The prevailing contemporary international law norm of international cooperation and
mutual assistance needs to be developed for state cybersecurity governance. Inter-
national cooperation viewed under liberal theory presents a causal path between
economic interdependence and interstate wars (Marwala and Lagazio 2011). The
more states depend on each other economically it should reduce the risk of following
a ‘to war/law of war’ approach and rather embrace cooperative state cybersecurity
governance. This approach will also find support through the notion of cyber justice.
The fundamental idea of cooperative governance in state cybersecurity needs to trans-
form under a 4IR paradigm, from a state-centred idea to a broader inclusive gover-
nance model. Schwab (2016) notes that “it is, therefore, critical that we invest atten-
tion and energy in multi-stakeholder cooperation across academic, social, political,
national and industry boundaries.” Cooperative governance also played a critical role
in developments within the Third Industrial Revolution. The recognition of multi-
stakeholders by governments and involving them in policy development assisted
the advances within the telecommunications software industries. Consequently, it is
reasonable to argue that science policy, technology policy, and intellectual property
rights policy have been crucial during the Third Industrial Revolution (Colli and
Nicoletta 2013).

International law can learn from its past in the manner that international cooper-
ation and mutual assistance consensus that led to binding international law. Article
11 of the Moon Treaty states “The moon and its natural resources are the common
heritage of mankind, which finds its expression in the provisions of this Agreement,
in particular in paragraph 5 of this article.”12 Paragraph 5 expresses a commitment
by:

States Parties to this Agreement hereby undertake to establish an international regime,
including appropriate procedures, to govern the exploitation of the natural resources of
the moon as such exploitation is about to become feasible. (United Nations 1979)

The paragraph further expresses that the commonheritage ofmankind is a doctrine
clearly developed as an anticipatory measure to produce a new form of international

12Agreement Governing the Activities of States on the Moon and Other Celestial Bodies, Dec. 5,
1979, 1363 U.N.T.S. 3.
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cooperation. Thismeasure is born from a period of international conflict and develop-
ments in science, which necessitated an increased awareness of the environment and
our relationship with it. So too in this period of technological advancement and with
the knowledge of the disrupted future, international cooperation and mutual assis-
tance would assist in not only managing the transition but producing cyber justice
and legal certainty.

7.3 Analytical Outcome Governance

State cybersecurity governance has much to benefit from the discipline of policy
statistical analytics in order to achieve cyber justice as an outcome. Analytical
outcome governance will assist states to manage the degree of disruption pre-
emptively rather than reactively. The introduction of analytical outcome governance
into state cybersecurity brings with it the capacity for policy analysis which is more
focused and involves competencies and capabilities as well as effective knowledge
acquisition and utilisation of the processes of policies (Howlett 2018). A primary
characteristic of the 4IR is the availability of enormous amounts of basic data.
With cyber justice as the prescriptive objective, introducing analytical capacity into
state cybersecurity governance will allow for interventions that are more precise.
Decision-making outside of an analysis of these sets of data would naturally place
a state at a disadvantaged position relative to other states. Consequently, analyt-
ical outcome governance is a crucial prescriptive characteristic for 4IR state cyber-
security governance. Howlett (2018) finds that “governments, as a whole, exhibit
an uneven distribution of capacities, technical capabilities, and utilization practices
across different organizational and thematic venues.” In order to achieve successwith
the introduction of analytical outcome governance, safeguards need to be introduced.
Analytical outcome governance needs to have transparency and depressed protec-
tion of the right to privacy at its core, consistent with the prescripts of cyber justice.
This would involve the decentralisation of state cybersecurity governance mecha-
nisms and retraining state cybersecurity governance officials (Vyas 2018). Such an
approach would be consistent with both cyber justice and the accepted theory of
cyber sovereignty above.

7.4 Future-Forward Governance

State cybersecurity governance in the 4IR would need to keep pace with the ever-
fleeting and expanding set of technologies such as machine learning and artificial
intelligence. As one is reading this chapter without a doubt high-velocity advance-
ments in robotics, automation, digital transformation, artificial intelligence, and
3-D printing have considerably advanced (Groscurth 2018). In order to be equal
to the challenges and disruptions brought about by the 4IR, state cybersecurity
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governance needs effective leadership. Such leadership needs to be embedded in
the normative framework of state cybersecurity governance in order to produce
future-forward thinking or smart, connected leadership (Groscurth 2018). Groscurth
(2018) postulates that smart, connected leadership has—at its core—five fundamental
demands: presence, agility, collaboration, development, and discernment. Without
future-forward governance, indiscriminate 4IR technology will lead the world into
the future and not the inverse. In terms of the values that future-forward gover-
nance underpins, it does hold the potential to be reconcilable with cyber justice in
its outcomes.

7.5 Adaptive Governance

State cybersecurity governance, which is adaptive, would also need to be responsive
in order to achieve cyber justice as an outcome. Including the potential for adapta-
tion into the normative modelling of state cybersecurity governance will introduce
flexibility and resilience into the regime. Noting the characteristics of 4IR technolo-
gies and especially the pace of change that these technologies are capable of, state
cybersecurity governance needs to be flexible through adequately responding to their
potential disruptions. Adaptive governance for the 4IR includes and requires adaptive
leadership (Weiler 2001). This means, “with the high speed of change, the challenge
for leaders is learning faster than the world around them changes. To ensure success,
leaders may need to abandon old behaviours, habits and beliefs, only keeping those
that best serve them and their people (World Economic Forum 2019).” In the case
of adaptive governance, cyber justice would best serve as the conscience for states
and their policymakers.

8 Conclusion

The research question was what policy approach should states undertake under inter-
national law to produce state cybersecurity governance that is just in the 4IR? This
was underpinned by a hypothesis that accepted that the 4IR would disrupt state
cybersecurity governance in two ways. The first is that the traditional mechanisms
for intervention, which are legislative and/or regulative responses, will be rendered
ineffective and redundant at worst. The second was that the 4IR would challenge
traditional notions of sovereignty and by implication statehood, through what has
been termed cyber sovereignty. The theory of cyber justice is advanced to answer the
research question and to serve as an equitable and objective norm-setting approach to
state cybersecurity governance. The presence of cyber justice in the development of
state cybersecurity governance would mean good cyber governance that is premised
on a human rights-based approach, with more accountability, greater transparency
and broad multi-stakeholder participation.



State Cybersecurity Governance in the Fourth Industrial … 91

This research has sought to make a broad argument for a developmental shift in
international law’s approach to state cybersecurity governance. The potential 4IR
disruptions to state cybersecurity governance demand a change in focus for the
adequate development of state cybersecurity. It is conceivable future, that for state
cybersecurity governance these disruptions will hit at the core of the integrity of
the state as well as render ineffective our customary legislative and regulatory inter-
ventions to legal challenges. This shift needs to happen from an international law
perspective on the maintenance of peace and security towards the achievement of
cyber justice. This precipitates andneeds to adopt a normative approach to state cyber-
security governance, rather than a legal positivist approach. The consensus would
be easier to reach around norms and principles for state cybersecurity governance
in particular and international cybersecurity law in general. Once such consensus
has already been achieved through the norm of international cooperation and mutual
assistance. Following traditional international law, it can be said that through this
development in state practice generally in future international cooperation andmutual
assistance has risen to become a general principle of customary international law.

The 4IR is forging a path for the fast pace of technological development and
the rapid disruptions to our traditional notions of how the world functions. The law
and legal principles as the organizing structure to human development will not be
spared. The global order is already experiencing a proliferation in protectionism
and nationalism to guard against these disruptions. However, states cannot develop
in isolation and an inwards retraction would produce domestic security instabilities.
State cybersecurity governance for the 4IR should be pliable enough to accommodate
normative standards such as international cooperation and mutual assistance as well
as cyber justice.
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Does the Global South Need to Decolonise
the Fourth Industrial Revolution?

Naiefa Rashied and Muaaz Bhamjee

Abstract Colonialism and coloniality play a pivotal role in modern economies,
particularly in theGlobal South. One of themost important tools of economic oppres-
sion, industrialisation, has often benefitted the Global North at the expense of the
Global South through expropriation and exploitation of colony resources. The fourth
industrial revolution is no exception, although it has the potential to empower the
Global South through decolonisation. Conversely, it could perpetuate renewed colo-
niality at the hands of the more developed parts of the Global South. This chapter
contributes to the literature by (a) providing a concise and comprehensive history
of global colonisation; (b) describing the extent to which (economic) coloniality
prevails and is being renewed in the Global South, and (c) subsequently arguing
for ways in which the Global South needs to break coloniality in order to reap the
benefits of the fourth industrial revolution. South-South cooperation, particularly
in less-developed parts of the Global South, using post-developmentalist and other
strategies, are recommended in order for the Global South to reap the benefits of the
fourth industrial revolution.

Keywords Fourth industrial revolution · Decolonisation · Global south · Africa
rising

N. Rashied
School of Economics, College of Business and Economics, University of Johannesburg,
Johannesburg, South Africa
e-mail: naiefar@uj.ac.za

M. Bhamjee (B)
Department of Mechanical Engineering Science, Faculty of Engineering and the Built
Environment, University of Johannesburg, Johannesburg, South Africa
e-mail: muaazb@uj.ac.za

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
W. Doorsamy et al. (eds.), The Disruptive Fourth Industrial Revolution,
Lecture Notes in Electrical Engineering 674,
https://doi.org/10.1007/978-3-030-48230-5_5

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48230-5_5&domain=pdf
mailto:naiefar@uj.ac.za
mailto:muaazb@uj.ac.za
https://doi.org/10.1007/978-3-030-48230-5_5


96 N. Rashied and M. Bhamjee

1 Introduction

Industrial revolutions are characterised by intense technological innovations,
resulting in accelerated commercialisation. This commercialisation often translates
into increased country-level growth and improved standards of living. Industrial
revolutions tend to influence every aspect of human life and are meant to improve
productivity through technological convenience. Despite its benefits, industrialisa-
tion initially flourished as a result of deeply rooted colonialism, implemented and
propagated by Europe, North America and even parts of Asia. Although they were in
the early stages of industrialisation, these nations exploited indigenous people and
resources from their less-developed colonies to further their own industrial devel-
opment agenda (Alam 1998). As a result, there seems to be a degree of coloniality
present in these post-colonies, who seem inclined to be at the forefront of the fourth
industrial revolution (4IR) (Naudé 2017). The developed world typically leads an
industrial revolution, with the Global South following suit decades later, a ramifi-
cation of historical underdevelopment. The 4IR is probably the first exception to
this, with China, Brazil and Singapore taking the lead with respect to digitisation
alongside the usual technology leaders from the Global North namely, the United
States, the United Kingdom, Germany, Sweden and Holland, among others.

Decolonisation and industrialisation are somewhat conflicting notions, in prin-
ciple. Industrialisation is a Western notion, rooted in colonialism, while decolonisa-
tion represents political freedom from the coloniser. In literal terms, decolonisation
refers to “the process of a state withdrawing from a former colony, leaving it inde-
pendent” (Oxford English Dictionary 2002). While the literal definition captures
political withdrawal, it does not encompass the economic, epistemic and political
aftermath of colonisation; in other words, this definition does not capture coloniality.
Coloniality, according to Maldonado-Torres (2007), is everything that survives colo-
nialism, including colonial forms of domination, culture, structure and knowledge.
Coloniality also represents the economic disadvantage that former colonies face
today as a consequence of colonialism.

In this chapter, a critical inquiry is used to establish whether the Global South
needs to decolonise the 4IR. The chapter begins with a definition of the 4IR and a
brief history of colonisation. Thereafter, the chapter explains the economics of the
colony and how it manifests in the Global South presently. Economic growth in the
South and the disruptive 4IR, with respect to Africa, are also explored. The chapter
concludes by arguing that the Global South needs to decolonise the 4IR through
several cooperative post-developmentalist initiatives within the South.
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2 What Is the Industrial Revolution?

The simplest definition of the industrial revolution is the transition of labour from
human-sourced to machines (Liao et al. 2018). Subsequently, an industrial revolu-
tion is characterised by intense technological innovations, resulting in accelerated
commercialisation. The explicit link between scientific and technological progress
indicates that themajor factor that signals the transition fromone industrial revolution
to the next is technological advancement.

The first industrial revolution spanned 1760–1840, with the onset of mechani-
sation over muscle power, particularly with the development of steam engines and
the construction of railroads, which led to population growth and urbanisation (Lasi
et al. 2014; Schwab 2016; Bartodziej 2017; Xu et al. 2018). Between the late 19th
century and early 20th century, the use of electricity and the birth of the assembly
line made mass production possible, thus establishing the second industrial revolu-
tion (2IR) (Lasi et al. 2014; Schwab 2016; Bartodziej 2017; Xu et al. 2018). The
third industrial revolution (3IR) began in 1960, and the driving technologies were
semiconductors, mainframe and personal computing and the internet, also known as
the computer/digital revolution (Lasi et al. 2014; Schwab 2016; Bartodziej 2017; Xu
et al. 2018).

Germany coined the term Industry 4.0 with the launch of its own strategic
initiative in 2011 to bolster and cement Germany’s leadership in global manufac-
turing (Bartodziej 2017). The term became popular in other parts of the developed
world with Klaus Schwab, German engineer, economist andWorld Economic Forum
(WEF) chairman declaring its arrival in his book ‘The fourth industrial revolution’
(Schwab 2016).

The 4IR builds on the 3IR through greater integration of physical, mechanical and
digital systems (Lasi et al. 2014; Schwab 2016; Bartodziej 2017). Schwab (2016)
argues that the 4IR is broader than just artificial intelligence, machine learning and
bio-digital-mechanical integration. He contends that the scope includes renewable
energy, gene sequencing, nanotechnology and quantum computing, among others,
and highlights that the emergence of the 4IR is the greatest time for gain or risk
(Schwab 2016).

Contrary to Schwab (2016), many academics and professionals regard some of the
developments of 4IR as simply part of the 3IR. However, Schwab (2016) insists that
there are three reasons why these elements are part of a new industrial revolution,
citing velocity, breadth and depth in addition to the systems’ impact of the 4IR
technological change exceeding the 3IR.

It is therefore clear that the transition from one industrial revolution to the next is
signalled by technological advancement, particularly technology that causes social
and economic disruption. No one formally decides the stage or status of an industrial
revolution. Rather, societies’ acceptance (voluntary or coercively) rests on economic
transition and the status or stage of the industrial revolution in their respective context.

Schwab (2016) acknowledges that 17% of the world (approximately 1.3 billion
people) are yet to experience the 2IR due to a lack of access to electricity. Also,
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52% (approximately 4 billion people) are yet to experience the 3IR due to a lack of
internet access (Schwab 2016). What Schwab (2016) fails to acknowledge is the role
that slavery and colonialism played in previous industrial revolutions, and how this
laid the foundation for the inequality in access to key resources observed today.

Initially, slavery, accompanied particularly by inhumane working conditions,
was seen as the height of economic efficiency (Gray 1930). Economic philosophy
‘giant’ Karl Marx argued that colonialism—which includes slave labour—under-
pinned industrial and commercial supremacy (Williams 1994). Similarly, another
‘giant’, Adam Smith, who opposed slavery on moral grounds (Pack 1996), argued
for his negative position on slavery from the perspective of economic inefficiency—
“A person who can acquire no property, can have no interest by to eat as much, and
to labour as little as possible” (Williams 1994: v). The abolishment of slavery on
economic grounds would later be termed “lucrative humanity” (Williams 1994: 170).

Colonial empires are among the earliest beneficiaries of global resources and
industrial development. Most colonies seldom benefitted directly and only reaped
indirect benefits after World War II, following generations of deprivation. Subse-
quently, the poorest parts of global society absorb the largest part of the disrup-
tion, while the wealthy reap the benefits due to their resource and developmental
advantages as a result of colonisation. The often ignored yet well-known historical
reality is that colonisation fuelled the first industrial revolution (van Neuss 2015), as
colonies provided cheap black slave labourwhich replacedwhite labour (Gray 1930).
Furthermore, colonisation and the colonies were essential to the success of the indus-
trial revolution as they were the source of necessary natural resources (van Neuss
2015). Subsequently, former colonies are the countries that have the highest level of
inequality in terms of access to the key resources to take them into the second, third
and 4IR. Thus, while Schwab (2016) mentions the statistics related to lack of access
to such resources, he ignores the factors that have caused it—the inherent colonial
nature of industrialisation. The next section provides a brief history of colonisation
to illustrate how economic and political power was distributed historically and how
coloniality is linked to underdevelopment in the Global South.

3 A Brief History of Colonisation and Coloniality in the 4IR

Colonisation is a practice that entails controlling another country, occupying its land
with settlers, usurping its resources and exploiting it economically, and otherwise
(Stam and Spence 1983; Oxford Living Dictionary 2019). In addition, colonisers
often imposed their belief systems and altered the native identities of the colonised—
who were typically indigenous people of the colony.

Colonialism (synonymous with ‘expansion’ and settlement), the belief system
underlying the practice of colonisation, is rooted in Greece, eight centuries B.C.
(Cawkwell 1992; Figueira 2008). Greece and Phoenicia were known to colonise
local tribes, initially solely for agricultural purposes. Two centuries B.C., Roman
colonisation took place across parts of Western Europe, North Africa and Western
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Asia (Boardman et al. 2001; Tweedie 2011). The Chinese also colonised Northern
Vietnam between the first and sixth centuries A.D. (Holmgren 1980). As a result,
the Greeks, Romans and Chinese were the main drivers of colonisation during the
classical period of colonisation, approximately between eight centuries B.C. and 475
A.D. (Hanson 1972).

The fall of the Roman Empire gave rise to colonisation in the middle ages. There
was a rise in the migration of people from the Roman Empire’s Eastern Europe to
Western Europe and from Asia to Yemen and Oman (Koebner 2017). Between 632
and 750 A.D., Arabs began their expansion into North Africa, Mesopotamia and
the Levant (Richards 1974; Nebel et al. 2002; Nicolle 2012). Somewhat parallel
to Arab expansion, the Viking expansion took place between the eighth and mid-
eleventh century A.D. Otherwise known as the Viking Age, this era is synony-
mous with exploration, conquest, settlement and piracy across parts of modern-day
Russia, Ukraine, England, Ireland, and Scotland, alongwithmost of Europe,Western
Asia and the eastern seaboard of Northern North America (Barrett 2008; Brink and
Price 2008).

Modern colonialism, otherwise termed the colonial era was initiated in the 15th
century. Western Europe, particularly Spain, Portugal, France, Italy, Britain, Nether-
lands and Prussia went on to colonise in North America, South America, Asia,
Africa and the Pacific (Fieldhouse 1965). During this era, Japan colonised Korea
(Cumings 1987), China colonised Tibet (Sautman 2006) and Russia invaded neigh-
bouring Siberia (Armstrong 2010). The end of the modern colonial era was brought
about by World War I as a result of colonial rivalry—Europe had colonised about
85% of the Earth by this time. Decolonisation gradually took place after World War
II, purely as a result of the financial collapse of colonial empires making structural
domination of colonies unaffordable and financially unsustainable (Stam and Spence
1983; Yazzie 2000).

While colonisation may have formally ended, the factor endowments and many
other associated economic benefits derived from colonialism were never returned to
the colonised. Complementing this is coloniality in the Global South, and particu-
larly in Africa. Coloniality is defined as a “global power structure” emerging from
colonialism and affecting “culture, labour, knowledge production and intersubjective
relations” (Ndlovu-Gatsheni 2015: 15). In other words, coloniality is themodern-day
legacy of colonialism. Ndlovu-Gatsheni (2015) argues that coloniality is perpetuated
by six core elements characterised mainly by a Eurocentric, techno-scientific, capi-
talist and imperialist world order. While the Global North has a significant part to
play in this global order, more developed parts of the Global South are at the fore-
front of executing a similar world order under the guise of ‘4IR partnerships with
and investment in Africa’.

China, India and Brazil are perfect examples of this. Africa experienced immense
growth during the 1990s, partially attributed to some of the developed South’s ‘new
scramble’ for Africa (Southall 2008). The scramble has since intensified with Japan
and Russia joining the race for Africa’s land, mineral, oil, gas and coal resources, in
addition to labour supply (Carmody 2011).
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The new scramble for Africa comes with renewed coloniality under the guise
of cooperation, development, economic growth and the 4IR. A case in point is the
role China has played in Africa over the last decade; it has taken over from the
US as Africa’s major financial and trade partner (Van Mead 2018; McKinsey and
Company 2017). With Chinese loans, investment and trade in Africa have risen
exponentially over the last 10 years. A closer look at the price that Africa is paying
for this ‘partnership’ will be explored in the next section. The discussion starts by
exploring the economics of the colony. More specifically, the section highlights how
colonies were subjected to an array of deprivations in order to accelerate the growth
and development of the colonising nation. Thereafter, the section describes how
similar behaviour manifests in less-developed parts of the Global South, sometimes
perpetuated by developed parts of the Global South.

4 Economics of the Colony

Fieldhouse (1965: 381) argues that imperial profit-making is a myth and that modern
colonial empires are “not artificially constructed economic machines”. On the
contrary, Brown (1974) convincingly claims that imperialism is underpinned by a
strongmarriage between capitalism and colonialism, resulting in an artificial division
of labour and the subsequent creation of a dual economy.Rodney (1982) also presents
strong economic arguments for howEurope used oppression to further itself econom-
ically in Africa, Asia and Latin America. The independent state typically had its own
colonial economic policies, rooted in capitalist industrialisation, which economi-
cally disadvantaged its colonies (Amin 1972). Fieldhouse himself acknowledges
this by highlighting six ways in which Europe might have “complicitly” benefitted
economically from its colonies (1965: 382):

1. Looting of the colony, whether the resources were of use to the colonial empire
or not. The colony took control of these resources and colonies were no longer
allowed to benefit or profit from them directly.

2. Extraction of profit from transnational companies established in the colonies.
While these companies made use of labourers who were native inhabitants of the
colony, it was the company and the colonising nation who benefitted from the
profits and not the indigenous people. Returns for labourers was low and stagnant
(Amin 1972).

3. Transfer of money or goods from the colony to the metropolis.
4. Unfair terms of trade by monopolising mercantilism. Colonies were unable to

protect their own industries resulting in hindered industrial progress.
5. Exploiting the natural endowments of colonies.
6. Higher returns on investments in colonies.
7. Furthermore, colonies were forced to speak the language of the coloniser and

disregard their native language and culture. The language, heritage and culture
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of the colonised were often assigned less-prestige and importance (Migge and
Léglise 2007).

8. Inhumane working and living conditions for colony labourers (Pack 1996).

The ramifications of colonial policies manifest in the economic stature of the
present day third world. Africa, parts of Asia and Latin America continue to experi-
ence high levels of poverty, limited industrial development and are largely reliant on
less technologically intensive sectors of the economy, such as agriculture, to drive
economic growth—a testament to the aftermath of the economics of the colony. The
abovementioned behaviour continues to manifest itself in less-developed regions of
the Global South.

1. Exploiting the natural endowment of colonies continues in parts of the Global
South today. China’s illegal extraction of natural resources, such as timber and
fish in parts of Africa, are a case in point (McKinsey and Company 2017).
While the extent may not be comparable to that of European exploitation during
colonisation, there is no guarantee that this trend will not grow in the years to
come. Similarly, in Zambia, the Konkola Copper Mine, responsible for 65%
of mineral production in Zambia, was sold to Indian-based Vedanta Resources.
Subsequently, Zambia only received $2 million of the $2 billion revenue gener-
ated. Once costs are taken into account, the Zambian government made no profit
while the environmental damage in one of the province’s rivers was irreversible
(Carmody 2011). In addition, Indian-owned, ArcelorMittal established a ‘quasi-
sovereignty’ in Liberia through an iron-ore contractwhichwas later re-negotiated
(Carmody 2011). Carmody (2011) further argues that China replicated similar
unfavourable deals in Africa in specific Special Economic Zones.

2. The extraction of profit from transnational companies is a common trend in less-
developed parts of the South. China’s role in various sectors of Kenya, Uganda,
South Africa, Tanzania and Angola is an example of this. It is estimated that 90%
ofChinese firms operating inAfrica are private, profit-driven and not state-owned
Chinese enterprises (McKinsey and Company 2017). This is an indication that
profit generated across various sectors in parts of Africa is channelled back to
China’s economy.

3. Developed parts of the Global South are known to collude with respect to
resources in parts of Africa. A case in point is the cooperative agreement between
India and China concerning African oil and gas companies. In 2006, Indian and
Chinese firms outbid each other for oil and gas. To avoid spiralling prices of oil
and gas, the two governments signed a cooperative agreement (Carmody 2011).

4. Purporting inhumane working conditions remains prevalent in parts of Africa.
For example, Chinese-owned businesses in Africa are known for their violation
of labour and environmental laws (McKinsey and Company 2017). Moreover,
China is known for violating human rights in its own country by oppressing
minorities and forcing them to embrace the Chinese value system (Lin 1997;
Chuah 2004). The Indian government also has a reputation for imposing oppres-
sive policies onto certain religious groups (Jeffrelot and Gayer 2012). Again,
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there is no guarantee that this trend will not spread to economic partners of
China and India, particularly in the South.

5. Linguistic and cultural oppression is also on the rise. In parts of Africa, China’s
official language of Mandarin is made compulsory in schools and universities.
For example, in Kenya and parts of South Africa, it is compulsory for children
to learn Mandarin in their foundational years of schooling (Adeoye and Mukhtar
2019). In Kenya, children are also made to recite the Chinese national anthem
in their classrooms, an indication of loyalty to China’s value system (Adeoye
and Mukhtar 2019). Similar trends are observable in parts of South America
(Forero 2006). In Nigeria, Chinese investors are awarded tribal chief titles as
a token of appreciation for their investment in the region (Van Mead 2018).
Mandarin in the classroom and tribal chiefship are therefore signs of African
leadership’s willingness to sacrifice the language, culture and identity of their
people in exchange for a ‘quick buck’, otherwise termed ‘Chinese investment’.

Governments in the Global South, particularly in Africa and Latin America, use
the 4IR and ‘Africa rising’ narratives to perpetuate the kinds of exploitation outlined
above. Using statistics on economic growth and the East Asian Crisis as a case in
point, the succeeding section argues that the Global South, Africa and Latin America
in particular, are in no economic position to maintain the status quo outlined in this
section.

5 Economic Growth in the Global South

Despite contradictory theories suggesting that life satisfaction reaches a threshold
before it begins to diminish, such as the Easterlin Paradox, countries strive for
improved economic growth because of its associations with improved subjective
well-being at the individual level (Stevenson and Wolfers 2008). Orthodox theo-
ries measure well-being more rigidly by examining improved standards of living
and increased income, among other factors (Obeng-Odoom 2015). Regardless of
the measures used, the general developmentalist consensus is that economic growth
improves lives.

Economic growth in the Global South has been mixed. Africa is often seen as a
‘lion on the move’, boasting doubled GDP growth between 2002 and 2007 at 6.2
and 5% between 2007 and 2017 in Sub-Saharan Africa alone (Obeng-Odoom 2015).
Moreover, the International Monetary Fund (IMF) forecasts average growth on the
continent to range between 3 and 10% over the next five years (IMF 2019). However,
critics argue that African people remain poor and jobless, and that growth statistics
for Africa are misleading (Devarajan 2013; Obeng-Odoom 2015). The truth may
lie somewhere in between considering that the largest sector in Africa is agriculture
and not technology-intensive industries, such as ICTs, which are typically associated
with higher levels of growth (McKinsey Global Institute 2010).



Does the Global South Need to Decolonise the Fourth Industrial … 103

Latin America’s growth has lagged behind other developing economies, at around
3% between 2007 and 2017 (McKinsey Global Institute 2017). Despite its current
developments in green energy production, technology, textiles and social infrastruc-
ture, Latin America remains at the centre of looming disruptions in the form of
declining fertility, the end of the commodity supercycle and increased protectionism
(McKinsey Global Institute 2017).

Like Latin America, Asia’s major sectors include natural resources (Southwest
Asia), agriculture (central and Southeast Asia) and manufacturing (East Asia). At
5.6%, Asia has experienced significant growth over the past 15 years (McKinsey
Global Institute 2017). Despite the Asian crisis and the ‘clash of the capitalisms’
(as a result of American Imperialism in Asia) in the late 1990s (Johnson 1998),
Asia continued to specialise and later regained control of its economic policies. As
a result, Asia is in a better position to develop and control its own technology to
(a) keep up with the developed world and (b) mitigate the disruptive elements of
the 4IR. In addition, Asia remains focused on building stronger trade ties with the
developed world, which could also place the continent at the forefront of economic
development and growth in the Global South.

While Africa and Latin America have improved their trade ties with economic
giants such as China and the United States, they have less to contribute with respect
to technology and innovation, given the large financial investments required. It is
often the Global North that leads the way because they are almost always financially
better off, relative to the majority of the Global South.

The aim of the next section is to examine the kinds of 4IR technologies developed
in the first and third world, and the sectors that benefit from them.

6 Global Leaders in Key 4IR Technologies

The technologies of the 4IR are built on the exponential increase in computing
power and digital advancements (Schwab 2016). Thus, information and communi-
cation technology, as well as ubiquitous computing, play a central role in all the
technologies of the 4IR (Schwab 2016; Bartodziej 2017). Ubiquitous computing is
the pervasive availability of computing in society through widely distributed devices
as opposed to centrally located computing availability (Schwab 2016; Bartodziej
2017). The driving technologies of the 4IR are wide in scope and go beyond artificial
intelligence,machine learning and bio-physical-digital integration. Table 1 illustrates
global leaders in some key technologies of the 4IR and the sectors in which those
technologies are primarily used.

It is depicted (Table 1) that the Global North is the global leader in key 4IR
technologies.While parts of theGlobal South, such as China, Japan and SouthKorea,
are penetrating the market and challenging the Global North in many of these key
areas, these countries often remain second to the Global North. Unlike their Asian
counterparts in the Global South, it appears as though African and Latin American
counties do not lead or show any significant signs of development in these areas.
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Table 1 Global leaders in key 4IR technologies. [Sourced from popular literature: (The Climate
Council 2019; Davenport 2019; Phillippidis 2018; StatNano 2018; The Economist 2018; Phillips
2019; Strumpf 2019; Technavio 2019; Chapman 2019)]

Technology Global leader Sector

Global north Global south

Renewable energy Germany Energy

Artificial intelligence and
machine learning

USAb Chinac Pervasivea

Gene sequencing USA Genetic Engineering and
medicine

Nanotechnology USAb South Koreac Materials, manufacturing,
energy, electronics,
medical/biomedical etc.

Quantum computing USA Computing

Biotechnology USAb Singaporec Medicine agriculture, food
production etc.

5G China Information and
communication
technologies

Robotics Germanyc Japanb Manufacturing, agriculture,
automotive, medical,
military/defence etc.

Additive manufacturing USAb, Germanyc Manufacturing

aPervasive is used to indicate that a technology that is across numerous sectors to the point where
it is growing to be all-encompassing
bGlobal leader
cSecond place global leader

Manufacturing forecasts alone suggest that Africa and Latin America will remain
less developed and less competitive (Deloitte Touche Tohmatsu Limited and US
Council on Competitiveness 2016).

Table 1 clearly shows that former colonisers lead the 4IR in the Global North
while greater developed parts of Asia, particularly China, lead the 4IR in the Global
South. This suggests that if lesser developed parts of the South, such as the majority
of Africa and Latin America, continue unfavourable cooperation with Asia, they run
the risk of continued or renewed coloniality and adverse economic conditions, which
the next section discusses.

7 Disruptive 4IR: The Case of Africa

The 4IR has far-reaching consequences forAfrica, particularlywith respect to disrup-
tion. On the one hand, as described in previous sections, coloniality has kept Africa
marginalised and dependent, despite the global ‘Africa rising’ narrative. On the other
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hand, the 4IR will have adverse consequences for the continent should the Global
North continue to accelerate its development of 4IR technologies, as highlighted in
Table 1. These consequences will further disadvantage the continent and perpetuate
coloniality.

The Global South usually mobilises capital and obtains technology transfers
through the provision of cheap labour. However, the Global North, through its use
of 4IR technologies, will move away from using cheap labour and move towards
(cheaper) automation. This will create excess labour supply and increase unemploy-
ment for impoverished masses in Africa. Moreover, this will adversely affect capital
accumulation and hinder technology development and technology transfer. To make
matters worse, Africa has engaged in premature de-industrialisation, a movement
from manufacturing to the services sector, in an attempt to boost its own economic
growth (Naudé 2017; Harvey 2017).

The Global South runs the risk of losing its own sovereignty and becoming
economically dependent on 4IR giants due to its lack of development in 4IR tech-
nologies. The presence of China in Africa is a case in point. In 2008, China surpassed
the United States and the European Union as Africa’s largest trading partner (Van
Dijk 2009). In addition, China also provides aid to Africa, foreign direct invest-
ments, and leases or purchases land, mainly for agricultural purposes. There is also
an increased Chinese military presence in Africa (Van Dijk 2009). Yet other coun-
tries, from the North and even Asia, such as Russia and India, are also trying to
increase their presence in Africa (Winters and Yusuf 2007). This raises questions
about Africa’s ability to thrive on its own. If China, or any other nation, maintains a
dominant presence in Africa, the country is likely to lose its sovereignty because of
its economic underdevelopment and dependence on other countries for major facets
of its own growth.

8 Way Forward for the Global South

Throughout this chapter, we highlighted that colonialism and coloniality are the
reasons for the Global South remaining underdeveloped and largely dependent on
external drivers of economic growth. In this section, we argue how the Global South
can decolonise the 4IR to mobilise its own development.

Many argue that the Global South is ‘catching-up’ with Western (and capitalist)
narratives of development. Alam (1998) argues that in the past, Latin American
countries found themselves more integrated into the world economy due to greater
control over their social and economic policies, relative to their Asian and African
counterparts. Similarly, as Asian countries exercise greater control over their own
economic policies in the 21st century, they find themselves experiencing greater inte-
gration in the world economy, which includes higher levels of industrialisation and
economic development. As a result, Africa is often pushed to focus on industrial-
isation (commonly via 4IR more recently) under the guise that it stands to benefit
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from industrialisation as it will decrease dependency on production and exports of
commodities (Naudé 2017).

The reality is that the Global South needs to take control of their economic poli-
cies by moving away from developmentalism and towards post-developmentalist
ideology. Developmentalism refers to rising standards of living as a result of
improved economic growth (Rapley 2004). Here, improved standards of living refer
to improved nutrition, education, health and personal autonomy. Developmentalism
is a capitalist mechanism that the first world uses to impose individualist and pro-
Western worldviews and policies. It also reinforces the Western ideals of industri-
alisation and disregards cultural and other contexts (Escobar 1995). On the other
hand, post-developmentalism places more value on third-world voices and value
systems (Ferguson 1994). While post-developmentalism is not without its weakness
(Ramírez-Cendrero 2018), it certainly presents an alternative. Some argue that post-
developmentalist notions are not really accompanied by innovative designs for social
change. Instead, they offer alternatives to accommodate capital (Ramírez-Cendrero
2018). The next few sections highlight possible designs for social change within the
post-developmentalist framework.

The Global South needs to redefine its own growth path, without sacrificing its
value system (which includes economic values) or culture. One way to do this is
to use decentralised systems of local development otherwise termed local economic
development (LED). LED is defined as a development strategy that is territorially-
based, locally owned and managed and primarily aimed at improving economic
growth and employment (Rodríguez-Pose and Tijmstra 2005). While ‘development
strategy’, ‘economic growth’ and ‘employment’ are developmentalist notions, one
cannot escape the fact that most individuals desire the simplest of conveniences, such
as electricity, clean water and a comfortable yet basic standard of living. Africans
and Latin Americans already have strong self-developed informal economies, used
to fill the gaps of the failing formal economy. This suggests that with the right kind
of support, these informal markets can be improved further for the benefit of the
communities they serve.

Less-developed countries in the Global South, particularly in Africa and Latin
America, need to cooperatively support each other in their quest for a new growth
path. For example, Latin America needs to remove obstacles to competitiveness
(McKinsey Global Institute 2017). One way to do this would be to draw on Africa’s
expertise in agriculture and manufacturing to expand its own high value-added activ-
ities across important value chains within the continent. In a similar light, Africa has
a lot to learn from Latin America with respect to technological development. A
partnership between the two continents could break the cycle of coloniality in the
third world and lead to third-world solutions for third-world problems. As it stands,
trade alone between the two continents has declined significantly since 2011 due to
economic instability across both regions (Trade Law Centre (Tralac) 2016). Despite
the immense potential, a possible obstacle to such a partnership would be a lack of
financing due to the relatively poor financial positions of both continents, on average.

Oneway forAfrica andLatinAmerica to enhance their financing is through repara-
tions. Financial reparations are a suitableway to ensure redistributive justice in former



Does the Global South Need to Decolonise the Fourth Industrial … 107

colonies (Wenar 2006). If the Global North is serious about redressing the wrongs
of the past, it should place significant emphasis on remunerating former colonies
for centuries of economic oppression. German reparations to Israel are examples
of how modern states take responsibility for past colonisation and human rights
violations. However, backwards-looking reparations—as in the case of Germany
and Israel—cultivates victimhood (Torpey 2001). We recommend a more forward-
looking approach to reparations (Torpey 2001), which aims to equalise imbalances
between rich and poor countries while providing mutual economic benefits to both
regions. Funds from forward-looking reparational programmes could be used to
accelerate technological developments in the Global South and could help Africa
and Latin America depend less on former colonisers.

Concerning the 4IR, the Global South should pursue a post-developmentalist
strategy, as discussed in this section, by increasing South-South cooperation, partic-
ularly between ‘lesser developed’ parts of the South. Asia can also provide assis-
tance through expertise, capital and technological developments via these cooperative
mechanisms. However, renewed coloniality perpetuated from South-South coopera-
tion needs to be addressed. It would therefore be necessary for the respective govern-
ments to establish firm requirements that ensure cooperation without a sacrifice of
value systems, sovereignty and diversity. Cooperation that focuses on the concept
of Ubuntu and diversity as opposed to individual gain and uniformity may lead to
post-developmental success and meaningful self-reliance without coloniality.
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Decentralizing Emerging Markets
to Prepare for Industry 4.0: Modernizing
Policies and the Role of Higher Education

Wynand Lambrechts, Saurabh Sinha, and Tshilidzi Marwala

Abstract This chapter investigates socioeconomic policies, technical focus, and
academic necessities in core competencies and skills development to prepare
emerging markets for the technological disruption of the Fourth Industrial Revo-
lution (Industry 4.0 or 4IR). This chapter reviews the potential that Industry 4.0
has on creating sustainable work opportunities in emerging markets that have typi-
cally not benefitted equally (compared to developed markets) in earlier industrial
revolutions. Industry 4.0 is unique in its ubiquity through the internet and allows
remote participation in Industry 4.0. Emerging markets are urged to address chal-
lenges in adapting Industry 4.0 early and prepare for its maturation. Policy gaps in
broadband connectivity and equal gender distribution in the information and commu-
nications industry are reviewed and presented in this chapter. Following this review,
the role that higher educationmust play in skills development for Industry 4.0. Brazil,
Russia, India, China, and SouthAfrica have been identified as significant role-players
in addressing policy gaps that could hinder Industry 4.0 development in emerging
markets. Through Industry 4.0, a global shift towards a decentralized industry is
occurring and this chapter additionally reviews the factors that influence this shift.

1 Introduction

Industry 4.0 will provide early adopters with a competitive advantage in numerous
sectors; however, the primary areas where successful implementation could lead to
a clear advantage are within
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• data-driven enterprises relying on cloud technology,
• the internet of things (IoT),
• advanced analytics,
• enhanced customization, and
• improved communications.

Industry 4.0 is proving to be a disruptive force within the manufacturing and
service sectors and companies are realizing the importance and significance of
preparing infrastructures towards this shift. Due to Industry 4.0 not yet in a mature
state, emerging markets have an opportunity to boost economic growth and upskill
their workforce to participate in Industry 4.0 and this chapter focuses on identifying
challenges and opportunities to achieve this. Preparing for Industry 4.0 is however,
necessary in various sectors, and should be included in governmental policies being
modernized to facilitate and incentivize Industry 4.0. Furthermore, higher educa-
tion needs to play a significant role in preparing the workforce by teaching skills
needed for the modern industry. From the five primary areas that could lead to clear
advantages for businesses (and countries) within Industry 4.0, it is clear that these
technology-related areas require skilled and educated populations. The nature of
Industry 4.0 also allows that upskilling populations can be done by taking advantage
of technologies that drive Industry 4.0, enabling anyone with an internet connection
to be educated, and eliminating various forms of geographical limitations especially
in rural areas. This chapter also reviews the role that the BRICS nations (Brazil,
Russia, India, China, and South Africa) has in preparing themselves, and assisting
other emerging markets, for Industry 4.0. Examples of efforts put in place by several
BRICS nations to spearhead Industry 4.0 are presented in this chapter.

The following section reviews how countries can become competitive and main-
tain their competitiveness in Industry 4.0 through a process of reindustrialization.
Reindustrialization refers to a process that is economically, socially and politically
driven inwhich economies re-establish their industries through a belief thatmanufac-
turing and other industrial jobs are more desirable than jobs in the service sector or in
the financial sector. In Industry 4.0 and the reindustrialization of manufacturing, jobs
for skilled workers will offer innovative and challenging environments that are stim-
ulating and rewarding for workers, as opposed to traditional service-oriented careers.
Industry 4.0 also requires a vital service-oriented approach, but new technologies and
digitization will offer additional benefits for workers to apply their skills and inno-
vate new and customized products and services to customers. As a result, historical
industrial powerhouses such as China, India and South-East Asia are pushing hard
to realize reindustrialization in time for when Industry 4.0 becomes an indispensable
part of business globally. Reviewing the importance of reindustrialization also serves
as an introduction to identifying policy gaps that exist in developing nations within
BRICS (and a wider group of countries in the Global South) that must be addressed
to reflect self-sufficient economies and be the go-to markets for Europe and the USA
towards Industry 4.0 mass industrialization.
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2 Industry 4.0 Competitiveness Through
Reindustrialization

In the wake of the 18th to 20th century colonization, historical industrial driving
forces such as China, India and South-East Asia suffered a great loss of industrial
production. Reindustrialization is an economic, social and political shift towards
consolidating national resources for the primary goal of re-establishing industries
that were once flourishing. Globally, countries have realized that a reinvigorated
national economy lies at the heart of sustainability, growth and economic desirability.
For a company, and a country, to succeed in entering Industry 4.0, maintaining
competitiveness, and taking advantage of an industrial revolution in its infancy, some
forms of reindustrialization are required.

In the USA, Germany, and China, reindustrialization reform programs in AI
and environmentally friendly (green) technologies have become the modern growth
drivers in the manufacturing industries. Through these drivers, new service-oriented
products are developed, essentially through the pervasive use of information tech-
nology (IT) and the IoT. All countries aiming to reindustrialize their economies in
accordance with Industry 4.0 should adopt fitting and modular policies to support
and invigorate these drivers in their current economies. Policies should help develop
high value-added and modern manufacturing industries to support a modern indus-
trial revolution, where the shift towards autonomous cyber-physical systems (CPS) is
seen as the dominating space for future prosperity.Modernmanufacturing is not only
about producing and distributing products, but has an equally important obligation
to provide online service platforms for after-sales support, advertising and personal
relationships between an industrialist and the client. These services require acces-
sible communication infrastructure penetration, a high degree of freedom of infor-
mation and accessibility throughout the product-service continuum. Accessible and
cost-effective energy, low labor cost and a general habitual attractiveness are likewise
important to drive reindustrialization and bring the operations of local businesses and
manufacturing houses back to a country. Favorable energy and labor trends lead to
rebounding strengths for manufacturing and industrial production within the borders
of a country, limiting the requirement to outsource services or import materials and
positioning them to dominate this space. A firming economy leads to relaxation of
policies such as quantitative easing, where a central bank electronically introduces
new money to purchase financial assets. This cash boost drops the cost of borrowing
and increases private sector expenditure in the economy to stabilize inflation rates
to the targeted values. If inflation values overshoot, the bank can sell these assets
and reduce the amount of money and spending in the economy, therefore aiming to
a reach a pre-defined equilibrium.

Manufacturing in its traditional sense, producing physical items to satisfy the
growing demands for goods as living standards increase, has a significant impact
on the environment. The depletion of raw materials and energy demands in the
manufacturing space are constantly accumulating and constitute one of the major
causes of harmful emissions and waste production. However, it is still recognized
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that manufacturing is a critical factor that determines the longevity and sustainability
of emerging markets, driven primarily by progress in science and technology. Manu-
facturing of modern green technologies allows emerging and developed markets
to penetrate traditional as well as new industries. Adapted processes, policies and
business models are required to dominate in industries and to provide social and
economic benefits. There is also a close affiliation between a manufacturing industry
and disciplines in research, education and innovation. This is an often-overlooked
synergy that has long-lasting beneficial effects in a socio-economic setting. A high
level of industrialization, or reindustrialization, results in an excessive number of
patent submissions, requirements for tertiary education in engineering, industrial-
ization, production, science, and other technology-oriented disciplines, and often
leads to an increase in learners pursuing post-graduate qualifications.

A considerable extent of deindustrialization is however noticeable in developed
countries such as the USA, Japan, and Europe, whereas a need for products and
consumption has shifted to emerging regions such as the BRICS nations. To its
advantage, the population of the combined BRICS nations is comparable to that of
the rest of the world, allowing for large investments in human capital. Developing
countries also typically have larger population growth rates compared to developed
countries (Lambrechts and Sinha 2016), which further solidifies future investment
opportunities in a developing youth. Figure 1 presents a population comparison
between the BRICS nations and the rest of the world.

As seen in Fig. 1, the total population of the BRICS nations is significant with
respect to the total world population. China and India have the biggest populaces,
1.42 billion and 1.35 billion, respectively (making up 87% of the population of all

Fig. 1 Summary of the population of BRICS nations related to the rest of the world (data from
2018 and 2019World Bank estimates), indicated by country, population (in billions) and percentage
of global population



Decentralizing Emerging Markets to Prepare for Industry 4.0 … 115

Fig. 2 Summary of the absolute GDP of BRICS nations (data from 2018 and 2019 World Bank
estimates) in US $ trillion. The gross world product (GWP) (not shown in this figure) was estimated
in 2017 at approximately US $78 trillion

BRICS nations), followed by Brazil and Russia, 210million and 144million, respec-
tively, and South Africa, which has the smallest population of the BRICS nations, at
approximately 58 million people. Investments in the workforce, manufacturing and
ultimately Industry 4.0 are therefore crucial not only for these nations, but for global
economy adoption of Industry 4.0. At approximately 43% of the world population,
BRICS nations offer vast workforce advantages if skills development is prioritized.
In terms of their contribution to the global GDP, Fig. 2 lists the BRICS nations with
their respective GDP in US $ trillion.

As shown in Fig. 2, China, as well as having the largest population, also has the
highest contributing GDP of the BRICS nations, much higher than that of India,
which has a comparable population. The estimated global GDP is US $78 trillion;
therefore, China contributes approximately 15% of the worldwide GDP, a significant
percentage considering it is a single country. India only contributes roughly 3% of
the global GDP, which shows that industrialization andmanufacturing in this country
can be increased significantly, since the workforce in India is large. India is expected
to lead growth in the available workforce in the Asia-Pacific region by 2050, with an
estimated 1 billion people qualified to come into the jobmarket at that time, according
to the UNDP. Brazil, Russia and South Africa all make relatively low global GDP
contributions, but all these nations have the potential and capabilities to improve
upon their global dominance and become industry leaders in the emerging market
domain. In certain sectors (especially natural resource availability and prospective
skilled workforces), they are also able to compete with developed nations such as
Europe and the USA.
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Primarily, a shift to emerging markets can be attributed to a general transfer of
knowledge in expanding economies (Westkämper 2013). To their benefit, companies
in developed markets could increase profits from lower cost of manufacturing by
shifting their focus to research and development and outsourcing manufacturing
capabilities. Consequently, deindustrialization started occurring in thesemarkets and
the focus on service-oriented practices in a quest for more innovative technologies
eventually led to higher unemployment rates, as common workers had to be replaced
by educated individuals to add to the value chain. Inmost industrialized countries, the
traditional value-share of customary manufacturing industries is steadily declining,
whereas in the BRICS nations the trend is opposite. This increase in manufacturing
capabilities in emerging countries is imperative to expand research proficiencies,
improve the education of the local population and drive a new wave of innovation
to improve products, manufacturing techniques and efficiency, leading to greener
technologies. For the developed countries, especially in Europe, these industries
cause a continual loss of national GDP, as the process typically causes migration
of products and consumption to expanding economies. The figure of merit of the
economic well-being of a country can indirectly be measured by its manufacturing
cycles. Economic cycles moreover accelerate the process of deindustrialization from
lower investments in research and development and a decline in available resources
(Westkämper 2013). Historically, such events are noticeable in, for example, the
introduction of flexible manufacturing systems between 1970 and 1980, as well
as the implementation of lean production systems during the 1990-to-2000 period.
The global recession around 2008 also showed a significant decline in economies;
however, this event can be localized to a financial crisis that had adverse effects on
most economies worldwide.

As listed in Aulbur et al. (2016), the South African public sector has made invest-
ments in research and development for Industry 4.0, especially in the 3D printing
industry. The Department of Science and Technology, the Council for Scientific and
Industrial Research, and collaborations with Aerosud have invested the equivalent of
approximately US $26.5 million in 3D printing, but this is not enough to establish the
country as a dominant player in Industry 4.0. Furthermore, the Technology Innova-
tion Agency (TIA), a parastatal South African agency, has established an advanced
manufacturing unit with the main objective to promote investment to enrich the
knowledge concentration of industrialization in South Africa. This unit also aims
to build technological and industrial capabilities, as well as information systems.
Additionally, TIA has advocated making investments in the regions of

• additive manufacturing,
• mechanization and robotics,
• cutting-edge integrated circuit technology,
• photoelectric engineering, and
• aero-structures,

while persistent to endorse expansion of the cutting-edge manufacturing sectors
(Aulbur et al. 2016). The South African government is heading the development
of establishing distinctive economic zones to endorse the competitiveness of South
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African firms by supporting venture capital in export-focused engineering industries
and through the export of value-added manufactured products. A key objective of
this initiative is to entice advanced overseas fabrication and technology procedures
to learn from and gain familiarity nationally, with the intention to transfer knowl-
edge to the local workforce. In 2019, the major theme at the WEF annual meeting
held in Davos, Switzerland, focused on Globalization 4.0 and influencing the global
architecture in the age of Industry 4.0. A pertinent question to be addressed at such
a meeting is how Africa, in the development and (economic) climate challenges it
faces, takes on a prominent role in Globalization 4.0, especially considering that
Africa has the world’s youngest population. One opinion, as proposed by Ndabeni-
Abrahams (2019), is to import Industry 4.0 technologies and combine these with
low-costmanufacturing, essentially leapfroggingwithin the value chain and boosting
economic growth through creating new jobs.

However, there is little to no alignment between governmental policies and
those proposed by industry leaders. Investments in core competencies such as
research, development and innovation remain low. Africa/South Africa has tradi-
tionally adopted a philosophy that shies away from local manufacturing to save
cost, outsourcing many of these tasks to international organizations. Political and
economic uncertainty in African countries have led to many international affiliates
withdrawing their operations from Africa/South Africa, leaving behind a severe lack
of manufacturing capabilities. Further concerns of information security, inconsistent
energy availability from power utilities and lack of digital infrastructures and the
cost involved to establish them have necessitated the implementation of new policies
to be implemented if African countries are to succeed.

Successful policies require strong political leadership and the full commitment
of all levels of government (AEO 2017). Government should adopt key innovative
policies to facilitate inclusive growth in African countries, and implement legislative
amendments to consolidate sluggish growth into the fourth industrial revolution, as is
done by its European and American counterparts. Innovations and policies currently
driven particularly in Germany, such as relaxed taxation, assisting start-ups, helping
new business founders, and decreasing arithmetical and information duties are some
steps that could be taken in this regard. In response to the many challenges faced
by Industry 4.0, EU governments have made Industry 4.0 a primacy, embracing
large-scale policies to surge efficiency and competitiveness, as well as improving
the technical skills of their workforce (Klitou et al. 2017). Again, in Africa/South
Africa, sufficient drive towards such developments is severely lacking.

To create and overview the policies, strategies and qualities of a country required
to adopt and develop Industry 4.0 rapidly, it is firstly required to review the policy
gaps that prevent this from happening. The following section specifically addresses
the gaps that are evident in African countries. These policy gaps can also be used
to identify issues where educational institutions, with help from the government,
can assist in building nations that address the gaps and implement policies that
aim not only to educate a population for future generations, but also to sustain this
development and safeguard a growing economy.
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3 Policy Gaps of the African Continent Preventing
Industry 4.0

Publishedworks such asCarroll et al. (2016) reference that compared to the rest of the
world, Industry 4.0 adoption in the African continent is still low. Although this state-
ment should be defended by comparing variousmarket segments in various emerging
markets and comparing it to the same areas in developed countries, in a general
sense, this statement is considered acceptable. Since the mid-1990s, economic poli-
cies in African nations have fixated mostly on cultivating the business environ-
ment, aligning with the Washington Consensus. The term Washington Consensus
was initially used in 1989 to designate 10 economic policies considered to constitute
standard restructuring for developing countries experiencing economic crises. As a
holistic approach, this consensus encouragedmacroeconomic equilibrium, economic
projections in trade and investments, and the enlargement of market forces within
national economies. It was highly criticized and many argued that the underlying
policies were too inflexible to succeed. Some critics maintained that these guide-
lines were constructed for a period of swift economic growth, and not for developing
economies that were experiencing crises. Although these policies have had posi-
tive impacts on African governments, their recorded progress has been slow and the
generic policy recommendations typically overlooked country-specific provisions
and often required capabilities outside the scope of African administrations. The
manufacturing sector in Africa faced a number of challenges as a result (adapted
from AEO 2017). These challenges included

• infrastructure bottlenecks as policies called for capacities outside the competences
of national governments,

• inadequate productive competences,
• a scarcity of trained employees,
• immature fiscal markets, and
• high levels of income inequity.

Fortunately, inventive industrialization policies on the African continent are
progressively being considered by business leaders and governments. The reason for
this is primarily the impact that smart technologies can have on the socio-economic
level. New opportunities are also arising owing to external factors, such as

• enhanced automation and from digitization,
• the slow-down of global growth after the commodity super cycle, and
• rising labor cost in East Asia.

3.1 Broadband Connectivity

The greatest challenge that Africa/South Africa must mitigate is its undersupplied
access to connectivity. To alleviate this, more private and public incentives are
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required in an arena on which policy makers should focus their attention. To its
advantage, Africa/South Africa is not weighed down by legacy infrastructure issues
that could thwart necessary change. To prepare for the rapid change that Industry 4.0
introduces on a technological and economic level, African and South African manu-
facturers will need to upgrade or replace traditional ways and means of conducting
business. The two largest deterrents to Industry 4.0 in African countries are the
cost implications of upgrading or replacing current infrastructure and electricity
constraints in rural as well as inmany urban areas. Sufficient government funding and
legislative backing, alongside embracing renewable energy and energy harvesting,
will make it possible to implement self-sufficient and autonomous systems regard-
less of financial constraints, especially when considering expected future benefits.
To unlock the potential of digital transformation towards Industry 4.0, new policies,
practices and actions are required on a national and international level. Unfortunately,
in Africa/South Africa, individual foundations of Industry 4.0 have been realized by
organizations without substantial backing from the government.

Connectivity, specifically broadband, has the potential to offer a common podium
for global partnerships for development, ensure sustainability, improve health
services, promote gender equality and improve education. The WEF estimates that a
10%surge in broadband infiltration in low- andmiddle-incomecountries could poten-
tially effect in as much as 1.38% surge in economic growth (Barnes 2015). However,
statistically, the number of internet users in African countries (not accounting for the
quality and cost of their internet connection), remains low. The Internet Telecommu-
nications Union (ITU) annually posts ICT data, and according to their 2016 findings,
a digital divide remains in developing countries, with Africa still showing the lowest
number of internet users. Table 1 lists the number of individuals in the regions of the
world who do not have access (or are not using) the internet.

According to the data provided in Table 1, in 2018 Europe was themost connected
region, with only 20.4% of individuals not accessing the internet, therefore 79.6%
of the population actively used the internet for business and pleasure. The Common-
wealth of Independent States (CIS, also called the Russian Commonwealth) has
28.7% of non-active internet users, followed by the Americas, where the relatively
low number of internet users is primarily attributed to user numbers in SouthAmerica

Table 1 The number of individuals in the regions of the world who do not use the internet (adapted
from the ITU Facts and Figures 2016 and 2018 annual reports)

Region Percentage of individuals not
using the internet (2016)

Percentage of individuals not
using the internet (2018)

Difference

Africa 80.2 75.6 −4.6

Arab States 57.3 45.3 −12

Asia and Pacific 58.8 53 −5.8

The Americas 35.0 30.4 −4.6

CIS 33.4 28.7 −4.7

Europe 20.9 20.4 −0.5
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and Mexico. The average percentage of internet users in North America, including
Canada, is typically above 75%. In Asia and the Pacific, as well as the Arab states,
respectively 53% and 45.3% of individuals are not using the internet. In Africa,
however, only approximately 25% of the population is using the internet for daily
activities, and this is a significant problem with low connectivity penetration in
African countries.

Broadband penetration and ICT skills in a country have far-reaching effects, on not
only productivity gains, but also extending to economic and social transformation.
ICT transforms the way people communicate and interact and creates new and inno-
vative business opportunities in most sectors. The technology divide in developing
countries betweenurban centers and rural areas has a significant effect on the potential
to increase income levels through enhanced communication, ubiquitous computing
and capabilities to manage essential tasks. Developing countries, especially in the
rural areas, are urged to develop their ICT ecosystems to remain competitive in an
evolving marketplace. Again, governments are partly responsible to enable environ-
ments that promote competition through regulation of policies in the ICT market.
Such contributions, strategies, and innovative policies can create economic oppor-
tunities and social and political inclusion, inevitably leading to shared prosperity of
the local population. Economically, Industry 4.0 and more specifically enabling ICT
services can

• increase productivity,
• reduce transaction costs,
• improve accessibility to high-quality and relevant information (knowledge),
• reduce the cost of acquiring information,
• spearhead new models of collaboration, and
• increase the efficiency and flexibility of workers.

Statistically, mobile broadband and fixed broadband penetration in developing
countries remains low. Mobile broadband typically works through a connection to
a mobile network, using a SIM card, whereas fixed broadband is usually deliv-
ered through a physical line such as copper of optic fibers. In developing coun-
tries, mobile broadband subscriptions have rapidly increased, a good sign showing
increased uptake by users capable of accessing the internet. Investments in Africa
in telecommunication infrastructure from local and international investors have
effected far-reaching improvements of intercontinental connectivity and terrestrial
fiber networks. Although these investments have brought connectivity to many
African inhabitants, continuous and sustainable investments are needed to improve
the connectivity experience for users in Africa, specifically referring to infrastruc-
tures that enable Industry 4.0 development. Changes to existing policies are needed to
maximize internet service providers’ ability to distribute internet services to all areas,
eithermobile of fixed line. Table 2 summarizes somemobile and fixed line broadband
penetration statistics obtained and adapted from the ITU Facts and Figures 2016 and
2018.

As shown in the data presented in Table 2, there is a large discrepancy between
the number of mobile broadband subscription and fixed line subscriptions (such as
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Table 2 Themobile broadband andfixed line broadbandpenetration in 2016 and2018 in developing
countries such as Africa and the least developed countries (LDCs), compared to Europe and the
Americas (adapted from the ITU Facts and Figures 2016 and 2018 annual reports)

Region Mobile broadband subscriptions
(2016/2018 per 100 inhabitants)

Fixed line subscriptions
(2016/2018 per 100 inhabitants)

Developed countries 97.9/111.2 30.6/32.7

Developing countries 42.9/61.0 8.6/10.4

World average 52.2/69.3 12.3/14.1

Least developed countries 19.6/28.4 1.1/1.4

DSL and fiber). In addition, the number of subscriptions of both these broadband
alternatives is significantly lower in developing countries when compared to devel-
oped countries. LDCs had a mobile broadband subscription base of only 19.6 per
100 inhabitants in 2016, up to 28.4 in 2018. Although these numbers are low, they
are significantly higher than fixed-line subscriptions and the most viable alternative
for internet penetration in these countries.

Although the mobile broadband uptake in developing countries shows much
promise, it will not directly contribute to developing Industry 4.0. Mobile broadband
remains expensive when considering the amount of data used. Mobile broadband
penetration is more affordable compared to fixed line broadband, but when data
usage becomes high, the cost exponentially increases too far beyond that of fixed
line connections. Competitive pricing of internet services for the end user is a strong
measure of successful policies set by governments. Low prices for users indicate a
fair and competitive market eliminating (usually state-owned) monopolies. It also
leads to a snowball effect; lower prices lead to more users, further leading to a reduc-
tion in unit costs (running cost per person), thus increasing the capabilities of service
providers to reach more users. In 2015, mobile broadband prices per person, in US
dollars, were US $30.8 per person, compared to US $67.3 per person for fixed line
broadband. This however refers mainly to its potential to penetrate the market as a
service, typically below about one gigabyte, and mobile broadband prices above this
point become expensive. Because of the easier and less costly market penetration of
mobile broadband, fixed line broadband (which is necessary for many Industry 4.0
applications) remains very low globally, especially in developing countries. In Africa
and the least developed countries, fixed line broadband subscriptions are below one
person per 100 inhabitants. This is compared to also relatively low figures of 30
and 18.9 subscriptions per 100 inhabitants in Europe and the Americas, respectively.
Policy makers in developing countries should consider certain solutions to improve
internet access in the countries. European and American policies are good examples
showing that these strategies have the desired effect, ultimately offering broadband
internet to as many of its population as possible, at low cost. At the most basic level,
these solutions include:
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• Policy makers ought to not make it more challenging and costly for investors to
partake in evolving terrestrial fiber networks by unnecessary taxes or high cost
for licenses and limiting access to rights over borders.

• The policy makers should serve as regulatory bodies but still encourage invest-
ments from the private sector. If private sector investments are limited, budgetary
allocations from government should command infrastructure development.

• Overseeing agencies should be appointed to act as intermediaries between govern-
ments and organizations investing in infrastructure development. These agencies
should be technologically educated and have the authority to serve as consultants
in all aspects of the value chain.

• Emergingmarketsmust ensure that they are part of the important global discussion
pertaining to Industry 4.0.

Broadband internet or at least a high-speed internet connection is a necessity
in the 21st century for conducting business remotely around the world. Countries
that are able to harness the power of technology in communications are typically
more successful in relaying economic benefits and shared prosperity to the local
population. Economic benefits of ICT are also evident in the education sector, with
online open courses allowing students to access course material from anywhere, if
for example commuting or financial constraints hinder these students from getting
to class.

Demographic internet penetration between men and women is also divided, with
typically higher internet usage by men, compared to women. Table 3, adapted from
the ITU annual post of their findings in 2016 and in 2018, summarizes the divide
between men and women internet users.

Table 3 The percentage of men and women across the regions of the world that use the internet
(adapted from the ITU Facts and Figures 2016 and 2018 annual reports—the 2018 report published
the data gathered during 2017)

Region Internet penetration for men (%)
2016/2017

Internet penetration for women
(%) 2016/2017

Africa 28.4/24.9 21.9/18.6

Arab States 46.1/47.7 36.9/39.4

Asia and Pacific 47.5/47.9 39.5/39.7

The Americas 65.6/65.1 64.4/66.7

CIS 68.5/69.8 65.0/65.8

Europe 82.0/82.9 76.3/76.3

Combined regions

Developed world 82.3/82.2 80.0/79.9

World average 51.1/50.9 44.9/44.9

Developing world 45.0/44.7 37.4/37.5

Least developed countries 18.0/21.0 12.5/14.1
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Fig. 3 The percentage difference between men and women internet users across the regions of the
world

From Table 3, it is evident that internet usage among men is typically higher than
among women in all regions, therefore this is not specific to developing countries.
However, it is noticeable that the difference in internet penetration between men and
women is larger for countries with an overall smaller community using the internet.
Figure 3 represents the differences in the percentage of men and women internet
users across the regions of the world.

As seen in Fig. 3, there is a definite discrepancy between the percentage ofmen and
women internet usersworldwide,with a significant difference in the developedworld.
InAfrica, the difference is 6.5%, in theArab States it is almost 10%,withAsia and the
Pacific regions having a difference of 12%. In America and the CIS, the differences
are only 1.2% and 3.5%, respectively. In Europe, the difference is somewhat larger,
approximately 6%, but with a much higher overall internet penetration compared
to the other regions and still below the world average of 6.2%. Industry 4.0 has the
potential to increase women’s participation in the workforce.

The following section addresses the consequences of a digital divide between
men andwomen—a form of gender inequality. Demographics in technology gives an
indication of the distribution of theworkforce. It can be used to identify policy gaps in
gender equality. Inmany nations across theworld, especially in developing countries,
some form of gender discrimination still exists. In terms of higher education and its
place in Industry 4.0, the digital divide in all forms must be mitigated and ideally be
eliminated to offer fair and inclusive opportunities for innovation, industrialization,
manufacturing and consequently economic growth.
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3.2 Gender Distribution

This section reviews the differences in gender distribution in terms of internet access
and if there is any merit to 4IR closing the gap between the number of male and
female internet users. In the ICT sector, approximately 37% of companies surveyed
by the WEF acknowledge that their talent pool and innovation departments can be
expanded by broadening women’s role in their repertoire. Through inclusive and
innovative policies, Industry 4.0 can potentially achieve a complete shift towards a
sustainable and high-performance industry sector where men and women contribute
equally.

Policies that equal gender distribution must also be addressed holistically in
Industry 4.0 development. National beliefs and rules can shape equal participation
of men and women in the workforce. Sectoral cultures and policies play an equally
important role. Evenwhile many companies are adapting their policies towards equal
gender distribution, eliminating bias is important. According to the WEF industry
gender gap report1 from 2016, the distribution of women in the workforce is still
unbalanced, with

• junior level staff made up of approximately 33% women,
• mid-level staff represented by 24% women,
• senior staff only made up of 15% women, and
• alarmingly, only 9% of chief executives being represented by women.

The lowering percentage from junior level to higher levels in the workforce is not
only attributed to appointments in those positions, but also to companies’ inability
to retain women’s talent. In the 2018 WEF global gender gap report,2 further key
findings in terms of unequal gender distribution in the workplace were presented and
some of these include:

• There is still (by the end of 2018) a 32% average gender gap globally.
• The largest gender disparities are in political empowerment, and secondly in

economic participation and opportunity.
• Only 17 out of 149 countries assessed have female heads of state.
• Access to financial services and land ownership differs by 60 and 42% between

men and women.
• Towards Industry 4.0, AI professionals are made up of only 21%women and 79%

men.

Industry 4.0 can be seen as a new beginning to a more inclusive work environ-
ment that broadens gender distribution owing to the changes brought about by the
shift towards automation, robotics, machine learning and AI. Industry 4.0 is driven
in many ways by the internet, allowing workers to perform their duties at home.
This is beneficial to both men and women having responsibilities of, for example,
nurturing a newborn child. It remains a priority for policy makers to acknowledge,

1Available from www3.weforum.org.
2Available from www3.weforum.org.

http://www3.weforum.org
http://www3.weforum.org
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understand and address the benefits of Industry 4.0 for all genders. They have to
ensure equal growth for both genders in the IT and engineering fields, which could
increase gender diversity in the future. The WEF lists several elementary policies
serving as guidelines to promote gender diversity in the workplace. Each country,
sector and industry must however adapt these strategies to its specific issues, limi-
tations and cultural background; several recommendations offered by the WEF are
adapted and listed below:

• Identifying and evaluating causes of gender inequality within the organization and
tracking the progress of the strategies to eliminate (or at least alleviate) the gap.
This includes being transparent in highlighting any dissimilarities in remuneration
and compensation within the organization.

• Investing in training programs that educate the employees within the organization
about the cultural background of the workforce, how to treat a varied workforce
and how to entice, preserve and indorse talent.

• Implementing transparent management policies that do not encourage gender
discrimination and making senior management accountable for these policies.

• Tailoring the policies formen andwomenwith respect to a healthy and sustainable
work-life balance.

Furthermore, diversity guidelines include that companies fully support any gender
in management, respect their authority, lead efforts in diversifying culture and
maintaining an inclusive culture outside the office.

Gender equality should be promoted globally; however in Africa there are various
additional factors that policy makers must account for in addressing policy gaps that
lead to low levels of gender diversity in the workplace. The African gender equality
index developed by the African Development Bank (AfDB) provides evidence on
gender inequality for 52 out of 54African countries. TheAfDBgender equality index
not only identifies gender inequality in Africa, it also aims to promote development
in industry to address these problems, tailored to African nations. Policy makers can
refer to this index to identify barriers that prevent gender equality in Africa from
engaging in the workforce and to promote equal rights. According to the African
gender equality index of 20153 (which has not been updated since then), the top 10
countries in Africa with respect to performance in gender equality, ranked from best
to worst, are given. These results are listed in Table 4.

The performance index adapted from the 2015 AfDB African gender equality
index and presented in Table 4 is essentially a score taking into account equality in
economic opportunities, human development, and laws and institutions in African
countries. As shown in Table 4, the top 10 countries in Africa in terms of perfor-
mance of gender equality achieve relatively high performance scores (a complete
breakdown of the performance criteria is available in the 2015 AfDB African gender
equality index report). South Africa was the leading country in gender equality in
2015 (74.5%).With one of the highest gender parity rates in Africa for wage employ-
ment (not accounting for agriculture). Rwanda, second on the list at a performance

3Available from http://www.afdb.org.

http://www.afdb.org
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Table 4 African gender equality index overall performance of the top 10 countries out of 52
provided by the AfDB 2015 gender equality index

Rank # Country Performance index Rank # Country Performance index

1 South Africa 74.5 6 Lesotho 70.0

2 Rwanda 74.3 7 Botswana 69.4

3 Namibia 73.3 8 Zimbabwe 69.1

4 Mauritius 73.2 9 Cape Verde 66.8

5 Malawi 72.8 10 Madagascar 65.0

Table 5 African gender equality index overall performance of the bottom 10 countries out of 52
provided by the AfDB 2015 gender equality index

Rank # Country Performance index Rank # Country Performance index

43 Cote d’Ivoire 43.7 48 Guinea 39.5

44 Chad 42.2 49 Libya 37.9

45 Niger 42.2 50 Mali 33.4

46 Mauritania 41.9 51 Sudan 31.9

47 Djibouti 41.1 52 Somalia 15.8

index of 74.3%, was the first and only country in the world where more than half
of the parliamentarians were female, partly contributing to its high gender equality
performance index according to the 2015AfDBAfrican gender equality index report.
The third highest performance in 2015 was achieved by Namibia, with a constitution
that guarantees gender equality before the law. Namibia has a gender equality index
of 73.3%. In Table 5, the 10 countries with the lowest gender equality index are
listed.

According to Table 5, Somalia performed worst in 2015 with respect to gender
equality, having a performance index of only 15.8% compared to South Africa’s
74.5% (to reiterate—equality in economic opportunities, human development, and
laws and institutions inAfrican countries). Somali women experience a higher unem-
ployment rate thanmen (74%compared to 61% formen);mostwomen have to under-
take roles as providers for basic needs in their families and most Somali women are
excluded from decision-making and asset ownership. Sudan had the second lowest
gender equality index, 31.9%. The difference in education between young men and
women is one of themost prominent inequalities in Sudan. A large religious influence
from a predominantly Islam nation also structures the gender roles in Sudan, further
contributing to gender inequality. Each country listed in the 2015 AfDB African
gender equality index report, especially the lower ranking countries, experiences
significant difficulty to overcome policy gaps with respect to gender equality in order
to create fair, sustainable and empowering conditions. Industry 4.0 is not necessarily
one of the prioritized reasons to encourage transformation in African countries with
vast discriminatory policies, but it could serve as an enabler for change. Apart from
religious concerns, the quality of and equality in education must be addressed at all
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levels. Both men and women should be given equal opportunities to be educated to a
level where a higher education is obtainable. Industry 4.0 can provide the means to
participate in higher education through remote access to institutional content through
the internet, for example.

The AfDB promotes gender equality, inclusive growth and resilient societies. A
strategy to promote gender equality, formulated by the AfDB, is provided in the 2015
AfDBAfrican gender equality index report. This strategy aims to contribute to social
and economic development in African countries through human development. The
strategy outlines non-country-specific guidelines to identify strategic opportunities to
stimulate gender equality. These strategies are adapted from the 2015 AfDB African
gender equality index report and given in Fig. 4.

The strategies in Fig. 4 address specific barriers against the equal participation
of men and women in the development of African countries. The strategy envisions
all Africans as equal producers for their families, in human development and equal
as citizens and leaders. To accomplish this, policies are designed to enhance access
for women to land, education and equality before the law, among other policies
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Fig. 4 The agenda for action on empowering African women adapted from the 2015 AfDBAfrican
gender equality index
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outlined in Fig. 4. In addition, as stated in the UNDP Africa Human Development
Report 2016 and reiterated in the UNDPNational HumanDevelopment Report 2018,
political commitments from government to promote gender equality can be achieved
through reinforcing options, such as

• macroeconomic policies to showcase the commitment of governments to provide
access to resources and the efficacy of their use,

• encouraging institutions aimed at the advancement of the minority gender,
• effective and targeted interventions that are specifically aimed at identifying and

mitigating any forms of gender inequality,
• legislative policies that hold companies and individuals accountable for gender-

based prejudice combined with consistent enforcing of these policies, and
• universally agreed, equal human rights and social norms.

The UNDP Africa Human Development Report 2016 and the UNDP National
HumanDevelopmentReport 2018detail how these strategies should be implemented.
The reports explore the methods that governments can adapt to respond to gender
inequality and accelerate equal growth and empowerment of men and women in
African and other nations.

The following section reviews socioeconomic policies that allow shared access
and information sharing through ICT services. In Africa, specifically, connectivity
remains one of the largest issues that hinder the progress of Industry 4.0. Addressing
these issues and gaining mass accessibility to ICT services in African nations,
especially in rural areas, is a crucial strategy to ensure socioeconomic growth.

3.3 Socioeconomic Policies (Social Innovation)

Socially, technology accessibility, digitization and ICT services promote and make
it easier to gain access to basic financial and educational services. Achieving these
aims also opens up more avenues for interaction between the population and the
overseeing governments, allowing shared access to issues, new ideas and typical
complaints. A discrepancy between what local populations require and need and
what a government perceives is a major problem in both developing and developed
markets, with developed nations showing more resilience in addressing these differ-
ences. The general population should be an essential cog in participating and to
an extent administering policies, since it is the workforce that drives the economy.
This can largely be achieved by improving the public’s access to connectivity, both
in rural and urban areas. This increase in connectivity leads to big data, if admin-
istered correctly these data can be used to generate better policies that are more
inclusive. Real-time data sharing between ubiquitous sources (for instance in rural
areas) will give policy-makers first-hand access to what is required, where potential
risks are identified and what the community is lacking. This therefore eliminates
the need for constant human interface, since machines are able to relay important
information. Human interaction is still a critical part of developing policies, but



Decentralizing Emerging Markets to Prepare for Industry 4.0 … 129

the regularity of this can decrease significantly and the quality of the interaction
will increase when all the parties involved have the same data. Digital platforms
such as social media can also be used to provide an approximation of how digitally
literate a population is. Industry 4.0 promotes social entrepreneurship that develops
potential solutions, through collaboration using the internet, to a variety of social,
cultural and environmental issues. A digitally literate and socially accessible popu-
lation provides an ecosystem where innovations offered by Industry 4.0 can flourish,
yielding socioeconomic benefits.

Social innovation is driven by technical innovations; however, the opposite is
also true. Innovations in technology can arise when organizational policies are rein-
vented or adapted for Industry 4.0 (Buhr 2017). Buhr (2017) lists opinions that aim
to coordinate Industry 4.0-related strategy implementations in organizations such
that technical innovations also become societal innovations, contributing to social
progress and socioeconomic benefits. Among the points listed by Buhr (2017), the
following are highlighted as it has some relevance in this chapter,

• a shift in organizational thinking towards considering Industry 4.0 an integral part
of social innovation,

• embedding Industry 4.0 in a coordinated market economy,
• the interplay between social and technological innovations, which requires policy

coordination, and
• stimulating Industry 4.0 as a driver of social progress.

Buhr (2017) further indicates that Industry 4.0 should not be viewed as just being
about machines, but also as being about how human development will benefit from
a paradigm shift in skills development. Since the design of integrated systems that
spearhead Industry 4.0 is viewed as a central cog in digitization, further training,
higher education and additional qualifications of people are critical in its success.

The role of higher education in Industry 4.0, specifically regarding accessibility
of technology and adapting learning methods, is discussed in the following section.
Higher education has become more prevalent in recent years to provide learners with
the knowledge and skills required to function as contributing members of society.
A surge in higher education enrollments in developing countries also poses several
challenges, infrastructure and maintainable growth being among the most serious
issues. Industry 4.0 and ICT enable workers to perform tasks and activities remotely
and these advantages of a new form of industrializationmust be addressed, especially
in higher education institutions. Schools are still tasked to transfer knowledge of first
principles in mathematics, science and languages, whereas institutions of higher
education are responsible for developing individuals further towards readiness for
skills they require in a changing industry.
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4 The Role of Higher Education in Industry 4.0

In the provision of the fourth industrial revolution (Industry 4.0 or 4IR), innovation
(evolutionary and revolutionary) should be a topmost priority in the higher education
system of any country (Xing and Marwala 2017). At the core of modernization,
economic growth and long-term sustainability is technology (Xing and Marwala
2017). Industry 4.0 is a very broad domain that includes

• improvement and new innovations of production (manufacturing) processes,
• increased efficiency of new processes, as well enhanced efficiency of existing

processes,
• the management of large volumes of data,
• a more transparent relationship with clients of products and services, and
• higher levels of competitiveness through ubiquitous availability of technology—

with many more possibilities existing (Piccarozzi et al. 2018).

There is a discrepancy between the education pursued by students at school level
and at tertiary education institutions, and the qualifications sought by employers
priming for Industry 4.0. Industry 4.0 has become an important theme for manage-
ment scholars and business economic disciplines and research publications in these
fields are increasing dramatically (Piccarozzi et al. 2018). Several forecasts suggest
that a significant shortfall in information and communication technology (ICT)
professionals will be experienced within the next decade if these issues are not
addressed straightaway. Lack of clarity on where Industry 4.0 is heading, with rapid
changes in market development, internationalization and growing competitiveness,
are key challenges that could cause this shortfall.

Educational institutions aim to address two important aspects to mitigate these
challenges,

• firstly categorizing what to instill in students to meet future (near and long-term)
demands, and secondly,

• making education responsive enough to match the need for specific skills before
they become obsolete or substituted.

It is acknowledged globally that the heightened use of ICT and the inclusion of
new technologies and digitization in manufacturing, brought about by Industry 4.0,
will require widespread retraining and additional education of students and staff.
Industry 4.0 requires transformation of the business industry and a digital culture
through properly training the workforce in ICT skills is needed (Fitsilis et al. 2018).
A problem in an emerging market such as South Africa is that the capacity to adapt to
future jobs is below average, which is attributed to the poor quality (Naicker 2018)
of education. A large obstacle in South Africa is the fact that it has a lot to lose,
resulting from dwindling education standards and above-average exposure to future
disruption in the workplace, as well as a stagnating economy. Fortunately, Industry
4.0 is on the radar of businesses, government and the labor sector in South Africa,



Decentralizing Emerging Markets to Prepare for Industry 4.0 … 131

providing them with valuable resources (and a closing window of time) to rectify the
current situation.

InAfrica, implementation of digital education and training, addressing topics such
as the internet of things (IoT), artificial intelligence, big data and preparing smart arti-
sanship, still has a long way to go. Vocational training and competence development
must be supported by governmental policies. Europe and North America have started
addressing this approach, but there are still significant policy gaps on the African
continent that are preventing Industry 4.0 from rapid growth. In a sense, vocational
education and training for industry have become a key political issue. Educational
establishments must apply for governmental support to obtain digital training equip-
ment and pilot projectsmust be in place to display the progress of new digital learning
methods. Policies that support this transformation are in no way generic and must be
tailored for individual countries or groups of countries. Emerging markets, with the
focus on the BRICS bloc (Brazil, Russia, India, China and South Africa), has its own
set of limitations to overcome before these policies can take off; these limitations
are typically different from those in developed countries in Europe and in the United
States of America (USA). Identifying these key limitations is paramount and this
section highlights and analyzes some of the unique characteristics that are holding
back the emerging market. This section aims to identify policy gaps in developing
countries, specifically on the African continent, that prevent similar results.

Through identifying the policy gaps that continue to plague developing countries,
typically visible from the highest political offices, the importance of higher education
to develop skills for Industry 4.0 must also be addressed. This section therefore
stipulates the significance of higher educationwith the goal to commercialize Industry
4.0 for quicker government adoption. These higher education institutions need to
address the challenges ahead to propel an immediate transformation into digitization,
typically with reduced financial support. This forces these institutions to implement
strategic methods to utilize their own identities and credentials to offer and support
new and innovative services. Leadership also needs to be adapted to be less risk averse
as disruptive technologies are introduced that could potentially steer Industry 4.0 in a
different direction. However, collaboration between private companies, government
and institutions of higher education is essential to scale education efforts and ensure
the sustainability and adaptability of changing vocational requirements.

4.1 Sustainable Partnerships in Higher Education

The world’s leading economies are increasingly dependent on innovation for long-
term prosperity and development depends on technologically based intellectual prop-
erty (Panarina 2015) developed throughuniversity-industry partnership sustainability
(UIPS) (Kaklauskas et al. 2018).Developing countries are however facingmany chal-
lenges in driving technology-based innovation; as outlined in Panarina (2015), these
challenges (specifically in Russia but also relevant for emerging markets) are
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• underdeveloped infrastructure and institutions,
• subdued competition,
• a decline in the quality of education offered to pupils,
• underdeveloped financial markets, and
• low levels of business sophistication (Panarina 2015).

According to Panarina (2015) and Kaklauskas et al. (2018), the fostering of effec-
tive and inclusive university-industry partnerships is essential to enhance commer-
cialization efforts and sustainable goals for developing countries. In Panarina (2015),
a center of competence is proposed to serve as an ecosystem for innovation devel-
opment. Such a center is defined as a tool to integrate knowledge and expertise and
to support entrepreneurial activity. Adapted from Panarina (2015), Fig. 5 represents
an ecosystem for innovation growth.

According to the system proposed in Fig. 5, such an ecosystem is poised to
interlink industry and institutions of higher education and assess resources from
public and private investors to benefit socioeconomic growth. The work presented in
Panarina (2015) researches such efforts in detail. Kaklauskas et al. (2018) pursued
a neural evaluation scheme for a multiple-criteria scrutiny of UIPS. The evaluation
scheme is warranted at three levels:

Center of competence 
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development

Associations with 
professionals and the 

society

Institutions of higher 
education

Support from 
governmental 

agencies

Local and 
international industry 
and entrepreneurship 

spearheading 
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Fig. 5 Adapted from Panarina (2015)—a proposed system that acts as an ecosystem for innovation
development
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1. on a micro-level encompassing study and modernization performance, transferal
and absorptive competence and technology progression,

2. on a meso-level encompassing formal measures, communication networks and
native and aboriginal guidelines, and

3. on a macro-level encompassing supply and demand, rules, financing, duties,
culture, ethnicities, markets, economic and political climate, demographics and
available technology(ies).

The research presented inKaklauskas et al. (2018) resulted in an evaluation system
that makes it possible to assess alternative UIPS life phases and analyze their market
and fair value, as well as conducting virtual discussions to select the most effective
and proficient options.

Higher education and combinations of UIPS have become much more prevalent
in the global space and have given emerging markets an opportunity to play a role in
Industry 4.0 developments. Higher education enrollments have undergone unprece-
dented growth in the past decades, and continue to do so. Maturity in this growth is
expected in the near future, but institutions can still capitalize on a surge of willing
learners hoping to further their education and play their part in growing economies.

4.2 Global Growth in Higher Education

Worldwide, “between 2012 and 2025 the number of students enrolled in higher
education is expected to double, to about 262 million” (Jelinek and Fomerand 2013).
The relevance of this fact is that most of the growth in higher education enrollment
will be from developing countries in the BRICS group; with India and China respon-
sible for more than half of this number (Brazil also accounting for a large portion).
In addition, students will be seeking to study abroad almost three times more often
compared to the number in 2012. For developing countries, the stellar growth in
higher education will provide many benefits, but accommodating the rising number
of prospective students could become problematic with current infrastructure limita-
tions (Jelinek and Fomerand 2013). InAfrica, theMiddle East, Asia, Central America
and South America, the average annual growth in the demand for higher education
is approximately 3–5% up to 2025, an estimation obtained inform the research of
Jelinek and Fomerand (2013). Leading universities have already started, and are
continuing to expand their infrastructure to accommodate foreign students and capi-
talize on the shifting dynamics of internationalization and globalization. Apart from
additional sources of income through international students, universities must use
globalization to take advantage of new avenues for collaboration and networking
among higher education institutions.

KNBS (2016) reported that in Kenya the total number of university student enroll-
ments increased by 22.8% in 2015,with a substantial increase in the number of female
students (higher compared to the enrollment of male students). The overall increase
in enrollments was primarily driven by three factors, namely
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• large governmental support for infrastructure development in Kenya,
• new disciplines and courses introduced in Kenyan universities that are in line with

international standards, and
• an increased number of satellite campuses opened across the country.

These three factors constitute a collective shift in the right direction for a
developing country aiming to improve socioeconomic benefits and inevitably enter
Industry 4.0. These factors improve the demographic distribution of students, with
more females studying to contribute to the workforce, aiming to increase the quality
of graduates by introducing new courses and providing accessibility for students from
rural areas with transport limitations. However, with high growth comes high invest-
ments in its sustainability. The Kenyan government has been criticized for providing
inadequate funding to sustain this growth and to ensure that infrastructure and the
quality of education for the large number of students are maintained. Globally, the
fast pace of higher education enrollment is also predicted to slow down in the coming
decades as markets mature and demographic trends become less favorable as a result
of declining birth rates since the beginning of the 1990s.

4.3 Education and Socioeconomic Status

According to theAmerican PsychologicalAssociation (APA), “socioeconomic status
(SES) is an embodiment of not only the gross incomeof individuals, but also ameasure
of their financial security and educational attainment, and a generalized percep-
tion of social status and class”. Roksa and Kinsley (2019) examined two dissimilar
methods of family sustenance (emotional and financial) among low-income students
and found that emotional sustenance plays a large role in nurturing encouraging
academic results. Roksa and Kinsley (2019) reported that financial support plays
a limited role for students from low-income families (that are already enrolled) in
attaining a tertiary degree. SES is a quintessence of opportunities and privileges
afforded to a society and approximately quantifies quality of life. According to a
study led in 2009 by Morgan et al. (2009), youth in households or communities
with low SES develop slower academically compared to youth in higher SES condi-
tions. The attributes in low SES communities that contribute to slower educational
development, as given in Morgan et al. (2009), include

• sub-standard psychological development of cognitive skills,
• poor language development,
• difficulty storing and remembering knowledge and information, and
• inability to process socioemotional relationships.

As a direct result of these developmental concerns, youth in low SES conditions
are statistically biased to be associated with a lower income and health issues during
adulthood. The APA acknowledges that improvements at the early stages of a child’s
educational development and early intervention programs can reduce some of the
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risk factors identified with the correlation between SES and education. The APA also
lists several research outcomes where the correlation between low SES and relatively
lower academic achievement has been identified. These cases, listed by the APA and
referred to on its website, conclude that

• the average literary skills of children entering high school from a low SES family
is typically five years behind those of students from higher income families,

• a higher rate of students from lower income families drop out of high school
compared to students from higher income families,

• low SES students tend to fare worse in mathematics, science, engineering and
technology related subjects compared to high SES students, and

• a bachelor’s degree is more likely to be obtained by students hailing from high
income families than by students from low income families.

Furthermore, the vocational development of humans is more likely to be hindered
if they are associated with minority classes, typically related to racial, ethnic and
socioeconomic factors. These factors are more evident in the career aspirations of
people in minority classes, but can also be attributed to slower and less pronounced
development of an early education. The United States National Center for Education
Statistics4 have presented research that relates a higher average family income to
higher aptitude test scores, specifically in mathematics. Although this research is
based on statistics from a developing country, the results could potentially be repro-
duced for emerging markets and determined if a similar trends is witnessed. If so,
higher education plays an imperative role in cultivating the socioeconomic status of
a country.

4.4 Socioeconomic Status in Higher Education

During undergraduate studies in higher education institutions, research has shown
that low SES students are less likely to complete a four-year degree or similar qual-
ification at a university or college (Mompremier 2009). In these institutions, the
socioeconomic characteristics of families, such as household income and parental
education, have also been linked to attrition of graduates. Declercq and Verboven
(2015) investigated the SES and enrollment in higher education from the perspective
of costs related to attaining a higher education degree. In this work, Declercq and
Verboven (2015) distinguish between three scenarios thatmight lead to perceived low
SES students being less likely to attend institutions of higher education, or complete
their graduation program. These three scenarios include:

• The cost of applying and studying at higher education institutions could be a higher
deterrent for students from low income and disadvantages families, compared to
students that have more funds and advantages.

4http://nces.ed.gov.

http://nces.ed.gov
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• Students from low SES background might be less concerned with pursuing a
higher education and have lower expectations of what is required to form part of
the workforce.

• Low SES students might already be academically behind their peers because of
slower development during their schooling years and would therefore be less
likely to participate in higher education.

Declercq and Verboven (2015) aim to provide research and statistics to highlight
the effect of socioeconomic status and financial aid on enrollment in higher educa-
tion. The paper not only studies the reasons for lower participation in education
from some predispositions, but also investigates possible governmental incentives
to alleviate the gap between social classes within education. An investigation on the
impact of alternative tuition fee policies is presented. In their findings, Declercq and
Verboven (2015) state that students are more sensitive to costs involved in pursuing
a higher education. They find that students from low SES backgrounds are more
likely to apply for disciplines and fields that are less academically driven—if they
can afford to apply. In its conclusion, the paper states that there is potential from
non-financial incentives and policies to increase enrollment across all social classes,
when compared to financial incentives. This means that governmental policies that
address the enrollment gap at school level and ensure that disadvantaged pupils
acquire the same academic skills as higher SES students are more likely to succeed
compared to policies targeted at adjusting tuition fees (subsidies and lower tuition
for low SES pupils). Furthermore, the expansion in global higher education has been
criticized by the Times Higher Education for increasing inequality. Universities that
have been categorized as elite give graduates a stronger chance of being employed
compared to universities that do not fit into the elite group. As a result, students
with starting resources high enough to enter these elite universities inevitably have
a higher probability of being guaranteed a job and career after graduation. In this
sense, the higher education institutionsmust be averse to increasing social inequality,
especially through a high increase in foreign students from previously disadvantaged
backgrounds or developing countries.

4.5 Higher Education in Emerging Markets

Community engagement is an essential part of university activity in Africa and in
manyother emergingmarkets.Universities and higher education institutions in devel-
oping countries typically have high proportions of students fromdisadvantaged back-
grounds and lowSES. In countries such as SouthAfrica, a strong governmental equity
agenda can be used to accommodate students from disadvantaged backgrounds.
However, in many instances, governmental financial backing and interventions from
the early developmental stages in a pupil’s life are limited and policies must be
adjusted to accommodate the consequent backlog. Universities that have a large
proportion of disadvantaged students can adjust their internal policies to build social
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communities among students, since these students are not in the minority in the
traditional sense. Students must be given fair opportunities and institutions must
understand and improve the culture and societal bonds within communities.

Socioeconomic advances can only be accomplished in developing countries by
acknowledging the importance of higher education. Through Industry 4.0, educated
youth employment will change the understanding of work and employment. Educa-
tion and upskilling of the youth is imperative to prepare them for the changes that
accompany work and employment in a technological-driven era. The skills and
competences that the educated youth require include

• critical thinking,
• problem-solving,
• creativity,
• innovation,
• collaboration,
• communication and information literacy, and
• social justice.

Basic education and higher education must therefore be refocused towards a
competence-based approach and integrate modern skill requirements into modules.
The changing job landscape would require the youth to apply these skills and compe-
tencies in everyday tasks and to use technology as a tool to find solutions for problems.
An argument that technology, specifically automation, will replace jobs performed
by certain groups of unskilled workers is valid; however, through education this
prospect could be mitigated. The youth, and upskilled workers, will have the ability
to develop new jobs and roles in such a landscape and apply their skills beyond what
only automation can achieve. In WEF (2016), a report titled “The Future of Jobs”,
presents an in-depth analysis on employment, skills, and the workforce strategy for
Industry 4.0 and the report is publicly available. Thedetail of this report is not repeated
in this chapter and the reader can consult WEF (2016) for an in-depth analysis on
this research (and accompanied data).

Developmental agendas can only be driven forward if the local population is
informed and educated, especially in science and technology. In the emerging
markets, the role of universities to transfer knowledge and create sustainable social
welfare is critical. Referring back to Fig. 6, the findings that the education of parents
are linked to the abilities and wellbeing of children further solidify the importance
of a formal education to promote global wellbeing. As Industry 4.0 looms, skills in
science and technology (specifically ICT) can only be obtained at higher education
levels, with a strong background in fundamental principles taught at school level.
Universities are also tasked to uphold the integrity and standards of knowledge being
transferred to students, an increasingly important issue since the global commercial-
ization of education. Privately owned institutions of higher learning are typically not
as strictly standardized as universities, which could lead to inferior and irrelevant
knowledge being passed down to students. In developing countries, various inade-
quacies in the higher education systems could lead to more private institutions of
higher learning and this could inadvertently have detrimental effects on education.
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Fig. 6 The characteristics of an effective vocational educational system (adapted fromAulbur et al.
2016)

Emerging markets essentially requires broad-based and high-quality universities
to develop the foundations to evolve into sustainable societies. Industry 4.0 not
only requires knowledge of mathematics, science and engineering, but also needs
to empower people to strive for innovative solutions to complex and pressing chal-
lenges. Adjustments in higher education should encourage curiosity and collabora-
tion with international partners to promote willingness to learn and challenge issues
that hinder emerging markets. Importantly, institutions offering higher education
must be capable of adapting to the needs of Industry 4.0. Knowledge and skills
required by the fourth industrial revolution are mutable, in contrast to earlier indus-
trial revolutions, and these institutions are encouraged to acknowledge and change
teaching methods to accompany the changing industry.

4.6 Adaptive Higher Education for Industry 4.0

Universities aim to generate and disseminate state-of-the-art knowledge, a theoretical
background and the ability to learn in students, all combined with effective and effi-
cient teaching methods. An organization of research must ideally provide opportuni-
ties that complement traditional structures with multidisciplinary institutes, focused
on addressing societal challenges. Industry, especially Industry 4.0, requires gradu-
ates that are capable of solving complex problems in several sciences, with a respect
for general interest and the needs (versus wants) of the population. In conjunction,
teachers and staff are also required to teach skills that are not necessarily completely



Decentralizing Emerging Markets to Prepare for Industry 4.0 … 139

defined to learners, since there is still a general lack of understanding of where
exactly Industry 4.0 is heading. Apart from relearning skills, teachers also have to
adapt to changing learning programs, an enhanced learning experience and impor-
tantly, instill an attitude of lifelong learning (Xing and Marwala 2017). The fourth
industrial revolution urges creative thinking around the manufacturing procedure,
value chain, and dissemination and consumer service by strategically implementing
technologies such as the IoT and CPS.

Comparing all the sectors that have been disrupted by rapid advances in tech-
nology, education (particularly higher education) has remained relatively untouched.
From a unpublished statement made by Mezied (2016), universities are shaping
this creative thinking by “being the testbeds for innovation and the education of
future generations”. However, the delivery of education must in many aspects be
re-imagined, or at the very least adapted, to deliver the right sets of skills and knowl-
edge to learners. Universities (and schools) are responsible for preparing the youth
for skills and jobs that do not yet exist in anticipation of a completely different work
environment by 2020–2025. It is a likely scenario that future jobs will rely less on
the mathematical and engineering skills obtained through traditional engineering
degrees, but rather rely heavily on problem-solving skills and critical thinking.

Teaching must become an immersive experience of technologies of the future,
assisted by the most modern and recent implementations such as wearables (Xing
and Marwala 2017), AI, robotics, and advanced materials. Learners are increas-
ingly gaining more access to knowledge through the internet, cloud computing, and
mobile devices. Massive open online courses (MOOCs) are a theoretically unsettling
innovation with participants in MOOCs growing exponentially. As a result, many
universities are also digitizing various modules and courses, while individualized
face-to-face interaction remains crucial as a part of high-quality education. MOOCs
are in fact embraced in many higher education institutions, since they lessen many
constraints in respect of learners having access to lecture halls. An increase in appli-
cations to higher learning institutions leads to higher cost for universities to increase
their teaching capacity, and this trickles down to the cost of an education that must
be covered by the students themselves. MOOCs mitigate these issues to some extent
in view of the increased popularity in mixing traditional education with MOOCs to
benefit from the advantages offered by both. However, despite the initial promises
and expectations of MOOCs since their initial mention in 2011, they have not proven
to be as transformative in emerging markets as promised (Ziady 2017). According to
Ziady (2017), it was found in 2013 that few students that were undertaking MOOC
were persisting to the end of the course, although a majority already had undergrad-
uate degrees in the traditional sense. Nevertheless, MOOCs are still in the running to
transform education and as with any emerging paradigm, they require a significant
period and sustained backing to succeed. In 2018, the best MOOC platforms of 2018
were published by Reviews.com; these results are listed in Table 6.

According to Table 6, there are still numerous (active)MOOC platforms available
in 2019 and the user base of these platforms has increased significantly, typically
in the millions of users. A certificate from a MOOC in 2019 might not be the same
as a college or university degree, but they provide access to excellent education to

http://Reviews.com
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Table 6 The best MOOC platforms of 2018 as determined by Reviews.com in December 2018

Rank MOOC Score Founded (by) Users/Alexa rank

1 Coursera 8.0 Stanford 33 million (June 2018)
Alexa Rank: 642 (April 2018)

2 edX 7.4 Harvard/MIT 14 million (December 2017)
Alexa Rank: 983 (April 2018)

3 FutureLearn 6.4 The Open University Alexa Rank: 6709 (September
2018)

4 Cognitive class 5.6 IBM Undisclosed

5 University 3.4 Privately founded by
Liepmann and Klöpper

>1 million

6 Udacity 0.4 Stanford 1.6 million
Alexa rank: 1781

anyone with an internet connection. In addition, workers who cannot afford to leave
their current workplace to pursue a tertiary education can further their career path
and educate themselves through MOOCs.

Adapting delivery of knowledge has become more necessary, and in certain
instances critical because of the progression of higher education from when it was
only available to the elite, through massification (education for the masses), and in
its current morphology termed post-massification (Xing and Marwala 2017). The
accessibility enabling students to gain an education from virtually any university in
the world requires the readiness of higher education to accommodate diversity and a
digitalized classroom.Behavioral analysis, identification and verification of students,
teachers, and content are part of adjusting for Industry 4.0 and individuals gaining a
global identity. This has some major benefits for individuals from emerging markets
that are unable to attend costly higher education institutions. There is however still
a concern of inequality within digital higher education, since a large proportion of
the population has limited or no access to connectivity.

The following section specifically addresses the role of BRICS (which can be
extended to other emerging markets) in developing tailored policies for Industry 4.0.
BRICS nations have several unique characteristics that many developed countries
do not, for example, large populations and high rates of underprivileged people, and
these issues must be addressed in collaboration with other developing nations as
well as in accordance with successful policies in countries such as Germany. BRICS
therefore plays an important role as the champion of new policies that encompass
these unique challenges.

http://Reviews.com
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5 The Role of BRICS in Industry 4.0 Policies

In recent history, an upward GDP forecast and the accessibility of inexpensive labor
have incentivized organizations from developed countries to create resident indus-
trial plants in BRICS countries. China and India have provided critical capacities
for these plants, primarily because of their enormous populations and large unpen-
etrated domestic markets. Although India has been dawdling in embracing Industry
4.0 expertise, with a low level of automation countrywide, it is facing a threat from
other countries, both in BRICS and in developed nations, which aim to pass it and
implement advanced manufacturing solutions. India has a robust background in IT; it
has witnessed a number of startups in the digital space, especially in 3D printing, as
well as in the automotive industry. However, it faces a threat emanating from its esca-
lating labor cost compared to neighboring countries such as Vietnam and Indonesia.
India has historically been an attractive destination, offering a cost advantage and
manufacturing opportunities, but foreign investors have started looking elsewhere
for such prospects. Both the government and private companies have observed these
trends and are launching several local initiatives to mitigate the effects. National
manufacturing policies and supporting initiatives such as Make in India have been
successful governmental mediations to boost Industry 4.0 adoption and ensure that
manufacturing in India remains a commodity. Private companies are also spear-
heading automation locally, implementing Industry 4.0 in manufacturing plants,
establishing startups in the smart manufacturing space and providing funding for
the first smart factory in India (Aulbur et al. 2016).

China, a historical world frontrunner in low-cost trades and a hub for the industrial
sector, still has manufacturing advantages due to the availability of its large (albeit
shrinking) labor force (of approximately 776 million)—twice the size of the labor
force of India, and many times greater than that of most other economies. Despite
China being considered a low-cost nucleus of the world, it is rapidly changing its
profile to provide technologically advanced and customized solutions of automation
within the Industry 4.0 framework. China is reportedly registering a vast number of
patents annually, even more than the USA and Germany, especially in robotics. The
Chinese government has acknowledged the integration of industry and the IT sector,
and theMade in China 2025 initiative is a governmental aim to level the playing field
between China and Western industrial nations with respect to Industry 4.0 (Aulbur
et al. 2016). The government in China has also unveiled a plan to “integrate mobile
internet, cloud computing, big data, and the IoT with modern manufacturing, to
encourage the development of e-commerce, industrial networks and internet banking.
It also aims to grow internet-based companies to increase their presence in the
international market” (Aulbur et al. 2016). China’s private sector is not dragging
its feet either when it comes to Industry 4.0. It is developing and funding the first
unmanned factory through robotic arms to produce cell phones; it produces robots
locally and funds robotic research for students. There are multiple bids to acquire
Industry 4.0-focused companies in the country, and hardware as well as software
companies are taking part in many of these initiatives (Aulbur et al. 2016).
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Brazil has a labor force analogous to that of other industrial-based countries,
with approximately 70% of its salaried populace contributing in the labor force.
Approximately 62% of this labor force has been working in the amenities sector and
in response to an overall scarcity of labor in industrialization; the hourly recompense
cost has climbed significantly.

Russia, although a large geographical area, has a relatively small population
density. The amount of persons active in its labor force is also low associated to
developing countries such as China and India, with about 74% of the population
of working age being within the labor force, and roughly 13.5% of the labor force
working in manufacturing. Russia is a minerals-driven climate and, therefore, manu-
factured trades subsidized a small fraction of total exports in 2014; only around
5.5% of total trades were contributed by manufactured exports. With its relatively
lesser population concentration, Russia has been concentrating on evolving tech-
nologies such as drones to conduct reconnaissance of its large geographical space.
Although the embracing of Industry 4.0 in Russia is currently low, it presents itself
as a significant opportunity for Russia to confront the challenges it faces in terms of
low productivity, an elderly population and low population concentration. Advanced
digital technologies are seen as not only restricted to industry, but as playing a large
role in overcoming the challenges posed by such a large geographical area. As a
BRICS nation, Russia is employing government intervention to fuel the transition
towards Industry 4.0 with several initiatives, the principal motivation being initiating
research and development projects within the country. These initiatives include

• development of the manufacturing industry by improving the labor force with
modernization of the manufacturing process using IT,

• robotics and 3D printing, which are beginning to play a significant role to focus
adoption of individual Industry 4.0 components and promotewidespread adoption
of manufacturing within the next decade,

• initiatives that produce circumstances for the rise of companies that aim to be
viable in new markets, especially within Industry 4.0 and digitization, creating
factories of the future within the country,

• robotics and mechatronics, which have been added as a part of school and
university curricula, and

• educational complexes that have been established by agencies aiming to promote
research and development.

Furthermore, the private sector has been motivating the expansion of Industry
4.0 skills and some private leaders in the economy are getting ready for Industry
4.0 in Russia by several initiatives. These include establishing robotics centers,
forming partnerships to promote industrial internet, medium-sized firms proposing
engineering resolutions for industrial robotics, consulting services and fabrication
management, and an inflow of global companies opening research laboratories in
Russia. As a BRICS nation, however, Russia still has several challenges to deal with
in terms of Industry 4.0.

Russian innovation is principally evident in the national market, and prospective
global clients and clients have limited access to these innovations. In addition, there
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is significant deficiency of documentation of manufacturing procedures at manu-
facturing plants, which makes it difficult to promote and expand these practices.
Russia also suffers from lack of contemporary technological infrastructure, inade-
quatemandate for innovation amid large economic firms, lack of faith of international
partners and restricted flexibility of foreign software and computer-aided design
tools. There are also signs of decaying investments, affluent credit and reserved
access to global capital markets, which are several monetary complications that
hinder the adoption of Industry 4.0 (Aulbur et al. 2016).

5.1 Focus on South Africa (BRICS)—Commercializing
Industry 4.0

South Africa has also experienced an upsurge in the labor force over the last two
decades, notwithstanding its 27% unemployment rate in 2018. Compared to other
emerging countries, labor involvement is relatively low and the services segment
has been a main proprietor of the labor force, inevitably lowering labor productivity
in manufacturing per employee. This can in part be ascribed to the recent political
changes and challenges the country has faced since apartheid was abolished. The
historically large labor force, which used to be underpaid and worked long and
tough hours, has only recently been able to leave behind these perils and given an
opportunity to create its own wealth. As a result, a large percentage of the workforce
is now moving towards the services industry where an education and relatively low
capital investment can quickly lead to a sense of success and achievement, something
that theworkforce is not used to. TheWEF estimates that by 2025, SouthAfrica could
create 462,000 extra professions by focusing on “clean energy generation, energy
efficiency, pollution control and natural resource management” (Ziady 2017).

Fortunately, more than two decades after South Africa attained democracy, most
of the newly discovered wealth and a rise in skilled workers are starting to bear
fruit, as these entrepreneurs are discovering ways to increase their wealth further, to
the advantage of the country and its people. However, another politically unstable
period has been entered, with increased bureaucracy and cultural tension. In addi-
tion, South Africa is facing several political and socio-economic challenges with
respect to Industry 4.0 adoption in the form of high input and high labor cost
with low proficiency and lack of application and execution of reassuring policies
defined by government. Infrastructure, especially poor connectivity and inaccessi-
bility of digital elements are, as mentioned, among the most worrying of Industry 4.0
technical challenges. In South Africa, the adoption of Industry 4.0 is currently low
when compared to other BRICS nations, with interest in the fourth industrial revolu-
tion within the country perceived mainly on a company-specific level or from large
international organizations, with little governmental support. In November 2017,
Sipho Maseko, the CEO of the largest telecommunication company in South Africa,
Telkom, addressed the country’s issues of extreme inequality where people with the
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means to seize opportunities in technology are obtaining more wealth compared to
many more who are excluded from the digital economy. Maseko stressed the fact
that it is not a sustainable evolution of society when a specific group of people is
advancing at a rapid pace (through technology) and other groups are left further and
further behind. Maseko also specifically referred to the fact that for many years,
developing countries such as South Africa have had to play catch-up with devel-
oped markets in Europe and America. In his address, Maseko outlined a strategy to
mitigate the increases in inequality, through

• implementing technology to be as inclusive as possible,
• improving education to ensure young people have the skills to apply technology

in their socioeconomic growth, and
• investing in specific technologies to ultimately become leaders in that field.

A comprehensive Industry 4.0 government strategy and a countrywide central
strategy to drive Industry 4.0 are clearly absent in South Africa. Several tertiary
institutions have realized this and are implementing strategies from the ground up to
address the lackluster adoption. This could prove crucial in the near future to boost
the economy of the country to become the economic hub of Africa, a position it
once held proudly. Sackey and Bester (2016) explore the potential of Industry 4.0
to change the knowledge and skill sets requirements for industrial engineers signifi-
cantly with respect to assessing the role of such engineers to avoid a similar identity
crisis as that experienced by IT during the 1990s. Sackey and Bester (2016) there-
fore examine the likely impact of Industry 4.0 on industrial engineering and propose
enhancements to the engineering curricula in South Africa. In their findings, Sackey
and Bester indicate that emphasis has already shifted from traditional industrial engi-
neering towards data-driven functions and CPS. Importantly, mismatches between
required and available workforce skills (such as big data and novel human-machine
interfaces) are to be addressed by educational institutions, to prepare the next gener-
ation of the workforce to contribute to Industry 4.0 and establish South Africa as a
dominant player in this sector. Sackey and Bester (2016) indicate that urgent atten-
tion is required in a number of areas, applied to industrial engineering (and other
engineering disciplines) for Industry 4.0. The areas include

• big data which relays to data science and advanced analytics,
• progressive simulation and simulated plant modeling,
• data networking,
• overall mechanization and automation,
• human-machine interfaces (HMIs),
• digital-to-physical transference (3D printing),
• process excellence,
• real-time catalogue and logistics digitization, and
• current and future digital infrastructure development (Sackey and Bester 2016).

The areas that require enhancements in current curricula in South Africa are all
categorically analogous to Industry 4.0 and should be taken into account by South
African schools and traditional universities. Modules such as analytics, at least at the
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basic level, are already being offered by universities, and this is a step in the right
direction of commercializing Industry 4.0, a necessary initiative. These modules
should aim to

• provide broader skill sets to students in industrialization fields,
• offer job-specific capabilities, and
• narrow the IT skills gap.

To prepare for the changing job requirements of Industry 4.0, regulatory and
program accreditation bodies should work with universities and industrial engi-
neering professional bodies to develop a set of specific capabilities for industrial
engineering, and design ways to assess these capabilities and competencies against
set requirements (Sackey and Bester 2016). Bilateral and multilateral collabora-
tion for skills development, as is done among BRICS nations such as China and
India, allows countries to announce, after adjustment as per local requirements, best
practices and sharing of skills and knowledge.

China, together with Germany, has introduced strong collaboration policies in
higher education and vocational training. India and the UK also share a partnership
to support the Skills for Jobs program in India, an initiative that promotes partaking
of the private sector in cultivating the standing of skills development in the country.
India has collaborated with the EU on a skills development project in 2012 as well,
where the EU assisted in defining and realizing strategies to skill Indian men and
women to advance their employability. Since there are numerous models of job-
related schooling across the world, with similar goals and primary objectives for
developed and emerging markets, it is reasonable to categorize these models or
policies as educational, employment-based, or hybrid programs that address both
these approaches. BRICS nations can however adopt various strategies, tailored to
their own specific needs, but with essential characteristics that ensure an effective
vocational education system. InAulbur et al. (2016), a summary of the characteristics
of an effective vocational educational system are presented; it is adapted here and
given in Fig. 6.

As shown in Fig. 6, adapted from Aulbur et al. (2016), an inclusive Industry 4.0
development policy iterates several important and key aspects,most noteworthy those
of vocational training of students and prospective engineers targeting Industry 4.0
and being recognized globally, with accredited learning and tertiary education offers
being of crucial importance. Such a system focuses on practical training of skilled
workers within enabling environments and ensuring that skills are developed in line
withmodern technologies that enable the fourth industrial revolution. Comparing this
system to, for example, strategic objectives (policies) of South African universities,
specifically the University of Johannesburg, several parallels can be drawn. The
University of Johannesburg, South Africa, lists six strategic intents that provide a
dedicated means of realizing global excellence and stature (these strategic objectives
have been directly adapted from the website of the university):

• “Excellence in research and innovation by offering a range of innovative programs
characterized by the highest level of scholarship that are incorporated into the
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curriculum, therefore attracting high-quality graduates from diverse backgrounds.
The institutionpromotes a culture of innovation and entrepreneurship byproviding
stimulating and supportive environments, especially technology stations leading
to potential patents and technology transfer.”

• “Excellence in teaching and learning through maintaining an appropriate and
rigorous enrolment profile and providing challenging and applicable curricula that
respond innovatively to the challenges of the 21st century. The institution aims
to achieve high student success rates, improved retention and increased graduate
output to enter industry as experienced and skilled workers.”

• “An international profile for global excellence and stature through recruitment
of international students and staff, study-abroad programs, smart institutional
partnerships and bilateral and multilateral collaboration. Its aim is to have an
increased proportion of undergraduate and postgraduate international students
through focused recruitment from Africa, BRICS nations, Asia, the Americas,
Australasia and Europe, as well as increasing the stature of relationships with
global universities, United Nations agencies, and the African Union.”

• “Enriching a student-friendly learning and living experience through high-
standard teaching and learning facilities, support through the student life cycle,
learning and living communities, and a responsible and respectful student culture
and philosophy. The learning and living objectives are to provide students with a
nurturing and supportive environment to foster all-round development.”

• “National and global reputation management by being a pan-African center of
critical intellectual inquiry through extensive scholarship and participation in the
knowledge networks of the continent.”

• “Fitness for global excellence and stature with world-class financial systems to
ensure good investment returns and overall financial stability and sustainability.”

In comparing the strategic initiatives of a renowned South African university
listed above with the vocational education system targeted at spearheading Industry
4.0 by Aulbur et al. (2016), it is noticeable that there are many similarities in these
approaches. Context-specific content, attracting high-quality learners (analogous to
skilled workers and apprentices) and teachers (analogous to training staff), access to
modern and state-of-the art equipment and tools, as well as international recognition
of study programs and qualifications, are vital aspects of multiple sectors. These
aspects ensure successful integration of multiple disciplines, including, for example,
a commanding presence in Industry 4.0 through policies and strategies invoked by
educational institutions.

TheDepartment of Higher Education and Training in SouthAfrica has established
three national skill development approaches for the period 2001–2016. Under these
strategies, its objective is to intensify access to superior and applicable education as
well as training for the advancement of new expertise. The strategies achieve this by
providing bearing for sector expertise planning and execution in the “Skill Education
and Training Authority”, and additionally providing a basis on how to use the funds
generated by imposing a skills development tax on businesses. To its credit, and
according to the White Paper of Aulbur et al. (2016), the South African government
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has acknowledged five key skills development primacies to lead Industry 4.0 in the
country. These five key priorities are listed in Aulbur et al. (2016) and have been
adapted and listed here as

• the development and ongoing support of a sector labormarket intelligence system,
• continued support as well as increased focus on artisan development,
• facilitating strategic partnerships (both locally and internationally) to improve the

readiness of funds and the value of skills development,
• intensifying the stream of incoming skilled workers, and
• developing the skills of the present labor force.

Demographically, there has been a change in the trade industry, where intercon-
tinental trade of digital information is becoming more lucrative. Decentralization is
another defining characteristic of Industry 4.0, where sematic machine-to-machine
communication through ubiquitous microcontrollers and internet protocols is revo-
lutionizing decentralized and service-oriented control. Decentralized, autonomous
and real-time control of factories and machinery enables smarter and more adapt-
able systems, spearheading the fourth industrial revolution. Intelligence in object
networking can be created through decentralized process management. The interac-
tion between the real world and virtual (simulated) environments is another defining
aspect of Industry 4.0. Again, education and skills development are essential in a
decentralized approach. Workers are now required to innovate, design and commis-
sion (and maintain) complex systems capable of generating big data. Analyzing and
intuitively presenting these large volumes of data require a specific skills set from
workers, enabled through effective higher education and vocational training.

6 The Move Towards a Decentralized Industry

6.1 How Demographics Influence Industry 4.0

Sustainable development and economic growth can only be achieved if all-
encompassing growth throughout the demographics of the working populace is
encouraged. “Countries with the greatest demographic opportunity for development
are those entering a period in which the working-age population has good health,
quality education, decent employment opportunities and a lower proportion of young
dependents” (UNFPA 2016). A decrease in the dependents per domiciliary typically
leads to bigger investments per youth, more independence for females to go into the
professional workforce and larger availability of personal funds for retirement. This
economic payout, if sustained, is broadly termed demographic dividend. To achieve
a demographic dividend, a country needs to “understand the size and distribution of
the population, its current and projected age structure and the pace of population
growth” (UNFPA 2016).
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The fourth industrial revolution ismergingwith socio-economic aswell as various
demographic rudiments to drive significant vicissitudes in business prototypes across
many doings, resulting in significant disturbances to labor markets. New programs of
occupations and vocations are emerging, in certain instances displacing or adapting
traditional jobs. The skill sets essential to both traditional and novel occupations
are changing in most industries and are shifting the dynamics of the industry demo-
graphics, especially the gender gaps. There is however general lack of consensus
about the impact of Industry 4.0 on the labor landscape, where some predictions
are focused on large-scale unemployment due to automation and AI, whereas others
predict a major shift to highly skilled and educated workforces replacing the tradi-
tional roles condemned by automation and AI. In both circumstances, the labor
market and quality of the workforce will look considerably different as Industry
4.0 gains traction and becomes the total industrial revolution it is designed to be.
Emerging technologies, socio-demographic shifts, and political and economic reser-
vations in both developed and emerging countries are already dramatically remaking
the workforce. Unfortunately, technological changes are increasingly focused on
substituting human workers as opposed to enhancing them, to drive down labor cost.
People and organizations must therefore have adaptability at their core to safeguard
the jobs and livelihoods of the workforce. In line with technological changes, demo-
graphic and economic factors are reshaping the labor market, with suggestions by
the UK government that the workforce will be older, multigenerational, increasingly
international, and with a higher proportion of female employees. Employers are also
urged to change their approach to workforce planning to diminish scenarios of severe
skills shortages in the next two decades. Technology and flexibility of employment
create the opportunity for wealth creation across international boundaries, with the
potential for local tax revenues to fall despite employment increasing. Therefore,
traditional economic and social models no longer satisfy the need to plan effectively
as Industry 4.0 technologies become mainstream and both political and new social
factors can drive change.

Demographic evolution is linked with a variation in age arrangement resulting
from a decrease in both mortality and fertility. Many industrialized nations are at
an advanced stage of demographic evolution, while a high number of African coun-
tries (most in fact), and countries within the BRICS group are entering the initial
stages of demographic transition. Fortunately, for developing countries entering
into demographic transition, associated advantages of demographic dividends are
evident, offering a window of opportunity for rapid human development and asso-
ciated economic growth if effective and decent policies are executed. An increase
in labor supply and human capital are among the demographic dividends associated
with smaller numbers of dependents in households, with fewer economic burdens
related to large families and households.

Furthermore, several studies, particularly on demographics, have been conducted,
especially with regard to the observation during theGreat Recession, where countries
with large populations such as India and China were least affected by this economic
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crisis. Two alternative theories were developed, and economists are aiming to deter-
mine if this is primarily due to the vast populations of the two nations or to less
dependence on international trade (particularly in India) (Basu et al. 2013).

BRICS countries differ considerably in terms of their growth forecasts, where
demographic tendencies and labor supply dynamics are particularly favorable for
Brazil, India and South Africa. In these countries, the working age population will
remain to develop into the middle of the 21st century, and possibilities of obtaining
demographic dividends are well within reach, especially with Industry 4.0 in its
infancy. With fertility rates hurtling in Asia and Latin America, half of the prolifera-
tion in population over the next 40 years will be in Africa. Russia is already experi-
encing a shrinkingworkforce, while the one-child policy in China introduced in 1979
and only formally phased in 2015 will inevitably lead to a decline in the working
age population. Although the labor force of Russia is well educated and skilled, it
is undergoing remarkable change, largely mismatched to the rapidly changing needs
of the Russian, and global, economy. Unemployment among women and young
people in Russia is high, and after the breakup of the Soviet Union and economic
dislocations, the standard of living has fallen dramatically. In China, the labor force
participation rate (peoplewho canwork) fell from 77% in 2000 to 68.7% in 2018, and
is still declining, further shrinking the labor market. There are many labor shortages
in China, and economic growth has slowed down significantly to lower than approxi-
mately 7% in 2016. China is struggling to uphold manufacturing competitiveness, as
swift aging causes its workforce to decrease andwages to rise faster than productivity
gains. This creates complications and challenges for leaders in supporting growth
while trying to reduce economic reliance on credit-fueled investments. Figure 7
presents the expected population aging and shrinking of the participation rate in
China, comparing data from 2010 and estimated levels for 2030.

Fig. 7 The expected population aging and shrinking of the participation rate in China, comparing
data from 2010 and estimated levels for 2030
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As shown in Fig. 7, a significant decline in the Chinese labor force is expected by
2030, represented by a decline in most participation sectors. The young demographic
group from birth to 14 years of age is expected to remain relatively constant at about
17% of the total population, with the largest decline in ages between 15 and 44 (from
50 to 22%). The older demographic group, nearing retirement age, will increase from
approximately 20 to 36% of the population by 2030. The percentage of people older
than 60, not contributing actively to the labor force, will according to the 2010 data
increase from 13 to 25%, one quarter of the entire population.

Professor Wang Feng from the University of California proposes that a declining
labor force is also inherent to various positive factors. These include

• rapid expansion of tertiary education,
• earlier withdrawal from the labor market as wealth prospects increase, and
• a general reduction in participation for age groups that are traditionally too young

to work,

all aspects pointing to an overall increased quality of life. With more people
capitalizing on retirement benefits, a potential boost in consumption is also perceived
in many economies.

Fast growth of productivity in workers is in many instances linked to growth in
GDP, where contribution of the service sector contributes most, followed by industry
and agriculture. As Industry 4.0 is being introduced in many countries, the shift
towards labor productivity in industry becomes more crucial, and demographics
play a critical role in its early adoption. An imbalance in the workforce and trade
opportunities, as will be the case in China in the near future, could potentially stunt
growth of the fourth industrial revolution if applicable strategies and policies, such
as international collaboration, bilateral and multilateral exchanges and re-training of
the current workforce are not implemented rigorously. The effects of demographic
dividends in BRICS nations, with high estimated GDP growth due to factors such
as a young population (Africa, India, and Brazil), natural resources and increased
employment in both industry and service sectors, depend on the efficiency and skills
of the participation sector.

7 Conclusion

This chapter investigates howcountries are reindustrializing their economies in accor-
dance with Industry 4.0 by developing fitting and modular policies that support
and invigorate growth drivers in the technology domain. Such policies should help
develop high value-added and modern manufacturing industries to support a modern
industrial revolution, where the shift towards autonomous cyber-physical systems
is seen as the dominating space for future prosperity. In emerging markets, with
specific focus placed on the African continent, policy gaps exist that prevent Industry
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4.0 uptake. The chapter also identifies the policy gaps that are less evident in devel-
oped countries, but stifles growth in developing markets. Technical and infrastruc-
ture issues (for example limited and expensive broadband availability) and social,
economic and political challenges are identified and reviewed in the chapter.

Talent management and skills development for Industry 4.0 remain challenging,
especially in emerging BRICS countries, where political and economic instability
is high. Furthermore, organizations should know exactly which skills to develop
that would be beneficial and sustainable during the early adoption of Industry 4.0.
BRICS countries must embrace collaboration in research by universities to reduce
dependence on the West.

Digital transformation is presenting new challenges for many employers, and
their current and future workforces should be adaptable in this regard. New business
models and strategies of cooperation and collaboration constitute added value to
Industry 4.0, but space for creativity and innovation must be created. The emphasis
should be placed on developing new technical skills, especially in operating activities
and mechanical processes, purchasing and warehouse logistics. These new demands
are becoming a major challenge for existing employees, often requiring retraining
or further skills development.

Education, specifically higher education, plays a crucial role in developing youth
to be able to contribute to growing economies in both developing and developed
nations. In developing countries, there are however several unique challenges that
must be overcome. This chapter addresses the importance of higher education, with
specific focus on Industry 4.0, to develop young and innovative minds with a solid
background in theoretical fundamentals learned at school level, but with skills and
relevant knowledge to take forward a changing industrial milieu.

Innovation and technology-based intellectual property have been identified as
pillars in the world’s leading economies to sustain long-term prosperity throughout
Industry 4.0. Higher education, therefore, plays a significant role in educating
workers to participate in a changing workplace. This chapter reviews the adaptive
strategies and policies of higher education in emerging markets and the role that
tertiary education plays in uplifting the socioeconomic status of developed coun-
tries. Focus is also placed on the role that BRICS countries can play in Industry 4.0
policies, specifically in the decentralization of technology development throughout
the demographics of the working population in these emerging markets.

BRICS countries can cooperate mutually to effect expansion in the fourth indus-
trial revolution, and these nations can learn from one another, and from developed
nations, to implement best practices and effective infrastructure. The changing polit-
ical, economic and social fortunes of these countries are creating space for innovative
urban environmental practices in cities. Collaboration among BRICS nations, also in
higher education, will strengthen ties between countries and improve appreciation of
different cultures, labor practices and socio-economic improvements. Governments
must make skills development a top priority and engage with partners, such as the
private sector and universities, to widen the skills sets of young individuals
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Sell-Bot: An Intelligent Tool for
Advertisement Synthesis on Social Media

Sonny Kabaso and Abejide Ade-Ibijola

Abstract Social Media Advertising is one of the fastest ways to reach a large group
of targeted customers. In the present day, there are large volumes of advertisement
campaigns designed for, and running on Social Media Platforms, yielding significant
conversion rates for businesses. Advances in Artificial Intelligence (AI) have offered
new techniques for tailoring advertisements towards targeted audiences. Some of
these techniques include Machine Learning (ML) applications in the analysis of Big
Data; acquired from customers spending, and/or buying patterns. Hence, software
companies and researchers have created several tools that target specific customers
in need of specific products and services. An aspect of AI that has not seen too many
applications in Advertising is Natural Language Generation (NLG); the study of
algorithms for generating natural or human languages. In this chapter, we present
a NLG algorithm for the automatic generation of advertisements for Social Media
platforms. This algorithm is implemented in a tool called Sell-Bot that is based on
Context-free Grammars; a formal technique for describing or generating languages.
This algorithm takes a list of available and currently discounted commercial prod-
ucts and services of an organisation, and intelligently composes a valid Social Media
post (a tweet or Facebook post) that is often indistinguishable from a human expert
marketer’s tweet or post. An evaluation of Sell-Bot showed that 42% of the partici-
pants did not knowwhether the AI (Sell-Bot) or the human generated the adverts.
Sell-Bot is expected to relieve humans of their efforts of posting advertisements
on Social Media.
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1 Introduction

Social Media can be defined as user-driven technology platforms that provide afford-
able content creation, communication and collaboration over the internet (Berthon
et al. 2012; Kaplan and Haenlein 2012). The introduction of Web 2.0 changed
aspects of advertising (Stelzner 2014). This is partly because Social Media was
widely accepted, it enhanced user control and freedom over multi-way communica-
tion (Berthon et al. 2012; Boateng and Okoe 2015; Leung et al. 2015) and became
a channel for marketing and advertising for the digital generation (Duffett 2015).
Prior to this revolution, businesses could only advertise their products or services
via billboards, television, radio, posters, and newspapers. These traditional meth-
ods of advertising only presented one-way communication at very high costs (Duf-
fett 2015). As Social Media was introduced, it overcame some of these limitations
(Mulhern 2009) and dramatically changed the modern advertising landscape
(Dehghani and Tumer 2015; Otero and Gutiérrez 2015). Businesses had to revise
their marketing strategies and invest in Social Media advertising (Chun et al. 2005),
enabling them to create strong well-known brands and increasing coverage of the
targeted population (Briggs and Hollis 1997). Nevertheless Social Media advertising
did not replace the traditional methods but complemented them (Barreto 2013).

Studies have shown that the commercial effectiveness of SocialMedia advertising
on platforms like Facebook can increase business exposures and brand awareness
at minimal costs than advertising on non-virtual media (Harris and Rae 2009; Sajid
2016; Stelzner 2014; Vanden Bergh et al. 2011). Further benefits includes increased
sales, improved customer satisfaction, improved search engine ranking and global
market reach (Okazaki and Taylor 2013; Otero et al. 2014). It is in the best interest
of businesses to value Social Media advertising on platforms like Twitter, Face-
book, Instagram, LinkedIn and many others, to leverage on these benefits (Saxena
and Khanna 2013). Many customers expect businesses to have a Social Media pro-
file, to check the credibility of the brand and consult with many other users of the
product through chats, comments and reviews before they make a purchase decision
(Dehghani and Tumer 2015).

A study done by Lee and Kim (Doohwang Lee et al. 2011) determined that
consumers are more likely to view and consider users comments and reactions, than
the advert itself. For instance, Facebook allows for people with similar interests
to easily communicate with each other in groups, creating the potential for people
in the same groups to influence each other on purchasing decisions (Erkan et al.
2019). It is necessary that a business includes Social Media advertising into their
marketing strategy and can not afford to ignore its benefits (Otero and Gutiérrez
2015).WithSocialMedia advertising, a business can control the placement of adverts,
havingdirect contactwith potential customers. They can sendout uniquepersonalised
promotions creating bonds and strong relationships with consumers.

Although Social Media came with several benefits in terms of advertising, it
created new complexities. Reaching a large group of people did not mean that adverts
would always reach the targeted audience. This brought about a need to identify
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specific consumers on these social platforms. Consumers increasingly express what
theywant, their needs, traits and values acrossmany channels on SocialMedia. There
is an explosive growth of consumers-generated data that is continuously growing in
terms of volume, velocity, variety and veracity (Erevelles et al. 2016; Kietzmann
et al. 2018). In turn, businesses turned to Data Science to obtain valuable customer
insight from this data in order to make key marketing and media decisions without
infringing on the privacy standards of the social platform and it users (Gazagne and
Gösswein 2016; Kietzmann et al. 2018). Until recently, only a few publications have
given attention to the problems faced in advertising (Leake and Gary 2008;Wierenga
2010).

One approach that has been focused on is real-time advertising (also known as
programmatic advertising). It creates a more intelligent way for advertisers to target
and communicate with consumers based on their demographics, interest, behaviour,
timezone, geographical location and weather. Programmatic advertising focuses on
the use of AI and data to boost marketing efficiency in real-time (Busch 2016).
Publishers promote advertising space to marketers that want to reach the potential
and right audience at the right time, taking advantage of the Big Data repositories of
consumer data (AlSabeeh andMoghrabi 2017; Moghrabi and Al-Mohammed 2016).

In order to exploit the full potential of Social Media, marketers needed to focus on
a data driven and social form of advertising. In this case the consumers become more
important, making the marketing process simplistic (Seitz and Zorn 2016). Instead
of creating broad advertising campaigns to many people, this form of advertising
focuses on target marketing programmes. With Machine Learning (ML) a potential
customer is identified based on their attributes, interests and browsing habits in order
to customise a tailored advertisement and increase the chance of the consumers
purchase from being exposed to the advertisement (Adams 2004; Chickering and
Heckerman 2000; Langheinrich et al. 1999; Sun et al. 2016). Current cost-effective
technologies in database storage and processing of real-world and online user data
enable marketers to develop data-driven advertising campaigns, creating individual-
ity in advertisement messages with ML and predictive approaches (Seitz and Zorn
2016).

AI has the potential of contributing to strategic marketing tactics focusing on
savingmoney and driving growth.With consumer generated Big Data, marketers can
use the power of computation, learning, heuristic functions and pattern recognition
to make strategic decisions about prices, promotions and distribution channels of
advertisements (Wierenga 2010). AI enabled Social Media advertising has changed
the marketing rules and market dynamics, calling on a new marketing orientation
and ecosystem.

With the vast amounts of products in and large customer database. A simple form
of advertising on Social Media would be sending out special offers on prices to pos-
sible customers, hopefully persuading them to purchase the product (Chickering and
Heckerman 2000). Even though this method is cost effective, its cumbersome when
there is a need to advertise a large number of unique and personalised promotions
of products that are on sale. It is time consuming to manually produce thousands
of unique advertisements for each of the products in a short amount of time. We
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Fig. 1 Processes of advertisement synthesis using Sell-Bot

need to redefine and adjust the advertising approaches in a technologically enhanced
marketing ecosystem that is cost effective and reduces the amount of time and effort.

One approach is to implement an automatic advertisement generator. This chapter
presents an Intelligent Tool for the Synthesis of advertisements on Social Media. We
do this by synthesising adverts in NL1 using Context-Free Grammar (CFG). This
involves generating advertisements about discounted products from a database. This
processes is described in Fig. 1.
With the development of Sell-Bot, the following contributions were made. We
have:

1. explored, and compared the implementation and impact of known AI techniques
that have been previously applied in advertising, such as ML and Big Data Ana-
lytics,

2. investigated models of quantifying the impact of advertisements, and see how
these models fair with Social Media advertisement campaigns,

3. designed an NLG algorithm for the automatic generation of advertisements for
Social Media platforms. This is based on CFG; a formal technique for describing
or generating languages,

4. built a software tool, called Sell-Bot, that implements the techniques described
in (3) above, and

5. presented an evaluation of Sell-Bot, in aTT.2 Users had to guess if advertswere
written by a human marketing expert or generated by Sell-Bot. Sell-Bot
was able to fool humans almost half the time.

The rest of this chapter is organised as follows. The second section of this chapter
outlines the background, research questions, motivation and related works. The third
section describes CFG for generating textual advertisements. The fourth section
shows the implementation of Sell-Bot and some real examples of the generated
adverts. The fifth section presents an evaluation of Sell-Bot from Social Media
users and marketers. The last section concludes this chapter and shows future works.

1Natural Language.
2Turing Test: Used to determine whether a machine can think like a human-being (Luger 2005).
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2 Background and Related Work

In this section, we introduce the problem, discussing the related work and motivation
behind this work.

2.1 Research Questions

In this chapter, we have addressed a number of interesting research questions as
follows.

1. What are the current implementations of Artificial Intelligence in Marketing?
2. Can we generate Social Media Advertisements about special promotions and

discounts based on real time data about shelved products?
3. How can we design CFG rules to answer the above questions?

2.2 Motivation

Sending out advertisements for a large number of products is a time-consuming task
by writing and is expensive. It is important that advertisers dedicate an efficient
amount of time to ensuring that advertised content is frequently updated. Businesses
have to devote large amounts of resources to Social Media advertising campaigns to
avoid being out of touch (Harris and Rae 2009; Stelzner 2014; Vanden Bergh et al.
2011). To the best of our knowledge, there has not been any attempt to formalise
the process of synthesising advertisements for Social Media using CFG. Instead of
spending resources on manually writing Social Media advertisements, it is much
more efficient to implement an intelligent tool that would be able to write adver-
tisements like a human, but with minimal effort. This will allow businesses to focus
resources on the core processes of their business strategies.

2.3 Artificial Intelligence Techniques in Advertising

There are a number of AI building blocks that can enable business to understand
customer generated Big Data, allowing them to create effective and flexible data
driven advertisement strategies. In this section, we present a few.
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2.3.1 Image Recognition

This enables brand advertisers to gain information from the pictures and videos that
users post on Social Media. Even if not directly motioned by the user, the pictures
and videos they post can reveal many details about them (Kietzmann et al. 2018). For
instance, in a posted selfie, image recognition can reveal information about identified
brands that the user is interested inwithin the image.With this information advertisers
can develop tailored adverts targeted to that specific users.

2.3.2 Big Data and Machine Learning

Consumers continuously generate vasts amounts of Big Data by surfing the internet
(McAfee et al. 2012). From this data, marketing professionals are able to retrieve
valuable customer insights and create customer profiles based on their attributes and
their interactions, to make better marketing decisions (Erevelles et al. 2016; Hedin
et al. 2011), monitor strategic decisions and identify the attitudes and opinions of the
customers towards their brand, products and services (Amado et al. 2018; Fan et al.
2015; Tan et al. 2013). ML algorithms learn from the patterns in this customer data,
and stores them in a knowledge base. Advertising software can produce useful insight
about the users from the knowledge base and propose product options best suited
for a potential customer (Adams 2017; Sundsøy et al. 2014). Processing more data
about the customer produces more insightful information to advertisers. ML can also
determine how likely a certain customer will purchase a product by predicting their
lifetime value and conversation likelihood (Adams 2004; Chickering andHeckerman
2000; Langheinrich et al. 1999; Sun et al. 2016). This is used in PropensityModelling
to make real-word predictions of customer market segments and how to interact with
a specific customer (Bailey et al. 2009).

2.3.3 Natural Language Understanding (NLU)

This allows for the analysis of the distinctions in human language. With Sentiment
Analysis, advertisers can find meaning from large amounts of user generated data
such as status updates, Facebook posts, Tweets and product reviews on Social Media
(Cambria et al. 2013; Nasukawa and Yi 2003).

2.3.4 Natural Language Generation (NLG)

Using AI to generate human-like content, allows advertisers to generate original
content such as personalised advertisements, emails, rich media and unique articles
about products (Ramos-Soto et al. 2016). Similar techniques are used in image gen-
eration to synthesis lifelike rich media content like images and animations and also
in the generation of speech to create stimulating voice overs (Kietzmann et al. 2018;
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Reddy 1976). This technique can be used to supplement other AI enabled advertising
techniques such as:

1. Advertisement Targeting and Re-Targeting: by running ML algorithms through
consumer generated Big Data, a brand can identify and generate content that is
relevant to each customer (Feng and Wei 2010; Manolescu and Raymond 2010;
Sundsøy et al. 2014). The brand can also identify what content is more likely to
return a existing customers based of the their historical shopping data (Lambrecht
and Tucker 2013, 2011).

2. Smart Recommendations/Content Curation: this enables brands to generate and
deliver content that is only relevant to the customer based on their previous inter-
actions and shopping cart activities (Jiang et al. 2019).

There are a number of commercial and open-source market offered NLG ready-to-
use tools that apply the techniques we explained above. We list a number of these
tools below.

1. Wordsmith: Developed by Automated Insights, it is an NLG tool that uses an
advanced template-based approach to generate natural human-like text from
data (Wright 2015).

2. AX Semantics: This is an automated NLG tool. It generates unique meaningful
written content from data in real-time (Madsack et al. 2018). It offer eCom-
merce, BI3 and financial reporting, allowing businesses the generation of product
descriptions, news articles, reports and documentation in over 100 languages.

3. Arria NLGPlatform: This allows the generation of rich and varied narratives from
data in several languages and formats without any human intervention. A good
example is the weather forecast generation by Goldberg et al (Goldberg et al.
1994).

4. Yseop: Provides smart customer experience with an NLG platform that powers
enterprise customer support, sales and reporting (Van and Emiel 2014).

5. Quill: This is an advancedNLG tool provided byNarrative Science (Wright 2015).
It converts data into insightful narratives to create analytic reports.

6. Simplenlg: This is an open source NLGAPI written in JAVA originally developed
by Ehud Reiter. It is an easy-to-us library and provides clear documentation for
businesses or individuals that what to create NLG applications (Gatt and Reiter
2009).

7. NaturalOWL: is an open source NLG toolkit for generating OWL class descrip-
tions. User do not need to have programming expertise to use NaturalOWL
(Galanis and Androutsopoulos 2007).

The software tool presented in the chaptermainly focuses on formalmethods ofNLG.
Although AI has been implemented in some areas of marketing, there are limited
approaches that have employed NLG in advertising. Many automated advertising
tools still use the notion of sending out pre-created digital advertisements on the

3Business Intelligence.
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internet. There are a few organisations that havemanaged to build effective intelligent
advertising platforms.

2.3.5 Facebook Advertising

Facebook plays a dominate role in Social Media advertising. The platform allows
for the broadcasting adverts to large audience whilst driving business KPI’s4 of
marketers (Dawson and Lamb 2016; Andrew et al. 2011). When marketers advertise
on Facebook, they can reach consumers in a short amount of timewithminimal costs.
Also giving consumers the ability to openly interact with the advert by reacting to it
with a like, happy, sad, surprised or angry emoticon, add a comment on it and also
spread the advert further by sharing it. With this Big Data, Facebook has succeeded
in developing an integrated programmatic advertising ecosystem by leveraging on it
knowledge of users social relationships and interests (Seitz and Zorn 2016; Yaakop
et al. 2013).

2.3.6 Instagram Advertising

Instagram is an image and video sharing SocialMedia platformwith over 800million
users as of September 2017 (Statistica 2018). It enables brand to incorporate visual
media into their advertising campaigns and links these visual adverts directly to
brand’s product pageorwebsite. It is also apopular platform formarketing influencers
with a large number of followers. Brand can choose influencers aligned with their
target audience to promote their products and services by posting, sharing statuses
and hosting live videos (Evans et al. 2017; MediaKix 2019).

2.3.7 Twitter Targeted Advertising

Twitter is a micro-blogging platform that offers three customisable advertising pro-
grams that allow advertisers to connect with a global audience. These advert pro-
grammes include: Promoted Tweets, Promoted Accounts and Promoted Trends to
help attract followers of the advertisers profile (Funk 2013). With user generated
data and other information (such as profile, mobile device identifier, location or other
authorised installed apps) collected by affiliates and partners, Twitter can personalise
adverts for specific consumers (Twitter 2019).

4Key Performance Indicator.
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2.3.8 LinkedIn

LinkedIn is a professional social network that offers a self-serve display advertis-
ing system that enables brands to target professionals based on rich profiles and
behavioural data (Agarwal 2013). With ML and optimisation components such as
response prediction, brands can deliver customised targeted adverts and predict the
click-through rates (CTR) of when the advert is presented to the user.

2.3.9 Google Display Network

The Google platform consists of a number of popular partner web and mobile appli-
cations that include Gmail, YouTube, Blogger, Google Finance and Google Search.
The platform allows for real-time target advertising to the right audiences at the right
place. Marketers can find new customers that are likely to buy products or services
and re-engage with existing customers using automation. With ML and predictive
analysis, Google Ads learns which consumers are suitable to advertise to (Google
2000; Subhadra et al. 2018).

2.3.10 Adobe Marketing Cloud

Adobe delivers digital creative and personalised marketing in real time. Marketing
professionals are able to create customer profiles based on their attribute and deliver
effective targeted customer experience using a data analysis dashboard (Adobe 2018).
Adobe also provides Social Media optimisation and campaign management.

2.3.11 AdRoll

AdRoll focuses online target and re-target advertising. AdRoll enables brand to
understand their customers and deliver smart recommendations on a variety of Social
Media channels (AdRoll 2007).

2.3.12 Mobvista

Mobvista is a content publishing advertising network. By leveraging on Big Data
and ML, Mobvista delivers real time data analysis, and customised mobile and game
advertisements to targeted users (Mobvista 2013).
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2.4 Related Work

Natural language communication in computer systems is considered as a fundamental
principle of an effective AI (Russell and Norvig 2016). There have been a number of
publications that have made a significant impact on the applications of NLG. Here
we present a few.

2.4.1 Synthesis of Things

An application presented by Obaido et al. (Obaido et al. 2019) proposed the gen-
eration of SQL5 query narratives using CFGs, based on predefined templates. This
application was proved to be beneficial for novices in introductory programming
and non-technical experts in learning the SQL language. Ade-Ibijola (Ade-Ibijola
2017), also presents a tool that generates hypothetical user profiles by employing
probabilistic CFG using Social Media as a test case. These profiles are beneficial
in anonymising sensitive data (Stevens 2012). Another application by Kumagai
et al. (2016) employed Monte Carlo Tree Search (MCTS) for probabilistic natu-
ral language generation. This approach also employed context-grammar rules for
search operations and evaluation of assumed text generations which focused only on
the syntactic structure. After several experiments, it was confirmed that this approach
was able to generate sentences withmultiple words and different phrasing. Bauer and
Koller (2010), implemented TAG6 based grammars in the generation of sentences
by combining sentence planing and surface realization similar to SPUD7 systems.
Ryan et al. (2016), also presented an in-game text generator using expressive free
text markup and CFGs.

2.4.2 Generation of Problems and Solution

Other publications implement NLG within an educational setting in Introductory
Programming. Ade-Ibijola (2019), proposed generation of practice python exercises
and solutions for novice programmers using CFGs. He also proposed the generation
of regular expression exercises and solutions for novice programmers (Ade-Ibijola
2018). These applications were further expanded by Kabaso and Ade-Ibijola (2020)
on Social Media in the automatic generation of academic feedback and exercises on
Twitter for programming students. Students received feedback and practice exercise
and solution that were generated by Ade-Ibijola (2018, 2019).

5Structured Query Language.
6Tree-Adjoining Grammar.
7Sentence Planning Using Descriptions.
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2.5 Definition of Terms

In this section we define some unfamiliar terms used in this chapter.

Definition 1 (Advertising (Alaimo and Kallinikos 2018)) The action of calling for
attention or making someone aware of a particular commercial product or service.

Definition 2 (Programmatic Advertising (Busch 2016; Statler 2016)) The auto-
mated execution of advertising campaigns in real-time intelligently.

Definition 3 (Context-free Grammar (CFG) (Aho et al. 1986)) A CFG is a 4-tuple
G = (N , �, R, S), where:

1. N is a set of non-terminal variables.
2. � is an alphabet of terminal symbols where � is disjoint from N .
3. R is a set of rules, with the form N −→ (N ∪ �).
4. S ∈ N , it is the starting non-terminal variable.

3 Grammar Design for Advertisement Synthesis

In this section, we present the CFG rules for the generation of tweets. The termi-
nals are represented as “string literals” and the non-terminals are delineated with
<angle_brackets>. We first had to identify the differences, similarities, limi-
tations and regulations of the social platforms on which we wish to broadcast these
advertisements. Even though some platforms such as Instagram and YouTube, are
limited to pictures and videos and others allow text and rich media, many social
platforms have similar ideas on how people create and share content. Our test case
focuses on two mainstream platforms: Facebook and Twitter. Both a Facebook post
and a Tweet have a similar structure, allowing for content to be shared similarly. The
difference is that Twitter only allows 280 characters (Twitter 2019), while Facebook
gives the freedom of about 63206 characters including all spaces. In this paper, we
define four main attributes of focus:

1. text: the short message that a user wants to deliver, which targets the context of
a specified audience (i.e. <msg>),

2. mention: a Facebook username or Twitter handle preceded with the “at” (@)
symbol. This attribute is added to directly inform a specific user, it is called
mentioning (i.e. <mention>),

3. url: a web link that redirects the customer to the source of the advertisement (i.e.
<url>), and

4. hashtag: is any wording appended with the hashtag (#) symbol, which is a meta-
data tag that indicates the topic or associated community/group; this makes it easy
for users to find the message (i.e. <hashtag>). With mentioning and hashtag-
ging, we can directly target specific groups or users.
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Focusing on these similarities, with L(G), we start with the building blocks in
Sect. 3.1.

3.1 Building Block

To begin, we start by defining similar CFG rules asKabaso andAde-Ibijola (2020). In
Rule 1, we define an <entity> via the regular expression [A − Za − z0 − 9_]+,
this would be any word presenting a Social Media@username or #hashtag in Rules
2 and 3. Rule 4 defines any other optional text outside the defined rules. Rule 6
defines <url> a web-link that redirects a user to an external website from the social
platform. We also specify in Rule 7 any Unicode emoji visual representation of
emotions, objects or symbols related to the context of a synthesised advert.

<entity> −→ [A − Za − z0 − 9_]+ (1)

<mention> −→ @<entity> (2)

<hashtag> −→ #<entity> (3)

<opt_txt> −→ <entity> | ε (4)

<discount> −→ [1 − 99] % (5)

<url> −→ usual web address string

of maximally 280 characters (6)

<emoji> −→ unicode visual emoji (7)

3.2 Advert Synthesis

Rule 9 defines the content of the advert message, consisting of the period in which
the promotion is limited, the name and price of the product, its category, discount,
percentage and the end date of the spacial offer from the database. This rule can
generate all possible permutations as defined in � including <opt_txt> optional
text. When tested, this generated not less than 5040 possible unique combinations.
In Rule 8 we define one or more hashtags on the advertisement.

<tag> −→ <hashtag>+ | ε (8)
<msg> −→ <opt_txt><discount><opt_txt><category><opt_txt>

<product_name> <opt_txt><period><opt_txt>

(<special> | ε)<opt_txt><price><opt_txt>

<emoji><end_date><tag> (9)
<category> −→ category f rom database (10)

<product_name> −→ product_name f rom database (11)
<special> −→ special f rom database (12)
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<price> −→ price f rom database (13)
<end_date> −→ end_date f rom database (14)

The period is the time in which the promotion is viable. This could be either the
weather season, month, or public holiday in Rule 15.

<period> −→ season | month | public_holiday | ε (15)

To derive an advert, first we consider the rules of the social platform on which it
will be advertised. In our case, considering Facebook and Twitter. Both a tweet and
a post have the same attributes. Even though this is true, a tweet can only contain
280 characters or less while Facebook has no such limitation in Rule 16.

<advert> −→ <msg> | <msg><url> |
−→ (<mention><msg>|<msg><mention>)<url> |
−→ <url>(<mention><msg>|<msg><mention>) |
−→ <msg>(<mention><url>|<url><mention>) |
−→ <mention>(<msg><url>|<url><msg>)

whereby the entire advert must

not exceed 280 characters i f i t is a tweet (16)

Example 1 (Derivation of an Advert) In this example, we derive an example of a
product using the defined grammar rules.

<advert> =⇒ <msg><url> (17)
=⇒ Spend <discount><opt_txt><category><opt_txt> <product_name>

<opt_txt><period><opt_txt>(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (18)
=⇒ Spend 15% <opt_txt><category><opt_txt> <product_name>

<opt_txt><period><opt_txt>(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (19)
=⇒ Spend 15% of f on all <category><opt_txt> <product_name>

<opt_txt><period><opt_txt>(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (20)
=⇒ Spend 15% of f on all Grains/Cereal <opt_txt> <product_name>

<opt_txt><period><opt_txt>(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (21)
=⇒ Spend 15% of f on all Grains/Cereal products like <product_name>

<opt_txt><period><opt_txt>(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (22)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this<period><opt_txt>(<special> | ε)<opt_txt><price>
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<opt_txt><emoji><end_date><tag><url> (23)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this (season | month | publicholiday | ε)<opt_txt>

(<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (24)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on (<special> | ε)<opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (25)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals <opt_txt><price>

<opt_txt><emoji><end_date><tag><url> (26)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom<price>

<opt_txt><emoji><end_date><tag><url> (27)
=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom R25

<opt_txt><emoji><end_date><tag><url> (28)

=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom R25

t ill the<emoji><end_date><tag><url> (29)

=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom R25

t ill the 21st o f June<tag><url> (30)

=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom R25

t ill the 21st o f June #SpecialWinter <url> (31)

=⇒ Spend 15% of f on all Grains/Cereal products like corn f lakes

this winter on Big Deals f rom R25

t ill the 21st o f June #SpecialWinter https : //urlzs.com/5zSKV (32)

In Example 1, we derive a simple advert. You can notice that the winter season
for <period> was been chosen and <emoji> was left out as optional.
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Fig. 2 Snapshot of products database (Microsoft 2019)

4 Implementation and Results

4.1 How It Works

This chapter has discussed the implementation of a tool called Sell-bot.
Sell-bot is a Social Media advertisement web application on the .Net platform.
By implementing similar techniques asKabaso andAde-Ibijola (2020), it synthesises
advertisements on discounted products from an inventory database.

Our test case uses Microsoft’s sample Northwind databases (Microsoft 2019),
focusing mainly on the products and category entities. We then added the necessary
additional columns for the special name,8 product discount percentage and the end
date of the promotion. In order to advertise, it is necessary that we have a specified
discount and end date for each product. With this, we can easily return only the
required product rows using SQL queries shown in Fig. 2.

4.2 Advert Synthesis

Figure3 represents the process of how an advert is generated and posted. To ensure
that the generated text advertisements are dynamic and narrative, we implemented
the Google Cloud Calendar API within the engine (Google 2019). The calendar
API determines the current month and public holidays depending on the geographic
location where the advert is generated. We then synthesise advertisements about
products that would relate to that specific period. For instance, synthesising adverts
about cold beverages in the summer season. With #hashtags, we can also target

8The special name is the theme of the promotion, this could be related to an event or weather season.
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Fig. 3 Processes of advertisement generation

specific groups and communities. The generated adverts are then posted to popular
Social Media platforms such as Facebook and Twitter through their relevant APIs.

4.3 Using Sell-Bot

To post an advert we need to be logged into the Sell-Bot web application. This
gives us the option to add a new product or send out synthesised advertisements
automatically or manually. Figures4 and 5 shows screen-shots of the advertisement
and add new product options. Automatic adverts are sent out depending on the season
and time period by selecting products that are suitable for the weather. To manually
broadcast adverts, we have to select the category of the products, the date on which
the first advert will be sent out, the time interval between each advert and the number
of adverts. Figure6a shows a generated advert.
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Fig. 4 Adding a new product to the database

Fig. 5 Sending
advertisements using
Sell-Bot

5 Evaluation of Sell-Bot

5.1 Social Media Users’ Perception

In this section, we present the results of an online survey that evaluates Sell-Bot.
We have surveyed the perception of Social Media users on automatically generated
advertisements. The survey was conducted in Johannesburg, South Africa. A total
of 319 individuals participated in the survey. The participants had a wide range of
qualifications, ranging from diplomas to doctorates, with 68.8%having diplomas and
2.8% having doctorates. 75.2% of the 319 participants stated that they had digital
marking experience. The majority (98.7%) of all participants stated that they were
frequently exposed to Social Media advertisements. When the participants were
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(a) Sample Synthesised Facebook Advert

(b) Advertisement by Pick n Pay Stores on Twitter 16 May 2019 [88]

Fig. 6 Comparison of advert synthesised by Sell-Bot and digital marketing expert

Table 1 Turing test of Sell-Bot and digital marketing expert

Ad No Author Human perception (%)

Right Wrong/Neutral

1 Sell-Bot 63.3 36.7

2 Digital marketing
expert

22.3 77.7

3 Digital marketing
expert

72.4 27.6

4 Sell-bot 73.4 26.6

Sum 231.4 168.6

asked if they knew any automated advertising software, 72.4% claimed Yes, while
27.6% stated No.

Throughout the survey, participants were shown some adverts synthesised by
Sell-Bot and others created by a Digital Marketing Expert from Pick n Pay Stores
to identify which advert was created by Sell-Bot or a human without them having
any prior knowledge about who, what or where the advert was taken from (see Fig. 6).
The arrangement of the adverts was randomised to ensure the participants did not
follow a specific sequence of answering the survey.

In one of the cases, 77.7% of the users were unable to tell the difference between
a Sell-Bot advertisement and a Digital Marketing Expert. Table1 shows a Tur-
ing Test of the results in (see Fig. 7). Table1 also presents the average of when
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(a) Advert Generatedby (b) Advert Created by Digital Marketing
Expert

(c) Advert Generated by (d) Advert Created by Digital Marketing
Expert

Fig. 7 Survey: Sell-Bot or human

the participants chose the correct option between Sell-Bot or Digital Market-
ing Expert. An average of

∑
x

4 = 168
4 = 42.2% participates were wrong about who

created the advert while
∑

y
4 = 231.4

4 = 57.8% chose the right option.

6 Conclusion and Future Work

6.1 Conclusion

In this chapter, we have discussed Social Media as an advertising platform. Lever-
aging on its network capabilities, personal extensibility and information demonstra-
bility, business can effectively, and flexibly reach their customers. We identified and
compared some of the current techniques of programmatic advertising in real-time
on platforms like Google, Facebook, LinkedIn and Twitter. We have also presented
a Social Media advertising tool called Sell-Bot based of CFG’s and Natural Lan-
guage Generation illustrating a method for automated advertising of products on
Social Media. In our evaluation, 95% of all the participants, stated that Sell-Bot
would be a useful tool for advertising in the Fourth Industrial Revolution. Such a
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tool is necessary for generating adverts for large quantities of products that are too
cumbersome for a person to create and post manually.Sell-Bot does not eliminate
the entire Social Media advertising strategy, it is tool that supplements an organisa-
tions current marketing strategy by automating their marketing ecosystem in a cost
effective manner at a reduced amount of time and effort.

6.2 Future Work

In the future, we will explore the systems of rich media advertisements of Social
Media. Furthermore,wewill investigate howwe can use similar techniques in gaming
and simulated commentary in gaming.
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Advancements and Role of Emotion
Recognition in the 4th Industrial
Revolution

Tanmoy Roy, Tshilidzi Marwala, and Snehashish Chakraverty

Abstract Emotions are ubiquitous to human life. Previous studies suggest that
ninety percent of the life experience of humankind is affected by at least one emo-
tion, and that emotional state guides their thoughts and behavior. The neurological
study suggests that the design of human brain ensures that the emotional brain almost
always influences the rational brain. Whichmeans every rational decision is affected
by the underlying emotional state. For decades, the influence of emotional states on
human life has been overlooked by the AI researchers until recently. For the last
twenty years, the study on different aspects of emotions and its detection for the
more significant cause is gaining considerable attention and importance. With the
advent of the Fourth Industrial Revolution (4IR), advancements in Artificial Intelli-
gence (AI) is already touching new heights and in this context successful detection
of emotional states by AI systems will be another big leap towards more realis-
tic social AI agents. This chapter will discuss in detail the importance and recent
technological advancements towards emotion recognition (ER) in the backdrop of
the Fourth Industrial Revolution. ER uses different types of human physical and
behavioral expressions, such as facial features, speech features, and their variants.
Deep Learning (DL) has emerged as one of the prominent pillars of 4IR. ER task
extensively uses DL techniques for classifying different emotions. So, this chapter
includes a discussion of relevant technical aspects of DL. Finally, it includes a brief
description of a newly proposed Speech Emotion Recognition (SER) model as a case
study of the ER systems.
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1 Introduction

Present Artificial Intelligence (AI) systems’ unique characteristic is their ability to
execute spoken conversations with humans efficiently. Examples like Siri, Cortana,
and Alexa are the technical marvels which not only can hear us comfortably, but they
can reply to us with equal comfort as well. However, are these spoken conversations
with AI agents natural enough? To be specific, are these AI agents intelligent enough
to read our moods or feelings? The answer is still ‘NO’. AI agents still cannot read
emotions expressed by humans. The first significant work on emotion detection was
reportedway back in 1978 byWilliamson (1978) but the challenge to detect emotions
from the speech in realtime is still on.

Industrial Revolution refers to the abrupt socio-economic change that takes place
in human lives across the national boundaries due to the successful implementation of
significant innovations and technical advancements into forms usable by humans. It
is prominent from the earlier three industrial revolutions that innovations and inven-
tions are the driving forces behind those revolutions. The present industrial revolution
called the 4th industrial revolution (4IR) is also based on the innovations in the field
of artificial intelligence (AI), robotics, the internet of things (IoT), nanotechnology,
biotechnology, and quantum computing to name a few. A profound shift is being
observed in all industries with these innovations (Schwab 2016). The technologi-
cal advancements taking place in the present revolution is unprecedented, mainly
because of two reasons: (1) technological advancements now have a much wider
reach, the digital platform has penetrated almost every household across the world
to deliver the advancements taking place in different sectors, and (2) technology is
changing very rapidly for good. Initiation of the 4IR already having a remarkable
impact on the social and political practices. For example, the rise of social media has
changed some critical aspects of society, like the way of communication, political
awareness, and information availability are few of them. Moreover, the confluence
of data with massive computational storage and cognitive power is transforming the
industry and society at every level, creating opportunities that were once unimagin-
able from health and education to agriculture, manufacturing, and services (Schwab
et al. 2018). One crucial development in 4IR is the advancements of machine learn-
ing techniques, specifically the deep learning (DL)models. DLmodels are providing
state-of-the-art performance to some of the toughest technical challenges humankind
is facing like automatic speech recognition, computer vision, self-driving cars.

Emotions are ubiquitous to human life, and a study shows that 90% time of our
everyday life, we feel at least one emotion (Trampe et al. 2015). Once we experience
any emotion, it guides our thoughts and behavior (Clore and Huntsinger 2007), to
communicate those thoughts, and we express them in different forms, such as facial
expression, speech utterances, and physical movements. Researchers are trying to
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detect the emotional state from speech and facial expressions. Another input the
researchers are using is the brain signals of the subject during the emotional states.
A detailed discussion is dedicated to describing the features of emotion classifica-
tion. So, emotion recognition is a machine learning (ML) problem where emotional
states are classified based on the features describing those emotional states. The DL
techniques are being applied to solve the emotion detection problem.

Successful emotion detection will have an impact on both the industry as well
as society. Emotional state detection can revolutionize the following fields: (1) the
health care and medical facilities (France et al. 2000; Picard 1997; Schelinski and
von Kriegstein 2019; Shu et al. 2018); (2) the human machine interfacing systems,
social security and the AI systems (Dellaert et al. 1996; Schuller et al. 2004; Shu et al.
2018); (3) and the entertainment industry (Charles et al. 2009; Hansen and Cairns
1995; Nakatsu et al. 1999; Schuller et al. 2004). The human-machine interaction will
attain a new high with the advent of sensitive, sociable robots (Cowie et al. 2001).
These advanced AI systems can play the role of vital agents of social change by
building a more natural relationship with human beings. An artificial caregiver can
become a very loyal companion to persons in need.

2 Emotion: The Hidden Force Which Drives Us

Recent researches suggest that only ten percent of the life experience of humankind
is devoid of any emotional experience, and when an emotion is experienced, it guides
people’s thoughts and behavior. Darwin (1948) was one of the first to make the case
that the study of emotional expressions is beneficial and also discussed the effects of
emotions. However, only in the 1990s, this study is recognized as an essential aspect
of any study related to humankind. Subsequent studies revealed that emotional states
have diverse effects on our everyday life (Trampe et al. 2015). From the very first
day of our lives, different emotions play a significant role in our survival and further
progress, which researchers such as Freedman et al. (1967), Frank (1988), Damasio
(1994) explored in detail.

2.1 How Emotion Influences Our Every Move?

The human brain controls every move we make from blinking of eyes to applying
breaks while driving a car. Every external or internal stimulation (also called inter-
rupt) has to be managed by the brain. The interrupt could be an audio-visual input,
a change in the surrounding environment, an occurrence of a disease, or any other
event. The modern human brain came to the present stage through different phases
of evolution and is having a layered structure. The reptilian brain (Fig. 1), the old-
est layer (Massey 2002), carry out the instinctive and autonomic functions such as
breathing, heartbeat and sucking reflex. The amygdala, the critical component of the
next layer called the emotional brain or limbic system, handles the emotional stimuli.
The outermost layer is neocortex, also known as the rational brain, consisting of a
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Fig. 1 Three primary layers of the human brain

layer of gray matter. The neocortex is responsible for conscious processing of sen-
sory stimuli. Figure1 shows three primary layers of the human brain and the location
of the amygdala along with the mention of the major functionalities of them in brief.

Now the question iswhy human emotional states influence everymove theymake?
The internal structure of the human brain has the most vital clue.

• The limbic system or emotional brain and the neocortex or the rational brain
work in collaboration to respond to any incoming stimulation. Both the brains are
interconnected, and the connection between the amygdala and cortex contains a
much larger number of neurons than in reverse direction, from the cortex to the
amygdala (Carter 1998; LeDoux 1996; Panksepp 1998). As a result, there is a
subconcious transfer of emotional state influence from the emotional brain to the
rational brain. The emotional brain receives the stimuli before the rational brain,
and due to a much stronger neural connection from emotional to rational brain, the
collective response gets significantly affected by the underlying emotional state
(Fig. 2).

• Moreover, the timing of neural signal’s arrival in the emotional and rational brains
is different; the emotional brain receives it first and gets activated relatively early.

These two structural arrangements of the human brain explain the influence of emo-
tional states in our every move.

3 Emotion Recognition System

Human emotions are reflected through various modes like the choice of words in
spoken utterances, voice tone, facial expression, physical gesture, skin temperature,
respiration rate, heartbeat, muscle tension (Picard et al. 2001). Combination of multi-
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Fig. 2 Flow diagram to show the processing of a stimulus in the human brain

Fig. 3 Block diagram of emotion recognition system

ple modes can improve the emotion recognition accuracy rate. However, it should be
mentioned here that human beings cannot accurately recognize emotions, and quite
often fail fail to identify their own emotional states Picard et al. (2001). So, expecting
a machine to identify an emotional state correctly is not practical, thus researchers
have to assume that there is a reasonably sufficient window of error within which
emotion recognition can be achieved at an acceptable success rate (Fig. 3).

The following subsectionswill explain in detail different aspects of emotion recog-
nition systems.

3.1 Psychological Models of Emotion

Psychology of emotions can be viewed as a combined experience of consciousness
(psychology), bodily sensation (physiology), and behavior (action-speech). Emo-
tions are relatively brief episodes of synchronized responses that produce noticeable
changes in the functioning of an organism. Such changes are brought about by trig-
gering significant events (Scherer 2000).

There are around 300 emotions identified by researchers (Connor and Arnold
1973; Schubiger 1958), but most researchers agree upon at least regarding some
emotions, including anger, sadness, joy, fear, shame, pride, surprise, disgust, and guilt
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(Ekman 1992; Izard 1991; Frijda 1986), which are very strong and easily identifiable.
Psychological emotion models are used as background for labeling emotional data,
and the two most prominent of such models are the Basic Emotions model and the
Valence-Arousal-Dominance model.

Basic Emotions model was initially proposed by Paul Ekman (1992) and later
enhanced by other researchers (Ayadi et al. 2011; Cowie et al. 2001). According to
this model, any emotion is a combination of six primary emotions, namely, anger,
disgust, fear, happiness, sadness, and surprise. These six emotions are also referred
to as archetypal emotions. Plutchik’s extended the Basic Emotionsmodel and added
two more emotions as primary emotions: anticipation and trust. His model (Plutchik
and Kellerman 1980) is interestingly designed like a wheel of emotions such that
similar emotions are located side by side and very different (bipolar) emotions on
the opposite side. This model is called Plutchik’s wheel, which is like a color wheel
where the intensities of the different emotions are displayed by color saturation.
There is another categorical model called theGeneva Emotion Wheel (GEW), where
two axes valence and control split the emotions into four separate groups, and neutral
is at the center (Scherer 2005; Scherer et al. 2013).

The basic emotion model was built on the assumption that an independent neural
sub-system serves every basic emotion. However, neuroimaging and physiologi-
cal studies have failed to establish this theory (Eerola and Vuoskoski 2011). Recent
research shows that discrete dimensional models of emotion are gainingmore impor-
tance. A two-dimensional circumplex model proposes that all affective states arise
from two independent neurophysiological systems: one related to valence (a pleasure-
displeasure continuum) and the other to arousal (activation-deactivation). That is,
varying degrees of both valence and arousal represents different emotions (Posner
et al. 2005; Russell 1980). In another approach, different underlying dimensions of
effect are chosen: energetic arousal and tense arousal (Eerola and Vuoskoski 2011).
Introduction of another dimension “stance”, which defines attention-rejection, into
the 2-D model (Fig. 4, Kim and André 2008) resulted in a 3-D representation of the
emotions (Kim and André 2008; Scholsberg 1954). One interesting point raised by
Schimmack and Grob (2000) is that in the 3-dimensional model, the axes need not
be orthogonal to each other (Fig. 4) in actual affect data.

This psychological aspect of emotion is an essential step towards dataset creation
or selection for SER research. Synthetic data creation process required to decide on
the model to follow for labeling purposes. Two-dimensional emotional models are
extensively used in most of the synthetic SER datasets, and mostly the underlying
emotions are re-created (enacted). The synthetic speech datasets used for this work
also use the 2-dimensional model where the basic emotions are enacted.

3.2 Features of Emotions

Human beings express their emotions through various mechanisms, such as facial
expression, physical movement, and tone of voice. However, other physiological
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Fig. 4 The section a shows the valence-arousal 2-dimensional model. And the 2-dimensional is
extended to 3-dimensional section (b)

changes that may occur due to an emotional state change, for example, changes
in blood pressure, heartbeat rate, degree of sweating, shaking, and changes in skin
coloration Iliev et al. (2010). The psychological signal, such as brain signal, is another
source from where human emotions can be captured. Thus, two broad categories for
collection of emotions exist: (1) physical signs like speech, facial expression and
gestures, and (2) psychological signals like electro-encephalogram (EEG), heartbeat
rate, and blood pressure.

3.2.1 Psychological Signals as Features

Researchers are using different psychological signals, which include electro-
encephalogram (EEG), electro-cardiogram (ECG), electro-myogram (EMG), gal-
vanic skin response (GSR), and respiration (RSP) (Shu et al. 2018). Researchers
observed that it is relatively difficult to detect emotional changes using a single
physiological signal precisely (Shu et al. 2018).

Researchers using EEG signals for emotion recognition considered have applied
different approaches. For example, (1) Wu et al. (2017) used two channels of frontal
EEG signals. (2) Lan et al. (2016) used combination of fractal dimension, five statis-
tics, and four band power. (3) Qiao et al. (2017) used deep learning model to extract
high level feature. (4) Candra et al. (2015) applied discrete wavelet transform for fea-
ture extraction. (5) Zheng et al. (2017) used power spectral density of EEG signals.
(6) Mehmood and Lee (2015) employed Hjorth Parameters.

ECG signal also carries vital information regarding emotions. Following
researchers extracted various features ECG signals: (1) few linear and nonlinear
features are extracted by Valenza et al. (2014). (2) Valenza et al. (2011) extracted
both the time domain and frequency domain features. (3) Agrafioti et al. (2011)
extracted Hilbert instantaneous frequency as feature. (4) Cheng et al. (2017) com-
bined the linear, nonlinear, and time-domain features. (5) Some researchers Kreibig
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(2010), Adsett et al. (1962), Bandler and Shipley (1994) tracked heart rate, diastolic
blood pressure, systolic blood pressure, and total periferal resistance. Researchers
used different combinations of heart rate (HR), GSR, skin temperature, and skin
conductivity as feature (Lisetti and Nasoz 2004; Peter et al. 2005; Wen et al. 2014).
Regular EMG (AlZoubi et al. 2012; Cheng and Liu 2008; Gouizi et al. 2011; Yang
and Yang 2011), facial EMG (Jerritta et al. 2014; Murugappan 2011).

3.2.2 Physical Signs as Features

The most prominent features among the physical signs for emotions include mainly
speech signal and facial expression. Speech features are mainly of three types :
(1) the prosodic features, (2) the excitation source features, and (3) the spectral or
vocal tract features. While speaking, humans can utilize different tools available
in this system to vary the duration, pitch, and intensity of the spoken utterances,
called prosody alteration, to express their different feelings in words. Researchers
used different derivatives of pitch and energy as various prosody features (Ayadi
et al. 2011; Bänziger and Scherer 2005; Cowie et al. 2001; Cowie and Cornelius
2003; Lee and Narayanan 2005; Murray and Arnott 1993; Rao and Yegnanarayana
2006). The features used to represent glottal activity, mainly the vibration of glottal
folds, are known as the source or excitation source features (Airas and Alku 2004;
Cowie et al. 2001; Davitz and Beldoch 1964; Makhoul 1975; Murray and Arnott
1993; Scherer 1986; Sundberg et al. 2011; Sun and Moore 2012). Spectral features
are the characteristics of various sound components generated from different cavi-
ties of the vocal tract system. Spectral features include 1. ordinary linear predictor
coefficients (LPC) (Rabiner and Schafer 1978), 2. one-sided autocorrelation linear
predictor coefficients (OSALPC) (Hernando and Nadeu 1997), 3. shorttime coher-
ence method (SMC) (Bouquin 1996), and 4. least-squares modified Yule-Walker
equations (LSMYWE) (Bou-Ghazale and Hansen 2000).

Facial expression is used by researchers to detect emotions (Ali et al. 2015; Busso
et al. 2004; Drume and Jalal 2012; Quintero et al. 2018; Vivek and Reddy 2015;
Wang et al. 2018; Zhang et al. 2016). Defining the face model is one of the primary
tasks of using the facial expression for emotion detection. The distance between two
centers of both eyes is used as the generic distance measure for computing various
characteristics of the face. For example, the width of the nose, the vertical distance
between eyes and eyebrows, and the vertical distance between the eyes and center
of the mouth (Wang et al. 2018) are used as facial attributes.

3.3 Classification Technique

Researchers have applied different classification techniques for emotion recognition.
Hidden Markov Model (HMM) was the workhorse for speech-related applications,
and it was eventually used for ER as well (Bitouk et al. 2010; Kwon et al. 2003;
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Lin et al. 2014; Philippou-Hübner et al. 2010; Zhou et al. 2001). However, the
classification accuracy achieved by them was not satisfactory enough. So, other
powerful classification techniques such as Gaussian Mixture Model (GMM) (Atassi
and Esposito 2008; Jeon et al. 2011; Luengo et al. 2005; Neiberg et al. 2006; Schuller
et al. 2004; Zhou et al. 2009), Support Vector Machine (SVM) (Hassan and Damper
2010; Lee et al. 2004; Pierre-Yves 2003; Schuller et al. 2004; Sun and Moore 2012;
Wu et al. 2011), k-Nearest Neighbors (kNN) (Dellaert et al. 1996; Lee et al. 2001;
Pao et al. 2005;Wang and Guan 2004), Artificial Neural Network (ANN) (Fernandez
and Picard 2003; Nakatsu et al. 1999; Schuller et al. 2004; Zhu and Luo 2007)
and more recently Deep Learning (DL) architectures (Chen et al. 2018; Neumann
and Vu 2017; Parthasarathy and Tashev 2018; Trigeorgis et al. 2016; Zhang et al.
2018) came into the picture. Classification performance has improved, but solutions
suitable for practical business use are not yet achieved. The main reason is that
classification performance across databases varies significantly, which means that a
model performs poorly when trained using one dataset and when tested with another
dataset, and the accuracy is significantly low (Table1).

3.3.1 Deep Learning Classification for ER

Different variants of deep learning models exist now, but Convolutional Neural Net-
works (CNNs) (LeCun et al. 1989; Lecun et al. 1998) andRecurrent Neural Networks
(RNNs) (Rumelhart et al. 1986) are the most successful ones. CNNs are neural net-
works that use convolution in place of general matrix multiplication in at least one
of their layers. Whereas, when feedforward neural networks are extended to include
feedback connections, they are called recurrent neural networks. RNNs are special-
ized in processing sequential data.

ER researchers have used CNNs (Chen et al. 2018; Neumann and Vu 2017;
Parthasarathy and Tashev 2018; Trigeorgis et al. 2016; Zhang et al. 2018), RNNs
(Mirsamadi et al. 2017; Trigeorgis et al. 2016;Wöllmer et al. 2008), or a combination
of the two extensively. Shallow 1-layer or 2-layer CNN structures may not be able
to learn effectively the features which are discriminative enough to distinguish the
subjective emotions (Zhang et al. 2018). So, researchers largely recommend a deep
structure. Some researchers (Huang and Narayanan 2016; Huang and Narayanan
2017; Mirsamadi et al. 2017; Neumann and Vu 2017) have studied the effectiveness
of attention mechanisms in ER.

Researchers are applying end-to-end deep learning systems for ER problems (Han
et al. 2017a, b; Schmitt et al. 2016; Trigeorgis et al. 2016; Tzirakis et al. 2018), and
most of them use the arousal-valence model of emotions. Although using end-to-end
deep learning, the average classification accuracy for arousal is 78.16%, which is
sufficient, but for valence, it is pretty low at 43.06%. Recently, a maximum accuracy
of 87.32% was achieved in other DNN techniques. This was achieved by deploy-
ing a fine-tuned Alex-Net on Emo-DB (Zhang et al. 2018). Han et al. (2014) used
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Table 1 Prominent classification models for emotion recognition along with few literature
references

No. Classifiers References

1. Hidden Markov model Bitouk et al. (2010), Fernandez and Picard (2003), Zhou
et al. (2001), Nwe et al. (2003), Schuller et al. (2003),
Kwon et al. (2003), Lee et al. (2004), Philippou-Hübner
et al. (2010), Lin et al. (2014)

2. Gaussian Mixture model Jeon et al. (2011), Lugger and Yang (2007), Atassi and
Esposito (2008), Schuller et al. (2004), Slaney and
McRoberts (2003), Neiberg et al. (2006), Wang and
Guan (2004), Zhou et al. (2009), Mubarak et al. (2005),
Luengo et al. (2005), Breazeal and Aryananda (2002)

3. k-Nearest Neighbor Dellaert et al. (1996), Murugappan (2011), Pao et al.
(2005), Wang and Guan (2004), Yu et al. (2001),
Mehmood and Lee (2015), Lee et al. (2001)

4. Support vector machine Yang and Yang (2011), Candra et al. (2015), Vivek and
Reddy (2015), Drume and Jalal (2012), Schuller et al.
(2004), Sun and Moore (2012), Zhang et al. (2016), Ali
et al. (2015), Wu et al. (2011), Lee et al. (2004), Cheng
et al. (2017), Kwon et al. (2003), Hassan and Damper
(2010), Rozgic et al. (2012), Yeh and Chi (2010),
Mehmood and Lee (2015)

5. Artificial neural network Schuller et al. (2004), Cheng and Liu (2008), Wang
et al. (2018), Yang and Yang (2011), Zhu and Luo
(2007), Wang and Guan (2004), Petrushin (2000),
Nakatsu et al. (1999), Nicholson et al. (1999), Tato et al.
(2002), Fernandez and Picard (2003)

6. Bayes classifier Dellaert et al. (1996), Lugger and Yang (2007), Wang
et al. (2008), Fernandez and Picard (2003)

7. Linear discriminant analysis Yildirim et al. (2004), Murugappan (2011), McGilloway
et al. (2000), Ververidis et al. (2004), Lee and
Narayanan (2005), Lee et al. (2001)

8. Deep neural network Parthasarathy and Tashev (2018), Trigeorgis et al.
(2016), Chen et al. (2018), Zhang et al. (2018),
Neumann and Vu (2017), Hassan et al. (2019),
Mirsamadi et al. (2017), Huang and Narayanan (2017),
Huang and Narayanan (2016), Tzirakis et al. (2018),
Han et al. (2017a), Qiao et al. (2017), Schmitt et al.
(2016)

Extreme Learning Machine (ELM) for classification, where a DNN takes as input
the popular acoustic features within a speech segment and produces segment-level
emotion state probability distributions, from which utterance-level features are con-
structed.
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3.4 Challenges in ER Research

Emotion recognition mystery is not yet solved, and it has proved to be complicated.
Here are the prominent difficulties faced by the researchers.

• The topic called emotion is inherently uncertain. As the real experience of emotion
is very subjective, its expression varies largely from person to person. Moreover,
there is little consensus over the definition of emotion. These are the major hurdle
to proceed with the research (Schröder and Cowie 2006). For example, several
studies (Amir et al. 2001; Grimm et al. 2007; Jeon et al. 2011; Kim et al. 2010; Lin
et al. 2014; Lugger and Yang 2007; Ververidis and Kotropoulos 2005) reported
that there is confusion between anger and happiness emotional in expression.

• ER is challenging because of the affective gap between the subjective emotions
and low-level features (Zhang et al. 2018). Also, the feature analysis in the ER is
less studied (Han et al. 2014), and researchers are still actively looking for the best
feature set.

• Speaker and language dependency of classification results are a concern for build-
ing more generic speech emotion recognition systems (Koolagudi and Rao 2010).
The same model gives very different classification results with different datasets.
Studies reported the phenomenon of speaker dependency and tried to address that
issue (Grimm et al. 2007; Kim et al. 2011; Lugger and Yang 2007; McGilloway
et al. 2000).

• Standard databases are not available so that new models can be effectively bench-
marked. Moreover, the absence of useful quality natural emotional databases is
hindering real-life implementation.

• Cross-corpora recognition results are low (Schuller et al. 2010; Shami and Ver-
helst 2007; Sun and Moore 2012), which indicates that existing models are not
generalizing enough for real-life implementation.

• Classification between high-arousal and low-arousal emotions is achieved more
accurately, but for other cases, it is low, which needs to be addressed. Moreover,
the accuracy of n-way classification with all the emotions in the database is still
very low.

• An emotional state is considered as a physical condition, and any external interven-
tion for emotion detection could be considered as a privacy breach. So, on ethical
ground, detecting someone’s emotion without permission could lead to uneven
consequences.

• Finally, before implementing the emotion detection systems in people’s daily life,
researchers also need to be clear about the unintended consequences that could
take place. For example, the vulnerability of different people at different emotional
states could give rise to fraud and criminal intentions. So, precautions need to be
adopted before implementing ER systems.
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4 Role of Emotion Recognition in 4IR

4IR has already started impacting the social lives of human beings with the advent
of social media platforms, artificial intelligence (AI), machine learning, and deep
learning techniques. Voice assistants like Siri, Alexa, Google Home requiresminimal
human interventions. The ability to detect human emotional states by the AI systems
can significantly boost the sociability of the voice assistants and other AI systems.
The human-machine bond can attain new heights with an emotional touch, and
the intelligent systems conceptualized in science-fiction can be a reality (Picard
1997). Emotion detection can change some crucial aspects of human life: (1) socio-
political; (2) socio-economic; (3) health-care and medical; (4) technological; and (5)
entertainment.

In the following subsections these aspects are discussed.

4.1 Socio-Political Impact

Social media platforms like Facebook, Twitter, and Instagram started connecting
people socially in the later phase of the Third Industrial Revolution. In the 4IR, these
platforms have advanced many folds. Now, these platforms started affecting the lives
of people by manipulating their choices through sentiment analysis. Social media
platforms are now impacting political (Aday et al. 2010; Ceron et al. 2014; Stieglitz
and Dang-Xuan 2012) as well as non-political social movements (Hussein 2018;
Khan et al. 2014), and the emotion or sentiment detection can work as a catalyst in
those movements. Emotional state or mood-based content can be a reality soon when
social media content is used for, say, anger management.

4.2 Socio-Economic Impact

Consumer feedback could be more realistic when there is prior information about the
emotional state of the customer so that feedback time and practice can be reviewed.
The effects of specific emotions on human behavior during financial decisionmaking
or economic judgment is an exciting topic of research. Research shows that human
emotional states limit human rationality (Damasio 1994; Frijda 1986; Scherer et al.
1984), and that leads to the proposal of artificial agents in the human decision-making
process (Marwala and Hurwitz 2015).

4.3 Impact on Health-Care

Research confirms that different emotional states have a significant impact on our
health. Some emotions negatively affect the functioning of the heart and also increase
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the risk of heart disease (Gianaros et al. 2014); these emotions are called neg-
ative emotions such as anxiety, anger, and depression. On the other hand, posi-
tive emotions can help one ot recover from cardiovascular ailments (Fredrickson
et al. 2000). McAllister et al. (2007) have shown that patients with genetic dis-
eases can be facilitated by managing emotional conditions. New evidence show
that positive emotions may help limit cancer growth (Ben-Shaanan et al. 2018),
while negative emotions could contribute to cancer incidence (Antoni et al. 2006;
Chida et al. 2008). It is also been demonstrated, through research, that emotions
could influence the onset, course, and remission of the disease (Parsons and Marcer
2005). Emotional state tracking through speech can help doctors or relatives to
manage patient conditions remotely (France et al. 2000), and patient assistant
systems are being developed to help patients according to their emotional needs.
Researchers are trying to model the emotions of autistic people in order to improve
understanding of their behaviour and help improve communications with them
(Picard 1997; Schelinski and von Kriegstein 2019).

4.4 Impact on Technology

Smart call center agents could decide on the need to transfer a customer call to a
human agent, depending on the mood of the customer (Lee and Narayanan 2005;
Nakatsu et al. 1999). Within the sphere of learning, the advent of virtual learning
platforms could additionally be improved by adequately tracking the emotional state
of the learner in order to regulate or customise learning content.Virtual assistants such
as Siri, Alexa, or Google home will be more sensitive to our moods and can become
more sensible human companion. SER could immensely help drivers (Schuller et al.
2004) and pilots (Hansen and Cairns 1995) to manage critical circumstances by
reporting in real-time their emotional states to respective authorities.

4.5 Impact on Entertainment

The introduction of Virtual reality (VR) in the entertainment world like Gaming
and Movies is changing the perception and definition of entertainment. People are
now longing for experiences not usually available in real life, for example, visiting
places they have physically never been in a virtual tour. Entertainment is becoming
more and more personal with personalized offerings from the entertainment world.
Introduction of emotion detection capabilities in the entertainment sectorwill provide
more realistic experiences which will revolutionize the sector and the concepts like
interactive movie (Nakatsu et al. 1999) and story-telling (Charles et al. 2009) will
be more accessible.
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5 Speech Emotion Recognition: A Case Study of ER

Emotion classification from speech utterances is a complex classification problem,
and researchers have used different Machine Learning (ML) techniques to solve it.
In this section, a new SER model is being discussed where the feature set used is
extracted by applying a discrete wavelet transform.

5.1 Feature Extraction

The proposed SERmodel uses a feature set designed specifically for speech emotion
classification (Tanmoy et al. 2018). The feature set is described in brief here. A
discrete speech signal S can be defined as follows:

S = {sn}n∈N, where {sn} = {s1, s2, . . . , sn}, {sn} ∈ R (1)

where N is the length of S. Signal S is decomposed into trend and fluctuation sub-
signals using Discrete wavelet transform (DWT) (Walker 2008) and can be repre-
sented as a mapping S �−→ (t1| f1) where t1 and f1 are the level-1 trend and fluctu-
ation sub-signals respectively. Then, at level-2, DWT generates another set of trend
and fluctuation signals from t1 such that t1 �−→ (t2| f2). So, level-2 transformation is
defined as S �−→ (t2| f2| f1) where t2 and f2 are level-2 trend and fluctuation signals
respectively of length N/4. So, in similar way at level-4 the DWT (Walker 2008) is
defined as:

S �−→ ((t4| f4| f3| f2| f1)) (2)

where, f3 is the level-3 fluctuation sub-signal of length N/8 and t4, f4 are level-4
trend and fluctuation sub-signals respectively of length N/16. DWTs considered for
this model are db6, db8, db10, db12, and db14 which gives total of 25 sub-signals
from each utterance.

Next, the information content of the sub-signals is computed by measuring the
information entropy (IE). IE of a signal is high in case of random activity, whereas
low IE is observed in case of ordered activity (Quiroga et al. 2001). Information
entropy of a n length signal Q can be represented as (see Kullback 1959):

E(Q) =
n∑

i=1

p(qi )log10 p(qi ), (3)

where Q = {q1, q2, . . . , qn} is a set of random phenomena, and p(qi ) is the probabil-
ity of a random phenomenon qi . Next, the similarity is computed between the entropy
values of the two states of the same speaker; one is the neutral state, and another
is the respective emotional state. Here euclidean distance is computed as similarity
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measure. The covariance and correlation coefficient of the entropy sequences are
also computed as part fo feature extraction process which adds 25 + 25 = 50 more
features. The gender of the speaker is a key feature of the feature set. And finally,
the length ratio between the emotional and neutral utterance is also added to feature
list. So, the extracted feature set has 77 features from each speech utterance.

5.2 Classification Models

Here the SER problem is considered as a binary classification problem by classifying
the emotions in pairs. Four well-known classification models have been trained to
identify the underlying emotions, and the results are compared to find the best per-
forming model. The four classification models are (1) gaussian naive bayes (GNB);
(2) k-nearest neighbours (KNN); (3) support vector classifier (SVC) with radial
basis function (RBF) kernel; and (4) feed-forward neural network (FNN).

Bayes theorembasedNaiveBayes (NB) classifier is one of the easy to buildmodels
which usually works with categorical data. The likelihood of the classes is computed
from the posterior probability with the help of the Bayes theorem equation. However,
for numerical (non-categorical) data, the Gaussian distribution can be assumed to
compute the likelihood using the posterior probability, and this approach is called
the Gaussian Naive Bayes. The problem at hand is the right candidate for GNB.

The K-Nearest Neighbor is a similarity measure based classification model. Most
computations are carried out while classifying unseen data, and that is why it called
the lazy learning method. KNN is a simple yet effective classification technique.
Classification is performed based on the majority vote of the neighbors, and the
number of neighbors to consider for voting is determined by the predefined value
of the parameter k. Choosing the appropriate value for the parameter k is critical
towards getting the desired classification performance.

When two classes are linearly separable in the feature space, linear SVC can
be applied to determine the hyperplane that separates two classes. However, since
linearly separable classes are rare in the practical scenario, classes separable by
nonlinear regions can be handled by SVC with nonlinear kernel functions. Radial
Basis Function is one such kernel function that is commonly used with SVC (Hsu
et al. 2003). This work applies SVC with the RBF kernel for emotion classification.
SVC with RBF shows a tendency to overfit, which is managed by carefully chosen
values for hyperparameters (Cortes and Vapnik 1995).

Another classification technique used in this system is a Feed-forward Neural
Network (FNN) (Chakraverty and Mall 2017). FNNs are quintessential deep neural
networks, and the deep neural network framework has been used for this work. Input
data are transformed into the hidden layers to search for a mapping function, and
finally, the predicted results are produced. Gradients of the loss function provide
essential input to the optimizer to update the weights further to find the best possible
weights. The present model contains a single hidden layer and there are 100 process-
ing nodes in that hidden layer. The hidden layer uses the (rectifier linear unit) (ReLu)
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Fig. 5 Comparison of classification accuracy of the four models. Abbreviations: AN angry, CA
calm, DI disgust, HA happy, SA sad, SU surprise

as an activation function, whereas the output layer uses a sigmoid function as an
activation function. The loss function used in this case is a binary cross-entropy loss.
This type of model uses the error backpropagation to update the weights, and the
complete optimization process of updating weights throughout iterations is carried
out by specialized algorithms called optimizers. Here, the adam optimizer is used,
which is based on the stochastic gradient descent. The FNN model requires some
hyper-parameters to be chosen carefully to get a satisfactory performance. For the
present model, the epoch is 100, and the batch size is 40.

5.3 Results and Discussions

In this section, the classification performance of the four models is compared. The
models demonstrate encouraging results compared to contemporary research results
(Fayek et al. 2017; Han et al. 2014; Lee and Tashev 2015; Shen et al. 2011). Average
accuracy achieved is more than 80%, and in some cases, it exceeded 90%, whereas
(Han et al. 2014; Lee and Tashev 2015; Yang and Lugger 2010) attained 63.89 and
57.91% maximum accuracy. Figure5 depicts the results, and it can be observed that
the FNN model outperforms the other three models.

Sometimes, the human ear can get deceived in separating emotions from speech
(Engberg et al. 1997; Slaney and McRoberts 2003), and the results also uphold that
theory. It is prominent from the results that, emotions like happiness and fear are
hard to classify since classification accuracy is low compared to other emotion pairs.

Very high feature space dimension is a real challenge while applying the DL
architectures for SER, and the number of features sometimes runs into thousands
(Han et al. 2014; Wöllmer et al. 2008). The proposed model can address this high
dimensionality issue by reducing the number of features to 77. Finally, the models
are trained on low-end computation resources in comparison to DL architectures,
which promotes a lower carbon footprint to complex problems.
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6 Conclusion

This chapter elaborates on the importance and role of emotion detection in the ongo-
ing fourth industrial revolution; Sect. 4 discusses this in detail. The feature sets
and classification techniques are vital components of the ER systems, and the lat-
est advancements are discussed in Sects. 3 and 4. SER is a special case of emotion
recognition, where the speech signal is used for emotion detection. A new feature
set is used with a neural network based classification model to classify the emotions
concealed in speech signals.

Although the ER is an unsolved problem, the advent of many new deep learning
based classification models and advanced feature extraction techniques are boosting
the classification performance. The new SEGRT feature set is going to be used
with many deep learning multi-class classification models. Moreover, the SEGRT
feature set has a scope of further enhancement to improve classification performance.
So, we can conclude that emotion recognition has a significant role to play in the
fourth industrial revolution to impact specifically in fields like AI, health care, and
entertainment.
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Noisy, Intermediate-Scale Quantum
Computing and Industrial Revolution 4.0

Makhamisa Senekane, Motobatsi Maseli, and Molibeli Benedict Taele

Abstract The fourth Industrial Revolution (4IR) integrates digital, physical and
biological systems to create Cyber-Physical Systems (CPS) that blur the line between
the digital, physical and biological systems. One of the drivers of the 4IR is quantum
computing; which harnesses quantum mechanical concepts such as entanglement,
superposition and tunneling to perform computation. A full-scale quantum computer
has not yet been realized. However, Noisy Intermediate-Scale Quantum (NISQ)
computers are already in use. In this chapter, we explore NISQ as a disruptive
technology of the fourth Industrial Revolution. Furthermore, we discuss the NISQ
disruptors together with the applications of the NISQ frameworks. Finally, a novel
privacy-preserving quantum machine learning scheme is introduced in this chapter.
In essence, the various applications discussed in this chapter showvarious sectors that
are disrupted by NISQ computing. Therefore, the overall objective of this chapter is
to provide an exposition to NISQ computing, and demonstrate a link between NISQ
computing and the fourth Industrial Revolution.

Keywords Quantum computing · Fourth industrial revolution · Qubit · Noisy
intermediate-scale quantum (NISQ) · Quantum machine learning · Differential
privacy

1 Introduction

Following the scientific advances in the field of thermodynamics, the first Industrial
Revolution (1IR) involved mechanization of products by harnessing the steam power
(Maynard 2015; Schwab 2017). On the other hand, scientific advances in the field of
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electromagnetism resulted in the second Industrial Revolution (2IR); which involves
the harnessing of electricity in mass productions (Maynard 2015). Furthermore, the
success of the first quantum revolution, which resulted in the invention of a transistor,
provided a platform for the third Industrial Revolution (3IR). The third Industrial
Revolution involved the use of electronics and information technology to automate
production. The current industrial revolution is the fourth Industrial Revolution (4IR).
Figure 1 shows a schematic diagram of the four industrial revolutions.

The fourth Industrial Revolution (4IR), also referred to as Industry 4.0, is charac-
terized by paradigm shift from the Information and Communication society of 3IR to
the super-intelligent society (Maynard 2015; Schwab 2017; Schwab and Davis 2018;
Gleason 2018; Um 2019). It fuses together various technologies in such a way as to
blur the lines between and across the digital, physical andbiological spheres, resulting
in Cyber-Physical Systems (CPS) (Schwab 2017). The digital drivers of 4IR include
the Internet of Things (IoT), Artificial Intelligence (AI), blockchain technology and
quantumcomputing.On the other hand, physical drivers of the fourth IndustrialRevo-
lution include additive manufacturing, three-dimensional (3D) printing, robotics and
new materials such as graphene. Finally, biological drivers of 4IR include nanotech-
nology, biotechnology and synthetic biology techniques such as gene editing, gene
therapy and artificial gene synthesis.

Quantum computing heralds an era of the second quantum revolution (Dowling
and Milburn 2003; Aspect 2007). Quantum computing harnesses quantum mechan-
ical concepts such as superposition, entanglement and tunneling in order to process
information (Lo et al. 1998; Bennett and DiVincenzo 2000; Nielsen and Chuang
2010; Preskill 1998; Mermin 2007; Yanofsky and Mannucci 2008; Aaronson 2013;
Wilde 2017). A quantum computer provides a disruptive and paradigm shift in how
computing is done. A conventional computer uses a binary digit (bit) as a unit of
information. A bit can be in a state of either ‘0’ or ‘1’. On the other hand, a quantum

Fig. 1 A schematic diagram of the four industrial revolutions. The Figure is adopted from: https://
www.allaboutlearn.com/industry-4-0/

https://www.allaboutlearn.com/industry-4-0/


Noisy, Intermediate-Scale Quantum Computing … 207

computer uses a quantum binary digit (qubit) as a unit of information. Unlike a
bit, a qubit can be in a superposition of states ‘0’ and ‘1’ (Nielsen and Chuang
2010; Wilde 2017). By harnessing the principles of quantum mechanics, quantum
computers can solve some of the problems that are intractable to the conventional
computers (Nielsen and Chuang 2010; Mermin 2007; Aaronson 2013).

The full-scale quantum computers do not exist yet. However, Noisy Intermediate-
ScaleQuantum (NISQ) computers are already in existence (Preskill 2018;Boixo et al.
2018; Schuld and Petruccione 2018). NISQ computers are characterized by a low
number of qubits (less than 100 qubits), and the noisy nature of the computation
(Preskill 2018). In this chapter, we provide an exposition to quantum computing,
with emphasis on noisy Intermediate-scale quantum computing. The key contribu-
tions of this Chapter are an exposition to quantum computing and NISQ frameworks,
an exposition to NISQ players/disruptors, an exposition to NISQ computing applica-
tions, and a demonstration of a novel differentially private machine learning scheme
on a NISQ platform.

The remainder of this chapter is structured as follows. The next section provides
background information on quantum information technology, quantum computing
models, qubit technologies, quantum machine learning and differential privacy. This
is followed by Sect. 3, which provides and discusses NISQ computing disruptors.
Section 4 provides the applications that are computed on NISQ platforms. Finally,
Sect. 5 provides a summary of this Chapter.

2 Background Information

2.1 Quantum Information Theory

For conventional computing devices, the basic unit of information is a bit, which
can be in a state of either ‘0’ or ‘1’. However, in the quantum realm, the basic unit
of information is a qubit (Nielsen and Chuang 2010; Wilde 2017; Desurvire 2009;
Hayashi 2017). Unlike a conventional bit, a qubit can exist in a linear combination
(superposition) of two states |0〉, and |1〉, and these two states are known as compu-
tational basis states. Additionally, a state of a qubit is a vector in a two-dimensional
complex vector space (Nielsen and Chuang 2010). Mathematically, a qubit |ψ〉, is
given as

|ψ〉 = α|0〉 + β|1〉, (1)

where α and β, which are complex numbers known as probability amplitudes, satisfy
the condition

|α|2 + |β|2 = 1, (2)
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and |.〉 is a Dirac notation of a quantum state (Nielsen and Chuang 2010; Wilde
2017). In matrix notation (Heisenberg notation), the computational basis states are

given as |0〉 = (
1 0

)T
and |1〉 = (

0 1
)T
. From Eq. 2, it should be noted that upon

measurement, the quantum state can collapse to ‘0’ with probability |α|2 and to ‘1’
with probability |β|2, hence why these probabilities add up 1.

Geometrically, a qubit can be represented using aBloch sphere, as shown in Fig. 2.
From the figure, it can be seen that the probability amplitudes α and β are given as
(Nielsen and Chuang 2010; Wilde 2017; Schuld and Petruccione 2018)

α = cos
θ

2
(3)

and

β = eiϕ sin
θ

2
, (4)

where 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π .
In essence, there are two operations that can be performed on the qubit. The first

operation is the unitary transformation, which is also known as unitary gate operation
(quantum gates will be covered later in this chapter). Another operation that can be
performed on a qubit is a quantummeasurement (Nielsen and Chuang 2010;Mermin
2007). Unlike the unitary gate operation, qubit measurement is not unitary, hence not
reversible. Once the quantum state (a qubit) is measured, it collapses to the classical
state of either ‘0’ or ‘1’.

Qubits can be combined together to form complex composite systems. For
instance, two quantum states |0〉 and |1〉 can be combined to form a new composite
state |ψ01〉, which is just a tensor product of the two states:

Fig. 2 A geometric
representation of a qubit
using Bloch sphere
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|ψ01〉 = |01〉 = |0〉 ⊗ |1〉. (5)

The quantum state |ψ01〉 can be separated to the constituent states |0〉 and |1〉.
However, not all quantum states are separable. The quantum states that are not sepa-
rable are said to be entangled (Nielsen and Chuang 2010; Yanofsky and Mannucci
2008; Wilde 2017). Together with superposition and tunneling (which will be
discussed later in this chapter), entanglement is one of the resources of quantum
computation.

2.2 Models of Quantum Computing

Quantum computing can be realized using any of the following models of computa-
tion: circuit model, measurement-based (cluster state) model, topological quantum
computation model, dissipative model (Verstraete et al. 2009; Kliesch et al. 2011;
Sinayskiy and Petruccione 2012), adiabatic quantum computation model and contin-
uous variable quantum computation model. Quantum computing models are compu-
tationally equivalent, up to a polynomial factor (Nielsen andChuang 2010; Aharonov
et al. 2008).

2.2.1 Circuit-Based Model of Quantum Computing

The quantum circuit model is themost commonly usedmodel of quantum computing
(Nielsen and Chuang 2010). It is the model which is conceptually closest to the
conventional manner of computation, since it too uses the quantum gates; which are
the unitary operators, to perform computation. Quantum circuits consist of a series
of input quantum states, a network of unitary transformations (quantum gates) which
evolve input quantum states in order to realize a computation, and output quantum
states, which can then be measured (Nielsen and Chuang 2010; Preskill 1998; Wilde
2017; Senekane et al. 2013).

With the quantum circuit model, quantum algorithms can be designed by using
a sequence of quantum gates. Quantum gates can either act on a single qubit, on
two qubits, or on three qubits. Examples of one-qubit gates include the Pauli gates
(Identity, X, Y, and Z gates) and the Hadamard gates. On the other hand, an example
of a two-qubit gate is a controlled NOT (CNOT) gate, while three-qubit gates include
Toffoli and Fredkin gates (Nielsen and Chuang 2010). A Hadamard gate is given as

H = 1√
2

(
1 1
1 −1

)
, (6)

Identity gate (I) is given as
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I =
(
1 0
0 1

)
, (7)

X gate as

X =
(
0 1
1 0

)
, (8)

and CNOT as

CNOT =

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞

⎟
⎟
⎠. (9)

Further details about quantum gates can be found in (Nielsen and Chuang 2010;
Preskill 1998; Wilde 2017). However, it’s worth briefly discussing how these gates
act on the qubits. For instance, an X gate flips the quantum state. Thus, |0〉 is flipped
to |1〉 and vice versa. On the other hand, a Hadamard gate introduces quantum
superposition such that

H |0〉 = 1√
2
(|0〉 + |1〉) (10)

and

H |1〉 = 1√
2
(|0〉 + |1〉). (11)

Finally, the controlled NOT (CNOT) gate, which is a two-qubit quantum gate,
flips the second qubit if the first qubit is in state ‘1’. Thus,

CNOT |00〉 �→ |00〉,CNOT |01〉 �→ |01〉,
CNOT |10〉 �→ |11〉,CNOT |11〉 �→ |10〉. (12)

2.2.2 Cluster State Quantum Computing Model

The previous model of computation (circuit model) is based on the sequence of
unitary gate operations. On the other hand, a cluster state quantum computing
model, which is also called measurement-based quantum computing model, oper-
ates differently. It mainly uses entanglement as a resource for quantum computation.
Initially, highly entangled multi-particle quantum states (cluster states) are prepared,
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followed by the single-qubit measurements, in order to perform quantum compu-
tation (Raussendorf and Briegel 2001; Raussendorf 2009; Raussendorf et al. 2007;
Walther et al. 2005).

Unlike in the case of a circuit model, where the quantum computation is reversible
(due to the use of unitary gates), quantum computation in a cluster state model is
irreversible (one-way). This owes to the prominent role that measurement plays in
thismodel. It should be recalled that quantummeasurement collapses a quantum state
to the classical one, hence why it (measurement) is an irreversible operation. Just like
the circuit model, measurement-based model is universal for quantum computation
(Raussendorf 2009).

2.2.3 Topological Quantum Computation

Topological quantum computing model uses topological phases of matter to realize
hardware-based fault-tolerant quantum computation (Preskill 1998; Collins 2006;
Nayak et al. 2008; Pachos 2012; Stanescu 2016; Lahtinen and Pachos 2017). It
performs computation by making use of topological properties of physical systems.
The key benefit of topological quantum computing is that due to topological prop-
erties of the physical systems, topological physical systems remain invariant under
local perturbations, resulting in robustness against noise (Collins 2006; Pachos 2012;
Stanescu 2016).

Topological quantum computing model stores and manipulates information
through the use of two-dimensional exotic particles called non-Abelian anyons
(Preskill 1998; Pachos 2012; Stanescu 2016; Lahtinen and Pachos 2017). Majo-
rana fermions are the simplest non-Abelian anyons (Alicea 2012; Beenakker 2013).
As will be discussed later, at least one NISQ disruptor uses a Majorana fermion
as a qubit technology for quantum computing. The computation in this model of
computing is performed by first creating pairs of anyons, and then braiding together
these anyons to perform computation (Preskill 1998; Collins 2006; Pachos 2012;
Stanescu 2016). Like the previous models, topological quantum computing model is
universal for quantum computation (Freedman et al. 2002).

2.2.4 Adiabatic Model of Quantum Computing

This model of quantum computing makes use of quantum tunneling, which is a
quantum phenomenon in which a quantum system can tunnel through the barrier
with a non-zero probability (Schuld and Petruccione 2018; Razavy 2013). Also, it
is based on adiabatic theorem, which states that if the quantum state at ground state
is evolved slowly enough, it will remain at the ground state throughout the entirety
of its evolution (Farhi et al. 2000). Additionally, adiabatic quantum computation is
universal (Farhi et al. 2000; Biamonte and Love 2008).

In order to perform computation using adiabatic quantum computing, the ground
state of the Hamiltonian (Hamiltonian is the energy of the system), Hp, is found.
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Then a simple Hamiltonian (Hi) is prepared initialized (Farhi et al. 2000). This
simple Hamiltonian is then slowly (adiabatically) evolved until it converges to Hp.
For a final Hamiltonian Hf, adiabatic quantum computation can be represented as

Hf = (1 − s)
[
Hi + Hp

]
, (13)

for evolution time factor s, where 0 ≤ s ≤ 1.

2.2.5 Continuous Variable Quantum Computing

Unlike the models of quantum computing discussed thus far, this model of computa-
tion uses features of quantum systems (observables) which are continuous in nature
(Schuld and Petruccione 2018; Weedbrook et al. 2012; Braunstein and Pati 2012;
Adesso et al. 2014; Serafini 2017). Additionally, as opposed to discrete-variable
quantum systems (which encode in a discrete quantum system such as a two-level
qubit), continuous-variable quantum systems encode information in a quantum state
with a continuous basis (Schuld and Petruccione 2018). Thus, discrete-variable
quantum systems reside in the discrete-dimensional complex Hilbert space, while
their continuous-variable counterparts reside in the infinite-dimensional complex
Hilbert space. However, like the models discussed earlier, continuous-variable
quantum computing model is also universal for quantum computation (Braunstein
and Pati 2012).

One area where quantum computing is disruptive is in the deployment of tech-
nology used to perform quantum computing. Unlike a conventional computer; which
uses semiconductor technology for computing, quantum computing uses a variety
of technologies to perform quantum computation. These technologies are discussed
in the next subsection.

2.3 Qubit Technologies

Technically, any two-level quantum system is a potential candidate for the qubit
(Lo et al. 1998). However, in practice, some quantum systems are easier to prepare
and manipulate than others. Therefore, in this chapter, the reporting on the qubit
technologies will be limited to the cases where such technologies have already been
investigated in the laboratories. The aim is not to provide the extensive literature
review on quantum technologies, but rather, to provide basic exposition to such
technologies.

Quantum systems that can be used to realize qubits include nuclear magnetic
resonance systems (Nielsen and Chuang 2010; Gruska 1999), trapped neutral atoms
and ions (Nielsen and Chuang 2010; Briegel et al. 2000; Saffman 2016), supercon-
ducting circuits (Chaikin et al. 1995; Sidebottom 2012), photons/light (Knill et al.
2001), quantum dots (Loss and DiVincenzo 1998; DiVincenzo 2000; Eriksson et al.
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2004; Trauzettel et al. 2007), nitrogen-vacancies in diamonds (Prawer and Green-
tree 2008; Weber et al. 2010; Childress and Hanson 2013), and non-Abelian anyons
(Nayak et al. 2008; Alicea 2012; Beenakker 2013).

One application where quantum computing is having a disruptive impact is in the
area of artificial intelligence, particularly in machine learning. The next subsection
provides a brief introduction tomachine learning and goes further to discuss quantum
machine learning.

2.4 Machine Learning and Quantum Machine Learning

Machine learning is a branch of artificial intelligence (one of the drivers of 4IR)which
enables computers to learn from data (past experience) without being explicitly
programmed (Schuld and Petruccione 2018; Russell and Norvig 2016). Machine
learning can be broadly classified into three categories, namely; supervised learning,
unsupervised learning and reinforcement learning. In supervised learning, the input
data (training data) is provided together with the output data (labels). The task of
supervised learning models is to create a mapping that maps the features to the
labels (Russell and Norvig 2016). Supervised learning is applied in classification
and regression problems (Schuld and Petruccione 2018).

In unsupervised learning, only the features are provided, without the labels. The
task of an unsupervised machine learning model is to generate come up with the
distribution (structure) that generates the underlying data (the features). Unsuper-
vised learning is applied in clustering anddimensionality reductionproblems. Finally,
reinforcement learning is a category of machine learning that determines the action
to be taken within a specific environment in order to

maximize the reward (Russell and Norvig 2016; Sutton and Barto 2018).
Applications of reinforcement learning include robotics and optimization problems.

Quantum machine learning fuses together the conventional machine learning
techniques with the concepts from quantum information theory. The objective is
to provide a ‘quantum advantage’ by using quantum information theory concepts
(such as entanglement, superposition and tunneling) in order to improve the perfor-
mance of machine learning models (Schuld and Petruccione 2018; Wittek 2014).
However, it should be noted that the pursuit of ‘quantum advantage’ can prove to be
elusive in some cases (Tang 2018; Gilyén et al. 2018).

In general, machine learning can be summarized as shown in Fig. 3, depending on
the kind of data being used, and the computing platform. The ‘CQ’ (classical data,
classical computer) approach is the conventional approach to quantum computing;
where classical data is processed on the conventional classical computer. Addition-
ally, the ‘QC’ (quantum data, classical computer) approach uses quantum data on the
classical computer. Furthermore, ‘CQ’ (classical data, quantum computer) approach
processes classical data on the quantum platform. Finally, the ‘QQ’ (quantum data,
quantum computer) approach focuses on the processing of the quantum data on the
quantum computer. Both ‘CQ’ and ‘QQ’ can be considered as quantum machine
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Fig. 3 Different approaches
to machine learning

learning (Schuld and Petruccione 2018). Quantum machine learning is introduced
in this subsection because it will be revisited later in this chapter, when discussing
the differentially private quantummachine learning (which is a novel and potentially
disruptive application of quantum computing).

2.5 Differential Privacy

Later in this chapter, a quantum differential privacy will be discussed. It is therefore
imperative to provide a brief introduction to the conventional differential privacy
(DP) in this subsection. Differential privacy was first formulated as a mathematically
rigorous definition of security/privacy byDwork et al. (2006; Dwork 2006; Senekane
2019). It provides a guarantee that the risk of an individual (or a group of individuals)
participating in a statistical database will not increase as a result of participating in
such a statistical database. Additionally, DP is useful for quantifying and bounding
privacy loss (Dwork 2011).

Differential privacy can be obtained using two approaches. The first approach
generates ε-DP. This DP is known as a multiplicative DP, and is the strongest defi-
nition of security. However, the guarantee of a ε-DP can be relaxed, in order to have
(ε, δ)-DP (Dwork et al. 2014). The latter DP is said to be additive DP, and is also
known to be asymptotically more accurate than the former (Dwork et al. 2014).

Definition 1 A randomized function K gives an ε-differential privacy if for all
datasets D1 and D2 differing in at most one element, and all S ⊆ Range(K ),
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P[K(D1) ∈ S] ≤ exp(ε) × P[K(D2) ∈ S], (14)

where ε 
 1.

Definition 2 A randomized function K gives an, (ε, δ)-differential privacy if for all
datasets D1 and D2 differing in at most one element, and all S Range(K ),

P[K(D1) ∈ S] ≤ exp(ε) × P[K(D2) ∈ S] + δ, (15)

where ε 
 1 and δ is cryptographically small.

This section provided the basic information on quantum information processing
and differential privacy. This informationwill be used in later sections of this chapter.
As already discussed earlier in this section, quantum computing has a disruptive
impact in the deployment of technologies used to perform computing. However,
technology impact is not the only disruption that quantum computing has. The other
disruptive impacts are both economic and social. The next section discusses economic
and also social impacts of quantum computing. This is done by discussing a variety
of quantum computing’s disruptive players.

3 NISQ Computing Disruptive Players

Noisy intermediate-scale quantum computing disruptors portray a fusion of promi-
nent technology giants such as Google, Microsoft and International Business
Machines (IBM) with start-ups such as Rigetti Computing and Xanadu. In this
section, we provide an overview of NISQ players. However, since NISQ computing
is a rapidly growing market, the list of companies discussed in this section is by
no means exhaustive. However, an observation that can be made is that to date, the
NISQ market is dominated by companies from North America and Europe.

The NISQ players discussed in this section address two disruptive impacts of
quantum computing, namely economic and social impacts. The economic impact is
mainly due to the creation of quantum computing-related jobs. On the other hand,
the social impact focuses on how inclusive each company is, in terms of sharing its
quantum computing resources with the community.

3.1 IBM

IBM is arguably the most advanced NISQ player, both in terms of quantum hardware
and quantum software. It uses the circuit model of quantum computing and uses
superconducting circuits as qubit technology. Additionally, IBMuses a python-based
software tool called Quantum Information Science Kit (QISKit) (Cross 2018; Silva
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Fig. 4 A layout of IBM’s 5-qubit quantum experience platform

2018; LaRose 2019). Furthermore, IBM free provides cloud-based access to its NISQ
computer through the Quantum Experience platform (Silva 2018).

IBM Quantum Experience platform’s layout is shown in Fig. 4. The platform
enables circuit synthesis (quantum experiment design) using either Open quantum
Assembly language (OpenQASM) or the composer (Silva 2018; LaRose 2019). The
composer uses a drag-and-drop feature, whereby in order to build quantum circuits,
gates can be dragged from the right into the composer on the left. Additionally, the
platform provides an option to either run quantum experiments on the actual NISQ
processor or simulate them using IBM’s supercomputing facilities. Currently, IBM
offers access to a NISQ processor with up to 5 qubits, for researchers who subscribe
for free.

If one decides to design quantum experiments on the local machine and later send
them to the IBM NISQ infrastructure, they can use the QISKit tool. QISKit is a
python-based Software Development Kit (SDK) for quantum programming (Silva
2018). QISKit comprises of four components/elements, namely QISKit Terra (for
composing quantum algorithms at circuit level), QISKit Aqua (for building complex
algorithms),QISKit Ignis (for addressing noise and errors) andQISKitAer (for accel-
eration of the development of quantum computers through the improved simulations,
emulations and debugging) (Wille et al. 2019; Barabasi et al. 2019).

3.2 Google

Like IBM, Google uses the circuit model of quantum computing and uses super-
conducting circuits as qubit technology. The software platforms used by Google are
Cirq and OpenFermion-Cirq (LaRose 2019; McClean et al. 2017). Cirq is a soft-
ware library for writing, manipulating, and optimizing quantum circuits and then
running them against quantum computers and simulators (LaRose 2019). The key
design philosophy of Cirq is that instead of abstracting away the hardware details of
quantum computing circuits, such details should be exposed.
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Fig. 5 Bristlecone NISQ processor’s qubit arrangement

Additionally, Cirq is intended to be an interface for researchers to access Google’s
22-qubit Foxtail and 72-qubit Bristlecone NISQ processors. Figure 5 shows an
architecture (qubit arrangement) for a 72-qubit Bristlecone NISQ processor.

OpenFermion-Cirq is a software library for developing algorithms for chem-
istry and material science problems. It is based on the open-source, python-based
software library called OpenFermion; which is used to simulate fermionic systems
and quantum chemistry problems on a quantum computer (McClean et al. 2017).
OpenFermion-Cirq is aGoogle plug-in that extends the functionality ofOpenFermion
by providing routines and tools for using Cirq to compile and compose circuits for
quantum simulation algorithms.

Like IBM, Google makes its quantum computing resources freely accessible to
the community. However, the access is only to the software resources (Cirq and
OpenFermion-cirq), not the hardware.

3.3 Microsoft

Unlike IBM and Google, Microsoft uses a topological model of quantum computing
and uses a Majorana fermion (non-Abelian anyon) as a qubit technology (LaRose
2019; Castelvecchi 2017). On the software side, Microsoft uses a software develop-
ment kit called Quantum Development Kit (QDK), which features Microsoft’s Q#
programming language (LaRose 2019; Häner et al. 2018). The Q# language supports
the simulation of up to 30 qubits on a local machine. Q# is a domain-specific C#-like
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quantum programming language that is designed to simulate quantum algorithms.
Like IBM and Google, Microsoft makes access to its quantum computing resources
readily available. Also, like Google, the only resources that can be accessed by the
public are the software resources.

3.4 Rigetti

Rigetti is a start-up company that uses a circuit model of quantum computing, and
uses superconducting qubits (Rigetti 2019). Its Software Development Kit is called
Forest, and this SDK includes pyQuil programming language (LaRose 2019). The
pyQuil language, an open-source python-based language which is built on top of
Quantum information language (Quil), is used to construct, analyze and run quantum
programs on Rigetti’s quantum hardware platform (LaRose 2019). Rigetti’s quantum
computing software can be freely accessed by the general public.

3.5 D-Wave

Unlike most NISQ computing companies, D-Wave does not use a circuit model of
quantum computing. Rather, it uses adiabatic quantum computation (D-Wave 2019).
When it comes to qubit technology used, D-Wave uses superconducting circuits. For
the development of quantum algorithms, D-Wave uses Ocean SDK. Furthermore,
D-Wave has a cloud-based quantum platform called Leap. However, access to Leap
cloud service is limited to researchers from around 33 countries, which are mostly
European countries (D-Wave 2019).

3.6 Xanadu

Xanadu is a start-up company from Canada, which uses continuous-variable model
of quantum computing. It has developed two python-based quantum software tools,
namely PennyLane (Bergholm et al. 2018) and Strawberry Fields (Killoran et al.
2019). PennyLane is intended for applications in optimization and machine learning
problems. On the other hand, Strawberry Fields is a python-based software kit
intended for the design and simulation of quantum algorithms using a photonic
continuous-variable quantum computer. Xanadu offers the public free access to its
software resources.
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3.7 Other NISQ Players

NISQ computing market is the rapidly growing market. As a result, it is virtually
impossible to discuss all the NISQ computing players. The list of disruptive players
discussed above is but a handful of the current players. Other NISQ computing
players include ProjectQ (LaRose 2019), ProteinQure (ProteinQure 2019), 1QBit
(QBit 2019), IonQ (IonQ uses trapped ions as qubits) (IonQ 2019) and Zapata
Computing (Zapata Computing is a start-up that sprung from the research laboratory
at Harvard University) (Computing 2019).

4 NISQ Applications

NISQ computing is creating a rapidly growing market niche. As such, Noisy
Intermediate-Scale Quantum computing applications cut across a wide range of
sectors. These sectors include simulation and verification of quantum experi-
ments, optimization, artificial intelligence, quantummachine learning, chemistry and
materials science (Schuld and Petruccione 2018; LaRose 2019; Coles et al. 2018).

This section covers some (and by no means not all) of the applications. Further-
more, a newapplication, namely, the differentially- private quantummachine learning
on NISQ computing, is discussed.

4.1 NISQ Computing Application in Quantum Algorithms

Quantum computing has the potential to be one of the most disruptive technologies
of the fourth Industrial Revolution. This owes to the fact that quantum computing
uses quantum mechanics, which enables massive parallelism and hence increased
computational capabilities, compared to conventional computing paradigm. One of
the most important applications of quantum computing is in the design of algorithms
that outperform their conventional counterparts.

A quantum algorithm for testing for entanglement of quantum systems is known
as Bell-test algorithm (Nielsen and Chuang 2010; Wilde 2017). The quantum circuit
for implementing the Bell-test algorithm on IBM’s 5-qubit Quantum Experience
platform is shown in Fig. 6. Furthermore, Fig. 7 shows the results obtained from this
experiment after 1024 iterations.

Another prominent quantum algorithm is the Grover’s search algorithm (Nielsen
and Chuang 2010). In essence, this algorithm can be likened to searching for a
needle in a hay-stack. Compared to the best-known conventional algorithm, Grover’s
algorithm provides a quadratic speed-up for unstructured search problems. Figure 8
shows the details of the implementation of Grover’s algorithm using Google’s Cirq.
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Fig. 6 A quantum circuit for Bell-test algorithm using IBM quantum experience

Fig. 7 Results obtained for Bell-test experiment after 1024 iterations

Fig. 8 Implementation of Grover’s algorithm using Google’s Cirq

This algorithm uses the following gates: Measurement (M), X gate (X), Hadamard
gate (H, the CNOT gate (X-@) and the Fredkin gate (X-@-@).
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Fig. 9 A quantum circuit for generating a 5-bit random sequence using IBM’s quantum experience

4.2 Quantum Random Number Generator

A random number generator (RNG) is a device that produces a random sequence
of bits. RNG has applications in diverse fields such as cybersecurity, gaming and
lottery (gambling). However, conventional RNG solutions can only offer pseudo-
randomness. On the other hand, because of the true randomness of quantummeasure-
ment, a quantum random number generator (QRNG) offers a truly random number
generation. Figure 9 shows a quantum circuit to generate a 5-bit random sequence.

4.3 Differentially Private Quantum Machine Learning

The concept of differentially private quantum machine learning was proposed in
2017 (Senekane et al. 2017). In this chapter, we demonstrate the implementation of
a privacy-preserving quantum machine learning scheme on a NISQ platform. Both
differential privacy and quantum machine learning were introduced in Sect. 2 of
this chapter. As can be observed, quantum machine learning combines these two
concepts, to produce a privacy-preserving scheme. Basically, the operation of a
differentially private quantum machine learning scheme proposed in this chapter
is as follows. It uses a classical dataset, adds the noise to the dataset, then encodes
the result into the quantum states, and then implement on the quantum computer.
The noise added depends on whether the differential privacy mechanism used satis-
fies -differential privacy definition or (ε, δ)-differential privacy definition (Dwork
et al. 2014). Typically, Laplace mechanism (which adds Laplace noise to the data) is
used as a ε-differential privacy mechanism, while Gaussian mechanism (which adds
Gaussian noise to the data) is used as a (ε, δ)-differential privacy mechanism.

The differentially private quantum machine learning algorithm proposed in this
chapter uses the ε-differential privacy, and applies Laplace noise to the input classical
data (Senekane et al. 2017). In this case, the input dataset used is the Wisconsin
Breast Cancer dataset (Learning 2019). Then usingQISKit, a quantum support vector
machine (QSVM) algorithm is designed, using values of ε ranging from 0.01 to 10.
The results are summarized in Table 1.
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Table 1 Performance of
differentially private quantum
support vector machine for
various values of ε

ε Accuracy (%)

Pure QSVM 90

0.01 60

0.1 70

1 75

5 80

10 90

5 Summary

In this chapter, Noisy Intermediate-Scale Quantum computing, which is one of the
technologies driving the fourth Industrial Revolution, was discussed. Additionally,
the chapter provided a succinct exposition of quantum models of computing, qubit
technologies and NISQ computing disruptive players was done. Furthermore, the
chapter discussed some applications of NISQ computing. Since NISQ computing is
a rapidly growing field, it is virtually impossible to cover all the applications of NISQ
computing. Finally, a differentially private quantummachine learning algorithm was
demonstrated, using NISQ computing.

Quantum computing is already proving to be a disruptive technology of the fourth
Industrial Revolution, and it already has the potential to be the most disruptive tech-
nology of the fourth Industrial Revolution. Its massive parallelism provides compu-
tational capabilities unmatched by the current computing technologies, resulting in
the computational speedup, compared to its conventional computing counterpart.
Already, quantum computing is employed in a plethora of applications, some of
which were discussed in this chapter. These applications are in diverse fields such
as cybersecurity, artificial intelligence, quantum chemistry and material science, and
optimization.

Although quantum computing is already proving to be a disruptive technology,
it is not without some challenges. Currently, quantum computing is implemented
using the NISQ framework. In this framework, it is very challenging to demonstrate
the computational speedup over conventional computing. Additionally, the NISQ
circuits are constructed using noisy qubits, which are not error-corrected. The noisy
nature of the NISQ circuits results in very shallow circuits, since all the computing
operations must be computed before the qubits decohere (decoherence results in
quantum states losing their quantumness; collapsing to classical states).

The NISQ framework is the only framework currently being implemented for
quantum computing. A full-scale quantum computer is proving to be both conceptu-
ally and technologically challenging. The key challenge to the development of a fully
functional quantum computer is decoherence. It is highly challenging to both create
and isolate quantum states that can be used for quantum computing. Any interaction
of the quantum state with the environment will alter such a state; resulting in errors in
computation. In order to mitigate these errors, various error-correcting schemes have
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been developed. However, in order to function properly, these error-correcting codes
require availability of a lot (in the order of thousands) of qubits. This requirement is
both conceptually and technologically challenging.

Even though there are some serious challenges facing the development of a full-
scale quantum computer, the future of this technology is far from being bleak. There
are some promising developments both in the design of better error-correction codes
and technologies that can generate and isolate several qubits. These conceptual and
technological advances make significant contributions towards the realization of a
full-scale quantum computer in the short-to-medium term.
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The Disruptive 4IR in the Life Sciences:
Metabolomics

Fidele Tugizimana, Jasper Engel, Reza Salek, Ian Dubery, Lizelle Piater,
and Karl Burgess

Abstract A new era of systems biology is disruptively emerging, holistically
describing biochemical events at both organismal and cellular level. In this new era,
emerging ‘-omics’ technologies have brought about a paradigm shift in biological
sciences and research.Metabolomics, the youngest of the omics trilogy and defined as
the qualitative and quantitative investigation of the entire metabolome of a biological
system, has positioned itself as an indispensable methodology to investigate global
biochemistry phenomena at a cellular level. Metabolomics is a multidisciplinary
research field, involving a convergence of biology, chemistry, chemometrics, statis-
tics and computer science. Metabolomics accordingly can provide unprecedented
in-depth explanations and insights of the mechanisms responsible for various phys-
iological conditions, given the innovative developments in analytical technologies
(integrating artificial intelligence and machine learning), advancement in chemo-
metric and statistical methods (big data analytics and management), and the integra-
tion of orthogonal biological approaches. Thus, the objective of this Chapter is to
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provide an overview of 4IR in life sciences, illustratively pointing to some aspects
in the metabolomics field. The latter, in its ontology, applies different 4IR technolo-
gies including big data analytics, machine learning, cloud computing, and artificial
intelligence, amongst others. The momentum and maturation of metabolomics is
undeniably evident, positively disruptive, and the field has visibly revolutionised
the life sciences. The application of metabolomics spans a wide spectrum of the
afore-said sciences, including biomedical technology, natural products, and plant
biochemistry and—biotechnology research to name a few.

Keywords Metabolomics · Artificial intelligence (AI) · Big data · Cloud
computing · Cloud metabolomics · Fourth industrial revolution—4IR · Machine
learning

1 Introduction—The Dawn of a New Era

As early as 1957, Professor John McCarthy of Stanford University originally coined
the phrase “artificial intelligence” (AI), which he described as the study of intellectual
mechanisms for problem solving, be it in human being ormachine. Going beyond the
semantics, AI became pragmatically translated into an “epistemological engineer-
ing” as the emphasis was focussed on the generation and application of knowledge
to solve real-world problems, with advanced development of computer software and
programsmanifesting intelligent behaviour in various tasks (Coles 1977;Karpatschof
1982). Fast-forward to the present times, AI with other emerging technologies like
internet of things (IoT), machine learning, big data, cloud computing, virtual and
augmented reality, is disruptively revolutionizing a wide spectrum of both funda-
mental research and applications, impacting substantially on all spheres of human
society and everyday life (Makridakis 2017; Rose and Chilvers 2018; Wu and Zhao
2019). As reflected in other chapters, the momentous, non-linear innovation and
advancements of thesemultiple technologies in the last two decades has led humanity
into the fourth industrial revolution (4IR) era, and nobody really knows or can predict
with certainty how this disruptive confluence of technologies will evolve or what its
impact will be.

However, even though the future cannot be predicted with certainty, the 4IR
reality has already begun, and with rapidly evolving cutting-edge technologies, it is
inevitably and disruptively bringing the dawning of a new civilization, in which our
biological limitations are transcended. As such, a fusion of real- and virtual reality
is emerging, precision methodologies in all spheres of human society are rapidly
being adopted to maximise the outcome, and automation and intelligent machines
are gradually becoming next-generation systems in all aspects of life (Camacho
et al. 2018; Kaur et al. 2017; Makridakis 2017; Tebani and Bekri 2019). In the life
sciences, the 4IR technologies are inevitably revolutionizing fundamental and trans-
lational research and applications: AI and augmented intelligence, robotics, the IoT,
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nanotechnology, big data analytics are increasingly becoming drivers of transforma-
tive scientific achievements and breakthroughs, creating and shaping new horizons
for life sciences. This can be exemplified by some of the recent headlines: AI finds
autism-causing mutations in junk DNA (Zhou et al. 2019); AI paradigms in biotech-
nology (Goh et al. 2019); machine learning for biological networks (Camacho et al.
2018; Tugizimana et al. 2019a); metabolomics in a personalised world (Trivedi et al.
2017); innovative omics-based approaches in natural product studies as new strate-
gies for drug discovery (Wolfender et al. 2019); machine learning in predicting
drug-tissue relationships (Turki and Taguchi 2019), and AI and machine learning for
precision agriculture (Qiu et al. 2019; Rose and Chilvers 2018), just to name a few
in an exponentially growing list.

As illustrated in other chapters, the primary difference between previous revo-
lutions and 4IR is the speed at which ‘inevitable’ transformation is taking place.
As scientists, we are ever-changing and innovating to improve not just life, but the
standards of science and technology, to contribute towards society. However, as well
as generating solutions, scientific and technological advances also pose their own
challenges. As illustrated in the above examples (and in other chapters), this new
era is rapidly leading to paradigm shifts, creating a completely newmodus operandi.
Thus, to appreciate these new horizons in the life sciences, this chapter will explore
and discuss the field of metabolomics. The 4IR technologies such as AI, machine
learning, big data analytics, cloud computing to name a few, are integral components
of the ontological fabric of a metabolomics workflow, and continuously shaping the
growth and development of this field. Furthermore, on the other side of the same coin,
metabolomics, an emergent and multidisciplinary scientific discipline, has disrup-
tively positioned itself as one of the central pillars in systems biology approaches, and
has increased in popularity and applicability across a vast array of fundamental and
translational research domains (Trivedi et al. 2017). Thus, in this chapter, following
the above introductory glimpse of a new era, a brief contextualised description of
metabolomics is highlighted in the following section. Subsequent sections present
and discuss the integration of AI and machine learning in metabolomics analytical
platforms, big data metabolomics, and applications of metabolomics in the 4IR era.

2 A Primer on Metabolomics

The post-genomic era has rekindled interest in metabolism, with an eruption of
systems biology methodologies, epistemologically encompassing the complemen-
tarity of hypothesis- and data-driven (deductive and inductive) reasoning and cogni-
tive inquiry. This paradigm shift redefined how biological research is being carried
out, with emerging novel possibilities to understand the nature of life at the molec-
ular level (Kell and Oliver 2004; Ray 2010; Strange 2005). Biological science in the
post-genomic era has consequently become amore data-intensive (big-data) science,
driving the “cycle of knowledge” via a data-driven (inductive) reasoning to generate
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new hypotheses and insights. The cardinal omics layers, namely genomics, transcrip-
tomics, proteomics andmetabolomics,which collectively constitute systems biology,
are the essential strategies driving the search to fully describe and understand the
complex and dynamic metabolism of a biological system in toto (Döring et al. 2015;
Goodacre 2005).

Metabolism, a cornerstone of life and characterized by an interconnected
network of enzymatically-catalysed reactions, provides important cellular informa-
tion regarding how environmental cues are translated into intracellular signals to
coordinate biochemical processes such as nutrient utilisation, signalling or differ-
entiation. Being a dynamic and integrated processes, metabolic regulation is under-
pinned by various interconnected translational and transcriptional mechanisms that
consequently alter enzyme thermodynamics and kinetics (Fuhrer and Zamboni 2015;
Ray 2010). This revival and emerging interest in metabolism rise from recognizing
the etiolation of the field by the cloud of molecular biology (inclined towards the
philosophical preference of deductive reasoning), and the awareness of the impossi-
bility to answer many biological questions without comprehending the dynamics of
metabolism. Recognising the reciprocal regulation of metabolism and other cellular
processes—investigated through systems biology strategies—has disruptively revo-
lutionised and is advancing our understanding of complex physiology, aiming at a
comprehensive representation of biological systems in their respective ever-changing
environments (Sévin et al. 2015).

Thus, the direct quantification of all metabolic fluxes (at all layers of biological
information flow) has disruptively been the ideal of systems biology approaches.
Proteomic and transcriptomic methodologies are generally applied and, although
these offer genome-wide coverage; they do not necessarily describe the systemic
outcome but rather provide information only relating to specific layers of regulation
(Fuhrer and Zamboni 2015;Mathew and Padmanaban 2013; Tugizimana et al. 2013).
The metabolome, on the other hand, is expectedly found to be more sensitive to
perturbations in both enzyme activity and metabolic fluxes than transcriptome and
proteome. Furthermore, changes in the metabolome are amplified relative to those
in latter, and are arguably numerically more tractable (Kell et al. 2005; Richards
et al. 2010). Hence, the qualitative and quantitative measurement of the dynamic
multi-parametric metabolic reprogramming (related to pathophysiological stimuli
or genetic—and epigenetic modification) of living systems reflect functional cues of
the physiological state of the biological system being studied.

Semantically,metabolomics is a challenging discipline to define, due to the hetero-
geneity and dimensionality of the chemical space that it explores and the many
analytical methods that are therefore required to detect and quantify the global
‘metabolome’. There are many definitions of metabolomics in the literature, and
the said term is often loosely cited to describe various experimental designs. In
this chapter, metabolomics is considered as a multidisciplinary science that aims to
define the entire complement of small molecular weight molecules, namely metabo-
lites (≤1500 Da in size), within a biological matrix of interest (Trivedi et al. 2017;
Tugizimana et al. 2013). These compounds, as the end products of gene expression,
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allow insight into the biochemical phenotype and physiological state of a cell or
tissue under given conditions (Beisken et al. 2015; Kell and Oliver 2016).

This youngest sibling of omics trilogy, metabolomics, differs disruptively from
the classical or traditional targeted analyticalmethods in various fundamental aspects
such as being a data-driven approach, and employing 4IR technologies to generate
predictive models that intelligently grasp the silent characteristics of generated data
(Grissa et al. 2016; Saccenti et al. 2014). Furthermore, as infographically depicted in a
bird’s-eye view (Fig. 1), the full complexity andmulti-dimensionality of biochemical
networks within a biological system (as decoded by systems biology approaches) are
underlying dynamic frameworks that define physiological and phenotypic coherence.
Hence, given that the biochemical actions of metabolites are far-reaching, including
regulation of epigenetic mechanisms, post-translational modifications, involvement
in protein transport and signal transduction, and active role in defence mechanisms,
metabolomics can thus be seen as a powerful tool to interrogate cellular biochemistry
at the systems level (Johnson et al. 2016; Likić et al. 2010). As such, the application of
metabolomics as a global anddata-driven (inductive) approach spans a great spectrum
of life sciences including nutrition, therapeutics, diagnostics, surgical technology,
natural products and plant biochemistry to name a few (Everett 2019; Phelps et al.
2018; Tebani and Bekri 2019; Tugizimana et al. 2019b).

Metabolomics is a multi-disciplinary skillset research field given that it converges
from biology, chemistry, chemometrics, statistics and computer science (Beisken
et al. 2015; Tugizimana et al. 2013). Metabolomics-generated biological insights
and discoveries are increasingly rendered possible as the field matures and positions
itself in the current innovative developments in analytical technologies, shaped by
AI and machine learning, chemometric and statistical methodologies, and the inte-
gration of orthogonal biological approaches (Rai et al. 2019; Sen et al. 2019; Welch
et al. 2019). Furthermore, the inherent sensitivity of the metabolome to alterations in
the genome as well as environmental perturbations allows the measurement of subtle
variations in biological pathways, thus generating important newmechanistic details
(Johnson et al. 2016; Nagele 2014). Arguably, metabolomics is probably the most
challenging and demanding of the omics fields, and this is due to the ontological
complexity of the metabolome: highly dynamic (continuously changing at different
rates), chemically diverse (dramatically different physicochemical properties, highly
diverse and dynamic stereochemistries), wide range of metabolites and the intrinsic
complexity of biological systems (biological cycles, organismal and cellular compart-
mentalisation) (Beisken et al. 2015; Heinig et al. 2013; Tugizimana et al. 2013). In
order to attain its goal (i.e. holistic analysis of the metabolome, considering the
complexity and chemo-diversity of the later), a wide range of chemistries, chemo-
metrics methods, novel computational resources and innovative analytical tools that
provide high degrees of sensitivity, selectivity and reproducibility are essential in
metabolomics (Lee and Hu 2019; Miggiels et al. 2018; Misra 2018).
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Fig. 1 Aconceptualisation of biochemical networks showing genome, transcriptome, proteome and
metabolome-level networks, pointing to their complexity andmutual interdependence. In biological
systems, a large number of structurally and functionally diverse components (genes, proteins and
metabolites) are involved in dynamic, linear and/or non-linear interactions, which in turn involve a
range of time scales and interaction strengths. Direct conversions of species shown in solid lines,
while some possible interactions (not necessarily one-step) are designated in dashed lines. Some
of the types of interactions include: (1) enzyme catalysis, (2) posttranscriptional control of gene
expression by proteins/protein complexes, including mechanisms that act on mRNAs (deadenyla-
tion, storage granulation) and mechanisms that act either directly or indirectly on DNA (histone
modification, methylation), (3) effect of a metabolite on gene transcription mediated by a protein,
(4) protein-protein interaction, (5) effect of a downstream (‘reporter’) metabolite on transcription
through binding to a protein, (6) feedback inhibition/activation of an enzyme by a downstream
metabolite, and (7) exchange of a metabolite with outside of the system (cell, organism). This
schematic diagram (and descriptions) is from Likić et al. (2010)
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3 Integration of AI and Machine Learning
in Metabolomics Analytical Platforms

Metabolomics currently uses twomain analytical platforms,mainly nuclearmagnetic
resonance spectroscopy (NMR) and mass spectrometry (MS). The latter is often
coupled to a separation technique such as gas chromatography (GC), liquid chro-
matography (LC) or capillary electrophoresis (CE). It should, however, be kept in
mind that all metabolites within a biological matrix cannot be detected using a single
analytical platform, particularly pertaining to the diversity and complexity of the
metabolome. Thus, the use of multi-dimensional techniques (e.g. LC × LC or GC
× GC hyphenated to MS platforms) and integrated or combination of analytical
approaches (e.g. GC-MS and LC-MS or different chromatographic column polari-
ties) is beneficial to increase the coverage of the extracted metabolome. More details
and description of these platforms are provided in the literature (Dunn and Ellis 2005;
Miggiels et al. 2018; Zhang et al. 2012).

Liquid chromatography coupled with mass spectrometry has become the most
suited analytical platform in metabolomics given both its high sensitivity and resolu-
tion. The last decade has seen innovative and disruptive technological developments
in LC-MS-based systems ranging from advanced ultrahigh-performance liquid chro-
matographic (UHPLC) systems with improved peak separation to a newer gener-
ation of MS instruments with very high scan rates, sensitivity, and functionality
and detection specificity (Putri et al. 2013). Recent capabilities of high-resolution
accurate-mass MS (HRMS) to perform high-resolution full scan, reliable and sensi-
tive quantitative analyses, have significantly impacted onLC-MS-basedmetabolomic
analyses, thereby allowing a more detailed output pertaining to the composition
of extracts under investigation. The current HRMS platforms are quadrupole-
orbitrap-MS (Q-orbi-MS), ion trap-quadrupole-time-of-flight-MS (IT-Q-TOF-MS)
and quadrupole-time-of-flight-MS (Q-TOF-MS) (Rochat 2016; Tugizimana et al.
2018).

There are several recently developed methodologies that attempt to perform
metabolomics analysis without the time-consuming chromatographic step: matrix
assisted laser desorption ionisation (MALDI)-TOF methods, flow injection MS.
MALDI-TOF platform is a well-established technology, particularly in the field
of imaging, where new methods provide the potential for a step change in omics
capability. Based on spotting a dried sample on a target plate, along with an ioni-
sation promoting compound (a matrix) MALDI uses a laser to ionise the sample
and matrix, producing a cloud of gas-phase ions that can then be analysed (Balluff
et al. 2014). Modern MALDI mass spectrometers have very fast lasers (2000 Hz),
high resolution and the capability to perform tandem mass spectrometry. Addition-
ally, recent advances in matrices for metabolomics have made MALDI a potential
avenue for high throughput metabolome analysis (Heyman and Dubery 2015; Sans
et al. 2018). Flow injection mass spectrometry, on the other hand, is simply conven-
tional liquid chromatography mass spectrometry without the chromatography step,
or column. Samples are injected into a liquid flow and directly introduced into the
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mass spectrometer. Two of the pioneering groups in this area are the Junot laboratory
in France (Madalinski et al. 2008), and the Sauer/Zamboni research group in Zurich
(Fuhrer and Zamboni 2015). While not quite as high throughput as MALDI, there
are a plethora of pre-analytical steps that can be applied to improve coverage of the
metabolome, especially as, with a sample analysis rate of less than a minute per
injection, a typical day of analysis can comfortably include thousands of samples.

Finally, a very novel technology, ‘acoustic mist ionization platform for direct
and contactless ultrahigh-throughput MS analysis of liquid samples’ (Sinclair et al.
2019), uses acoustic sampling techniques to infuse several samples per second. Using
this platform, the authors are able to analyse samples at a rate of 100,000 per day.
This technology makes large scale screening processes for biotechnology, using
appropriate statistical experimental design feasible. Additionally, with this level of
throughput, alternative extractions, large numbers of QCs and technical replicates
can all be included to bolster the number of metabolites identified and the quality and
reliability of the data (Sinclair et al. 2019). Furthermore, ion mobility spectrometry
(IMS) technique has been explored and provides analytical advantages and oppor-
tunities. IMS is a rapid, gas-phase separation of ions based on their mobility in an
electric field in the presence of a neutral buffer gas (Levy et al. 2019;May andMcLean
2015). IMS technique has recently been integrated with MS-based analytical plat-
forms, providing several benefits such as enhanced metabolome coverage, improved
signal-to-noise and isomeric separation and increased confidence in metabolite iden-
tification and quantitation. The IMS coupled with direct analysis and imaging MS
also provides enhanced coverage of themetabolome and a better description of spatial
characterization of metabolites (Chouinard et al. 2019; Levy et al. 2019).

The disruptively increasing analytical power of these platforms rely on the contin-
uous innovative advancements in the design and integration of analytical intelligence
(AI), advanced automation and artificial intelligence (AI), pushing the boundaries of
the traditional measurements. This can be illustrated by the recent release of: a cyclic
ion-mobility mass spectrometry system fromWaters corporation, with its multifunc-
tional capabilities (multipass IMseparation and IMSn) (Giles et al. 2019); Shimadzu’s
newNexera UHPLC series that incorporate artificial intelligence as analytical intelli-
gence, which allows the system to detect and resolve analytical issues automatically,
with integrated IoT for higher throughput analyses (https://www.shimadzu.com).
Furthermore, Shimadzu corporation in partnership with Fujitsu are developing LC-
MS technology that utilizes artificial intelligence for complete automation of peak
picking in real-time, by applying deep learning algorithms (https://www.shimadzu.
com). These advancements are allowing high-throughput analyses and enhanced
coverage of the metabolome, which subsequently reveal unprecedented biological
insights, shaping new horizons for the life sciences. It should be mentioned that,
in a metabolomics workflow, this innovation in analytical technologies contributes
(increasingly) to the generation of vast amount of data, which implies advanced data
analytics, as discussed in the following section.

https://www.shimadzu.com
https://www.shimadzu.com
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4 Big Data in Metabolomics: Current State, Challenges
and Perspectives

Metabolomics studies, particularly untargeted approaches, generate complex and
information-rich, high-dimensional data sets that are challenging to handle and fully
mine information from (Goeddel and Patti 2012; Tugizimana et al. 2016). Further-
more, the amount of data produced is constantly rising at an ever-increasing pace.
Also, because of the large number of advanced analytical platforms that are used, the
data sets have very heterogeneous characteristics. Because of these reasons, untar-
geted metabolomics data, ontologically, can be placed under the umbrella of ‘Big
Data’ in terms of volume, velocity and variety (Gandomi and Haider 2015; May
2017). The availability of big data in metabolomics, but also in other fields, has
introduced a new era of data-driven research where powerful computational tools,
involving AI and machine learning algorithms, are used to find novel knowledge in
the data (Biesecker 2013; Efron and Hastie 2016). However, it is worth pointing out
that, despite advances in the development of (a tsunami of) data-mining tools and
resources as described in the recent literature (Ebbels et al. 2019; Misra and Moha-
patra 2019; Spicer et al. 2017), exploiting and extracting information (exhaustively)
from metabolomic datasets (increasingly Big Data) remains a challenging endeavor.

Thus, dedicated mathematical modeling and/or chemometric algorithms are
mandatory to cope with extracting relevant information from inherently complex
metabolomic data sets. Various chemometric and bioinformatics tools and resources
are continuously being developed (for mining metabolomics data), integrating math-
ematics, statistics and computer science (Boccard and Rudaz 2014; Cuperlovic-Culf
2018). More specifically, powerful algorithms are used to mine the data for patterns
that are e.g. correlated to an experimental treatment. These results are then used to
propose more specific hypotheses about the effect of the treatment, which may be
tested in a follow-up study. Note that this approach is disruptively in contrast to tradi-
tional experimentswhere a small, specific, set ofmetabolites is analyzed based on an a
priori specified hypothesis. A big advantage of data-driven research is that previously
unknown or unexpected effects of the experimental treatment on the metabolome
are being detected, leading to formulation of unprecedented hypotheses, with novel
insights (Kell and Oliver 2004). This has disruptively positioned approaches such as
untargeted metabolomics, in combination with big data analytics, at the forefront of
science, creating a paradigm shift and new horizons for the life sciences.

4.1 Extracting Information from Metabolomics Big
Data—Machine Learning Algorithms

The most time-consuming and challenging undertaking in untargeted metabolomics
is extracting biologically relevant information from large data sets. The typical
approach used in such analysis is well-describe in literature, and includes in
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the following steps: (i) processing (pre-processing—extracting features from raw
instrumental data to a suitable ‘clean’ form; pre-treatment—normalization, scaling,
centering and transformation to put all samples and variables on a comparable scale);
(ii) chemometric, statistical analysis and modeling; (iii) annotation of the selected
important features and (iv) interpretation and metabolic pathway and network anal-
ysis, leading to generation of research hypotheses and knowledge compilation, with
integration of otheromics formodel reconstruction and systemdesign (Fig. 2) (Brown
et al. 2005; Goodacre et al. 2004; Tugizimana et al. 2016). It should be noted that
the selected data processing strategy (pre-processing and pre-treatment methods)
can greatly impact the outcome of subsequent analysis of the data and is therefore a
crucial step in the metabolomics workflow (Gromski et al. 2015b; Tugizimana et al.
2016).

The data processing step involves removing artefacts from the data and thereby
increase its quality and its biological information content (Madsen et al. 2010;
Southam et al. 2017). Here, the instrumental raw data are transformed into a data
matrix (defined and aligned peaks), which is subsequently, for example, adjusted for
unwanted variation between samples (normalization); unwanted effects of highly
abundant metabolites (scaling, transformation); distributional assumptions made
during subsequent analysis (transformation). These processes involve a set of algo-
rithms, some of which are machine learning based-methods (Figs. 2 and 3) (Beisken
et al. 2015; Cuperlovic-Culf 2018). Subsequent mining of the pre-treated data can be

Fig. 2 Overview of a typical metabolomics data analysis workflow. As schematically depicted,
metabolomics studies generate ‘big data’. Handling and analysing these datasets follow a multistep
workflow: from raw data pre-processing to data interpretation and/or integration. Each step of this
workflow involves application of algorithms and machine learning (and mathematical modelling)
methodologies



The Disruptive 4IR in the Life Sciences: Metabolomics 237

Fig. 3 Big data analytics andmetabolomics data analysis. The diagramcontextualises and describes
big data analytics tools and methodologies. Artificial intelligence (AI) is a broader umbrella under
which machine learning (ML) and deep learning (DL) are defined. DL is a subset of ML, and ML is
a subset of AI. AI can be described here as the modelling of human mental functions by computer
programs; i.e. any coding, modelling, algorithm that enables machine to mimic and develop (learn)
human cognition or behaviour characteristics. ML, a subset of AI, refers to algorithms whose
performance improves as exposed to more datasets, i.e. ‘learning’ from data, training a model from
datasets. DL, a subset of ML inspired by our brain: multi-layered neural networks learn from vast
amounts of data. Inmetabolomics data analysisML andDL are used tomine and extract information
from these complex big datasets. ML comprises different branches: unsupervised learning (algo-
rithms for dimensionality reduction, clustering), supervised learning (regression and classification
algorithms and modelling), and reinforcement learning

carried out either in a univariate or multivariate fashion. Univariate methods analyse
the data in a metabolite-by-metabolite manner. This way changes to the experimental
treatment in singlemetabolites are captured. Absence of such changes, however, does
not mean that there are no multi-molecule combinations that clearly show an effect
of the experimental treatment at a systems level (Saccenti et al. 2014). Therefore,
multivariate techniques aim to take all metabolites into account simultaneously to
detect single metabolite as well as multi-metabolite effects.

The large number of experimentally-generated metabolites, as measured in a
typical untargeted approach for a (possibly relatively small) number of biological
samples, posesmany challenges for traditional statisticalmethods, whichwere devel-
oped for the opposite case (a fewmeasurements on a large number of samples) (Efron
and Hastie 2016; Engel et al. 2017). For example, classical multivariate data analysis
relies on estimation of all pairwise correlations between metabolites. For a classical
experiment with, for example, three metabolites this comes down to estimating three
pairwise (partial) correlations. However, for modern experiments with 500 or 5000
metabolites already tens of thousands tomillions of correlations need to be estimated,
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respectively. Typically, the number of biological samples is insufficient for estima-
tion of so many parameters. Therefore, additional structure or information needs
to be added to reduce this number. This is known as regularization (Engel et al.
2017). Traditionally, techniques from the field of chemometrics or chemical data
science were used for multivariate metabolomic data analysis (Madsen et al. 2010).
Well known examples include principal component analysis (PCA) and partial least
squares (PLS) (Figs. 2 and 3).Without venturing toomuch into details, thesemethods
employ a so-called dimension-reduction step to reduce the number of parameters.
The dimension reduction allows one to visualize the data in easily interpretable plots
to e.g. assess the quality of the data and identify groupings or clusters of samples or
other trends related to the experimental treatment. More details can be found here
(Madsen et al. 2010; Tugizimana et al. 2013).

Often, these methods were used in case-control studies to determine whether
the cases differed significantly from the controls and to associate metabolites to
these differences. However, with increasing complexity in experimental design and
the number of metabolites that are measured the limitations of these methods have
been realized (Engel et al. 2017; Gromski et al. 2015a). Also, at the present time, a
metabolomics data set is often not studied in isolation, but information fromother data
sources is also considered. These other data sources can, for example, be additional
metabolomics measurements from other analytical platforms or measurements on
other levels of biological complexity such as genes or proteins (Fig. 1). This adds
further complexity to data analysis, not only in terms of volume and variety of the
data, but also because an integrative analysis where information from the different
data sources is combined is required. These developments have disruptively resulted
in a flurry of research activity and a multitude of improved dimension reduction
methods have been proposed (Acar et al. 2015; Smilde et al. 2017).

Additionally, increasing use is made of modern methods for analysis of big data
fromfields such as statistical learning,machine learning (ML) andpattern recognition
(Fig. 3). Note that, especially in the field of machine learning, often these methods
have been developed for prediction, e.g. to accurately predict how likely someone is
to suffer from a certain disease on the basis of information in his/her metabolite data.
For data-driven research often prediction accuracy is not the most important goal.
Rather, the researcherwould like to be able to assess how the prediction actually came
about. In other words, the researcher would like to identify which metabolites are
important for identification of the disease. Therefore, especially the rising popularity
of algorithms from fields such as statistical learning and ML that allow for such
interpretation is expected to continue. Examples include the lasso, random forests
(RF), support vector machines (SVM), and self-organizing maps (SOM) (Gromski
et al. 2015a). Applications of these techniques in untargeted metabolomics can be
found in numerous references such as (Gromski et al. 2015a;Lin et al. 2011).A review
of the commonly used statistical andmachine learningmethods in metabolomics and
their applications is beyond the scope of this chapter and can be found elsewhere
(Cuperlovic-Culf 2018; Madsen et al. 2010; Saccenti et al. 2014).

Arguably, currently the most well-known and popular sub-field of ML is deep
learning (Cuperlovic-Culf 2018) (Fig. 3). Here, deep neural networks are used for
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diverse big data applications ranging from autonomous driving to skin cancer diag-
nosis (Esteva et al. 2017). DLmethods hold the promise of revolutionizing the future
of omics studies (Grapov et al. 2018). They offer the elasticity to efficiently and
successfully analyse and integrate a large volume of omics data of any type, including
untargeted metabolomics data, given a large enough sample size and enough biolog-
ical context (Grapov et al. 2018; Travers et al. 2018). Although interpretation of
DL-output is not straightforward, a limited number of studies have demonstrated
the potential that DL holds for analysis of untargeted metabolomics datasets and its
effectiveness in integration with other data sources (genomic, proteomic and pheno-
typic data) (Alakwaa et al. 2018; Date and Kikuchi 2018; Grapov et al. 2018). Large
sample size requirements, however, often hamper successful application of DL. The
amount of data required can be reduced by integrating data from related experi-
ments through transfer learning. Key to this is adoption of community-driven efforts
for standardization and sharing of experimental data and results through controlled
vocabulary and ontologies (see below) (Grapov et al. 2018; Travers et al., 2018).

4.2 Biological Interpretation of Metabolomics
Data—Pathway and Network Analysis

Data mining typically identifies metabolites that are affected by the experimental
treatment, but does not describe the underlyingmolecular mechanisms and biochem-
ical processes that were affected. Metabolites are components of strongly connected
pathways and therefore show a high degree of interconnectivity and correlation
(Bartel et al. 2013). Thus, the observed differences should be functionally interpreted
in light of the complete metabolome (Frainay and Jourdan 2016). A way to method-
ically model and describe the relationships between metabolites in the metabolome
is to depict them as a graph or network, similar to how for instance social networks
are visualized (Bartel et al. 2013; Cottret et al. 2010, 2018). Next, the graph can be
investigated to identify sub-networks that were affected by the experimental treat-
ment (Frainay and Jourdan 2016; Ren et al. 2015). Currently, global reconstructions
of metabolic pathways are available in several publicly available databases such as
KEGG or BioCyc and Recon3D (Brunk et al. 2018; Caspi et al. 2014). The biolog-
ical networks contained in these can be used to identify those pathways involving
the metabolites of interest (Cottret et al. 2010, 2018). However, the path that links
the identified metabolites through the network may span multiple pathways, which
is difficult to detect this way. Also, pathways can be defined differently in different
databases. Therefore, it is useful to consider the complete metabolic network as
a whole integrating all pathways into a single structure. To do so, use is made of
powerful big data (ML) algorithms that were initially developed for constructing
graphs of, for example, social networks and visualizing and analysing them (Figs. 2
and 3) (Cuperlovic-Culf 2018; Frainay and Jourdan 2016).
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Unfortunately, pathway databases are far from complete, which makes any anal-
yses based on them biased. Therefore, an alternative, data-driven, strategy is to
estimate the metabolic network direction from the data (Bartel et al. 2013; Engel
et al. 2017). Again, subsequently, (ML) algorithms can be applied to identify sub-
networks or active modules that show significant differences as a result of the exper-
imental treatment (Fig. 2). Although this approach typically fails in recovering the
true underlying network structure, high overlap between the estimated networks and
the metabolite reactions in databases have been observed, as well as novel candi-
dates for pathway interactions (Bartel et al. 2013). In a simulation, the metabolic
network can be defined and explained at various levels of detail. Network models can
comprise kinetic description of defined pathways, enabling thus accurate prediction
of the dynamic features of the metabolism under consideration. On the other hand,
metabolic network models (e.g. genome scale models) can be computed involving
stoichiometric representation with constraints and assumption of the steady state
(Cuperlovic-Culf 2018).

Another form of network analysis algorithms is molecular networking. The latter
is a mining and visualization strategy for nontargeted mass spectrometry (MS) data,
and is increasingly becoming one of the key metabolite annotation and discovery
strategies in metabolomics (Quinn et al. 2017). Molecular networking mathemati-
cally involves vector-based computational algorithms to associate the degree of simi-
larity between every tandem-mass spectrum in a dataset. A molecular networking
and data-sharing web-based platform, Global Natural Products Social Molecular
Networking (GNPS) (http://gnps.ucsd.edu), is currently the world’s largest reposi-
tory and data exploitation resource for MSn spectrometry data, and is increasingly
being in use to decode the metabolomic ‘dark matter’ in different biological matrices
(da Silva et al. 2018; Quinn et al. 2017). Different molecular networking tools are
increasingly being developed and applied in different studies; and it may suffice
here to point out the recent topic modeling, named MS2LDA (van der Hooft et al.
2016). This framework, inspired by machine learning algorithms for text processing,
decomposes tandem mass spectra into patterns of co-occurring mass fragments and
losses, designated as Mass2Motifs, which are generally molecular sub-structures.
These motifs patterns are automatically extracted from complex MS/MS spectra
using unsupervised text mining algorithms (van der Hooft et al. 2016). This approach
allows the exploration of the ‘fragmentome’, increasing the coverage of annotated
metabolites.

4.3 Cloud Metabolomics—e-Infrastructures for Data
Analysis, Storage and Sharing

As illustrated in application section (under this chapter), the above highlighted data-
driven mathematical (andML-generated) models, describing the topology of biolog-
ical network have disruptively revolutionized life sciences, providing unprecedented

http://gnps.ucsd.edu
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knowledge and insights, improving greatly our understanding of biological systems.
However, as it can be deduced from the above paragraphs, a metabolomics data anal-
ysis pipeline (from pre-processing to network analysis) typically requires the use of
various web services and specialized algorithms which have often been implemented
in command-line driven software programs (Cottret et al. 2010, 2018). Therefore,
such analysis is not straightforward for end users without sufficiently advanced
computer skills and expert knowledge. An overview of the most widely used and
freely available software tools can be found here (Spicer et al. 2017). The computa-
tional tools are often complex and require a diversity of tools and scripting languages.
This, in combination with a lack of reporting on software versions and settings used,
is one of the main contributors to the limited reproducibility of many metabolomics
studies (Weber et al. 2017). Therefore, much community effort has been spent on
developing e-infrastructure to overcome these difficulties (Fig. 4).

Powerful and user-friendly software is indispensable to make sense of the vast
amount and variety of data generated in a typical metabolomics experiment and to
ensure inter-laboratory reproducibility of the results (Weber et al. 2017). Recently,
a growing number of users is starting to make use of workflow software which
contain multiple interconnected algorithms covering several stages of data anal-
ysis, e.g. pre-processing, pre-treatment, mining and pathway analysis (Spicer et al.
2017). Because of this, users can perform their entire data analysis in only a limited
number of programs. This removes problems with a lack of interoperability between
tools and increases analysis reproducibility. Many workflows are offered as web-
based services. MetaboAnalyst is such an online-based workflow suite. It consists of

Fig. 4 Cloud metabolomics. Illustration of local high-performance computing (HPC) systems and
public and hybrid cloud computing environments for the handling of metabolomics data analysis.
Each cloud environment (public, private and hybrid) has its own merits and disadvantage, and the
choice depends on the use-case. The complexity for setting up and usage of ‘cloud metabolomics’
increases from local HPC system to a hybrid integrated commercial system. The cost of public
cloud environment is normally on a pay-as-you-go base, but requires the initial cost of purchase
and set up on an HPC system. However, when it comes to sensitive and human clinical data, data
privacy becomes an issue with public cloud environments
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several modules includingmodules for data pre-treatment; data mining; and pathway
analysis for functional interpretation of the data mining output. It is commonly used
by metabolomics researchers with about 40000 jobs/month submitted to its servers
in 2014 (Xia et al. 2015). XCMSOnline is another popular web-based metabolomics
data analysis suite with thousands of users (May 2017; Tautenhahn et al. 2012). It
allows for pre-processing of LC/MS untargeted metabolomics data, statistical anal-
ysis/datamining, pathway analysis andmulti-omic data integration. XCMSOnline is
a cloud-based solution which means that one can easily share datasets and data anal-
ysis results with collaborators or with the general public. MetExplore is a web server
that offers the possibility to visualize metabolic networks and e.g. infer network
properties of a list of metabolites, which, according to earlier data mining, appear to
have been affected by the experimental treatment (Cottret et al. 2010, 2018). Also,
MetExplore offers a collaborative environment for curation of metabolic networks.

Furthermore, besides increasing data size, usage of complex data analysis
toolchains has necessitated to set up large-scale e-infrastructures and cloud
computing environments for better handling of metabolomics analysis and inte-
grating it with data i.e. locally and globally repositories. The High-Performance
Computing (HPC) systems and cloud environments are currently the most common
large-scale e-infrastructures used to date for data analysis (Fig. 4).However, installing
and usage of different types of data analysis software, as required by the biologist,
is often difficult and time-consuming due to; incompatibility, scalability, security
policies, resources and expertise required to maintaining stable services over time.
Another often limitation is the tool dependencies that are used in a set of data analysis
workflows and their effective communication. Most currently commonly used tools
are open source packages (Spicer et al. 2017), which often are not optimally written
or set up to run on HPCs, cloud environments, or to work in a workflowmainly due to
their dependencies or inability to achieve efficient job parallelism, scheduling or error
handling (da Veiga Leprevost et al. 2017). One way to tackle this heterogeneity of
tools and platform dependencies is the use of Docker Containers (Fig. 4). Containers
are a standard unit of software packaged both the code and its dependencies into one
“application” that can run reliably from any compatible computing environment.

Examples of containers and packaging technologies are Docker (http://www.
docker.com), Conda (http://conda.io) and Singularity (https://www.sylabs.io/) facil-
itating deployment of applications inside software containers. Using software
container and workflows have become an important component in scientific projects.
The BioContainers (http://biocontainers.pro) and BioConda (http://bioconda.git
hub.io) (da Veiga Leprevost et al. 2017) providing thousands of a large number
of tools in Container that can run on a variety of desktops, local workstations, HPC
and cloud environments. By combining different tools in a workflow environment,
creating complex workflow, it makes it easer and possible to effectively connect
the compatible tools to perform complex data analysis. Common workflow environ-
ments are Taverna (Li et al. 2010), Galaxy (Afgan et al. 2018), Snakemake (Köster
and Rahmann 2012) and more recently Nextflow (Di Tommaso et al. 2017).

The PhenoMeNal (Phenome and Metabolome aNalysis) consortium (http://phe
nomenal-h2020.eu/) (Peters et al. 2019) was one of the first initiatives that took

http://www.docker.com
http://conda.io
https://www.sylabs.io/
http://biocontainers.pro
http://bioconda.github.io
http://phenomenal-h2020.eu/
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advantage of current technologies and set up a large-scale e-infrastructure, which
supportively allows workflow based metabolomics analysis pipelines. The PhenoM-
eNal architecture is based on light-weight microservices, a software engineering
methodology that complex applications are broken into a collection of smaller
components that communicate over a network (Peters et al. 2019). In PhenoM-
eNal, Docker (https://www.docker.com/) containers were used to encapsulate the
metabolomics software tools with an automated solution for installing tool based on
Virtual Research Environment (VRE) utilizing Kubernetes (https://kubernetes.io/)
as container orchestrator over multiple compute nodes (Peters et al. 2019). All the
tools are available in theGitHub public repositorywith continuous integration testing
implemented (Moreno et al. 2018). To utilise and to connect the tools into a work-
flow, Galaxy was used in the PhenoMeNal VRE. The PhenoMeNal project has a web
portal for launching VREs on a selection of cloud providers, such as Amazon Web
Services and Google Cloud Platform, or alternatively, can be set up locally and run
on OpenStack-based HPC system (Moreno et al. 2018). Resource in such a system
can be configured on-demand for example processing and memory needs, storage
and software tools based on the data analysis planed, paying only for the time the
resources were needed.

The PhenoMeNal tool can be easily used on a variety of cloud infrastructures
(Peters et al. 2019). This offers a compelling approach to metabolomics data anal-
ysis where users can easily scale up computational power and storage requirements
based on the size of a dataset (Gao et al. 2019). As above-mentioned, the size of
metabolomics data sets as well as the pace at which they are being generated are
dramatically increasing. An example of big data in metabolomics is the National
Phenome Centre where an average 1.5 Petabytes of metabolomics data is generated
on a yearly basis (Gao et al. 2019). This increase makes it cumbersome to carry out
analysis on a standard desktop computer. Recently, Gao et al. (2019) demonstrated
that data that took four days to process on a standard desktop computer was processed
in ten minutes in the cloud. Also, the cloud-based analysis was more cost effective
compared to the use of desktop computers (Gao et al. 2019). Another advantage of
cloud-based approaches is that it allows for easier sharing of data and data analysis
results facilitating collaborating between different laboratories in a standardized and
reproducible manner.

Data deposition in an open-access repository (Figs. 4 and 5) is an important
final step in a metabolomics experiment to ensure that a study’s findings can be
reproduced or re-used in new studies (Haug et al. 2017). Because of this several
open-access metabolomics data repositories have emerged, such as MetaboLights
and Metabolomics Workbench (Salek et al. 2013; Sud et al. 2016). In order to
enable exchange and re-use of data and meta-data stored in such databases, they
are stored in community-agreed standards. These standards were first defined by
the Metabolomics Standards Initiative (MSI) and later extended by the Coordina-
tion of Standards in Metabolomics (COSMOS) initiative (Haug et al. 2017; Salek
et al. 2015a, b). The reporting standards set by the MSI are nowadays backed by
a rich set of ontologies to ensure that the consistent vocabulary is used. To struc-
ture data according to MSI-standards and ontologies, the ISA-TAB format is often

https://www.docker.com/
https://kubernetes.io/
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Fig. 5 Systems Biology layers and 4IR technologies. Omics approaches (systems biology layers)
are being driven and shaped by 4IR technologies, but also, as feedback, these approaches push the
boundaries of 4IR technologies. The centrality of 4IR technologies in systems biology approach is
illustrated by the usage of AI, IoT, big data analytics and cloud environments in omics fundamental
research and applications. Ability to integrate multiple resources, data sharing and interconnected-
ness with local infrastructure are rendered possibly by 4IR tools and disruptively advancing systems
biology research and applications

used, for example, by MetaboLights. The COSMOS has promoted the use of open
data formats such as mzML to encode primary research data rather than storing
the data in vendor-specific formats to ensure that users can effortlessly access the
data (Haug et al. 2017). The number of metabolomics studies deposited to databases
is rapidly increasing. MetabolomeXchange (http://www.metabolomexchange.org/)
combines data from four data repositories includingMetaboLights andMetabolomics
Workbench. Currently, (28 May 2019) 1627 metabolomics datasets are available
through MetabolomeXchange, including in many cases raw experimental data. This
increasing volume of metabolomics data that is shared around the globe in public
repositories will disruptively enable analysis previously not possible such as inte-
grative or meta-analysis of several metabolomics studies (Haug et al. 2017). This
is a key to learning even more about biological systems, new horizons in the life
sciences.

5 Applications of Metabolomics in the 4IR Era

Metabolomics, a disruptive technology and an ‘omics’ branch utilising disruptive 4IR
tools, offers exciting opportunities in systems biology and has revolutionized a broad

http://www.metabolomexchange.org/
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range of life sciences, both fundamental and translational work, including biomed-
ical technology (e.g. diagnostics and therapeutics) and plant sciences (Alexander
et al. 2017; Kell and Oliver 2016; Pereira et al. 2009; Rai et al. 2019). The term
‘metabolomics’ was coined in 1998 and some recent publications have provided a
reflection on the trajectories of this concept that comes of age (Alseekh and Fernie
2018; Kell and Oliver 2016); and the International Metabolomics Society with its
affiliates (http://metabolomicssociety.org/) play key role in promoting the growth and
application of metabolomics in the life sciences. Undoubtedly, metabolomics has
disruptively positioned itself as one of the key pillars in systems biology. The latter
embraces Aristotle’s wisdom that “the whole is greater than the sum of its parts,” and
is disruptively being driven by 4IR technologies (Fig. 5). As reflected in Sect. 2 of this
chapter, this special position of metabolomics among the modern omics disciplines
of the systems biology approach rises from the fact that the metabolome, being the
endpoint of biological events, carries imprints of environmental and genetic factors.
Thus, one of the most biologically best descriptions of metabolism is the metabolic
fluxes it generates, which represent the integrated output of the molecular machinery
and biochemical characteristics of a biological system (Likic et al. 2010; Beisken
et al. 2015).

Although a detailed account of systems biology in 4IR era is beyond the scope
of this chapter, it suffices to highlight that omics approaches (genomics, proteomics,
metabolomics, etc.), layers of systems biology, are disruptively revolutionising
biology and life sciences in general, advancing our understanding of biological
processes (Likic et al. 2010). The generation of omics datasets, a disruptive explo-
sion of biological “big data”, handling and extracting information from such datasets
are rendered possible by emerging 4IR technologies (Fig. 5): artificial- and analyt-
ical intelligence (AI and AI)-equipped analytical platforms (as illustrated in Sect. 3
of this chapter), internet of things (IoT) and cloud environments (as illustrated in
Sect. 4). These 4IR-driven systems biology layers (omics approaches, individually
and integrated) are increasingly enabling us to explore and characterise the ‘moli-
verse’, a molecular space, of a biological system in unprecedented ways, revealing
modular organisations and interactome networks of the system’s chemical space
(Doring et al. 2015; Johnson et al. 2016). Despite the challenges and gaps that still
need attention (e.g. omics integration, decoding ‘dark matter’ in metabolism and
detailed mapping of biochemical fluxes), such increasingly comprehensive biolog-
ical insights are disruptively impacting life sciences, as illustrated in the following
paragraphs, focusing on metabolomics.

The field of metabolomics has matured and, being a multidisciplinary science,
metabolomics has disruptively pushed traditional boundaries of scientific endeavour,
contributing significantly in shaping data-driven discoveries and knowledge genera-
tion trajectories. The list of metabolomics applications has grown exponentially and
is still expanding as new insights open to more questions and ‘dark matter’, and the
rapidly increasing development of novel technologies and innovation ecosystem. It
may suffice here to highlight few domains in which this multidisciplinary science,
metabolomics, has been applied, and further information on applications are given
in the cited literature.

http://metabolomicssociety.org/
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Since its early development, metabolomics has been applied in biomarker
screening (or discovery) for diseases or follow drug efficacy (Everett 2019; Trivedi
et al. 2017). This has led to unprecedented detailed insights into disease conditions
and development, with significant contribution in identifying novel (potential) diag-
nostic and treatment-related markers for pathological processes affecting the heart
(Deidda et al. 2015; Lance et al. 2018), lung diseases (du Preez and Loots 2014;
Stringer et al. 2016), human immunodeficiency virus (HIV) infection (Hollenbaugh
et al. 2016; Sitole et al. 2013), cancer (Armitage and Barbas 2014), diabetes (Zhao
et al. 2010) and autoimmune diseases (Kang et al. 2015), to name a few. This posi-
tioned metabolomics as a revolutionary tool in biomedical research and bridging the
gap between pharmaceutical development and disease prognosis, diagnosis and/or
treatment. Furthermore, metabolomics has contributed in development of (medical)
tools that are disruptively changing the medical space, e.g. the surgical intelligent
knife. The latter distinguishes normal, borderline and malignant tissues, allowing
the surgeon to tailor the operation to the patient in real-time (Phelps et al. 2018).
With its applications in drug research and development (Kell and Goodacre 2014;
Tolstikov 2016) and in nutrition (Tebani and Bekri 2019), in integration to biomed-
ical research, metabolomics is and will play a key role in establishment of precision
and personalized medicine (Beger et al. 2016; Trivedi et al. 2017).

In stem cell research, nanotechnology and the development of micro- and
nanoscale surfaces that guide stem cell persistence and differentiation via mechan-
otransduction are one of the key technologies driving the development of new ther-
apeutics (McMurray et al. 2011; Sazonova et al. 2011). Electron beam lithography
can be used to make defined structures (with scalable levels of order and disorder)
on the nanoscale, and these patterns can be translated to lower cost biocompatible
materials such as PDMA or PEEK via injection moulding or (in the case of tita-
nium surfaces) by mask etching. More disordered surfaces can be produced by HF
etching or biomimetic materials can be produced from templates from biological
materials such as nacre (McMurray et al. 2011). Metabolomics has been a key tech-
nology tracking the effectiveness of stem cell differentiation across these surfaces,
and has even guided discovery of new biocompatible compounds that drive stem cell
differentiation into osteoblasts (Seras-Franzoso et al. 2014; Tsimbouri et al. 2012).

Metabolomics has also been used extensively in biotechnology, especially the
optimisation of strains and the development of bioprocesses. Both intracellular
metabolomics (fingerprinting) and extracellular metabolomics (footprinting) are
extremely valuable in bioprocesses and the development of high performing strains
(Causon and Hann 2016; Kultschar et al. 2019). The intracellular metabolome allows
pathways to be directly monitored for the pool sizes of particular intermediates,
highlighting carbon sinks into side reactions, or enzymes providing a bottleneck to
efficient production, or, using stable isotopes incorporated into the feedstocks, can
allow flux analysis to be performed, providing quantitative information on the fate of
carbon or nitrogen sources (Junker 2014; Sauer 2004). Extracellular metabolomics
can provide a global picture of the output of a bioprocess, useful for modelling (Kell
et al. 2005). Additionally, combinedwith the intracellularmetabolome, it can provide



The Disruptive 4IR in the Life Sciences: Metabolomics 247

a clear avenue for optimisation of the feedstock, especially for timings in fed batch
fermentations (Causon and Hann 2016; Yang et al. 2014).

In plant sciences research and agriculture, metabolomics has increasingly been
used in a wide spectrum of studies including relating genotype and biochemical
phenotype (Fiehn et al. 2000; Rai et al. 2019), metabolic pathway studies (Bernard
et al. 2014; Kang et al. 2019), silent phenotypes of mutations (Sweetlove et al.
2014), plant-pathogen interactions (Balmer et al. 2013; Tugizimana et al. 2019b)
and plant priming (Balmer et al. 2015; Tugizimana et al. 2018). Such fundamental
and translational research are shaping and contributing significantly to agriculture
industry and the emerging ‘agriculture 4.0’ (Rose and Chilvers 2018), considering
the alarming climate change and the global population explosion and concomitant
demand on food supply (Prado et al. 2018). Although only a few such recent exam-
ples are presented, the possibilities and applications in the said fields are now coming
to the fore and these include both targeted and non-targeted approaches. Here, apart
from run-of-the-mill investigations relating to how plants respond to stressed (biotic
and abiotic) versus normal or primed states (Mhlongo et al. 2018; Tugizimana
et al. 2018), metabolomics applications pertain to plant/crop improvement strate-
gies (e.g. cultivar/variety-specific quality, taste, ripening, nutrient and antioxidant
content, yield) (Kumar et al. 2017) and food safety/risk assessment, where plant
engineering or genetically modified (GM) crops (resistance, tolerance, improved
nutrients, increased biosynthetic products, shelf-life considerations etc.) may also
be included (Christ et al. 2018; Hong et al. 2016). Unquestionably, metabolomic
comparison of the latter to natural variation (substantial equivalence) could generate
significant insight/evidence in the ongoing controversy relating to GM food prod-
ucts (Christ et al. 2018; Simó et al. 2014), or snapshot plants/crops with improved
traits during breeding strategies and cultivar selection (Kumar et al. 2017; Zeiss et al.
2018).

In addition to plants, livestock also significantly partake in the science of agri-
culture. As such, metabolomics studies pertaining to characteristics such as product
(meat and milk) quality, animal health and even methane production have revealed
metabolites and biomarkers which could be related to a particular trait. Agricul-
tural considerations should also not lose sight of the negative impact of antimicro-
bial resistance in livestock, and here future metabolomics is expected to enable a
more in-depth understanding (Kong et al. 2018; Prado et al. 2018). Lastly, in recent
years a trend in affluent communities is developing to follow a healthier diet by
including organic foods, however, much debate is made regarding the accuracy of
labelling and, of course, whether such products are indeed not merely conventionally
produced. Using machine-learning algorithms to profile metabolomics data, Kessler
et al. (2015) demonstrated that organic and conventional wheat could be catalogued
for a specific year and cultivar. Furthermore, the results prompted the authors to
coin the term “metabolite-agnostic”, since the strategy did not depend on accurate
metabolite identification nor known biomarkers, but rather on data sets which were
reliably annotated.



248 F. Tugizimana et al.

6 Conclusion and Perspectives

Metabolomics, the youngest in the omics trilogy, has become a central pillar in
systems biology, revolutionizing the life sciences in different domains, as high-
lighted in this chapter. This multidisciplinary science, utilizing 4IR technologies, has
matured rapidly in the last two decades, growing in its popularity and applicability.
The increasing use and exploration of cutting edge analytical technologies to the anal-
ysis of metabolites, coupled to big data analytics (involving machine learning algo-
rithms) are continuously and increasingly helping in illuminating the ‘dark matter’
of dynamic metabolism in biological system. The applications of metabolomics span
a wide spectrum of life sciences from medical fields to agriculture.

The advancement and (disruptive) contribution of metabolomics in the 4IR era is
indeed worth appreciating (as highlighted in this chapter), but at the same time, it is
still a tip of an iceberg, considering the bottlenecks in metabolomics workflow, the
unexplored areas and increasing questions and challenging arising fromnew insights.
Furthermore, the amount of metabolomics data is expected to grow exponentially;
therefore, more than ever capabilities are needed to scale up storage and analysis for
omics data; and considering also the integration of other omics datasets for a compre-
hensive systems biology framework. In order to meet with these growing demands,
metabolomics databases hosting both experimental and reference spectra need to
be compatible with cloud computing technologies. Furthermore, with a 4IR-driven
momentum, ongoing efforts from the global omics research community are paving
the realization of integrated-omics frameworks, which will reveal novel biological
insights.
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Sen P, Orešič M, Sen P, Orešič M (2019)Metabolic modeling of human gut microbiota on a genome
scale: an overview. Metabolites 9:22. https://doi.org/10.3390/metabo9020022

Seras-Franzoso J, Tsimbouri PM, Burgess KV, Unzueta U, Garcia-Fruitos E, Vazquez E et al (2014)
Topographically targeted osteogenesis of mesenchymal stem cells stimulated by inclusion bodies
attached to polycaprolactone surfaces. Nanomedicine 9:207–220. https://doi.org/10.2217/nnm.
13.43

Sévin DC, Kuehne A, Zamboni N, Sauer U (2015) Biological insights through nontargeted
metabolomics. Curr Opin Biotechnol 34:1–8. https://doi.org/10.1016/j.copbio.2014.10.001

Simó C, Ibáñez C, Valdés A, Cifuentes A, García-Cañas V (2014) Metabolomics of genetically
modified crops. Int J Mol Sci 15:18941–18966. https://doi.org/10.3390/ijms151018941

Sinclair I, Bachman M, Addison D, Rohman M, Murray DC, Davies G et al (2019) Acoustic mist
ionization platform for direct and contactless ultrahigh-throughput mass spectrometry analysis
of liquid samples. Anal Chem 91:3790–3794. https://doi.org/10.1021/acs.analchem.9b00142

Sitole LJ, Williams AA, Meyer D (2013) Metabonomic analysis of HIV-infected biofluids. Mol
Biosyst 9:18–28. https://doi.org/10.1039/c2mb25318f

Smilde AK, Måge I, Næs T, Hankemeier T, Lips MA, Kiers HAL et al (2017) Common and distinct
components in data fusion. J Chemom 31:1–20. https://doi.org/10.1002/cem.2900

Southam AD, Weber RJM, Engel J, Jones MR, Viant MR (2017) A complete workflow
for high-resolution spectral-stitching nanoelectrospray direct-infusion mass-spectrometry-based
metabolomics and lipidomics. Nat Protoc 12:310–328. https://doi.org/10.1038/nprot.2016.156

Spicer R, SalekRM,Moreno P, CañuetoD, SteinbeckC (2017)Navigating freely-available software
tools for metabolomics analysis. Metabolomics 13:1–16. https://doi.org/10.1007/s11306-017-
1242-7

Strange K (2005) The end of “naive reductionism”: rise of systems biology or renaissance of
physiology? AJP Cell Physiol 288:C968–C974. https://doi.org/10.1152/ajpcell.00598.2004

Stringer KA, McKay RT, Karnovsky A, Quémerais B, Lacy P (2016) Metabolomics and its
application to acute lung diseases. Front Immunol 7. https://doi.org/10.3389/fimmu.2016.00044

Sud M, Fahy E, Cotter D, Azam K, Vadivelu I, Burant C et al (2016) Metabolomics workbench:
an international repository for metabolomics data and metadata, metabolite standards, protocols,
tutorials and training, and analysis tools. Nucleic Acids Res 44:D463–D470. https://doi.org/10.
1093/nar/gkv1042

Sweetlove LJ, Obata T, Fernie AR (2014) Systems analysis of metabolic phenotypes: what have
we learnt? Trends Plant Sci 19:222–230. https://doi.org/10.1016/j.tplants.2013.09.005

Tautenhahn R, Patti GJ, Rinehart D, Siuzdak G (2012) XCMS online: a web-based platform to
process untargeted metabolomic data. Anal Chem 84:5035–5039. https://doi.org/10.1021/ac3
00698c

Tebani A, Bekri S (2019) Paving the way to precision nutrition through metabolomics. Front Nutr
6:1–10. https://doi.org/10.3389/fnut.2019.00041

https://doi.org/10.1007/s11306-015-0821-8
https://doi.org/10.1007/s11306-015-0810-y
https://doi.org/10.1016/j.cbpa.2017.12.005
https://doi.org/10.1016/j.copbio.2003.11.001
https://doi.org/10.1016/j.bpj.2011.06.051
https://doi.org/10.3390/metabo9020022
https://doi.org/10.2217/nnm.13.43
https://doi.org/10.1016/j.copbio.2014.10.001
https://doi.org/10.3390/ijms151018941
https://doi.org/10.1021/acs.analchem.9b00142
https://doi.org/10.1039/c2mb25318f
https://doi.org/10.1002/cem.2900
https://doi.org/10.1038/nprot.2016.156
https://doi.org/10.1007/s11306-017-1242-7
https://doi.org/10.1152/ajpcell.00598.2004
https://doi.org/10.3389/fimmu.2016.00044
https://doi.org/10.1093/nar/gkv1042
https://doi.org/10.1016/j.tplants.2013.09.005
https://doi.org/10.1021/ac300698c
https://doi.org/10.3389/fnut.2019.00041


The Disruptive 4IR in the Life Sciences: Metabolomics 255

Tolstikov V (2016) Metabolomics: bridging the gap between pharmaceutical development and
population health. Metabolites 6:20. https://doi.org/10.3390/metabo6030020

Travers C, Himmelstein DS, Beaulieu-Jones BK, Do BT, Way GP et al (2018) Opportunities and
obstacles for deep learning in biology and medicine. https://doi.org/10.1098/rsif.2017.0387

Trivedi DK, Hollywood KA, Goodacre R (2017) Metabolomics for the masses: the future of
metabolomics in a personalized world. New Horizons Transl Med. 3:294–305. https://doi.org/
10.1016/j.nhtm.2017.06.001

Tsimbouri PM, McMurray RJ, Burgess KV, Alakpa EV, Reynolds PM, Murawski K et al (2012)
Using nanotopography andmetabolomics to identify biochemical effectors of multipotency. ACS
Nano 6:10239–10249. https://doi.org/10.1021/nn304046m

Tugizimana F, Djami-Tchatchou AT, Fahrmann JF, Steenkamp PA, Piater LA, Dubery IA (2019a)
Time-resolved decoding ofmetabolic signatures of in vitro growth of the hemibiotrophic pathogen
Colletotrichum sublineolum. Sci Rep 9:3290. https://doi.org/10.1038/s41598-019-38692-7

Tugizimana F, Piater LA, Dubery IA (2013) Plant metabolomics: a new frontier in phytochemical
analysis. S Afr J Sci 109:18–20. https://doi.org/10.1590/sajs.2013/20120005

Tugizimana F, Steenkamp P, Piater L, Dubery I (2016) A conversation on data mining strategies in
LC-MS untargeted metabolomics: pre-processing and pre-treatment steps. Metabolites 6:1–18.
https://doi.org/10.3390/metabo6040040

Tugizimana F, Mhlongo M, Piater L, Dubery I (2018) Metabolomics in plant priming research: the
way forward? Int J Mol Sci 19:1759. https://doi.org/10.3390/ijms19061759

Tugizimana F, Djami-Tchatchou AT, Steenkamp PA, Piater LA, Dubery IA (2019b) Metabolomic
analysis of defense-related reprogramming in sorghum bicolor in response to colletotrichum
sublineolum infection reveals a functional metabolic web of phenylpropanoid and flavonoid
pathways. Front Plant Sci 9:1–20. https://doi.org/10.3389/fpls.2018.01840

Turki T, Taguchi YH (2019)Machine learning algorithms for predicting drugs–tissues relationships.
Expert Syst Appl 127:167–186. https://doi.org/10.1016/j.eswa.2019.02.013

van der Hooft JJJ, Wandy J, Barrett MP, Burgess KEV, Rogers S (2016) Topic modeling for untar-
geted substructure exploration in metabolomics. Proc Natl Acad Sci 113:13738–13743. https://
doi.org/10.1073/pnas.1608041113

Weber RJM, Lawson TN, Salek RM, Ebbels TMD, Glen RC, Goodacre R et al (2017) Computa-
tional tools and workflows in metabolomics: an international survey highlights the opportunity
for harmonisation through Galaxy. Metabolomics 13:1–5. https://doi.org/10.1007/s11306-016-
1147-x

Welch JD, Kozareva V, Ferreira A, Vanderburg C, Martin C, Macosko EZ (2019) Single-cell multi-
omic integration compares and contrasts features of brain cell identity. Cell 1–15. https://doi.org/
10.1016/j.cell.2019.05.006

Wolfender J-L, LitaudonM, Touboul D, Queiroz EF (2019) Innovative omics-based approaches for
prioritisation and targeted isolation of natural products—new strategies for drug discovery. Nat
Prod Rep. https://doi.org/10.1039/c9np00004f

Wu J, Zhao Y (2019) Machine learning technology in the application of genome analysis: a
systematic review. Gene 705:149–156. https://doi.org/10.1016/j.gene.2019.04.062

Xia J, Sinelnikov IV, Han B, Wishart DS (2015) MetaboAnalyst 3.0—making metabolomics more
meaningful. Nucleic Acids Res 43:W251–W257. https://doi.org/10.1093/nar/gkv380

Yang D, Fan X, Shi X, Lian S, Qiao J, Guo R (2014) Metabolomics reveals stage-specific metabolic
pathways ofmicrobial communities in two-stage anaerobic fermentation of corn-stalk. Biotechnol
Lett. https://doi.org/10.1007/s10529-014-1508-3

Zeiss DR, Mhlongo MI, Tugizimana F (2018) Comparative metabolic phenotyping of tomato
(Solanum lycopersicum) for the identification of metabolic signatures in cultivars differing
in resistance to ralstonia solanacearum. Int J Mol Sci 19:1–17. https://doi.org/10.3390/ijms19
092558

Zhang A, Sun H, Wang P, Han Y, Wang X (2012) Modern analytical techniques in metabolomics
analysis. Analyst 137:293–300. https://doi.org/10.1039/c1an15605e

https://doi.org/10.3390/metabo6030020
https://doi.org/10.1098/rsif.2017.0387
https://doi.org/10.1016/j.nhtm.2017.06.001
https://doi.org/10.1021/nn304046m
https://doi.org/10.1038/s41598-019-38692-7
https://doi.org/10.1590/sajs.2013/20120005
https://doi.org/10.3390/metabo6040040
https://doi.org/10.3390/ijms19061759
https://doi.org/10.3389/fpls.2018.01840
https://doi.org/10.1016/j.eswa.2019.02.013
https://doi.org/10.1073/pnas.1608041113
https://doi.org/10.1007/s11306-016-1147-x
https://doi.org/10.1016/j.cell.2019.05.006
https://doi.org/10.1039/c9np00004f
https://doi.org/10.1016/j.gene.2019.04.062
https://doi.org/10.1093/nar/gkv380
https://doi.org/10.1007/s10529-014-1508-3
https://doi.org/10.3390/ijms19092558
https://doi.org/10.1039/c1an15605e


256 F. Tugizimana et al.

Zhao X, Fritsche J, Wang J, Chen J, Rittig K, Schmitt-Kopplin P et al (2010) Metabonomic finger-
prints of fasting plasma and spot urine reveal human pre-diabetic metabolic traits. Metabolomics
6:362–374. https://doi.org/10.1007/s11306-010-0203-1

Zhou J, Park CY, Theesfeld CL, Wong AK, Yuan Y, Scheckel C et al (2019) Whole-genome deep-
learning analysis identifies contribution of noncoding mutations to autism risk. Nat Genet 51.
https://doi.org/10.1038/s41588-019-0420-0

https://doi.org/10.1007/s11306-010-0203-1
https://doi.org/10.1038/s41588-019-0420-0


Virtual and Augmented Reality
in Surgery

Osama Halabi, Shidin Balakrishnan, Sarada Prasad Dakua, Nassir Navab,
and Mohammed Warfa

Abstract To provide an overview of the novel applications of Augmented Reality
(AR) andVirtual Reality (VR) technologies within the realm of Surgery. This chapter
will clarify the concepts associated with AR and VR in the context of surgery, and
address implementation approaches of AR and VR in surgical pre-operative plan-
ning and surgical training. Some examples of state-of-the-art solutions and system
architecture developed by the editors will be described and discussed.

Keywords Virtual reality · Augmented reality ·Mixed reality · Surgery ·
Image-guided surgery · Segmentation · Registration

1 Introduction

The scope of the chapter will be limited to novel applications of AR and VR in
the healthcare sector, specifically for surgical pre-operative planning and surgical
education. Our focus is to highlight the potential applications of AR and VR on all
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human organs, however, due to page constraints, we have included only a few organs
in this chapter such as liver, heart, etc.

Today, enhanced/augmented surgical visualization could be in the form of 2D/3D
projections of data on a conventional 2D/3D screen/handheld display device or holo-
graphic projections directly onto the patient’s body/surgical site. The kind of data
visualized depends on the surgical procedure; it could be just a simple numerical
overlay of patient data, or a complex display of the reconstructed organs and tissues.
The reconstruction and display of data (preoperative patient imaging data, anatomic
models, surgical instruments etc.) on the surgeon’s visual field using the concepts
of simulated reality (“Augmented Reality” (AR) or “Virtual Reality” (VR)) creates
an enhanced, intuitive and immersive surgical environment. The result is increased
simplicity and accuracy during the actual procedure, and hence lowered distrac-
tions, negative outcomes and time under anesthesia. Such enhanced visualization
aids both pre-operative planning (virtual reconstruction and exploration of patient-
specific anatomy, planning optimal surgical route/approach, teaching surgical resi-
dents in preparation for the procedure) and intra-operative augmentation (updated
patient statistics during surgery, and improved visualization, orientation and navi-
gation within the surgical site). The advent, rapid advancement and, miniaturiza-
tion of virtual and augmented reality systems and the technological advances in
the processing power of microcomputers has resulted in a feasible, usable and real-
istic simulation and augmented visualization of the surgical environment. Using AR
and VR, current cutting-edge research focuses on the acquisition, manipulation, and
visualization of patient-data/images in real-time.

2 Virtual and Augmented Reality Technologies
for Visualization

Virtual Reality (VR) and Augmented Reality (AR) technologies are the current
trends and affecting nearly every industry and set to revolutionize the way we view
and interact with the surrounding. These technologies have potential applications in
medicine and considered disruptive for many medical specialties by creating a new
paradigm shift in how medical care is provided.

2.1 Defining Reality and Virtuality

The next-generation interaction and communication environments are mixed
between sufficient reality and virtual spaces. People are starting to talk about a
new term, Mixed Reality (MR). There is some confusion about MR, VR, and AR. To
clear this confusion, the “virtuality continuum”will be used to describe the difference
between these different terms. The concept of the Reality-Virtuality (RV) continuum
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Fig. 1 The reality-virtuality continuum concept created by Milgram and Kishimo (1994)

was first introduced by Paul Milgram and Kishino (1994; Milgram et al. 1995).
Figure 1 illustrates the concept where the real worlds are shown at one end of the
continuum and the virtual completely digital worlds are at the opposite extremum.
MR environments represent anywhere between the real and virtual world. It blends
real and virtual worlds to create complex environments where physical and digital
elements can interact in real time. On the other hand, the AV is a virtual world with
elements of the real world introduced into it, similar to the AR where the real world
is augmented with virtual elements.

VR is an entirely computer-generated view of a world in 3D where everything in
the view is purely virtual. Hence, everything the user sees is synthesized and not real
(Milgram and Kishimo 1994). Immersion or sense of being there is a key element
in VR to enable high fidelity interaction with the user to make him believe that the
virtual world is real. In VR the virtual world can provide a virtual experience of either
amplified or subdued versions of reality. Besides, VR has to provide multimodal
interaction feedback to the wearer’s visual, auditory, olfactory, haptic, tactile, etc.
to get closer to real experiences. Consumer low-cost VR Head Mounted Displays
(HMD) are commercially available fromHTC, Oculus, and Sony, among others with
high-resolution displays and tracking capabilities of the user motion and actions.

Conversely, AR takes simulation and synthesized worlds and combine them with
real-world objects and interactions. It enables the user to see their native real-world
surroundingswhile placing 2D/3D imageswithin it. The onboard camera can provide
continuous view of the real world and can be displayed on a mobile device or an
unobtrusive HMD. A popular consumer application of AR technology has been
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Fig. 2 The market that is the most promising for XR when XR product company stakeholder was
asked) (adopted from Raconteur Reports 2018

Pokémon Go where avatars and contextual game data was augmented into the real
view of the mobile phone camera (Heine 2016).

Extended Reality
Extended Reality (XR) is a new term that used as the umbrella for VR, AR, and MR,
as well as all future realities that might emerge from these technologies. Therefore,
XR covers the full spectrum between reality and virtuality. XR describes all the
development of computer-generated environments that either fully immersed the user
in virtual worlds or create amixed interactive experience bymerging the physical and
the virtual world. XR is expected to impact different industry and Medical business
is on the top industry use-cases that will be impacted by XR technologies. According
to the report published in THE TIMES by Racounteur Reports (2018), the Medial
applications are the top-use case for XR business and runup to third for consumer
applications, see Fig. 2.

2.2 Display Technologies

AR system uses a camera to track the subject’s view to be merged with the
virtual objects. The devices have on a display unit to visualize the computer-
generated enhancements overlaid on the actual physical world. Generally, Head
Mounted Displays (HMDs) are used for this purpose, though conventional 2D/3D
screens/monitors (e.g. tablet-screens, iPads, computer monitors, etc.) can also be
used as a cheaper and available alternative to display AR/VR applications using
built-in or connected sensors such as gyroscopic and motion sensors and its camera.
Paul Milgram was the first to categorize the types of AR and MR displays to see-
through and monitor-based AR displays. In his paper (Milgram et al. 1995). Now a
days the displays are broadly classified into two types, Optical See-Through (OST)
or Video-See Through (VST) (Monsky et al. 2019). VST displays project a simulated
video stream of the real-world environment with computer-generated overlays onto
the visual field of the user; i.e. the user sees what the video stream shows him as
opposed to the real world. Hence, if using VR during surgery, the surgical site is not
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in view and thus, the VR modality cannot be used during live surgery to optically
augment and enhance the information available to a surgeon. However, VST-HMDs
can be extensively used for surgical training, to allow junior surgeons objectively
and repetitively practice surgical skills. HTC Vive and Odyssey from Samsung are
examples of VR headsets equipped with cameras which is can be used for creating
AR experience.

The OST enables the observer to view reality directly through optical elements
such as holographic waveguides and other systems that enable graphical overlay
on the real world. An example of this type is the Magic Leap One, HoloLens from
Microsoft, and Google Glass. If used for surgery, world-anchoring the virtual projec-
tions (organs, tissues etc.) locks them in place on a real-world scenery (patient’s
body), effectively making the surgical site a virtual monitor, so the surgeon can freely
look around and even interact with the patient/surgical staff while the virtual object
stays put at the surgical site. Easy visualization and assimilation of the medical infor-
mation in real-time are crucial for the success of a simulated-reality based surgical
planning and/or training module. The greatest advantage of an OST device over
VST in a surgical setting is that the surgeon can visualize the enhanced information
directly onto the surgical field (patient’s body). They can synchronize their body
movements and surgical actions in response to the enhanced/augmented image they
see through the OST-HMD directly on the surgical site. Additionally, it is possible
in OST to world-anchor the enhanced visualizations/projections, to minimize spatial
disorientation and contextual-loss of information at the surgical site. All of these
advantages make OST-HMDS within the realm of AR/VR, as the most attractive
option for the development of modules in surgical simulations, anatomic training,
pre-operative planning, and intra-operative navigation. We reviewed the commer-
cially available VR and AR headsets on the market and proposed classification to
three categories for VR, namely VR headsets for consoles and PC, Standalone VR
headsets, and Mobile headsets and AR headsets. Table 1 shows the main technical
specification for each device. For currentmodels on themarket, two forms of tracking
are used: “outside-in” and “inside-out.” The VR displays use external fixed optical
tracking for accurate positioning and tracking within a volume in outside-in tracking.
Meanwhile, the HMD relies on an onboard camera in inside-out tracking to detect
fiducial markers within the same area.

3 Visualization Technology in Surgical Workflow

To incorporate AR in surgery there are three main technical aspects related to
tracking, registration, and calibration that need to be considered (El-Hariri et al.
2018; Chen et al. 2015). Figure 3 illustrates the complete framework for ARmedical
system with the necessary technologies.
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Fig. 3 The framework for the complete AR medical system

3.1 Registration

The patient data is usually taken from computed tomography (CT), ultrasound
imaging, or magnetic resonance imaging (MRI) to construct the 3D volume data
for preoperative planning. The patient real-world coordinate must be registered with
the 3D data to have both data and real patient in the same perspective (Li et al.
2017a, b, c). State-of-art resignation techniques is described in the Sect. 4.2 image
registration section.

3.2 Calibration

The AR display fuses the virtual objects with the real world, thereby requiring trans-
formation between the real world and the camera coordinate. Perspective projection
is used to map the 3D points to the 2D reference plane where the transformation
between the image and the real-world coordinates is represented by a projection
matrix. The estimation of the parameters for a pinhole model of the projection matrix
is the process of calibration of the camera. In practice, the preoperative images in
HMD are aligned with the patient and then calibration is required. The adjustment
between the positioning of the patient in relation to the HMD where the patient’s or
HMD’s motion does not influence the interaction between the device coordinate and
the patient coordinate (Chen et al. 2015).
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3.3 Tracking

Tracking the camera or the markers on surgical instruments to estimate its spatial
position is essential for any AR medial system. Although vision-based tracking has
been active and very popular nowadays since it becomes fast and accurate. However,
it is still weak to some problems such as occlusions, the variability of the visual
appearance, and complexity (Mat Isham et al. 2019). Several tracking technologies
employed in image guidance which can be separated into either optical or magnetic.
Optical tracking accuracy is in the order of 0.5 mm but they required unobstructed
line-of-sight between the sensors that are mounted on the instrument and the camera
which limit their application to procedures performed outside the body. Electromag-
netic tracking does not suffer from such limitation, however, they cannot be used
with the presence of ferromagnetic materials in the vicinity of the field.

3.4 Advantages of Using AR Over VR for Visualization
in Surgery Using HMD

Easy visualization and assimilation of themedical information in real-time are crucial
for the success of a simulated-reality based surgical planning and/or trainingmodule.
The greatest advantage of an AR-based HMD over VR in a surgical setting is that
the surgeon is able to visualize the enhanced information directly on-to the surgical
field (patient’s body). He can synchronize his body movements and surgical actions
in response to the enhanced/augmented image he sees through the HMD (OST-
HMD) directly on the surgical site. Additionally, it is possible in AR to world-
anchor the enhanced visualizations/projections, to minimize spatial disorientation
and contextual-loss of information at the surgical site.

In a surgical setting, HMDs are greatly preferred as an option for enhanced display
over conventional monitors, which are the current workhorses. HMDs enable the
surgeon directly to interact with the projections very intuitively, without losing their
spatial orientation and while maintaining hand-eye coordination. There is no need
to gaze away from the surgical site. This is in contrast to a conventionally used 2-D
monitor, where the surgeon would have to continuously switch his gaze and bodily
orientation between the augmented image-overlay on the monitor and then re-orient
his body, hand-eye coordination and surgical actions to perform the procedure on the
surgical site.
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4 Related State of Art Work

4.1 Image Segmentation

On radiological images, the liver is usually considered to be difficult to separate from
the neighboring organs (e.g. heart, kidney, muscle, and stomach) due to similar gray
level intensities. The major challenges in its segmentation are variability in shape,
size, and other similar adjacent\neighboring organs with similar gray level inten-
sity. Moreover, the blurry edges and low contrast usually characterize CT images
making the segmentation more challenging. Furthermore, there are other issues such
as partial volume effects resulting from patient movement, spatial averaging, and
reconstruction artifacts. Several methods have been reported in the literature related
to liver segmentation on CT datasets. Conceptually, the methods are either pixel
driven/intensity-based (e.g. thresholding and morphological filtering, etc.) or model-
based (e.g. active contours with level sets or snake, and so forth). There are some
simple standard classical techniques that include thresholding and region-based tech-
niques (Kennedy et al. 1989; Grady 2006) that are quite user friendly. Fuzzy segmen-
tation techniques are preferred for multi-channel image segmentation, though they
still can be applied for single-channel images (Ruan et al. 2002; Patwardhan et al.
2005). There are also statistical approaches reported for robust segmentation such as
reported in (Zhang et al. 2010; Nuzillard and Lazar 2007), however, these techniques
typically involve some form of constraints, sometimes leading to under-segmentation
results.

Although manual segmentation is mostly preferred by the clinicians, this is quite
tedious and time-consuming, therefore a robust computer-aided liver (tumor\vessel)
segmentation has been a core topic over the years. There have been a lot of
attempts\published segmentationmethods, however, a proven and clinically accepted
method is yet to be established because of the challenges, mainly: (1) low contrast,
(2) similar gray level intensity between the neighboring muscles\tissues, (3) unclear
lesion boundary, (4) variation in lesion shape, etc. Tumors from CT can only be iden-
tified if lesions are segmented. The literature of segmentation is huge (Mharib et al.
2012): there have been proposed many automatic and semiautomatic segmentation
methods. A few of them are discussed here. Knowledge of local organs’ shape is
essential in order to compare with each other; the 3D affine invariant shape param-
eterization approach by Linguraru et al. (2012) first generates a regular sampling
of the liver and then various 3D surface features are compared using this parameter
space point-to-point. Another method by Seo (2005) uses a multi-stage approach to
sequentially segment liver, hepatic vessels, and then tumor using an optimal threshold
value.

There are many such automatic segmentation methods; however, a pseudo-
segmentation may have resulted since there is no provision for correction during
its execution. On the other hand, a semi-automatic method is more suitable and
reliable because the output contour can be guided as per the desire of the user’s
clinical requirement (Heimann et al. 2009; Dakua 2013). Chartrand et al. (2017)
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propose a semiautomatic method for liver segmentation; they first approximately
model a liver and then keep deforming it by a Laplacian mesh optimization approach
until the liver is precisely segmented. The model proposed by Peng et al. utilizes
level sets that incorporate the likelihood energy with that of edge. The likelihood of
energy is then minimized to get the liver segmented. Zhang et al. (2017) propose
a semiautomatic method to segment the liver in clinical cases based on Couinaud’s
theory. Watershed method with active contour has also been used in the past to study
hepatic metastatic lesions on CT slices (Yim and Foran 2003). Zhao et al. report a
region-growing method that uses shape constraints so that the region growing does
not leak into surrounding tissues (Zhao et al. 2006). Mahr et al. (1999) in their study
of different segmentation approaches find region-growing, graph-based and snakes
as the potential futures of all investigations on liver segmentation. The main chal-
lenge in liver vessel segmentation is that all bright structures are not liver vessels and
the parts inside the liver are to be segmented. There are many vessel segmentation
methods too. Due to the introduced artifacts, for instance during the acquisition,
image features are usually hidden or distorted in the normal image scale/resolution.
There are certain techniques that have been proven to have high resistance to noise
and have high processing speed; some of them include: Wavelet, Ridgelet, Curvelet,
and Contourlet transforms, where they are embraced in medical image segmentation
(AlZubi et al. 2011). In order to visualize the complete anatomy such as liver vessels,
there have been also many attempts. An active contour method by Shang et al. (2011)
exploits the Gaussian mixture model to segment the thick vessel first and then based
on the centerline of vascular vector field, weak and thin vessels are segmented. There
are many methods (Sato et al. 1998) to the date on vessel segmentation; one may
have a look at the paper (Kirbas and Quek 2005) to get a comprehensive review. For
the sake of the present discussion flow, the input images, their contrast enhancement
and liver segmentations are provided in Fig. 4.

4.2 Image Registration/Fusion

In recent years, the development of augmented reality (AR) is remarkably notice-
able. The display resolution is dramatically improved and the cost is dropped to
consumer-level from USD 18,000 to USD1000 or less. Virtual reality provides an
immersive environment that can enhance surgical simulators but it is not appropriate
for intraoperative image guidance since it isolates the surgeon forms the surrounding.
Meanwhile, AR provides the optimal in the case of both virtual and real worlds by
integrating the virtual and real objects. These integrations occur in real time; the
virtual and real objects interactively run by aligning with each other (Der et al.
2013). Therefore, AR visualization can provide significant advantages for image-
guided surgical systems. AR visualization provides the ability to superimpose the
virtual CT data onto the patient’s anatomy. This has been presented in (Navab et al.
2007), where AR is performed after the registration of the preoperative CT with the
intra-operative US. Liao et al. (2010) describe a navigation system with augmented
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Fig. 4 a Input liver CT image. b–d Contrast enhancement of the input liver images. e–k 2D and
3D Liver segmentations

reality for MRI guidance where a half-slivered mirror helps in superimposing the
images superpose onto the surgical area.

A recentworkbyZhang et al. (2017) has described a see-through surgical guidance
system using AR, however, they also use the half-slivered mirror as a display. Such
an AR display suffers from brightness and vividness issues, in addition to the need
for designing special heavy structures for holding the mirror. Recent advancement
in AR display brings the attention of its potential to be considered for the visualiza-
tion of guidance due to its high image resolution and brightness. For example, the
new Hololens 2 from Microsoft provides 43° by 29° field of view (FOV) (Microsoft
HoloLens 2019). The other state-or-art AR head mounted display (HMD) is Magic
Leap One (2005) with 40° by 30° provides almost the same resolution with hand
interaction and positional tracking. The hand tracking in Magic Leap Oe seems
to be more successful than Hololens 2 with the ability to detect the position of
the fingers of the user in space. Standard similarity measures such as the Sum of
Squared Difference (SSD), Normalized Cross Correlation (NCC) or Mutual Infor-
mation (MI) are limited in performance for robust registration due to the different
nature of intensity values and structures that are in-discernible in one of the two image
sets (e.g. because of shadowing artifacts). The Linear Correlation of Linear Combi-
nation (LC2) similarity measure was introduced as a method specially designed for
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US-CT (Ultrasound-Computed Tomography) registration. The cost function is based
on local linear combinations of patches generated from the US, from CT, and a CT-
based simulated US image. This approach was adapted for US-MRI registration,
introducing an additional weighting term to allow for a larger influence of patches
with high levels of structural information. A main advantage of the LC2 metric is its
invariance concerning the locally varying relationship between US image intensities
and both MRI (or CT) intensity and its gradient. However, the organ deformations
are not fully compensated by the global semi-affinemodel. Approaches to expand the
method towards de-formable transformationmodels need to be investigated. Further-
more, the US simulation can be extended with more complex models for effects
like refraction and multiple reflections to increase robustness, especially real-time
compensation of respiratory motion.

Image registration aims at determining the spatial correspondence of two or more
image sets for the purpose of minimizing the differences between them. Consid-
ering two image sets, a static S(x) and moving M(x*), image registration algo-
rithms try to find the optimal transform T (x*), which minimizes the difference
between S(x) and M(T (x*)). Such algorithms can be categorized into rigid and
deformable registration. For rigid image registration, the translation and rotation of
all image pixels is uniform, such that all pixel-to-pixel relationships within the image
set remain equal before and after the transformation. For deformable registration (also
called non-rigid), on the other hand, those pixel-to-pixel relationships change, i.e.,
when two images are on the same reference frame of coordinates, a pixel on one
image set does not necessarily represent the same anatomical structure of the other
although the pixel coordinates of both image sets are same. Therefore, deformable
image registration can account for local distortions, occurring since organs and tissue
are non-rigid structures and subject to deformation.

In this application, we need the exact registration of pre-operative CT volumes
with intra-operative US images. Additional to the real-time constraint, many factors
can complicate accurate registration: Especially for tissue located in thorax and
abdomen, like the liver, the respiratory motion leads to organ tissue deformation
due to the contraction of the diaphragm. Dissimilarities can occur due to inter- and
intra-fractional anatomical variations from the pre-operative image set; that is vari-
ations between different treatment sessions and during single treatment sessions,
respectively. Soft tissue deformation can be caused by plain physiological changes
such as bladder filling, patient weight loss, tumor shrinkage/growth or differences in
patient positioning. The registration must be independent of the presence of medical
instruments in the US images or varying application of contrast agent. Furthermore,
the multimodal images taken at different time frames makes the registration process
quite challenging. There is a greater number of degrees of freedom in the deformable
registration to tackle the aforementioned local distortions between anatomical struc-
tures. However, this also typically requires more computational power and/or time
which inherently influences the real-time capabilities of such registration algorithms.
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Adeformable registration algorithm consists of threemain components, the objec-
tive function, the optimization method, and the deformation model. The objec-
tive function requires a definition of similarity between two image sets. Simi-
larity measures can be intensity-based, feature-based or a combination of the two.
Depending on the task at hand, the type of images and the expected kind and ampli-
tude of misalignment, a different similarity metric may be appropriate for accurate
registration. Intensity-based objective functions define the degree of similarity by
using image intensity values. For single-modality images, this approach can be robust
as the assumption is met, that the intensity values of the same anatomical area are
similar among images. Feature-based objective functions require the definition of
image features which can be independent of image intensity. However, the construc-
tion of features can be difficult and time-consuming while introducing inter- and
intra-observer dependencies. Recent advances in unsupervised Deep Learning have
reduced those disadvantages and allow for feature creation without manual input but
require large datasets and ground truth for training.

While from a medical perspective, different modalities complement each other
for diagnostic and interventional purposes, the registration of CT and US images is
a complex task. This is due to the information represented in the different modali-
ties originating from different physical processes and properties. Various direction-
dependent artefacts and the speckle noise affect the US intensities that represent the
changes in acoustic impedance. Intensities in CT images, on the other hand, provide a
representation of X-ray attenuation. This is approximately proportional to the tissue
density which again is proportional to acoustic impedance. However, the correlation
is influenced by inherent differences of the imaging method: The acquisition of US
images is user-dependent and provides a limited field of view and is prone to image
quality reduction due to overlying structures, subcutaneous fat or gas-containing
organs. Furthermore, ultrasound is usually acquired in arbitrary planes, which are
not parallel to the ones typically visualized by physicians from CT imaging (axial,
coronal, or sagittal).

Multiple prior studies have already been reported regarding image fusion in non-
rigid, deformable structures like the liver and prostate. However, these studies always
come up with the problems of accurate image registration and segmentation, which
they have attempted to solve using various computing/mathematical techniques (Lee
2014;Mauri et al. 2015; Esser et al. 2016; Li et al. 2017a, b, c; Seror 2017;Venkatesan
et al. 2011; Kadoury et al. 2016). Standard similarity measures such as the Sum of
SquaredDifference (SSD), NormalizedCross Correlation (NCC) orMutual Informa-
tion (MI) are limited in performance for robust registration due to the diverse nature
of grey-scale values and anatomies that are indiscernible in one of the two image sets
(e.g. because of shadowing artefacts). The Linear Correlation of Linear Combination
(LC2) similarity measure was introduced as a method specially designed for US-CT
registration. The cost function is based on local linear combinations of patches gener-
ated from the US, from CT and from a CT-based simulated US image (Wein et al.
2008). The reconstruction has to be estimated at every iteration during optimiza-
tion, however, this also means that the algorithm can search for the best alignment
using the best reconstruction. Large variations in image intensities can be adjusted
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by the local linear combination. This approach was adopted by (Wein et al. 2013) for
US-MRI registration, introducing an additional weighting term to allow for a larger
influence of patches with high levels of structural information. A main advantage of
the LC2 metric is its invariance concerning the locally varying relationship between
US image intensities and both MRI (or CT) intensity and its gradient. However, the
organ deformations are not fully compensated by the global semi-affine model.

4.3 Tool Tracking

Since the literature on tool tracking is huge, we have included only a few methods
in this chapter due to page constraints. The methods are quite diverse, therefore, it
is quite difficult to generalize them if a particular category of methods produces the
best results, rather, we have included the recent state of art methods for the readers
knowledge and information. A method based on edge information is proposed by
Kim and Park (2004) to assist video coding, compensation of motion, and motion
estimation for Moving Picture Experts Group (MPEG) 7 and 4. This method utilizes
the humanvisual perception providing edge information.Markov randomfieldmodel
and posterior probability estimation technique are used by Subudhi et al. (2011) for
temporal segmentation and spatiotemporal spatial segmentation. The color descrip-
tors, as well as the gradient descriptors incorporation with the generalized Hough
transform can track an object. Duffner and Garcia (2017) present such an algorithm
that uses probabilistic segmentation for foreground and background color distribu-
tions. Correlation framework (CF) is used to model a tracker that maximizes the
margin between the surrounding background and target (Li et al. 2017a, b, c). In this
method, the background information is exploited effectively. The CF is trained first
by multilevel scale supervision making it sensitive to the target scale variation. Then
a single framework is developed from these two individual modules simplifying the
tracking model. A combination of blob detection and fuzzy morphological operation
is proposed by Mahalingam et al. for object tracking (Mahalingam and Subramo-
niam 2018). A specific type of correlation particle filter is designed by combining a
particle filter with a correlation filter tracking the object (Zhang et al. 2018).

Kernelized Correlation Filters (KCF) is used to analyze the video frames that are
extracted from the video sequences (Guo et al. 2018). A three-dimensional trajectory
of a cabbage butterfly is plotted when combining KCF and Background Subtraction
(BS). The KCF-BS algorithm obtains the coordinates of the target centroid in two
video sequences tracking the butterfly in video frames (Guo et al. 2018). The object
tracking in satellite videos is also one of the hot topics in computer vision. Du et al.
(2018) propose such an algorithm that fuses a three-frame-difference method and the
KCF tracker. Sometimes multiple positions’ detections and alternate templates help
in tracking (Liu et al. 2018). Liu et al. (2018) propose such a method that is based
on a correlation filter. The estimated target speed repositions the detection position
by an optical flow method with a template update mechanism. Sometimes histogram
becomes exceptionally pivotal in tool tracking. Histograms of RGB, orient, and
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motion integrate forming a statistical model to track the target (Liu and Feng 2018).
Du et al. (2018) demonstrate a method for object tracking that is iterative graph-
based. Here the mid-level visual cues represent target parts, whereas the super-pixel
representation exploits the local appearance variations. Three key steps constitute the
method: 1—the target is selected from the background, 2—majority voting classifies
the associate parts between consecutive frames, 3—majority voting of matching
results estimate the target state. A unified energyminimization framework consisting
of the target part selection, part matching, and state estimation incorporates the
structural information in local parts variations.

5 Surgical Planning and Navigation

The recent advances in VR/AR headset technologies pave the way to deliver what
has been promised by extended reality technologies to enable physicians to work
in the native 3D world and understand the organ anatomy noninvasively. The new
class of HMD devices have high-resolution, low-cost, comfortable and light-weight,
and can display high-quality clinical data at fast response time that can be used
for extended longer periods with less motion sickness. The medical community is
starting to embraceXR technology for prior purposes. TheTure 3D systemdeveloped
by Echopixel is one of the first 3D cardiovascular disease pre-procedural planning to
obtain US approval. Food and Drug Administration which is included in a DICOM
workstation diagnostic grade. The system uses a 3D interface where the user wearing
polarized glasses identical to that used in 3Dmovie theaters and uses a handheldwand
to control images. The system used to visualize arteries in patients with pulmonary
atresia with major aortopulmonary collateral arteries (Chan et al. 2013). The cardiol-
ogists were able to interoperate the data faster in True 3D display in 13min compared
to 22 min in the traditional readout method. In 2016 computer-generated holography
coupled with 3D transeophageal echocardiographic was created in (Bruckheimer
and Rotschild 2016). The system used to identify anatomical landmarks within the
hologram and typical cardiac imaging that was the first of its kind to demonstrate
feasibility in the laboratory for cardiac catheterization. Conventional surgery for
chronic full occlusion of the coronary artery is highly dependent on 2D X-ray scans
and the expertise of the physician, which can contribute to misidentification of the
coronary artery or inaccurate location of the coronary artery stenosis (Ha and Hong
2016). A system was proposed to fuse the 3D CT angiography model with X-ray
images to provide 3D anatomical information to the surgeon (Jeon et al. 2016).

Halabi and Halwani (Halabi and Halwani 2018) presented a preoperative surgical
planning system for the design and implementation of haptic virtual fixtures (VFs).
The approach may be very useful for surgical procedures involving pathway naviga-
tion. Preoperative surgical preparation has been applied for the heart catheterisation
operation. Upon segmentation and triangulation, the CT scanner images were used
to create a 3D model. The research explains how surgeon can establish their desired
path by selecting the midpoints in the correct order directly on the heart 3D model
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Fig. 5 a Pre-operative and operational stages. The operator can adjust the camera view and visualize
the 3D model. b Assembled path of VF elements

during the preoperative planning stage with the help of the haptic interface device, as
shown in Fig. 5a–d. The user is given the option to change the model’s transparency
and adjust the camera. Such methods help the user imagine the world in 3D better.
Thus, in the 3D model, VFs are generated dynamically along the midpoints and
aligned within the path as shown in Fig. 5e–g from different camera perspectives.
The VFs are generated to fit within the surrounding diameters of the blood vessel
after forming the midpoints, see Fig. 5.

VR/AR technology provides great assistance in surgical planning and naviga-
tion. VR can be very beneficial in pre-operative planning with highly immersive
visualization and interaction. Meanwhile, AR is more appropriate for intra-operative
guidance due to the fact that relevant 3D anatomy can be superimposed on the actual
view of the patient. In this manner, AR is better suited than VR in intra-operative
guidance. AR has been used in many surgical planning applications. AR was used
in stereotactic surgery where radiographic images were superimposed on the patient
to enable accurate and safer neuro-navigation (Parkhomenko et al. 2018). AR fused
images to improve the intra-procedural guidance for it provides a 3D depiction of the
patient’s specific anatomy and pathology. The pathologists utilized AR for gross and
histopathological assessment with even the ability to perform examination remotely
(Hanna et al. 2018).

6 Augmented and Virtual Reality in Surgical Education

As expected in any field where technical skills are passed down to novices by
experts, surgical education follows the “apprenticeship”model. Thismodel, however,
depends on the subjective capability of the expert to impactfully impart his surgical
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knowledge and skills to a training surgeon and is thus inefficient and sub-optimal.
Moreover, the assessment of the actual transfer of proficiency is subjective rather than
objective as it stands today, relying greatly on the opinion of the field-expert rather
than objective metrics or assessment. It is here that the use of AR/VR coupled with
known procedural metrics and benchmarks could supplement the existing surgical
educational landscape in terms of imparting and assessing surgical proficiencies.

Fida et al. have shown in 2018 that the most common surgical setting for AR/VR
enhanced image-guided open surgical training using OST-HMDs is in the special-
ties of Hepatobiliary, Pancreatic, Gastrointestinal and Urogenital surgeries (Fida
et al. 2018). These studies indicate a definitive clinical need for enhanced surgical
visualization and training, and an undeniable possible solution in the form of AR.
Simulation of procedures in AR/VR can be used to augment a surgeon’s training
while also providing an objective measurement of their surgical proficiency. All of
the above would significantly improve surgical times, outcomes and accuracy.

Benninger et al. showed the utilization of an ultrasound probe as a visual stetho-
scope to generate 3D images projected on a Google Glass HMD (Benninger 2015).
They were thus able to supplement anatomical learning by mastering understanding
the body’s static and dynamic stereo-structural design. Borgmann et al. used Google
Glass to assess the feasibility, safety, and usefulness for 10 different types of proce-
dures in Urological Surgery by augmenting the visualization with CT pre-operative
CT images (Borgmann et al. 2017). Volonté et al. successfully attempted to enhance
visualization in surgery by using OsiriX software to manipulate pre-operative CT
images to generate 3-D volume-rendered overlays that were superimposed on the
patients during surgery (Volonté et al. 2011). Volente’s study was performed on
multiple laparoscopic procedures, including cholecystectomies, liver resections,
abdominal explorations, and distal pancreatic resections. Pratt et al. have reported
their pioneering efforts in applying VR to reconstructive Plastic Surgery by using the
Microsoft HoloLens to assist in the “accurate identification, dissection and execu-
tion” of vascular pedunculated flaps (Pratt et al. 2018). Real-time augmentation
techniques in surgery by overlaying 3D holograms of anatomic structures on HMDs
using anatomic reference points (object-anchored) on the patients are also being
studied. Gavaghan et al. have shown the use of an overlay projector device to enable
portable projection of anatomical images directly onto the patient’s body which is
neither hindered by the animate or inanimate objects in the environment nor afflicted
by lowered “perspective effects” (Gavaghan et al. 2011). Sauer et al. have explored
the use ofMicrosoft HoloLens in Surgery to aid visualization complex Hepatobiliary
viscera and assess the impact on the understanding of vascular anatomy of the region
(Sauer et al. 2017). Similar studies on AR applications is being done in many other
surgical fields, including Acute Care surgery (Jeon et al. 2014), Vascular surgery
(Cheng et al. 2014), Neurosurgery (Hooten et al. 2014), Urology (Borgmann et al.
2017; Dickey et al. 2016; Hamacher et al. 2016),Maxillofacial Surgery (Badiali et al.
2014), ENT (Ear, Nose and Throat) Surgery (Piromchai et al. 2015) and Orthopedic
Surgery (Ponce et al. 2014).
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7 Augmented Reality and Virtual Reality in Image Guided
Robotic Surgery

Minimally invasive surgical skills require a complex finesse as well as time-
dependency owing to obscurity in visualizing the operating field, reduced opera-
tive space, and a resulting dearth of visual cues and tactile feedback available to
the surgeon. The proficiency of the psychomotor skills of a surgeon can be vastly
improvedusingVR/AR, and this cangreatly impact the overall perioperative outcome
for the patient, surgeon, and hospital. Figure 8, adopted from (Pandya 2004), shows
examples of data displayed as VR view during Image Guided Surgery, and a 3D
geometric depiction of the same data displayed on live video view (AR View).

In Urology, AR/VR has been used to perform and augment image guided surgery,
especially some critical surgical sub-steps of robot-assisted partial nephrectomy,
such as the dissection of the renal artery, as shown by Kobayashi et al. (2018). Such
augmentation techniques have provided surgeons better visualization of the conven-
tional operating field, better control over inefficient tool motions (such as “insert,”
“pull,” and “rotate” motions), as well as better control over vascular structures.
Another study involving pediatric orthopedic surgeons using AR/VT found similar
improvements in surgical outcomes through augmenting the information available to
the surgeon about the positioning and motion of his surgical tools, leading to better
accuracy and reduced procedural time (Docquier et al. 2016; Sugano 2003) (Fig. 6).

In addition to surgical procedures, AR/VT techniques could also be used to
augment surgical imaging for pre-planning invasive procedures. As mentioned
earlier, imaging modalities generally used for procedural planning include MRI, CT,
and Ultrasound. In Urology, biopsies of the prostate gland are being undertaken by
fusion of preoperative MRI with intraoperative real-time ultrasound in AR, enabling
surgeons to accurately sample tissue for better prognosis, patient-safety, and outcome

Fig. 6 a Virtual data (VR view) displayed during Image Guided Surgery. b 3D geometric data of
the same case registered and displayed on live video view (AR View) (Adapted from Pandya 2004)
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(Tadayyon et al. 2011). For any endovascular/urological procedures making use of
a guidewire, tracking the motion of this guidewire can help prevent catastrophic
sequelae of vascular rupture or other unintended anatomical violations (Ozkan et al.
2017). In addition to these, applications of AR/VR in surgical navigation systems
are being potentially explored in other surgical fields, including ear-nose-and-throat
(ENT) surgery (Pruliere-Escabasse and Coste 2010), craniomaxillofacial surgery
(Liu et al. 2016), cardiothoracic surgery (Engelhardt et al. 2016), and orthopedic
surgery (Niehaus et al. 2017).

8 Challenges in the Comprehension of Visual Information
During Surgery

A majority of studies exploring the application of enhanced visualization in surgery
indicate a definitive clinical need for enhanced surgical visualization and training,
and an undeniable possible solution in the formofAR.However, the commondenom-
inator to most of these studies is that they are all specialty-specific. There does not
seem to be any study that looks into creating a common institution-wide infrastructure
that would service all specialties with generic yet adaptable algorithm.

Additionally, while advances in technology allow accurate depiction of data with
low latency, the data segmentation, 3D asset generation, holographic module deploy-
ment and anatomic anchoring in most of the studies were done manually using an
on-site technical assistance, which could be considered a limitation and bottleneck
for the application of these study-outcomes in a clinical setting. The current technique
for the rendering of 3D models (generally based on volumetric rendering) could also
be improved and optimized. Another common limitation seems to be the lack of
re-alignment of the 3D holographic assets to compensate for any body movement or
tissue deformation (occurring due to respiratory action, surgical manipulation, etc.)
once it has been registered/anchored onto the surgical site. In the realm of clinical
setting, optimizing the above-mentioned factors could lead to accurate, real-time
acquisition and display of augmented information with low latency.

Since there are multiple ways of displaying the augmented information (Fig. 7),
other clinical challenges to usage of OST-HMDs could be inattentional blindness
(where the surgeon becomes blinded to an object which was covered by the 3D
overlay), information overload (where the overlay outputs more information than
what the surgeon can comprehend meaningfully), and overlay distraction. There
could also be ergonomic issues such as heavyweight of the HMD, wear comfort as
well as possible simulator sickness.

The challenges of adopting different extended reality modalities to pre-operative
planning, intraoperative guidance, and medical education depend on the inherent
advantages and limitations. VR blocks the real view completely meanwhile AR is
transparent and the real is still accessible with digital additions. VR is more suitable
for training and educationwhere students can interact in a fully immersive simulation
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Fig. 7 The tools are available to the surgeon (right) and the displaymodalitieswhere the information
can be visualized (left) (Adapted from Pandya 2004)

with isolation from outside distractions. AR allows the practitioners to maintain a
realistic view of the patient hence the ability to interact with the patient. However, the
most critical aspect is the accuracy of registration and tracking as this significantly
affects the intraoperative navigation and guidance accuracy. Therefore, improve-
ments in all various components of AR is required. The reconstruction techniques
and registration methods have to be improved in terms of precision and automation.
The tracking technique needs to be more accurate and provide real-time feedback.
The displacement and deformation of the organs during intraoperative procedure can
affect the accuracy of registration, therefore different techniques are needed to reduce
such effects. Display technologies are the largest cost and design constraint because
that it is the most demanding aspect of any XR system. XR device is needed to
deliver high visual quality, low cost and weight, processing speed, and interactivity.
For intraoperative guidance the display must provide high visual quality to match
the human visual system (HVS) capabilities. Normal HVS acuity is approximately
9000 by 8100 pixels/eye with 150° to 170° FOV (Silva et al. 2018). Achieving such
a requirement is still not economically feasible with current display technologies.
As a result, compromising pixel density, FOV, and brightness is a common practice
between manufacturers. For example, Oculus Rift has 4.9 (arc-min) angular resolu-
tion and 132.2° FOV compared to 1.4, and 43° in Hololens 2 which means that the
VR display is still better than the state-of-art AR display.

Another technical challenge that need improvement is the accommodation which
is the perceived depth at close distance due to disparity in focal depth. Accommo-
dation is necessary to enable the user to focus on digital objects and instruments
at the same time. For example, accommodation conflict of surgical guidance and
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augmented digital enhancements within the action space and personal space can
cause discomfort at close working distances (Silva et al. 2018).

9 Conclusions

This work provides an extensive survey of state of art augmented and virtual reality
methods that are being used or considered to be used as popular visualization tech-
niques in clinical practice, especially in Surgery. Furthermore, various associated
processes used in AR and VR are also described in detail. The popularity of these
visualization techniques and the potential challenges faced by these techniques while
using in clinical practice have also been discussed. Finally, we believe that addressing
these challenges would further broaden the scope of these visualization techniques
to be practically used and truly used in clinical practice.
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